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Preface
In 1990, when I was a graduate student, I heard someone with a long, prestigious career of 
developing and using magnetic resonance methods make an offhand comment that “everything 
worth doing in MRI has been done.” Functional magnetic resonance imaging (fMRI) was first 
reported not long after. I have not forgotten the comment because it always makes me wonder 
what new development will be reported tomorrow and what we will be able to do with fMRI, 
10 years from now. At the very least, I believe fMRI will become a very powerful and commonly 
used tool for providing doctors with information about their patients’ neural function anywhere 
in the central nervous system—how it has been affected by trauma, disease, congenital effects, 
and other causes. I also believe this will lead to new treatments, improved outcomes, and better 
medical research.

ἀ is book is intended for students, researchers, and clinicians who want to understand the 
theory and practice of fMRI in sufficient detail to use it for neuroscience research, clinical 
research, and (eventually) for clinical practice, such as for diagnosis, monitoring of treatment 
outcomes, and treatment planning.

ἀ e chapters are organized so that the more fundamental principles come first and then are 
built upon to explain how magnetic resonance (MR) images are created, and finally how MR 
imaging is used to produce maps of neural function with fMRI. It is not expected that the reader 
will read this book from beginning to end, or will even start at the beginning. Sometimes you 
may find it useful to jump ahead to understand why more basic concepts are necessary or to 
put them into context. Chapter 9 describes current clinical applications of fMRI, of which there 
are only a few, and a much larger number of studies that have been done with patient groups, 
which—rather than being used for diagnosis—demonstrate how fMRI can be used as a valuable 
clinical tool. ἀ is chapter might be a useful starting point, depending on your interests, to show 
you the value of reading the chapters that precede it. To help those who just want to get to “the 
answer,” major sections of Chapters 2 through 8 end with “Key Points” boxes that highlight 
the most important concepts to take away from these chapters. A useful “Glossary of Terms” 
and an “Index” are included at the end of the book.

You may notice that, probably unlike most other books on fMRI, this book contains quite 
a lot of discussion about alternative fMRI methods, other than the most widely used method, 
based on BOLD (blood oxygenation–level dependent) contrast. It also includes a discussion of 
fMRI of areas of the central nervous system other than the cortex, such as the brainstem and 
spinal cord. Although the vast majority of fMRI studies will use the BOLD method to study 
brain function, I have included these other extensions of fMRI, not just because of my research 
interests, but because they can help to further the understanding of key concepts as well as 
strengths and limitations of fMRI. It is also quite possible that some of these alternative meth-
ods will prove to be extremely important in the future, or may be the basis of even better func-
tional imaging methods.

As the author, I wrote this book from the point of view of someone who has worked on fMRI 
for many years (although not since its inception), and with a particular interest in spinal cord 
function. ἀ is interest required reinvestigation of many of the concepts that had already been 
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developed for fMRI of the brain, including imaging methods, the underlying basis of neuronal 
activity–related signal changes, and data analysis methods. Although my experience with the 
bulk of this work was like reinventing the wheel, it provided a solid grounding in the under-
lying concepts of fMRI. I have been motivated by a very strong interest in understanding how to 
implement fMRI as a clinical tool (in particular, for clinical assessment of spinal cord function). 
ἀ e process of preparing this book has contributed to this goal, and I hope it will contribute to 
a broader understanding of the technological, conceptual, and practical barriers to clinical use 
of fMRI.

MATLAB™ is a registered trademark of ἀ e MathWorks, Inc. For product information, 
please contact:

ἀ e MathWorks, Inc.
3 Apple Hill Drive
Natick, MA 01760-2098 
USA
Tel: 508-647-7000
Fax: 508-647-7001
E-mail: info@mathworks.com
Web: www.mathworks.com
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1

1
Introduction

Functional magnetic resonance imaging (fMRI) of neural function has been in existence only as 
of about 1992 (1–4), and since that time its use for neuroscience research has expanded rapidly. 
ἀ e basic method has remained the same: Magnetic resonance images of the brain, brainstem, 
or spinal cord are acquired repeatedly for several minutes to detect changes in the images over 
time. Whenever neuronal activity in a region changes as part of a cognitive process, sensory 
stimulus, motor task, and so forth, the appearance of the tissues in that region changes subtly 
in the magnetic resonance (MR) images and can be detected if the changes occur consistently 
each time the same function is performed. Clinical uses of fMRI for diagnosis and monitoring 
have been proposed since the method was first developed, and yet this potential remains largely 
untapped so far for clinical practice, although fMRI studies of many different neurological dis-
orders have been carried out. Important questions need to be answered. For example, is fMRI 
reliable and sensitive enough to guide clinical decisions? Are the results worth the time and 
effort that could be spent on other tests or patients?

ἀ ere is no single answer to these questions; rather, the answers depend on the clini-
cal information needed, how the fMRI data are acquired, and what MRI equipment is 
available. Functional MRI is not a single method—it has many variations, and there is no 
standard method that is optimal for every situation. ἀ e translation of research methods to 
standard ized and validated clinical methods is also confused by the many points of view that 
are presented by researchers from different disciplines. Researchers differ as to which acquisi-
tion and analysis methods are optimal and how the results can be interpreted, and also use their 
own terminology, resulting in extensive jargon associated with fMRI. However, as is evident in 
examples of fMRI applications in Chapter 9 and in explanations of methods in other chapters, 
there is actually a considerable amount of consistency in the fMRI acquisition methods that are 
currently used for a wide range of applications. Moreover, although methods for fMRI analysis 
have a fairly wide range of options, ultimately, as long as the results accurately reflect the neural 
function that occurred during an fMRI study, the analysis method is irrelevant.

ἀ us, as our understanding of the physiology underlying the neuronal-activity–related MR 
signal changes improves, there appears to be greater agreement about the correct interpretation 
of fMRI results and their reliability. With a good understanding of its underlying theory, fMRI 
can be used to study a wide range of neurological disorders, and most of the effort during the 
design process can be put into choosing the timing and method of tasks or stimulation to elicit 
the neural activity of interest. ἀ is understanding of the theory will also enable users of fMRI to 
incorporate future advances in MRI hardware and software. Based on the vast number of fMRI 
studies that have been published showing clinically relevant information about neurological 
disorders, and despite its many challenges, the clinical use of fMRI appears to be inevitable. It 
also appears to be inevitable that the methods used will continue to develop and evolve. All users 
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of fMRI would therefore benefit from a better understanding of the underlying theory of MRI, 
fMRI study design, data analysis, and the interpretation of fMRI results.

ἀ is book is intended to describe the essential theory and practice of fMRI for clinicians 
and researchers who are not experts at MRI. No specialized background in physics and math is 
assumed. Each underlying basic idea, such as how the MR signal is detected, builds upon previ-
ous concepts (e.g., what the MR signal is and where it originates from). ἀ e chapters are therefore 
organized in a logical order, starting with the fundamentals of MRI; how an image is formed; how 
we use those images to get information related to neural function; and finally, how we can use 
MRI as a tool in the form of fMRI. Again, Chapter 9 describes current clinical applications and 
others that are expected to be precursors of future clinical applications. Each section in Chapters 
2 through 8 ends with a summary of “Key Points”; a “Glossary of Terms” is also provided at the 
end of the book.

ἀ e basic method for functional MRI is depicted in Figure 1.1 and shows the key points that 
MR images are acquired repeatedly over time, while the person being studied changes tasks 
or cognitive processes in order to elicit a change in neural activity. ἀ e acquired images are 
based on the same MRI methods used for conventional anatomical imaging (see Chapter 4). 
Functional MRI is just a specific use of conventional MRI, and almost any modern MRI system 
can be used for fMRI. As indicated above, there are tissue changes that occur when the neural 
activity and related metabolic demand change, and these tissue changes are reflected in the 
MR signal (as discussed in Chapter 6). However, the changes that must be detected are subtle 
and cannot be seen by eye simply by comparing two images. Other effects such as physiological 
motion and random noise can also cause subtle changes in images, so every difference between 
two images cannot be attributed to neural activity.

In order to support the conclusion that image changes are caused by a change in neural activ-
ity, we systematically change between two (or more) tasks or conditions repeatedly. Any image 
changes that consistently occur, corresponding to the change in task or condition, are most likely 
related to differences in neural activity. As a result, we need to acquire images of the brain (or 
other region of interest) repeatedly, and as fast as possible. However, there are trade-offs between 
image quality, speed, and resolution, as discussed in Chapter 5. ἀ is point relates to a number 
of questions that arise. For example, why don’t we just image with high enough resolution to see 
individual neurons, in order to be certain that we are detecting neural responses? One reason is 
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Figure 1.1 Summary of the basic process used for fMRI, with the example of a visual stimulus 
that is varied in time. MR images are acquired quickly and repeatedly to describe a time series, 
while the task or stimulus condition is varied systematically to elicit systematic changes in neu-
ral activity in the regions of interest. Subtle changes in the tissues, corresponding to changes in 
neural activity, can be detected in the time series of images.
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that it takes time to measure and record the data that compose an image. If we image the entire 
three-dimensional brain, with one point of data representing each 25 µm × 25 µm × 25 µm cubic 
volume (the rough average size of a nerve cell body, or soma), we would need about 100 billion 
data points to cover an average brain with a volume of 1500 cm3. Even sampling the data at a 
rate of 10 billion points per second would take too long for the purposes of fMRI. ἀ is sampling 
rate is currently impossible for reasons discussed in Chapter 3, and it would require data trans-
fer rates and writing to disc at more than 20 GB/sec (which has become possible only recently). 
As discussed in Chapters 6 and 7, we want to image the brain about every 3 sec (or faster). Each 
individual axial brain image would have to be about 8000 × 6400 points, and we would need 
about 5600 images to span the whole brain. Compare this to current high-definition televisions 
(HDTVs) with 1080p format, which display 1920 × 1080 pixels. ἀ at is, we could not even display 
one entire axial slice at the full resolution of the data. We would need to arrange 24 HDTVs in a 
4 × 6 grid to display the whole slice. While perhaps a fun exercise, it is not at all practical.

Another factor affecting the spatial resolution is that the signal we detect is predominantly 
from water and lipids. ἀ e signal from each 25 µm cubic volume would be very low compared 
with the background noise, as discussed in Chapters 3 and 5. As a result, we are limited to 
working with image data with a resolution of a few millimeters in each direction, and taking 
a few seconds to image the brain for each time point. Nonetheless, with good choice of imag-
ing methods (Chapter 6), efficient fMRI study design (Chapter 7), and effective data analysis 
(Chapter 8), we can achieve high sensitivity to neural activity and reliably characterize changes 
in brain function that result from neurological disorders or trauma (Chapter 9). A summary of 
the concepts discussed in Chapters 6, 7, and 8 is also provided in the Appendix.

References
 1. Ogawa S, Lee TM, Kay AR, Tank DW. Brain magnetic resonance imaging with contrast dependent on 

blood oxygenation. Proc Natl Acad Sci USA 1990;87(24):9868–9872.
 2. Ogawa S, Lee TM, Nayak AS, Glynn P. Oxygenation-sensitive contrast in magnetic resonance image of 

rodent brain at high magnetic fields. Magn Reson Med 1990;14(1):68–78.
 3. Kwong KK, Belliveau JW, Chesler DA, Goldberg IE, Weisskoff RM, Poncelet BP, Kennedy DN, Hoppel 

BE, Cohen MS, Turner R. Dynamic magnetic resonance imaging of human brain activity during pri-
mary sensory stimulation. Proc Natl Acad Sci USA 1992;89(12):5675–5679.

 4. Menon RS, Ogawa S, Kim SG, Ellermann JM, Merkle H, Tank DW, Ugurbil K. Functional brain map-
ping using magnetic resonance imaging. Signal changes accompanying visual stimulation. Invest 
Radiol 1992;27 Suppl 2:S47–S53.

K10992.indb   3 5/3/11   12:20:30 PM





5

2
Basic Concepts

A few key concepts are useful to understand before delving into explanations of how magnetic 
resonance (MR) images are constructed and how we can use them to map neural function, 
because these concepts come up repeatedly or have an overall influence over the theory and 
practice of functional magnetic resonance imaging (fMRI). One very influential factor is the 
construction of the MRI system itself, because it determines the limited space and environ-
ment that we have to work within. Another important concept to understand is how numeri-
cal data can be represented as images, since all of the data used for fMRI are in the form of 
images. Furthermore, important mathematical concepts that occur throughout the theory 
of how images are constructed, and how they are analyzed, are based on the common idea 
of representing data as a sum of meaningful components. ἀ ese concepts include separating 
data into components (such as with simple linear fitting), the general linear model (GLM), and 
the Fourier transform. Although the level of detail presented in this chapter might go beyond 
what is needed to use these ideas for fMRI in practice, some readers may want to know the 
details, and so they are included here.

2.1  Basic Anatomy of an MRI System
A good starting point is to understand the basic features of an MRI system, especially with 
regard to how its shape and operation will affect how fMRI studies are done. Some people who 
want to use fMRI may not have had the opportunity to look in detail at all of the components 
of an MRI system. ἀ is section briefly describes an MRI system’s key elements that are in the 
MR “magnet room” and are seen by people who participate in fMRI studies. ἀ is section also 
describes the various magnetic fields, which typically cannot be sensed. ἀ e descriptions include 
how the various magnetic fields are created and basic principles of MR signal detection.

2.1.1  The Static Magnetic Field
One of the biggest factors that influences how functional MRI studies are carried out and what 
functions are studied is the shape and size of the MRI system itself (Figure 2.1). Magnetic res-
onance imaging requires a very strong magnetic field that has precisely the same magnitude 
(i.e., strength) and direction everywhere in the region we want to image. One of the key prop-
erties used to describe the quality of an MRI system is the uniformity, or homogeneity, of its 
magnetic field. For example, today’s high-quality MRI systems made for clinical use in hospitals 
will have magnetic fields that vary by less than 5 parts per million (ppm) over a 40 cm diameter 
spherical volume in the region to be used for imaging (based on a manufacturer’s minimum 
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specifications for 3 tesla MRI systems in 2004). ἀ e strength of the magnetic field can be dif-
ficult to understand because we rarely encounter strong magnetic fields in everyday life. Unless 
you have some metal in your body from surgery or an injury, or keys or coins in your pockets, 
you may not be aware that you are in a magnetic field at all. To describe the strength of the field, 
we use units of gauss (G) or tesla (T), where 10,000 gauss is equal to 1 tesla. Some examples to put 
the magnetic field strength of a typical MRI system into perspective are as follows:

Earth’s magnetic field 0.3 to 0.6 gauss, depending on your location

Limit considered safe for people with 
implanted pacemakers or neurostimulators

5 gauss

Magnetic strip used to hold refrigerator 
doors shut

~20 gauss at the surface

Electromagnets used on cranes for lifting 
scrap metal, such as cars

Around 10,000 gauss or 1 tesla

Common MRI systems currently used in 
hospitals

1.5 tesla to 3 tesla

Research MRI systems for humans (so far) Up to 9.4 tesla for whole-body systems
Up to 11.7 tesla for head-only systems

Highest magnetic field (used for research, 
not for MRI)

45 tesla
(National High Magnetic Field Laboratory at 
Florida State University, Gainesville)

ἀ e purpose of having MRI systems with higher fields is to get a stronger signal, as described 
in Chapter 3. ἀ e downside of higher magnetic fields is that they take a lot of energy to create, 
both in terms of electrical energy and in terms of the work to design and build the magnet. ἀ is 
observation is especially true if we want the magnetic field to be uniform over a volume large 
enough for imaging a human body.

ἀ e basic concept used both for creating the magnetic fields we need for MRI and for detect-
ing the MR signal is that if we run an electrical current through a wire, then a magnetic field 
is created around the wire (Figure 2.2). If we change the direction of the current, then we also 
change the direction of the magnetic field everywhere. Instead of using a straight wire, we can 
bend it into a loop and create a region in the middle of the loop with a more uniform magnetic 
field. For the design of MRI systems, this idea is extended further by wrapping wires in repeated 
loops along the surface of a cylinder, which makes the magnetic field stronger and more uniform 
over a larger volume at the center of the cylindrical coil of wire (Figure 2.3).

In practice, the coils of wire used to create the magnetic field for an MRI system are not 
wrapped in evenly spaced loops, but the spacing and density of the windings are varied to create 

Figure 2.1 A typical clinical MRI system, which is also used for fMRI.
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the optimally uniform field at the center of the magnet. ἀ is field is called B0, and its direction 
is through the long axis of the cylinder (i.e., the north pole of the magnet is at one end of the 
cylinder, and the south pole is at the other end). To have consistency across descriptions of MR 
systems, we define the z-axis of our coordinate system to be parallel to B0. If we have a person 
laying supine in the magnet, then the z-axis is in the head-foot direction, the x-axis is right–left, 
and the y-axis is anterior–posterior.

The arrows indicate the
magnitude and direction of the
magnetic field in a plane
transverse to the wire

Electric current, I,
through a long wire

Electric current, I,
through a loop of wire

Figure 2.2 Magnetic fields created by passing an electrical current, I, through a straight conduct-
ing wire (left) or through a circular loop of wire (right). The arrows indicate the magnitude (length 
of the arrow) and the direction of the magnetic field at each position. The contour lines run along 
positions where the magnetic field magnitude is constant. The contour lines are further apart where 
the magnetic field is more uniform.

Repeated loops wrapped to form a
cylindrical shape (perspective view)

Rotated to show the
cylindrical coil from
above

Two ways of showing the magnetic field created by passing a current
through the cylindrical coil of wire, in a horizonatal plane

Similar to the shape of the coils used
for an MRI system

Lowest
field

Highest
field

Figure 2.3 The magnetic field created by passing an electrical current through a continuous 
conducting wire wrapped on the surface of a cylinder. The shape of this cylindrical coil of wire is the 
basis for the general shape of most modern MRI systems.
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ἀ e wires used to create B0 are also made of special alloys, which are superconducting (mean-
ing they have no electrical resistance) at very low temperatures. ἀ e wires are contained in a 
cryostat filled with liquid helium at roughly –270°C. ἀ e specifics of the designs are propri-
etary information held by magnet manufacturers. ἀ e key features of the magnet design, as 
they impact on fMRI, are that the person being imaged must be placed at the center of the MR 
magnet, which is typically around 2 meters (79 inches) long and typically has an inner opening 
(called the bore) with a diameter of 65 cm (25.6 inches). All fMRI experiments must be performed 
within this confined space. In addition, since the magnet is superconducting, once it is powered 
up to produce the desired magnetic field, it stays on without any additional electrical power. ἀ is 
is an important safety consideration because the magnet is generally never turned off.

2.1.2  Magnetic Field Gradients
As mentioned earlier, a key property of the static magnetic field of the MR system is its unifor-
mity, or homogeneity. But, anything we place inside the magnetic field, including a person, tends 
to change the magnetic field slightly. To make the magnetic field as uniform as possible, and to 
compensate for changes caused by putting different objects or people in the field, we shim the 
field. Shimming is typically handled in one of two ways. One is done at the time the magnet is 
first installed and powered up, by placing small amounts of iron at specific locations within long 
trays that line the cylindrical magnetic field coil. Iron is magnetic, so the pieces of iron alter the 
magnetic field around them. ἀ is is called passive shimming and is usually a time-consuming, 
iterative process. Once the shimming is complete, though, the magnetic field is highly uniform 
over the center region where the imaging takes place. ἀ e second method of shimming uses 
several more sets of wire coils, like the one used to create the main magnetic field (B0), except 
these are not superconducting and are designed to change the spatial distribution of the field in 
a number of different patterns. Each time we place a person inside the magnet, the MR system 
can quickly map the magnetic field and compute the electrical current needed in each shim coil 
to make the magnetic field as uniform as possible. ἀ is is called active shimming.

After all of this effort to make a highly uniform magnetic field, during imaging we alter the 
magnetic field by turning on magnetic field gradients. ἀ ese are magnetic fields that vary lin-
early with position, across the region we want to image, to get spatial information from the MR 
signal. Exactly how and why we perform this procedure is explained in the next chapter. For 
now, we want to focus on the equipment used to make these field gradients.

ἀ e basic principles used to produce the magnetic field gradients are exactly the same as those 
used to create the main magnetic field. ἀ e important difference is that now, instead of creating 
a uniform magnetic field, we want to create one that changes perfectly linearly in strength across 
the region we use for imaging. To create a gradient along the long axis of the magnet (defined as 
the z-axis), we can use two simple loops as shown in Figure 2.4. If we place them some distance 
apart and pass equal electrical currents through the two loops in opposite directions, then they 
create two equal magnetic fields but with opposite directions. At the mid-point between the coils 
their fields cancel out, and as you get closer to either loop the field gets larger in magnitude, but 
the direction depends on which coil you are closest to, as shown in Figure 2.4. In the middle 
region between these two loops the field varies almost perfectly linearly with position, creating 
the gradient we want. Closer to either loop, the variation with position is no longer linear, and 
we cannot use this region for imaging, as explained in Chapter 4.

Producing gradients in the other directions, perpendicular to the z-axis, such as horizontally 
right–left (x-direction) or vertically (y-direction), is done in the same way only with differently 
shaped loops of wire (called gradient coils). Still, the most important features are that the mag-
netic field produced by the gradient coils must be parallel to B0, and the gradient direction is 
the direction you would move along to have the field strength change. With gradient coils to 
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produce linear gradients in each of the x, y, and z directions, we can produce a net gradient in 
any direction we want simply by turning on two or more gradients at a time. For example, if we 
put electrical currents through the x- and y-gradient coils to produce gradients of 1 gauss/cm in 
each direction, the fields sum to produce a net gradient of 1.41 gauss/cm in the x–y plane, exactly 
midway between x and y.

ἀ e direct impact of the gradient coils on fMRI, in addition to producing the gradient fields 
we need for imaging, is that they decrease the space available in the MR system. ἀ e coils used 
to create the main magnetic field, B0, are often around 1 meter in diameter for whole-body MRI 
systems. ἀ e three gradient coils need to be positioned within the main magnet, and the cen-
ter points of the three gradient fields and of the main field must be at the same position. ἀ is 
is the isocenter of the MR system and is the point where the magnetic field does not change, 

Strongest field in
+z-direction

Strongest field in
–z-direction

Example of a magnetic field gradient of
+1 gauss/cm in the z-direction

Zero field in
z-direction

M
ag
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tic
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ie
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ss
)

+30

+15

–15

–30 60 cm span

Magnet Center
(z = 0)

z-axis

z-axis

0

Figure 2.4 The magnetic field produced by passing an electrical current in opposite directions 
through two loops, spaced some distance apart. This is the basic idea used to create a gradient 
through the long axis of the MR magnet (the z-axis, parallel to B0). The plot on the right shows the 
field variation through the pair of loops, with the numbers selected to show the example of a gradi-
ent of 1 gauss/cm. This example shows the linear region of the gradient has a span of about 60 cm, 
in this case. This relationship does not hold for every MR system because it depends on the actual 
gradient coil design.
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regardless of which magnetic field gradients are turned on. ἀ e space taken up by these coils 
reduces the available space to a diameter of about 65 cm in many current MR systems, as men-
tioned earlier. Another significant impact of the gradient fields is that turning them on and off 
produces sounds because of the considerable forces between the static field and the gradient 
fields. ἀ e stronger the gradient, the louder the sound tends to be, and gradients that are turned 
on and off more quickly produce sounds with a higher pitch. ἀ e sounds produced are loud 
enough that people being imaged generally need to wear hearing protection. Depending on 
the nature of the fMRI study, these sounds can have a significant impact on the brain function 
being studied if they cause distraction or interfere with audio cues or stimuli.

2.1.3  Radio-Frequency Magnetic Fields
Yet another form of magnetic fields needed for MRI is one that oscillates or rotates at high 
frequencies for excitation, as described in Chapter 3. Again, these magnetic fields are produced 
by passing electrical currents through loops of wire. By rapidly changing the direction of the 
current, the magnetic fields produced also oscillate at the same frequency. In practice these 
fields are made to oscillate in what is termed the radio-frequency range of the electromagnetic 
spectrum, so they are called radio-frequency, or RF, fields. ἀ e loops of wire are referred to as RF 
coils. As shown in Figure 2.2, the direction of the magnetic field is determined by the direction 
of the current as well as the shape and orientation of the loop of wire. By using two loops of wire 
oriented 90° to each other, we can produce a total magnetic field in any direction we choose, and 
can also make this field rotate around in time (Figure 2.5).

ἀ is concept can be extended by using combinations of more coils, and the designs are not 
limited to circular loops. ἀ e number and shape of loops can be designed as needed to produce 
the desired volume with uniform magnetic field intensity. However, the combination of coils 
also must be electrically tuned to function at the desired frequency, just like a radio antenna. 
How to do so is beyond the scope of this description, but it is worth pointing out that this factor 
limits the possible shape and size of the coils.

Another fairly obvious point is that the RF coils must be placed around the body part to 
be imaged. For reasons to be explained later, we need the magnetic field to be as uniform as 
possible across the region to be imaged. As in Figure 2.5, the magnetic field is weaker further 
from the coils, but more uniform. In theory, we could just increase the current through the 
coils to make the magnetic field stronger, if needed. However, there are limits to how much 
current we can use without causing the coils to heat up and without reaching the limits of our 
power supply.

An important factor that influences the coil design is that we need to use RF coils for detect-
ing, or receiving, the MR signal as well. Just as we can pass a current through a loop of wire to 
make a magnetic field, any magnetic field that varies in time induces an electrical current in 
a loop of wire. ἀ e theorem of reciprocity states that the spatial distribution of the magnetic 
field created by passing a current through a coil is the same as the distribution of its sensitivity 
when used as a receiver (1). In other words, in order for the RF coils to be sensitive when detect-
ing the MR signal, they need to be as close as possible to the body part to be imaged. But, we 
need the RF coils further away to produce uniform magnetic fields for excitation. In many cases 
the RF coils are designed to balance these two requirements as much as possible (Figure 2.6), 
or in some cases RF coils are designed for excitation-only or for receive-only, so that there is no 
need to compromise the design of either. In the latter case, the result is that we need at least two 
different RF coils around the area to be imaged.

For the purposes of fMRI, the necessity of the RF coils places additional restrictions on the 
tasks that can be performed or the environments that can be presented for studying some neural 
functions. For example, RF coils placed around the head for fMRI of the brain can affect the 
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visibility of visual displays and can make participants feel more claustrophobic. However, in 
many cases it is possible to use mirrors so that the participant can see outside of the magnet, 
or visual displays may be built into goggles placed in front of the eyes so that the presence of 
the RF coil is less noticeable. It is also an option on some MRI systems to use only the posterior 
half of head or neck coils, as receivers only, to provide unobstructed vision, or to enable the 
head to be in a slightly raised or turned position if needed, at the expense of some reduction in 
sensitivity (2).

ἀ e remaining components of a complete MRI system are typically computers, electronics, 
and amplifiers, which are hidden away in an equipment room. Although they are essential to the 
operation of the MRI system, they do not impact on how fMRI studies are done, are not visible 
to a person participating in an fMRI study, and are not described in detail here. However, they 
are shown schematically in Figure 2.7.

Figure 2.5 Magnetic fields created by passing electrical currents through two loops of wire. The 
direction of the resulting magnetic field in the region between the loops can be varied by adjusting 
the magnitude and direction of the current in each coil. The change in field between the left and 
right figures is caused by reversing the current direction in one of the coils.
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Figure 2.6 Magnetic fields created by passing electrical currents through five square loops of 
wire, arranged to fit around the back of a person’s head, similar to what might be used in a posterior 
head coil (shown on the right). The direction of the resulting magnetic field in the region between 
the loops can be varied by adjusting the magnitude and direction of the current in each coil, as can 
be seen by comparing the two magnetic field plots (left and middle frames).
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Key Points

 1. A magnetic field is created when an electrical current is passed through a conduc-
tor, such as a wire.

 2. If the wire is curved to form a closed loop (square, circular, oval, etc.), the magnetic 
field created will be directed through the loop at the center.

 3. A shape similar to a long wrap of wire around the surface of a cylinder is used to 
make the very large static magnetic field of the MRI system, with typical strengths 
of 15,000 to 70,400 gauss (equal to 1.5 tesla to 7.04 tesla).

 4. Other shapes of loops are used to make magnetic fields with linear gradients, which 
in most MRI systems can be up to around 4.5 gauss per cm. ἀ ese gradient fields 
are typically switched on and off quickly during imaging.

 5. Smaller loops are used to make magnetic fields that oscillate rapidly in the radio-
frequency range (around 63 MHz to 300 MHz). ἀ ese fields are pulsed briefly (for 
a few msec) during imaging.

2.2  Representing Images with Numbers and Vice Versa
While we are familiar with looking at pictures on a page or canvas, or images on a computer 
monitor or television, it is much less common to think about the numbers that an image repre-
sents. What is the connection between an image and numbers? All images that can be displayed 
on a computer monitor or TV screen or stored in computer memory or on a disc are digital 
images (Figure 2.8). In other words, they are represented as discrete points as opposed to a 

Control
Console
Computer

Image
Recon-
struction
Computer

MR
System
Computer

M
R Signal

RF pulse W
aveform

s

G
radient W

aveform
s

G
radient

Pow
er

Receiver
Electronics

RF A
m

plifier

Control Room
MR Magnet

Magnet Room

Equipment Room

Gradients

Body RF Coil
(transmit)

Head RF Coil
(receive)

User Interface

Figure 2.7 Schematic of a complete typical MRI system, including the magnet components and 
the electronic components and computers used to operate the system.
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continuous surface such as you would see by looking closely at paint on a canvas. If you look 
very closely at some types of computer monitors or television screens, you may see that the dis-
play is composed a large number of small dots of color. Each dot is called a picture element, or 
pixel. It is also now common to hear about digital cameras being characterized by a number of 
megapixels. ἀ is refers to how many million pixels produced in the pictures you would get with 
this camera. For example, if a camera produces digital photos that are 2048 pixels by 1536 pix-
els, then the total number of pixels used is 2048 × 1536 = 3,145,728, and it would be called a 
3.1 megapixel camera. Each pixel within any digital image, regardless of how it is produced, is 
assigned a color or shade of gray, which is indicated by one or more numbers.

ἀ e colors used to represent MR images typically indicate only the strength of the MR sig-
nal from each point in a region of the body or an object. By displaying the signal in a two-
dimensional plane it looks like a picture of the anatomy, but we have to keep in mind that it 
is not. ἀ ere are ways in which the pictures we obtain with MRI may not accurately represent 
the anatomy because of spatial distortions or limits of the fine details we can detect. ἀ e pic-
tures can also just as easily show more details than we see with our eyes when looking at the 
anatomy. ἀ eir phenomenon is explained in more detail in Chapter 5. In a digital photograph 
the measurement method detects colors, so they can be reflected accurately in the image. With 
MRI we create what are termed false-color images because we don’t measure a visible quality of 
tissues in the body—we measure a physical quality of the tissues and represent it visually. We 
can therefore choose to assign colors to each value in an image in any way. If we assign the colors 
randomly, then the resulting image tends to look like a random mess; instead, colors are typi-
cally applied in a smooth progression over the range of values, which is called a color scale (see 
examples in Figure 2.9). We can apply any color scale as shown in Figure 2.10 without changing 
the image information, but some features can be emphasized preferentially. However, in most 
cases, especially when looking at the anatomy, colors can be misleading or distracting, and it is 
best to stick with a gray scale so that images are displayed consistently.

ἀ e color scales used in the examples in Figure 2.10 are only used when the image infor-
mation does not already indicate a specific color. To specify a color, we typically need three 

Figure 2.8 Examples of digital images (MRI) with progressively greater magnification to show details, 
and the limits of spatial resolution. Note that magnifying the image does not tend to show greater detail 
because we cannot know the finer details that are not represented in the original image data.
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Figure 2.9 Examples of color scales used to label image values from 0 to 100.

Figure 2.10 Examples of the same magnified portion of the image shown in Figure 2.8 except 
that here it is not smoothed and the individual square pixels are visible (this is called pixelated). The 
same image is shown in gray scale on the left, and with three different color scales.
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or four values per pixel, depending on the color-coding format we use. Some common color-
coding schemes are RGB for red-green-blue and CMYK for cyan-magenta-yellow-black. ἀ e 
RGB scheme uses three values for each pixel to indicate the amount of red, green, and blue, 
respectively, to show for that pixel; and they combine by adding the wavelengths. For example, 
with the RGB scale, yellow is created by mixing red and green, because yellow is between red and 
green in the visible spectrum. However, we assume the color scale is cyclic (i.e., it wraps around), 
and purple is made by adding blue and red (even though red is the longest visible wavelength 
and purple is one of the shortest). Shades of gray are produced anytime all three color scales 
have equal values, and brighter colors have higher values. In other words, black is created when 
all three colors are set to zero; and to indicate white, we need to set all three color values to the 
maximum value.

Returning to the numbers that are used to create digital images, we can see that each pixel 
in an image really represents one or more numbers, and we can show these many different 
ways, not just as images. For example, Figure 2.11 shows how a grayscale image could instead 
be shown as a grid of colored rectangles or as a surface plot where the height of the surface 
reflects the value of each pixel. ἀ e surface plot of the image data more dramatically shows the 
changes in pixel values between certain regions, but obscures some areas behind the peaks. It 
also shows how we could plot the change in pixel values along selected lines to see structural 
details in another way.

Each black line drawn across the surface plots in Figure 2.12 shows the variation of pixel val-
ues across a specific range of positions. We could choose a single line, as in Figure 2.6, and extract 
the data to show it as a line plot. ἀ e purpose of doing this is to demonstrate how there is nothing 
particularly special about data in the form of an image—it just tends to have more dimensions 
than other forms of data, such as physiological measurements. Image data, just like any other 
data, can be characterized by applying statistical tests or can be modified by smoothing, filter-
ing, and so forth. Finally, an important idea to point out is that we can also acquire image data 
repeatedly over time to add yet another dimension. Pixel values can just as easily be plotted as a 
function of any component of spatial position or as a function of time.
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Figure 2.11 Examples of an image shown with a color scale and as a surface, with the height of 
the surface used to indicate the value of each pixel.
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Key Points

 6. A digital image, such as an MR image, is simply a two-dimensional grid of numbers.
 7. Each point in the grid is a picture element, or pixel.
 8. If there is one number per pixel, the numeric data can be shown as an image, by assign-

ing a color or gray scale to the range of values. ἀ ese are displayed in place of the 
numeric values.

 9. A true-color image has 3 numeric values per pixel, indicating the red, green, and 
blue (RGB) components to display, or 4 values if the cyan, magenta, yellow, black 
(CMYK) format is used.

2.2.1  MR Image Data Formats
Because images come in many different shapes and sizes, we need to get some information about 
an image before we can read the data or load them into a computer program for display. ἀ is 
information includes the number of pixels spanned by the data in each direction and the format 
in which the numbers are stored. Additional information might include the size of the field-of-
view (i.e., the distance spanned by the image data in each direction), the position coordinates 
for the center or corners of the image so that it can be positioned in relation to other images, 
details of how the image was acquired, and information about the person who was imaged. To 
provide all this information and more, standard formats have been developed so images can be 
shared, and software for reading and displaying images can be made for widespread use. ἀ e 
standard used for medical imaging is the DICOM standard, which stands for Digital Imaging 
and Communications in Medicine. ἀ is standard includes definitions for data file formats as 
well as for how to store, print, and transmit images across computer networks. While most MRI 
systems will output the image data in DICOM format, this is rarely used for fMRI data analysis, 
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Figure 2.12 Example of extracting a single line of data from a surface plot, and showing it as a 
line plot of the pixel values as a function of position.

K10992.indb   17 5/3/11   12:20:39 PM

© 2011 by Taylor & Francis Group, LLC



Essentials of Functional MRI

18

and so it is common to convert to some other format that is more convenient to work with. As 
a result, it is useful to know some of the details of the common file formats because reading the 
data is typically the first step in analyzing fMRI data (discussed in Chapter 8).

A typical feature of commonly used file formats, including the DICOM standard, is that 
information about the image is appended to the beginning of the image data, in what is called a 
header. Another option that is occasionally used is to divide the image data and header data into 
two separate files, which must be assigned file names that reflect their link. ἀ e data file itself is 
really just a series of binary numbers, being zeros and ones, which are each called bits. Binary 
numbers are used because the data are stored electronically, and each bit can only be set as being 
on (one) or off (zero). Similarly, there is no way to record number symbols or otherwise indicate 
larger numbers with a single piece of information. To read the data and to represent higher num-
bers, it is necessary to know how many bits are used to represent each number. For example, if 
we were able to read ordinary base-10 numbers, we would read digits between 0 and 9. Reading 
a string of numbers such as:

012345678901234567890123456789012

might mean: 01 23 45 67 89 01 23 45 67 89 01 23 45 67 89 01
or possibly: 0123 4567 8901 2345 6789 0123 4567 8901.

But, if we knew the numbers were defined in four-digit groups, we would know we could 
read numbers between 0 and 9999, or –999 to +999 if one digit was used to indicate whether the 
number was positive or negative. In the same way, a 4-bit binary number can be between 0 and 
1111, or from –111 to +111. ἀ e meaning of each bit is similar to the meaning of each digit in a 
base-10 number. For example, we know that with a four-digit base-10 number, the digits repre-
sent {1000 100 10 1} in order from left to right. In binary, or base 2, the bits represent {8 4 2 1}. 
Picking 101 as an arbitrary example of a binary number, we can see that this would equal 5 in 
base-10 numbers, since it is equal to 4 + 1. In other words, an 8-bit binary number can be used 
to represent numbers from 0 to 255, because the bits would represent {128 64 32 16 8 4 2 1}, or 
could be –127 to 127 if we use the first bit to indicate positive or negative, that is, {± 64 32 16 8 4 2 
1}. ἀ is relationship does not give much range for numbers to represent images; instead, we can 
use 16-bit or 32-bit numbers to represent much larger numbers. For reasons of computer archi-
tecture, numbers are typically defined in groups of 8, 16, 32, 64, … bits because these numbers 
are also powers of 2, and any group of 8 bits is called a byte. We can represent characters of the 
alphabet as well, because each character of the alphabet and several symbols have been assigned 
a number in the coding standard known as ASCII (American Standard Code for Information 
Interchange). In fact, there are 95 ASCII characters defined, and these are assigned numbers 32 
to 126. So, we can read in a long series of bits and convert them to a series of numbers or char-
acters, as long as we know in which form they are written.

We return now to the DICOM standard mentioned earlier. A DICOM image contains data 
defined in blocks as follows:

Group Element VR Length in Bytes Data

2 bytes 2 bytes 2 bytes 2 bytes Variable length

ἀ e value representation (VR) values are formatting codes consisting of two characters that, 
together with the length of the data in bytes, indicate exactly how to read the data. ἀ e meaning 
of the formatting codes, and also other implicit formats that are occasionally used, are defined 
in the DICOM standard. Each Group and Element combination also has an explicitly defined 
name. For example, Element numbers 16 and 17 of Group 40 are 2-byte integers and are defined 
as xsize and ysize, which are the two dimensions of the image data. In this way, all the details of 
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how, where, and when the image was acquired, and details about the person who was imaged, 
are included in the image header. Even if some elements are missing or out of order, each entry 
in the header is identified by its Group and Element number that precedes it. ἀ e last entry of the 
DICOM data contains the size and format of the image data, followed by the image data itself.

While this format is very flexible and contains a great deal of information, it means that a lot 
of header information is repeated with every image. Most MR image data contains multiple two-
dimensional image slices to span a range of anatomy, such as a brain. Each of the images would 
be stored with its own header information. Functional MRI data requires images to be acquired 
repeatedly over time, in order to describe a time course. So, with DICOM format images, we might 
have 30 images to span the brain, each repeated 100 times to describe a time course, for a total 
of 3000 images in one fMRI data set. Alternative formats for storing images have been devised, 
such as the Analyze format, which is used by the ANALYZE image processing program (ἀ e 
Mayo Clinic, Rochester, New York) and was adopted by Statistical Parametric Mapping (SPM, 
Wellcome Trust Centre for Neuroimaging). ἀ is format uses one header file that is 348 bytes 
long and a separate file containing only the image data for all of the slices that were acquired at 
one time. For the example above, the fMRI data set would consist of 100 image data files and the 
associated header files. ἀ e trade-off is that the header cannot contain as much information about 
how the image data were acquired or the person who was imaged as with the DICOM format.

However, a more recent development is an extension of the Analyze format called NIfTI-1. ἀ e 
Data Format Working Group (DFWG) of the Neuroimaging Informatics Technology Initiative 
(NIfTI) (http://nifti.nimh.nih.gov/) developed this data format specification to make it easier to 
use different fMRI data analysis software packages with the same data. For example, it may be 
desirable to use a feature that is available in one software package, and continue the analysis or 
display with features from another software package. Many of the widely used software packages 
(as discussed in Chapter 8) support the NIfTI-1 format. ἀ e basic structure is similar to the 
Analyze format described briefly above but includes more information in the data header.

In practice, when doing fMRI, probably the only time we need to think about the image for-
mat is when trying to determine if we have the right format for a particular analysis software. 
It is important to understand that all formats are not the same, and some conversion to another 
format may be needed. Fortunately, many widely used fMRI analysis packages are able to read 
DICOM format and can write output in NIfTI-1 format. Also, software options for converting 
between various formats are available from sources such as NITRC (Neuroimaging Informatics 
Tools and Resources Clearinghouse, http://www.nitrc.org/).

Key Points

 10. MR images (like any digital images) must be stored in clearly defined formats so 
that the image data can be read and loaded into computer software, for display 
and analysis.

 11. ἀ e image data must be accompanied by information about the dimensions of the 
image, in pixels, and the format and number of bits used to represent the value of 
each pixel in the image.

 12. ἀ e information accompanying the image can also include details about how the 
image was acquired, the person imaged, and so forth, and is called the image header.

 13. ἀ e header information can be stored before the image data in the same file or can 
be stored as a separate, accompanying file.

 14. ἀ e standard format for digital medical images, as output by most MRI systems, is 
the DICOM standard.

 15. MR image data, such as for fMRI, are typically converted from DICOM to other 
formats for convenience.
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2.3  Recurring Math Concepts: Representing Data 
as Sums of Meaningful Components

ἀ roughout the explanations of how MRI data are acquired, how images are constructed, and 
how fMRI data are analyzed, are the math concepts described in the following sections. ἀ ese 
include (1) breaking down any data set into components, such as with curve fitting; (2) the gen-
eral linear model (GLM); and (3) the Fourier transform. While these might seem like separate 
topics that are unrelated, the basic concept they have in common is very important: that is, 
the idea that any data set can be represented as a sum of components, or data subsets, that can 
explain features of the data or provide meaningful information.

2.3.1  Decomposing Signals or Images into Simpler Components
A concept that is used repeatedly in MRI for constructing images and for fMRI data analysis 
is that data with any number of dimensions can be represented as a sum of simpler patterns. 
In the case of MRI data, we use the idea of summing patterns to create the total image because 
the data are actually acquired as a set of patterns, which are summed to create an image. While 
this idea is very vague for now, it is described in detail in Chapter 5, and for now we want to just 
focus on how signals or images in general can be represented as a sum of simpler components 
or patterns. In the case of fMRI data analysis, dividing the data into simpler patterns can make 
it easier to understand. But, there are many examples of this idea throughout all forms of data 
analysis methods.

One very simple and perhaps familiar example of decomposing data into simpler compo-
nents is fitting a line or a curve to values that are measured as a function of some independent 
variable, such as time, position, and so forth. For example, if we have the following set of data:

X: 1 2 3 4 5 6 7 8 9 10

Y: 13.60 17.24 19.22 20.67 22.94 23.20 24.99 22.20 24.57 24.76

then simply looking at the progression of the values of Y, or plotting Y versus X in a graph, we 
can see an increasing trend. To describe how Y changes, though, we need to fit some curve to the 
data. A linear fit works quite well, as can be seen in Figure 2.13. ἀ is graph shows that we can 
describe the data as a sum of a constant function with Y = 15.34 at all values of X, and a linear 
ramp function with Y increasing by 1.09 each time X increased by 1. However, we would obtain 
a better match to the measured data if we used a curve of the form Y = a1 + a2X + a3X2. ἀ is is a 
second-order polynomial, and the curve-fitting results would tell us the best values of a1, a2, 
and a3. We can also think of it as a sum of three patterns: (1) a constant function with a value 
of 11.2, (2) a linear ramp with Y increasing by 3.1 each time X is increased by 1, and (3) an X2 
curve with a scale factor of –0.1861. ἀ ese variations are shown in Figure 2.14. Depending on the 
values being measured, the separate patterns that fit the data may have some physical meaning. 
For example, they could each represent a specific effect that contributes to the measured values. 
For the purposes of this discussion, this example only serves to illustrate the basic concept of 
decomposing a set of measurements into sums of simpler patterns (or lines, or functions, or 
whatever you prefer to call them).

Key Points

 16. A sequence of measured values (i.e., a data set) can be expressed as a sum of pat-
terns that are easier to understand or interpret.

 17. Examples of decomposing data into simpler patterns are very common, such as fit-
ting a line or a curve to data.
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Figure 2.13 A sample data set, with fits to two different functions, as examples of decomposing 
data into simpler shapes or functions.
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Figure 2.14 Example of decomposing a pattern of measured data points into three simpler com-
ponents, which are the elements of a second-order polynomial: (1) a constant function, (2) a linear 
function, and (3) a parabolic function (X2). The measured data (black line) is the sum of these 
three patterns.
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2.3.2  General Linear Model
In many cases it may be desirable to determine how, or if, a sequence of numbers or measurements 
can be expressed as sums of other functions, such as other changing values in time, for example. 
With the GLM (3) to decompose our measured data, S(t) we use the same idea as above:

 S(t) = a1P1 + a2P2 + a3P3 + e

In this formula, P1, P2, and P3 represent a set of predefined patterns of our choosing, and are 
called the basis functions. In this example, three patterns were chosen, but any number can be 
used. Together they form our basis set. ἀ ese patterns must have the same number of points as 
our measured data and are typically defined with a mean value of zero. As a result of setting 
mean values to zero, the basis set must either include one constant function with a value of 1, or 
S must be corrected to have a mean value of zero as well. For example, the GLM could be defined 
as S(t) = a1 + a2P2 + a3P3 + e, and then the average value of S does not need to be zero. ἀ e values 
a1, a2, and a3 are the values that will be determined and are the output of the GLM in order to 
give the best fit. ἀ e value “e” is simply whatever is left over, called the residual, and the best fit 
gives the values of a1, a2, and a3 that minimize the sum of the squares of the values in “e.” ἀ at is, 
the best fit values of a1, a2, and a3 make the values in “e” as small as possible.

For example, say we have measured some physiological value such as a person’s heart rate 
while exercising on a treadmill. It might be more useful in this case to see if the heart rate is 
related to other changing patterns in time, such as the rate of breathing, the amount of work the 
person is doing, and the slope of the treadmill. Fictional data are shown in Figure 2.15. Right 
away it is clear that these patterns might also be related to each other. It wouldn’t make sense to 
fit our measured values to all three of these patterns. Also, each of these patterns has a different 
unit (beats/min, calories/min, etc.). Without showing yet how the GLM is done, it is useful to 
look at a few examples of possible applications and what problems may occur. First, if we try 
to express the heart rate as a sum of the other three patterns, we get this result:

 heart rate = 2.55 × breathing rate + 2.66 × calorie burn rate – 0.33 × treadmill slope

Figure 2.16 shows that the GLM fit to the heart rate appears to be quite good, but the results do 
not make much physical sense. ἀ e results of the fit indicate that the heart rate decreases with 
increasing treadmill slope. If we omit the treadmill slope from the GLM, then we get this result 
(Figure 2.17):

 heart rate = 2.99 × breathing rate + 1.86 × calorie burn rate

ἀ e result of this fit appears to be just as good as the previous one. So, how do we know which 
results to trust? Two key points that have been overlooked so far are that (1) we should include 
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Figure 2.15 Sample data for use in an example of a GLM.
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a constant function to account for the average value of the measured data, and (2) we need to 
choose uncorrelated basis functions, with average values of zero (Figure 2.18).

 heart rate = 3.27 × (calorie burn rate – avg. rate) + 122.3

(Here, avg. rate is used to indicate the average calorie burn rate, which we want to subtract to 
make the basis function have a mean value of zero.)
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Figure 2.16 The red line shows the GLM fit to the measured heart rate, which is shown in blue.
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Figure 2.18 The GLM fit this time with linearly independent functions, with mean values of zero, 
plus a constant function.
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Figure 2.17 The red line shows the second GLM fit to the measured heart rate (plotted in blue).
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ἀ is fit to the example data demonstrates that the heart rate appears to be related to the calo-
rie burn rate, and that it changes by 3.27 beats/min for each change of 1 calorie/min. We can also 
see that the average heart rate over the 20 min of exercise was 122.3 beats/min. Finally, we can 
go further and use a principal components analysis (which we will not go into here, see instead 
Section 8.2.4) to make four basis functions that are completely linearly independent, based on 
the original three functions plus a constant function (Figures 2.19 and 2.20).

 heart rate = 80.0 × P1 – 79.2 × P2 + 122.3 × P3 + 1.1 × P4

ἀ ese results again show that the measured heart rate values have a strong dependence on a 
function matching the pattern of the calorie burn rate, and an average value of 122.3. ἀ e other 
two functions have relatively little contribution (such as for function P4), or the functions show 
relatively little information (function P2).

Clearly, there are many more ways we could analyze these data if we wanted, and we have not 
yet looked at the statistical significance of the fit values (i.e., how confident we can be that they 
are not equal to zero). But, the purpose here is just to show the idea of how we could use the GLM 
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Figure 2.19 Results of the GLM fit (red line) to the original data (blue line), with a basis set com-
posed of the four linearly independent functions in Figure 2.21.
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Figure 2.20 Linearly independent basis functions for the GLM.
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and how the results of the GLM can give information about our data. ἀ is example also serves 
to demonstrate the importance of a good choice of basis functions.

ἀ e GLM is frequently used for fMRI data analysis, in much the same way as shown in the 
previous example, and is described in detail in Chapter 8. For fMRI, we use basis functions that 
match the timing of when participants are resting or performing various tasks, so that we can 
detect related signal changes in the MR image data. ἀ is is the basis of many popular fMRI 
analysis software packages such as Statistical Parametric Mapping (SPM), Brain Voyager, AFNI, 
and others, also discussed in Chapter 8.

In most cases, people using fMRI do not need to explicitly perform the math involved with a 
GLM, since the GLM is incorporated into the analysis software and it is sufficient just to under-
stand the meaning of the results. Nonetheless, it is useful to understand the basic ideas of the 
underlying math because it is necessary to define the basis functions to use for fMRI analysis, 
even if an advanced analysis software package is used. ἀ e method for using the GLM to calcu-
late the weighting of each function in the basis set is relatively easy if you are very familiar with 
matrix algebra. ἀ e basic idea was mentioned above:

 S(t) = a1P1 + a2P2 + a3 P3 + e

ἀ is relationship can be expressed in matrix form:

 S = AP+ e

which means:

 S t a a a
P P
P P
P

( )      
( ) ( )
( ) ( )
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…1 2 3

1 1

2 2
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1 2
1 2
1)) ( )P
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Here P1(1) means the first point in P1, P1(2) means the second point, and so forth. In these equa-
tions, we know S(t) because it is our measured data, and we know the basis functions because 
we choose them. ἀ e only values we do not know are a1, a2, a3, and e. In the most basic form, we 
can determine A with:

 A = S/P

and we can determine e with e = S – AP. However, dividing by matrices is not always straight-
forward, and it is usually more accurate to multiply by the inverse:

 A = SP −1

ἀ ere may be other mathematical manipulations we need to perform to get the inverse, but 
for the purposes of this description, the basic idea is sufficient. ἀ e main point is that while 
the GLM may seem quite complicated on the surface, the basic underlying ideas are quite easy 
to understand.

Key Points

 18. ἀ e general linear model (GLM) is another method for decomposing data into 
sums of other patterns, but for the GLM we use functions of our choosing, such as:

 S(t) = a1P1 + a2P2 + a3P3 + e

 19. ἀ e functions we use (P1, P2, and P3, in the equation above) are called the basis 
functions, which together form the basis set.
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 20. For the GLM to have a unique solution, the basis functions must be linearly 
independent.

 21. ἀ e value of e is the pattern of whatever is leftover, because the fit to the basis func-
tions is not expected to be perfect.

2.3.3  The Fourier Transform
A special method of decomposing data into sums of other patterns is the use of sine and cosine 
functions as the basis functions. ἀ is approach is used frequently in MRI and fMRI. At first it 
might seem like a strange choice, but as shown below, sine and cosine functions can actually be 
summed to create almost any pattern of values.

Sine and cosine functions have values that oscillate between 1 and –1 and can be made to 
have any time interval between the peaks. ἀ e values can be viewed as the two-dimensional 
coordinates of a point on a circle, with the specific point on the circle indicated by the angle from 
the horizontal axis, specified by ωt in Figure 2.21. Here, ω is used to indicate the rate at which the 
angle is changing. ἀ e horizontal coordinate is the value of cos(ωt), and the vertical coordinate 
is the value of sin(ωt). If the angle ωt increases in time, the point sweeps around the circle and 
the values of cos(ωt) and sin(ωt) oscillate as shown in Figure 2.21. ἀ e position of the point on 
the circle in Figure 2.21 can be expressed as a complex number, cos(ωt) + i sin(ωt), where i is the 
imaginary number (i.e., the nonreal part of a complex number) equal to −1, and indicates 
the imaginary axis, or vertical axis in the figure. ἀ e other axis is called the real axis (horizontal 
axis in the figure). ἀ e sum of cos(ωt) + i sin(ωt) can also be written as eiωt, or exp(iωt), which 
means the same thing. (ἀ is value e is the constant equal to approximately 2.71828 and is not 
the same as the e used in the previous section.) One complete cycle has the angle ωt sweeping 
through values spanning 360° or equivalently, 2π radians. So, we can define a rate of oscillation 
by setting ωt to go through a complete cycle in whatever time interval we want, such as ω = 2πf, 
where f is the frequency of oscillation, in cycles per second (π is the constant 3.141592654).

Sine and cosine functions have two very important properties that make them particu-
larly useful for decomposing patterns into linear combinations of these functions. ἀ e first is 
that these functions are linearly independent if they are oscillating at different frequencies. In 
other words, eiωt at one frequency cannot be expressed as a linear combination of functions at 
other frequencies. If two sequences of numbers are “orthogonal,” say a1, a2, … an and b1, b2, … 
bn, then a1b1 + a2b2 + … + anbn = 0, and they are also linearly independent. In the case of sine 
and cosine functions, or eiωt, if a(t) = eiω1t and b(t) = eiω2t, then a(t)b(t) = ei(ω1 + ω2)t. ἀ is product 
is simply an oscillating function at a different frequency than the original a(t) or b(t) and is 
symmetric around zero as shown in Figure 2.22. ἀ ere are as many positive values as negative 
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Figure 2.21 Sine and cosine functions.
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Figure 2.22 Examples of multiplying rotating functions, exp(–iωt) at different frequencies. The sum of the values of all points in one or more complete 
cycles is equal to zero, except in the special case when the two frequencies are exactly opposite, meaning ω1 = –ω2. In this special case, the product of 
the two frequencies is equal to 1 at every point, and the sum of all points is equal to the number of points.
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values in a complete cycle, so summing points spanning one or more complete cycles gives a 
net total of zero, showing that a(t) and b(t) are linearly independent. ἀ ere is only one special 
case of this, when a(t) = eiω1t and b(t) = e–iω1t, so a(t)b(t) = e0 = 1 at every value of t, and the sum 
of N values is equal to N.

ἀ e second very useful property of sine and cosine functions is that they form a complete set. 
ἀ erefore, they can describe any sequence of numbers, as long as the sequence is continuous 
and has a single value at each measured point. For example, a pattern such as the one shown 
in Figure 2.21 is suitable, whereas a function such as 1/x for values of x from –10 to 10 is not, 
because of the undefined value at x = 0. Accepting that within these limitations any sequence of 
numbers, S, measured at N different points in time can be described as a sum of sine and cosine 
functions, then this relationship can be written as:

 S(t) = a1 eiω1t + … + aneiωnt

ἀ is equation may include any frequencies, ωn, as needed. We could also write it out in long 
form, listing terms for all frequencies, and allow for the fact that many of the values of an may 
be equal to zero.

So, making use of the two important properties mentioned above, if we multiply S(t) by the 
function f(t) = e–iωkt at each point in time, and sum the N values, then all of the components with 
frequencies not equal to ωk sum to zero, and the one with a frequency equal to ωk sums to Nak. 
ἀ is outcome demonstrates how we can determine the value of ak, simply by dividing the result 
by N. We could do the same thing at all frequencies and determine all of the values of a1 to an. 
Once we know these values, then we can describe our measured values as a sum of eiωt functions 
over a range of frequencies. We can also describe the sequence of values and characterize some 
of its properties by listing or plotting the values of a1 to an. ἀ is is called the Fourier transform.

In the preceding description, there is a serious practical problem with attempting to test for val-
ues of ak at all frequencies, one at a time. Since there is a continuum of frequencies, testing would 
take forever. Also, the measured values themselves are not continuous, but sampled at discrete 
points, so we do not know the values between the measured points or outside of the measured 
range. It is worth noting that sine and cosine functions extend forever in both directions (i.e., posi-
tive and negative values of time). So, what values should we model outside of the measured range? 
To deal with these questions, we need to use the discrete form of the Fourier transform.

ἀ e Fourier transform can be made discrete by treating the data as though they repeat forever 
in both directions, as shown in Figure 2.23. A pattern of numbers that repeats cyclically forever 
is much better suited to being described with functions that also repeat cyclically forever (i.e., 
sines and cosines). With the data repeating forever, a finite number of frequencies are sufficient 
to completely describe the measured points at discrete values. Mathematically, this relationship 
is written:

 a
N

S t ek
i t

t

N
k= −

=
∑1

1

( ) ω

Here, the symbol Σ indicates the sum over N points at different values of t ranging from 1 to N. 
We can see that it is still the same idea as before—we multiply our series of numbers, S(t), by a 
function eiωkt, add up the N values, and then divide by N.

To know the frequency of oscillation of any component of S(t), we need to have at least 
two measured points within each complete cycle. So, if we have measured values every ∆t 
seconds, then the highest frequency that we can determine is 1/(2∆t) in cycles per second 
(i.e., hertz, Hz), which is called the Nyquist frequency. With N measured points, the largest 
number of frequency components we can determine is also equal to N. ἀ e slowest oscil-
lation we can determine is 0 (i.e., a constant function), which means the spacing between 
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frequencies (i.e., the resolution) is 1/(N∆t), with frequencies spanning from –(N–1)/(2N∆t) 
to 1/(2∆t). If we try to determine the frequency of a function that oscillates at a frequency 
higher than 1/(2N∆t), it would actually appear to be at a lower frequency, because we are not 
sampling fast enough. In fact, the frequencies –1/(2∆t) and 1/(2∆t) are indistinguishable. 
When a frequency is outside the range we can determine, and as a result appears to be at a 
different frequency, it is called aliasing (see Figure 2.24).

It is important to understand the Fourier transform (i.e., the decomposition of a set of data 
into sums of oscillating functions) because it is a key principle involved in the construction of 
MR images and in determining how the data must be sampled. ἀ e effects of aliasing are often 
visible in MR images as they produce a number of different image artifacts.

ἀ e relationship between the sampled data, S(t), and its Fourier transform, s(ω), (i.e., the list 
of ak values described above) is shown in Figure 2.25. Since the frequency components are cyclic, 
with ωN/2 equivalent to –ωN/2 we can represent the range of frequencies equally from –ωN/2–1 to 
ωN/2 , or 0 to ωN–1. When looking at a plot of the results of the Fourier transform, it is necessary 
to know where the ω = 0 value is plotted.

An example of how the Fourier transform might be applied to one line of data through an 
MR image is shown in Figure 2.26. For most data, such as for a line of MRI data, the lower fre-
quencies always tend to have much higher amplitudes than the higher frequency components. 
ἀ e relative amplitudes of the oscillating functions are not shown to scale in Figure 2.26. If 
they were drawn to scale, the higher frequency oscillations would be too small to be visible. ἀ e 
actual magnitudes of each frequency component are shown in Figure 2.27, and the much lower 
amplitudes of the high-frequency components can be seen. ἀ is figure also shows again how 
the amplitudes of specific frequency components can be determined.

ἀ e same concepts described above can be applied to two-dimensional image data as well, 
simply by applying the Fourier transform line by line in one direction and then line by line in the 
other direction. An example of the two-dimensional Fourier transform is shown in Figure 2.28. 
Because the Fourier transform is a summation of components, the order of summation does not 
matter. In other words, it does not matter in which direction we apply it first, when working with 
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0

50
100
150
200
250

0

Figure 2.23 Replication of a pattern of numbers in order to make the Fourier transform discrete.
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two-dimensional data. In exactly the same way, the Fourier transform can be applied to more 
dimensions as well (3-D, 4-D, etc.).

Applications of the Fourier transform for MR image construction and for use in fMRI data 
analysis arise repeatedly in later chapters. Also, important limitations of MRI capabilities and 
sources of image artifacts and distortions are related to the Fourier transform and are discussed 
in later chapters. For now, the main concept to understand is that the Fourier transform is a 
useful way of decomposing any set of data, whether one-dimensional as in the examples above, 
two-dimensional such as an image, or even higher, into sums of oscillating functions.

Sampled every 35 seconds

Sampled every 19 secondsSampled every 15 seconds

Oscillation with a Period of 35 Seconds

Blue line: Original
data
Red circles: Sampled
points
Green line: Lowest
absolute frequency
fit to sampled points

Sampled every 24 seconds
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Figure 2.24 Examples of aliasing caused by sampling an oscillating function too slowly to be 
able to accurately determine the frequency of oscillation. Blue lines show the actual functions, and 
green lines show the frequency that would be determined by fitting to the points sampled at the 
red circles.
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Figure 2.25 Relationship between the timing interval and number of sampled points, with the 
frequency interval and span of the Fourier transform of the sampled points.
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Individual sine
and cosine functions

Cumulative sum

Original Data

Figure 2.26 Example of decomposing a set of sample data into a sum of sine and cosine functions. The amplitudes of the individual sine and cosine 
functions are not shown to scale so that they are large enough to be visible. Also, not all frequencies are shown, for clarity.
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Sum of All Points
= 14476 + i 5180

Original Data

Original Data

Fourier Transform of Original Data
(real part only)

exp(–iω27t)

ω0 = 0 at Point 900

ω27 = 2π (27/1800)

Point 928:
14476 + i 5180

X

Figure 2.27 Example of the Fourier transform of one line of image data. The method for extracting the magnitude of a particular frequency component 
is also demonstrated schematically in the lower half of the figure.
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Key Points

 22. A special case of decomposing data into simpler patterns is to represent the data as 
a weighted sum of sine and cosine functions, or more specifically eiωt. 

 S(t) = a1 eiω1t + … + aneiωnt

 23. ἀ is function might be more easily recognizable as eiωt = cos(ωt) + i sin(ωt).
 24. If functions are linearly independent, then one function cannot be represented as 

a sum of the others. More specifically, if two functions are orthogonal, then if we 
multiply them point-by-point, the resulting values sum to zero and they also form 
a linearly independent set.

 25. A complete set of functions is one that can be used to represent any set of data.
 26. ἀ e set of functions composed of all eiωt functions (that is, at all values of ω) is lin-

early independent and complete.
 27. ἀ is decomposition of data into oscillating functions is called the Fourier trans-

form and comes up repeatedly in MRI and fMRI.
 28. ἀ e outputs of the Fourier transform are the values of a1 … an mentioned above.
 29. ἀ e discrete Fourier transform can be applied to data sampled at discrete points (as 

opposed to a continuum of values), by treating the data as though it repeats forever 
outside of the measured range.

2.3.4  Useful Properties of the Fourier Transform
ἀ e Fourier transform is used so frequently in MRI that it is helpful to be familiar with its properties. 
Certain forms of functions also appear frequently and so are useful to know. ἀ ese are (1) rectangu-
lar functions, meaning those with constant values over a range and some other baseline value other-
wise; (2) sinc functions, which are of the form sin(x)/x; (3) exponentially decaying functions; and 
finally (4) Gaussian functions. ἀ ese functions are used as examples below to illustrate the properties 
of the Fourier transform. ἀ ese will also be used as shortcuts in later descriptions for approximating 
how various effects will influence the appearance of MR images and causes of image artifacts.

Four selected groupings of frequency components of the original image

+ ++

Original
Image

FT of Original
Image
(real part only)
shown in logarithmic scale
for visibility

=

Figure 2.28 Example of the two-dimensional Fourier transform of an MR image. The bottom row 
shows four images reconstructed from selected portions of the Fourier transform to demonstrate 
how the frequency components can be summed to create the original image.
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ἀ e key relationships between these functions are their Fourier transforms, which can be 
summarized as follows and are demonstrated in Figure 2.29:

 1. ἀ e Fourier transform of a rectangular function is a sinc function.

 2. ἀ e Fourier transform of a sinc function is a rectangular function.

 3. ἀ e Fourier transform of an exponential function is a Lorentzian function. (A Lorentzian 
function of time, t, has the form 1/(1 + t2/σ2) with the value σ being a scaling factor.)

 4. ἀ e Fourier transform of a Gaussian function is also a Gaussian function (has the 
form e−t2/σ2).

ἀ e functions and their Fourier transforms shown in Figure 2.29 show the following properties:

 1. ἀ e center point of the Fourier transform (i.e., the point at ω = 0) is equal to the sum 
of all of the values in the input data.

 2. Input data with broad distributions have Fourier transforms with narrow distribu-
tions, and vice versa.

 3. Shifting the position of the data in the input function results in a change in only the 
phase of the Fourier transform of the input data, not the magnitude.

Another very useful property that is not obvious by looking at Figure 2.29 is known as the 
Fourier convolution theorem. ἀ is rule states that the Fourier transform of two functions when 
multiplied together is equal to the convolution (Figure 2.30) of the Fourier transforms of the two 
functions, and can be written mathematically as:

 FT[AB] = FT[A] ⊗ FT[B]

Here, the symbol ⊗ indicates convolution, and FT indicates the Fourier transform operation. 
Another consequence of this theorem is that the following is also true:

 A ⊗ B = FT−1 [FT[A] FT[B]]

In this equation, FT–1 indicates the inverse Fourier transform operation.
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Figure 2.29 Examples of some key properties of the Fourier transform and transforms of func-
tions that come up often in MRI, including rectangular functions, sinc functions, and exponentially 
decaying functions.
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Figure 2.30 An example of the convolution operation between two 2-D grids of numbers (top), or 
alternatively, the same example shown as images (bottom). In this example the convolution results 
in a spatial smoothing or blurring of the original image.
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3
Source of the MR Signal 

and Its Properties
ἀ e first step toward a complete understanding of how to apply and interpret functional mag-
netic resonance imaging (fMRI) data is to understand what the fMRI data really are. ἀ at is, 
where does the magnetic resonance (MR) signal come from, and how does it relate to anatomy 
and physiology? ἀ e concepts introduced in this chapter are essential to every MRI method, 
whether for imaging structure, function, or any other physiological process. ἀ ese concepts 
include the origin of the MR signal, how it is detected, and how we use it to get physiologically 
relevant information based on the relaxation times.

3.1  Origins of the MR Signal
ἀ is section describes the origins of the signal that we use to create MR images and how we 
detect the signal and also get information about the chemical environment of the fluids or tis-
sues in the body. At the very heart of all MRI methods is the source of the magnetic resonance 
signal—the nucleus of the hydrogen atom, 1H—owing to its magnetic properties and its great 
abundance in the body (1). In biological tissues hydrogen is mostly in water (H2O) (Figure 3.1) 
and lipids (CH3(CH2)nCOOH, for example), both of which are important components of neu-
ral tissues. ἀ ere are other sources of hydrogen, such as neurotransmitters and metabolites, 
but these signal sources are miniscule compared with those from water and lipids (estimated 
at ~0.03%) (2) and cannot be detected without specialized methods for MR spectroscopy. ἀ e 
discussions that follow will focus on the signal from hydrogen nuclei in water and lipids at body 
temperature, in order to lead up to applications of functional MRI in humans.

ἀ e hydrogen nucleus has two particular properties that determine all of the MRI methods to 
follow. ἀ e first is that it is magnetic, with a north and a south pole like any magnet, and the sec-
ond is that it spins on its axis (3). ἀ ese properties are actually related, and the axis the nucleus 
spins around is the same as the magnetic field axis, which runs between its north and south 
magnetic poles. For MRI, we are interested in the total net magnetic field that is produced by 
all of the hydrogen nuclei in a volume, since even 1 µL of water contains roughly 1020 hydrogen 
nuclei. ἀ is net magnetization is what we detect and record as the magnetic resonance signal. 
Given that the hydrogen nucleus is composed of a single proton, one of the main factors deter-
mining the strength of the MR signal is referred to as the proton density, meaning the number of 
hydrogen nuclei within a given volume to produce the MR signal. It is still necessary though to 
begin by looking at the behavior of the individual hydrogen nuclei to lead up to describing the 
signal we actually observe.
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In order to describe the magnetic properties of a hydrogen nucleus, we refer to its magnetic 
moment, which is an indication of how strong a magnet it is. Every hydrogen nucleus in the 
universe (as far as we know) has the same magnetic moment and spins with the same speed 
and direction. Typically in water, or lipids, or in any form, the hydrogen nuclei are randomly 
oriented and their individual magnetic moments cancel each other out. However, when placed 
inside the strong magnetic field of an MRI system (which we will call B0), the nuclei tend to 
align with the magnetic field. Now, it is important to keep in mind that this is only the hydro-
gen nuclei aligning; the orientation of chemical bonds and entire molecules are not affected, 
nor is the motion of the molecules. A good analogy for this situation is a compass needle, which 
tends to point north (Figure 3.2). ἀ e compass itself is not pulled north; just the needle orienta-
tion is affected.

ἀ e hydrogen nuclei are a little more complicated though, and they actually have two possible 
orientations, being either parallel or antiparallel to the magnetic field of the MRI system. ἀ is 
would be like your compass needle being able to point either north or south. What determines 
the direction of orientation of the hydrogen nuclei is their energy state, or the energy of the 
interaction between the nucleus and the magnetic field. ἀ ink of a magnet on the door of your 
refrigerator. When you bring the magnet very close to the door, you can feel it pull and then it 
sticks to the door. ἀ e force you feel, and that keeps the magnet from falling to the ground, has 
a certain amount of energy.

N

S

EW

Figure 3.2 A typical compass as an analogy of how hydrogen nuclei align with the magnetic field 
of an MRI system.

Figure 3.1 A representation of a small sample of water (left), an individual water molecule with 
the oxygen atom depicted in red and hydrogen in blue (middle), and a single hydrogen atom with the 
nucleus (a single proton) depicted in blue and the distribution of the single electron indicated by 
the gray cloud (right).
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ἀ e two possible orientations of a nucleus in a magnetic field do not have the same energy 
though. ἀ e energy (specifically the magnetic energy—called the Zeeman energy) depends on 
the product of the magnetic moment and the magnetic field of the MRI system, as shown in 
Figure 3.3. Since both of these quantities each have a magnitude and a direction, the energy 
depends on the relative directions of the two. When the two are pointed the same direction, we 
refer to them as being parallel, whereas when they are pointed in exactly opposite directions, 
we call this antiparallel. When the magnetic moment is aligned parallel to B0, then the energy 
is at its minimum; and when they are antiparallel, the energy is at its maximum. It is the energy 
difference between the two possible states that will become important later, as we have to deal 
with transitions from one state to another. ἀ e energy of the two states depends on the strength 
of the magnetic field of the MRI system, B0, and on physical constants that we cannot control. As 
indicated in Figure 3.3, the physical constants that play a role are the proton gyromagnetic ratio, 
γ, and ħ which is Planck’s constant divided by 2π. ἀ e proton gyromagnetic ratio is a constant 
for all hydrogen nuclei, and this constant will come up repeatedly in the sections to follow, so it 
is worth mentioning here. Its value depends on the units used, but it is commonly represented as 
42.6 MHz/T, where T indicates the units tesla (for a full description of the units and their mean-
ing, refer to the “Glossary of Terms” at the end of the book).

Key Points

 1. ἀ e source of the signal used for MRI is the nucleus of the hydrogen atom, which is 
abundant in water and lipids in biological tissues.

 2. In a strong magnetic field the hydrogen nucleus will align parallel or antiparallel to 
the magnetic field, because the nucleus itself is magnetic.

 3. ἀ e two possible orientations of alignment have different energies, which depend 
on the direction of alignment and the strength of the magnetic field.

E = 0
(except this state
is not possible)
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E = –½ γ ħ B0

Figure 3.3 Energy of the interaction between a hydrogen nucleus and the magnetic field of an 
MRI system, with strength B0. The values γ and ħ are physical constants: the proton gyromagnetic 
ratio and Planck’s constant divided by 2π, respectively.
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3.2  The Equilibrium State—Magnetization in Tissues
An important job now is to determine just how many of the hydrogen nuclei will be in the 
higher energy state and how many will be in the lower energy state. Since there is always a ten-
dency to move toward greater disorder or randomness (second law of thermodynamics, which 
we won’t go into here), the lower energy state is preferred. ἀ at is, there will be more hydrogen 
nuclei in the lower energy state than in the higher state. ἀ e difference between the numbers 
of nuclei in the two states depends on the energy difference between the states and on the 
temperature. ἀ e temperature matters because the hydrogen nuclei (and of course the water or 
lipids they are in) also have thermal energy, and the random thermal motion tends to push the 
nuclei out of alignment. When all of these forces are balanced, the hydrogen nuclei are in the 
equilibrium state. ἀ e actual difference between the two states, for water at body temperature, 
is only about 10 parts per million (ppm) in a 1.5 tesla MRI system, 20 ppm in a 3 tesla system, 
or 46 ppm at 7 tesla (according to Maxwell-Boltzmann statistics) (3). ἀ is means that more 
are aligned in one direction than the other, and the water in the body is magnetized, albeit 
weakly, when inside an MRI system. Magnetization refers to the net magnetic moment per unit 
volume and is the sum of all of the individual magnetic moments of the hydrogen nuclei. ἀ e 
resulting magnetization is parallel to the magnetic field of the MRI system, and we will refer 
to its magnitude as M0. Even though the tissues are magnetized, there are no net forces on the 
tissues; and blood flow, water diffusion, and so forth, are all unaffected. ἀ erefore, there are 
no physiological effects (that we know of), and a person can be in a strong magnetic field and 
not feel it.

Before going further, it is useful to point out that even though the nuclei are aligned either 
parallel or antiparallel to the magnetic field of the MRI system, this does not mean they are fixed 
in one orientation or the other. It is equally appropriate to think in terms of how many nuclei 
are in each state at some instant in time as to think of what proportion of time one nucleus will 
spend in each state. ἀ e nuclei can jump between states, as long as the total energy of all of the 
nuclei together remains constant. In addition, each individual nucleus has a component of its 
magnetic moment that is transverse (i.e., at a 90° angle) to B0. ἀ at is, the axis of the nucleus 
does not align perfectly parallel to B0. ἀ e transverse component of the magnetization can also 
point in any direction within a 360° circle around B0; there is no preferred transverse direction. 
As mentioned before, even a very small volume of water, such as 1 µL, will contain almost 1020 
hydrogen nuclei; and the total transverse component of the magnetization, in the equilibrium 
state, is exactly zero. In practice, for understanding the theory behind MR imaging, it is often 
easier to think in terms of the net magnetization of a very small volume of water, as opposed to 
thinking about how each individual nucleus behaves.

Key Points

 4. When placed in the strong magnetic field of an MRI system, the tissues in the body 
become weakly magnetized.

 5. Once at equilibrium, the magnetization of the tissues depends on the strength of 
the magnetic field, the temperature, and the number of hydrogen nuclei.

 6. ἀ is equilibrium magnetization has a magnitude M0, parallel to the magnetic field 
of the MRI system, and has no transverse component. 

3.3  Behavior of the Magnetization When Not at Equilibrium
So far, we have worked through how the tissues become weakly magnetized when placed in 
the strong magnetic field of the MRI system, as a result of the magnetic properties of the 
hydrogen nuclei. This does not explain how we measure the MR signal, though. To do this, 
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it is necessary to understand another important concept, that is, how the magnetic moments 
behave when they are not parallel to the magnetic field. This might seem to contradict the 
last section, because the magnetization was described as having a particular direction and 
magnitude. But, a key point is that the tissues in the body become magnetized when placed 
inside an MRI system (Figure 3.4)—we haven’t talked about how long this takes. Actually, 
it only takes a few seconds, but still it is not an instantaneous process. The process of get-
ting the hydrogen nuclei into the equilibrium state is called relaxation and is the topic of 
Section 3.6.

For now, let’s just imagine we have a hydrogen nucleus that is inside the magnetic field, B0, 
of an MRI system. But, the nucleus is not yet in equilibrium, so it is not aligned with B0. Even 
though there are forces tending to pull the two into alignment, the nucleus does not just snap 
into place. ἀ is is prevented by the fact that it is spinning and so it has angular momentum. 
Angular momentum is much like the more familiar linear momentum, such as that which 
makes it difficult to stop your car quickly when driving, or what you feel when standing on a bus 
or subway that changes speed quickly. Angular momentum, however, is the momentum carried 
by a rotating object. You can feel the effects of angular momentum any time you ride a bicycle, 
because the momentum of the wheels keeps you stable and upright. You can also see its effects 
when you spin a top and it does not fall over; instead it wobbles around, as shown in Figure 3.5.

In the same manner as the spinning top in Figure 3.5, the angular momentum of the hydro-
gen nucleus causes it to wobble or precess around the direction of B0 when it is placed inside 
the MRI system (Figure 3.6). ἀ is is because the angular momentum of the spinning top would 
remain constant if there were no friction, and the angular momentum of the hydrogen nucleus 
does remain constant. Instead of causing the hydrogen nucleus to rotate into alignment with B0, 

Disturb the
Magnetization

Relaxation

Nonequilibrium Magnetization

Equilibrium Magnetization

–M0 ≤ M ≤ M0 parallel to B0
May have a transverse component

M0  parallel to B0
0 transverse to B0

Figure 3.4 Schematic of the process of excitation from equilibrium and the return to equilibrium 
by means of relaxation.

Figure 3.5 A gyroscope with its heavy red disc at the center spinning rapidly on its axis. The 
sequence of pictures shows the gyroscope wobbling, or precessing, due to its angular momentum, 
instead of simply falling over under the force of gravity.
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the force causes it to precess around the direction of B0 and its total angular momentum stays 
constant. For the purposes of MRI, a property that is very useful is that the speed of the preces-
sion is known and depends on the strength of the magnetic field. ἀ e frequency of rotation, ω, is 
equal to γB, where γ is the gyromagnetic ratio discussed above and B is the magnetic field. ἀ is is 
the Larmor equation and is probably the most useful equation to remember for understanding 
MRI theory. ἀ e frequency of precession is also called the Larmor frequency. So far we have only 
talked about the magnetic field being B0, but in later chapters methods for spatial encoding will 
use additional magnetic fields, so it is useful to leave this equation in its general form.

ἀ e precessing magnetization can induce an electrical current in a receiver coil, as discussed 
in Chapter 2. ἀ is is the MR signal that we actually measure. But, there are still a few important 
steps to understand before the description of the MR signal is complete. In its simplest form, the 
signal, S, can be described (as introduced in Chapter 2) with

 S = S0 e–iωt

or equivalently,

 S = S0 [cos(ωt) + i sin(ωt)]

where S0 is the magnitude of the signal, ω is the frequency of rotation, and t represents time. ἀ e 
exponential term (e–iωt) describes the rotation of the signal.

Key Points

 7. When placed inside a magnetic field, a hydrogen nucleus does not snap into align-
ment with B0; instead it precesses around the direction of B0 at a fixed frequency.

 8. ἀ e Larmor equation, ω = γB, gives the frequency of precession ω, in any magnetic 
field, B. ἀ e value γ is the gyromagnetic ratio, which is a constant.

3.4  Pushing the Magnetization Away from Equilibrium—The RF Pulse
ἀ e descriptions to this point have covered how the hydrogen nuclei behave at equilibrium and 
when not at equilibrium, but have not yet explained how the nuclei move between these two 
conditions—that is, the transitions indicated by the arrows in Figure 3.4.

B0

Figure 3.6 Precession of a hydrogen nucleus under the influence of a magnetic field, B0.
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First, the transition from equilibrium to another condition can be accomplished by applying 
a second magnetic field in addition to B0. However, this second magnetic field must oscillate, 
or rotate, in time. One way of describing the effect of this second magnetic field is to think 
about how much energy is needed to have a single hydrogen nucleus transition from the lower 
energy state to the higher energy state. ἀ e energy difference between the two states is described 
above and is equal to γħB0. ἀ e energy of a magnetic field oscillating at a frequency, ω, is equal to 
ħω. ἀ is means that an oscillating magnetic field at the frequency ω = γB0 has the exact amount 
of energy needed to allow the transition from the low state to the high state. ἀ is equation might 
look familiar because it is also exactly the Larmor frequency at which the hydrogen nuclei pre-
cess when in a magnetic field of B0.

Another way of thinking of how we can push the magnetization out of equilibrium is to look 
at the total effect of adding a second magnetic field to B0 on the total magnetization from a very 
small volume of tissue. Starting at equilibrium, the magnetization is M0 directed parallel to B0, 
and so to simplify the following discussion we will call this the z-axis of our three-dimensional 
(3D) coordinate system. Initially, when we add the second magnetic field, which we will call B1, 
we can see two things right away. ἀ e first is that B1 has to be directed 90° to B0. Since we need 
to turn B1 on and off quickly, there is no practical way we can make it as strong as B0. Most MRI 
systems today have magnetic field strengths between 1.5 T and 7 T, whereas the B1 field we can 
turn on and off quickly is only around 1 gauss, which is equal to 0.0001 T. If we applied B1 paral-
lel to B0, then the two would just sum and the result would be essentially the same as B0. If, on 
the other hand, B1 is 90° to B0, as shown in Figure 3.7, then the sum of the two is at a very slight 
angle to B0 and to M0. Immediately after B1 is applied, M0 will therefore precess around the sum 
of B1 + B0 and will move away from alignment with B0.

Adding a constant B1 field to B0 will not have much effect if we did nothing else but just let 
M0 precess around the net magnetic field that is ever so slightly at an angle to B0. ἀ e trick is to 
make B1 rotate around B0 at the Larmor frequency. A rotating B1 field also meets the requirement 
of providing the exact energy needed to make the hydrogen nuclei transition from the lower 
energy state to the higher one. If B1 oscillates or rotates at the frequency ω0, it has energy equal 
to ħω0, which is the same as the energy difference between the states that the nuclei can be in. 
ἀ e total magnetic field, the sum of B1 + B0, will change in time as B1 rotates, and M0 will precess 
around this moving target. As M0 moves around the total magnetic field, the angle between M0 
and the total field continually increases. In effect, the total field keeps moving away from M0. 
ἀ is effect makes it possible to rotate M0 a large angle away from its original position. In fact, if 
B1 rotates at the Larmor frequency, then we could rotate the magnetization a full 180° and invert 
it. It is easiest to see how M0 will behave with B1 applied if we use a frame of reference that also 

B1

B0 + B1

B0 + B1

B0

M0 M0

Figure 3.7 Initial effect of adding a second magnetic field, B1, to magnetization already in equi-
librium with a field, B0.
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rotates at the Larmor frequency, as in Figure 3.8. If this rotating frame and the stationary frame 
have the same z-axis, but the x- and y-axes rotate around z at the Larmor frequency, then our B1 
magnetic field will look stationary in this rotating frame.

In the rotating frame of reference, M0 does not appear to be rotating around B0. ἀ is is 
similar to the situation when you are riding in a car and you look at another person in the 
car with you. Compared with yourself, this person does not appear to be moving. A more 
dramatic example is to look at the room around you right now. It probably looks stationary, 
even though you, it, and the rest of the earth are traveling at 107,300 km/h around the sun. 
Similarly, in the rotating frame we see only M0, looking stationary and initially along the 
z-axis, and we see B1, somewhere in the x′-y′ plane. For now we can just choose to have B1 to 
be along the x′-axis as we continue this example. In any frame of reference the behavior has to 
be consistent, so we will see M0 precess around B1 at the frequency ω = γB1 (this is the Larmor 
equation again) (Figure 3.9).

As a specific example, we could choose a B1 field with a magnitude of 0.5 gauss, or 5 × 10–5 T. 
Even though the unit of tesla is a bit cumbersome in this case, we need it because earlier we had our 
gyromagnetic ratio expressed as 42.6 MHz/T. ἀ is means that M0 will precess around B1 at 2130 
Hz, and to rotate the magnetization 90° from B0, then we have to turn off B1 after only 0.12 msec.

ἀ is is a good time to review what we have so far. If we turn on a magnetic field, B1, that is 
directed 90° to B0, and if B1 rotates at the Larmor frequency, then we can rotate M0 away from 
alignment with B0. ἀ is occurs even if B1 is tiny compared with B0, and this is the resonance con-
dition that gives rise to the name magnetic resonance. In magnetic fields of 1.5 tesla to 7 tesla, the 

x

B1

B0

y

ω = γ B0

x́

z, ź

y´

Figure 3.8 Rotating frame of reference for describing the effects of a B1 field rotating at the 
Larmor frequency.

B1

M0
M0

B0 + B1

y´y

x

z

x´

z´

Figure 3.9 Precession of M0 around the sum of B0 and B1 in the stationary frame (left) and in 
the rotating frame (right).
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Larmor frequency is approximately 64 MHz to 300 MHz, respectively. A reference from every-
day life is when you turn on a radio and choose a station at around 100 FM, you are detecting 
a radio signal at 100 MHz. ἀ ese frequencies are in what is called the radio-frequency range of 
the electromagnetic spectrum, and since we apply B1 only briefly, we called it a radio-frequency, 
or RF, pulse. We can also see from the description above that B1 has to rotate at very close to the 
Larmor frequency or it will have no effect. If M0 is able to precess all the way around the sum 
of B1 + B0, then it will start to move back toward where it started. With the example above, this 
would mean M0 would have to rotate only one extra revolution in 0.12 msec. ἀ is could occur 
with a frequency difference of 8333 Hz between B1 and the Larmor frequency, which, as men-
tioned above, is typically between 64 MHz and 300 MHz. ἀ is is only an estimate of how close 
the frequencies need to be, but it shows that if the frequencies are not quite similar, then the RF 
pulse will have no effect. ἀ is turns out to be a very useful property that we will use later for 
spatially selective RF pulses. Another useful point is that we can rotate M0 by whatever angle 
we choose from alignment with B0, called the flip angle, simply by applying B1 for just the right 
duration. How this B1 pulse is created in practice in an MRI system is described in Chapter 2 
(Section 2.1.3).

Key Points

 9. ἀ e magnetization can be pushed away from equilibrium by a brief pulse of a small 
magnetic field, B1, which rotates at the Larmor frequency.

 10. B1 must be oriented 90° degrees to B0, it will rotate the magnetization at the fre-
quency γB1, and its duration can be set to rotate the magnetization as needed.

 11. ἀ e angle the magnetization is rotated away from alignment with B0 is called the 
flip angle.

 12. Since this magnetic field rotates at the Larmor frequency and is applied only briefly, 
it is called a radio-frequency, or RF, pulse.

3.5  Detecting the MR Signal
After the RF pulse has been applied and turned off, we now have the situation that the mag-
netization has been tipped some angle away from B0, and this magnetization will now precess 
around B0 at the Larmor frequency. It is worth noting that all of the hydrogen nuclei would have 
been tipped the same way if they all experienced the same B1 field, and so, at least initially, they 
are all pointing the same direction. ἀ e total magnetization has the same magnitude that it 
did at equilibrium, namely M0, but it is now at an angle to B0. ἀ is rotating magnetization can 
induce an electrical signal in a receiver coil, as described in Chapter 2, and this is the MR signal 
that we record. ἀ e signal will oscillate at the same frequency that the magnetization rotates, as 
mentioned in Section 3.3, and its strength depends on the angle of the magnetization from B0. 
ἀ e angle matters because the signal depends on how much the magnetization oscillates. For 
example, if the magnetization was tipped only 5° from B0, then its precession around B0 would 
not cause much of a changing magnetic field. It would just have a slight wobble. If the magneti-
zation was tipped by 45° though, then the magnetization would wobble in a large cone. If it was 
tipped by 90°, the magnetization would lie completely in the x–y plane (i.e., the transverse plane) 
and it would sweep around in a flat circle and would produce the largest possible fluctuation in 
the magnetic field and the largest MR signal. Tipping the magnetization by 180° would again 
result in no signal at all, because the magnetization would be back on the z-axis, just inverted 
from its original position. ἀ e strength of the signal detected therefore depends on the equilib-
rium magnetization (which depends on the field strength and the number of hydrogen nuclei) 
and on the sine of the flip angle (Figure 3.10).
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It is worth noting that the MR signal induced in a receiver coil is caused by the rotation of the 
magnetization. It is not caused by the hydrogen nuclei changing to the lower energy state and 
emitting energy as they relax back to equilibrium (4). ἀ e energy lost during relaxation is trans-
formed into thermal energy, and the rate of relaxation does not determine the strength of the 
signal that is detected. It is the magnitude of the component of magnetization that is transverse 
to B0 at any instant in time that determines the strength of the MR signal.

Key Points

 13. ἀ e MR signal is the electrical signal induced in a receiver coil by the rotating 
magnetization.

 14. ἀ e MR signal strength depends on the magnitude of M0 and on the flip angle.

3.6  Relaxation Back to Equilibrium
When a body is first put inside an MRI system, the tissues become weakly magnetized, as 
described earlier. ἀ is means there has to be some process for the hydrogen nuclei to change 
energy and settle into the equilibrium state. ἀ e same process also has to return the magnetiza-
tion to equilibrium after it has been disturbed by an RF pulse. Since the RF pulse puts energy 
into the hydrogen nuclei, this return to equilibrium involves the hydrogen nuclei losing energy to 
relax back to equilibrium, and so it is called relaxation.

An important concept to understand is that relaxation is not a rotation of the magnetiza-
tion back to equilibrium. It is not the opposite of the effect of the RF pulse, with the magneti-
zation rotating through a given angle. Instead, keep in mind that even 1 µL of water contains 
roughly 1020 hydrogen nuclei, and they all act independently, and we observe only the sum of 
all of their magnetic moments. It is necessary to describe the relaxation as two components, 
one being parallel to B0, and the other transverse to B0. ἀ e component parallel to B0, called the 
longitudinal relaxation, will cause the magnetization to grow to its equilibrium value of M0, and 
it is characterized by the time T1. ἀ e transverse relaxation will cause the transverse magnetiza-
tion to decay to its equilibrium value of zero and has the characteristic time T2. ἀ e two com-
ponents of relaxation do not occur at the same rate; the transverse (T2) relaxation always occurs 
more quickly than the longitudinal (T1) relaxation.

ἀ e most common mechanism for relaxation is through interactions between the hydrogen 
nuclei. As a side note, since each nucleus is a magnetic dipole (i.e., has two poles, north and 
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Figure 3.10 Transverse and longitudinal components of the magnetization after being tipped an 
angle α from B0.
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south), these are called dipole–dipole interactions (3). When two hydrogen nuclei move close 
together, the total magnetic field around each one is affected slightly. ἀ e field experienced by 
one nucleus as it moves near another one could be higher or lower, depending on how the two are 
orientated. If you have ever had a chance to play with two magnets, you might have noticed that 
they will attract each other when aligned one way and repel each other when aligned the oppo-
site way. ἀ is is because the north pole of a magnet will repel the north pole of another magnet 
but will be attracted to its south pole. All molecules move around and also rotate because of their 
thermal energy, and so there are a number of ways that hydrogen nuclei, such as those in water, 
can move around relative to each other. As a result, each nucleus experiences a total magnetic 
field that has a small random fluctuation in time, and this is the key to relaxation.

In the last section, we saw how a magnetic field rotating at the Larmor frequency can have a 
large effect on the magnetization, even if the magnetic field is quite weak (as with the RF pulse). 
In the same way we will see that if these small field fluctuations are at the Larmor frequency, they 
can cause the hydrogen nuclei to change energy. To see how this is possible, we first need to look 
at the different ways that two interacting hydrogen nuclei can change their magnetic energy, as 
shown in Figure 3.11.

ἀ e energy changes for the possible transitions shown in Figure 3.11 are 0, ħγB0, or 2ħγB0. 
ἀ is is the exact amount of energy that must be gained or lost by this pair of hydrogen nuclei 
for each transition. One big question is then, where does the energy go, or where does it come 
from? ἀ e answer is that the magnetic energy is lost to, or provided by, the thermal energy of the 
system. ἀ ermal energy is the kinetic energy of the randomly moving molecules, and the link 
between the thermal energy and the magnetic energy is that the random movement provides the 
necessary fluctuations in magnetic fields that are needed to cause the nuclei to change magnetic 
energy states. ἀ e energy changes of 0, ħγB0, or 2ħγB0 mentioned above correspond to oscillat-
ing magnetic fields (or to be more general we could say electromagnetic fields) at frequencies of 
0, γB0, or 2γB0. In terms of the Larmor frequencies these are oscillations of 0, ω0, and 2ω0. An 
example of this can be visualized by imagining two nuclei coming close together so that their 

B0 Etotal = ħγB0

Etotal = –ħγB0

Etotal = 0

Figure 3.11 Possible energy levels, and transitions between them, for two interacting hydrogen 
nuclei in an MRI system with a magnetic field of B0.
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magnetic fields repel, resulting in one or both moving away more quickly than they were mov-
ing before, but one having flipped to the lower magnetic energy state. So, the total energy has 
not changed, it has just changed form from magnetic energy to thermal energy. ἀ e amount of 
magnetic energy is very small compared with the total thermal energy though, and the change 
in temperature of the hydrogen nuclei tends to be negligible.

Among the possible energy transitions shown in Figure 3.11, there are two that would not 
cause a net change in energy. ἀ ese are shown in the middle row of Figure 3.11, with the two 
hydrogen nuclei simply exchanging energy. ἀ ere are also two transitions that would have either 
both nuclei gaining energy or both losing energy, with a jump in either direction between the 
top and bottom rows of Figure 3.11. But, there are eight possible transitions that have only one 
nucleus gaining or losing energy (5). ἀ e higher number of possible interactions means that 
the single-level transitions are more likely to happen than the other possible transitions. Also, 
downward transitions are more likely to occur than upward transitions, and the nuclei will tend 
to lose magnetic energy. ἀ is is how they settle back to the equilibrium state.

Molecules are continually moving and interacting, and this is characterized by the tempera-
ture, which is a measure of the average kinetic energy, as mentioned above. Even though this 
movement is random, it is nonetheless limited by the physical properties of the liquid, tissues, 
and so forth. Somewhat similar to what we call white noise, which has equal components at all 
frequencies, the random movements of molecules have equal components at all frequencies, but 
only below a certain threshold frequency. ἀ ere are physical limits to how often the molecules will 
interact with their surroundings to change direction of travel or rotation. ἀ is means that above 
a certain frequency the amplitude of the motion components drops off quickly, and there are no 
components of the motion at higher frequencies. ἀ e frequency where the motion contribution 
drops off, that is, the threshold frequency, can be used to characterize the random motion. If you 
are going to study this in more detail in more advanced papers or books, it is useful to know that 
this threshold frequency is 1/τc, where τc is the correlation time that is used to characterize the 
random movements. For now, we can just use a qualitative description and compare two types of 
molecules with different movements. Molecules with relatively unrestricted movement will have 
motion with contributions from higher frequency components. Because the motion is made 
up of a wide range of frequencies, the contribution from each frequency is relatively small. In 
contrast, molecules with restricted movement will have a lower threshold frequency, meaning 
the movement will have little to no contribution from higher frequency components, but the 
amplitude of motion will be larger in each of the frequency components that contribute.

For relaxation of magnetization, this means that it is possible that molecules with unrestricted 
motion (short correlation time) will have frequency contributions well above the Larmor fre-
quency. Since the motion includes all frequencies below the threshold, it will also have a compo-
nent at exactly the Larmor frequency. However, molecules with slower motion (more restricted) 
and a lower threshold frequency, although still above the Larmor frequency, would have an even 
larger component of motion at exactly the Larmor frequency. In this case the more restricted 
movement would cause relaxation to occur more quickly. Taking this example further, if the 
motion was even more restricted, so that the threshold frequency was below the Larmor fre-
quency, the motion might have a much smaller or even zero component of movement at the 
Larmor frequency. In this case the relaxation due to transitions at the Larmor frequency might 
not be able to occur. Real-life examples of these three situations are intracellular water, water 
in blood plasma, and water in cerebrospinal fluid (CSF). In these examples the movement of 
the water would be affected by the organelles, structural elements, proteins, and so on inside the 
cell; in the case of blood plasma would be affected to a lesser degree by the plasma proteins; or 
finally in the CSF water would have much lower concentrations of macromolecules to interact 
with. ἀ e water in each of these three situations has different rates of relaxation, and we will look 
at these in more detail below.
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At this point it is necessary to understand how the different frequency components of motion 
can affect the relaxation times. When a hydrogen nucleus flips its orientation and changes its 
energy state, both its transverse and longitudinal magnetic components are flipped. ἀ is might 
seem obvious, but it is worth noticing. ἀ e transition in the middle row of Figure 3.11, with the 
two nuclei simply exchanging energy, has a total change in magnetic energy of zero. ἀ is tran-
sition does not result in a change in the total longitudinal magnetization, but there is a change 
in the transverse magnetization. Why? Because the longitudinal components are only up or 
down, and the two nuclei simply trade orientations; but the transverse magnetization compo-
nents can be distributed in all directions in the transverse plane and are unlikely to have been 
in exactly opposite directions before the two nuclei flipped. Only the interactions at frequen-
cies of ω0 and 2ω0 contribute to the longitudinal relaxation, but interactions at 0, ω0, and 2ω0 
contribute to transverse relaxation. As a result, the transverse relaxation is always faster than 
longitudinal relaxation, as shown in Figure 3.12. Another consequence is that the longitudinal 
relaxation is most efficient, or in other words, occurs most quickly, when the threshold fre-
quency of the movement (i.e., 1/τc) is similar to the Larmor frequency (the actual minimum is 
when ω0τc equals approximately 0.62). If the movement of the hydrogen nuclei is either more 
restricted or less restricted, the longitudinal relaxation tends to happen more slowly. ἀ e trade-
off is between (1) having lower amplitude contributions at higher frequencies with less restricted 
motion, and (2) having higher amplitude motion contributions at lower frequencies with more 
restricted motion. Similarly, longitudinal relaxation tends to occur more slowly in biological 
tissues at higher magnetic fields simply because the Larmor frequency is higher. Transverse 
relaxation behaves differently, and tends to be faster for hydrogen nuclei with more restricted 
movement. It also tends to occur a little more slowly at higher fields, but in practice the trans-
verse relaxation rates can be considered to be fairly consistent across the range of magnetic fields 
from 1.5 T to 7 T.

Approximate expressions for T1 and T2 in water were first developed by Bloembergen et al. (5) 
(and a brief account of the work appeared in Nature 1947;160:475). ἀ e expression for T1 is there-
fore known as the BPP expression. Another derivation of equations describing T1 and T2 is given 
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Figure 3.12 Comparisons of T1- and T2-values at a given Larmor frequency (ω) for hydrogen 
nuclei with different rates of movement, as characterized by the correlation time, τc. Movement 
with more frequent interactions is represented by shorter correlation times, toward the left of the 
horizontal axis, and movement with less frequent interactions has longer correlation times and Is 
represented further to the right on the horizontal axis. The yellow band indicates the typical ranges 
of movement encountered in biological tissues.
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by Solomon (6). ἀ ese are good resources for anyone wanting to have a deeper understanding of 
the underlying relaxation theory.

Another important factor that can influence how two hydrogen nuclei will interact is the 
average distance between them, and this is demonstrated in the practical examples that follow. 
If the nuclei tend to spend more time in close proximity, they will have more frequent and/or 
stronger interactions. ἀ is will facilitate the exchange of energy. In biological tissues this is 
a significant effect; generally, more mobile water environments tends to have longer T1- and 
T2-values, and more restricted water environments tend to have shorter values. Similarly, lipids 
tend to have shorter T1- and T2-values.

Key Points

 15. Relaxation refers to the return of the hydrogen nuclei to the equilibrium state.
 16. ἀ ere are two separate components of relaxation: longitudinal—the recovery of 

the magnetization parallel to B0, characterized by the time T1; and transverse—the 
decay of the transverse magnetization to zero, characterized by the time T2.

 17. Relaxation occurs as a result of magnetic interactions between hydrogen nuclei, 
enabling them to lose energy.

 18. Random thermal motion causes fluctuations in the magnetic field experienced by 
each nucleus.

 19. ἀ e random motion can have the specific frequency components that permit the 
exchange of energy between nuclei and from magnetic energy to thermal energy.

Actual T1- and T2-values measured in 3 T and 1.5 T MRI systems are listed in Table 3.1. ἀ e 
trends in these values reflect the influence of the mobility of the hydrogen nuclei on the relax-
ation times, as well as the influence of being bound into lipids. ἀ e key difference between white 
matter and gray matter is the myelin sheaths surrounding axons in white matter, and these 
myelin layers are composed largely of lipids. For imaging the brain and spinal cord, the differ-
ences in relaxation properties between white matter and gray matter are extremely useful, both 
for anatomical imaging, and for detecting de-myelinating diseases such as multiple sclerosis.

Table 3.1 Relaxation Times Measured at 1.5 T and 3 T for Various Tissues

T1-Values 
(msec) 1.5 T

T2-Values 
(msec) 1.5 T

T1-Values 
(msec) 3 T

T2-Values 
(msec) 3 T

Adipose tissue 259 84 282 84

White matter

 Frontal lobe  556 ± 20 79 ± 2 699 ± 38 69 ± 2

 Occipital lobe  616 ± 32 92 ± 4 758 ± 49 81 ± 3

Gray matter

 Frontal lobe 1048 ± 61 99 ± 4 1209 ± 109 88 ± 3

 Occipital lobe  989 ± 44 90 ± 4 1122 ± 117 79 ± 5

Cerebrospinal fluid 4300 1442 4300 1442

Sources: Bottomley, P.A. et al., Med Phys 11, 4, 425–448, 1984 (8); Donahue, 
M.J. et al., Magn Reson Med 56, 6, 1261–1273, 2006 (9); Lu, H. et al., 
J Magn Reson Imaging 22, 1, 13–22, 2005 (7).
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ἀ e idea of having more than one relaxation environment, such as in the myelin sheaths and 
in the intracellular and extracellular water, is extremely important for understanding relaxation 
in biological tissues (10–12). In fact, all tissues have a considerable number of different relax-
ation environments. Water will adsorb to the surfaces of many molecules in solution, forming a 
hydration layer around each. ἀ e mobility of the water in a hydration layer is determined by the 
molecule that the hydration layer is formed around, thereby creating a different relaxation envi-
ronment for the water. However, water molecules exchange rapidly between the hydration layers 
and the surrounding “free” water. Hydrogen nuclei will also exchange rapidly between water 
molecules. Over a brief interval of time, a hydrogen nucleus can therefore experience many dif-
ferent relaxation environments. ἀ is is known as the rapid-exchange case. ἀ e net relaxation rate 
we observe in this situation is a weighted average of the relaxation rates in each of the environ-
ments. ἀ e weighting for this average is the proportion of hydrogen nuclei in each environment, 
or equivalently, the proportion of time a hydrogen nucleus spends in each environment. For 
example, the transverse relaxation time, T2, of the free water is estimated to be about 350 msec, 
and the T2 of the water in a hydration sphere around macromolecules might be only 1 msec. At 
any given time, perhaps only 1% of the water is in the hydration layers around the macromol-
ecules, and the remainder is in the free water. ἀ is of course depends on the concentration of the 
macromolecules. ἀ e resulting net transverse relaxation rate in this case is given by:
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ἀ is example demonstrates the dramatic effect that a relatively small proportion of water in 
hydration layers can have on the relaxation times in tissues, and how increasing the concentra-
tion of macromolecules would decrease the value of T2. ἀ e relaxation rate, 1/T2, also called 
R2, has been shown to be linearly proportional to the concentration of macromolecules in 
solution (12).

ἀ e alternative to the rapid-exchange case is the slow-exchange case. ἀ is occurs when 
physical boundaries prevent water molecules or individual hydrogen atoms from moving freely 
between different relaxation environments. For example, the MR signal from neural tissues can 
arise from water in intracellular and extracellular spaces, blood plasma, and CSF. Within each 
of these spaces there are many different relaxation environments as well, and hydrogen nuclei 
can exchange rapidly between them. However, hydrogen nuclei cannot move rapidly, relative to 
the time scale of relaxation, across cellular membranes or across membranes into or out of the 
CSF or blood. ἀ e total MR signal we detect is a mix of the signals from these various environ-
ments, and each environment can have unique transverse and longitudinal relaxation times. In 
practice, the MR signal from neural tissues in the brain is typically composed of signals from 
three environments, which are distinguishable because of their different relaxation properties. 
ἀ ese have been identified as CSF, intracellular and extracellular water, and water trapped in 
myelin sheaths (13). Within each of these three groups there are also different environments, 
but their relaxation times are too similar to be identified separately. In gray matter and white 
matter in the brain, the two main components are attributed to myelin water with a T2 of around 
15 msec, and the other is attributed to intracellular and extracellular water with a T2 of approxi-
mately 80 msec. ἀ e difference is that gray matter has roughly 3% of the signal in the faster 
relaxing component (T2 ≈ 15 msec), whereas white matter has about 11% of its signal in this 
component (13,14). It is also worth noting, for comparisons of the signals, that the gray matter 
and white matter differ slightly in their proton densities, with 0.832 g of water per mL of tissue 
in gray matter, compared with 0.708 g/mL in white matter.
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Key Points

 20. Both longitudinal and transverse relaxation times, T1 and T2, generally tend to be 
longer for more mobile water and shorter for water with more restricted mobility 
and for lipids.

 21. In biological tissues there are many different relaxation environments, and we see 
the net effect of these environments on the MR signal.

 22. In the rapid-exchange case, each hydrogen nucleus spends time in more than one 
relaxation environment. ἀ e MR signal has transverse and longitudinal relaxation 
rates that are, respectively, weighted averages of the transverse and longitudinal 
relaxation rates of each environment.

 23. In the slow-exchange case, we observe the sum of MR signals from different envi-
ronments, and we can observe components of the MR signal with different trans-
verse and longitudinal relaxation rates.

3.7  Observing the Effects of Relaxation
Relaxation times are extremely useful because they can demonstrate differences in environ-
ments between tissues or changes between healthy and damaged or diseased tissues. As you 
may have noticed in the previous section, relaxation times are determined almost entirely by 
the mobility of the hydrogen nuclei and the materials they interact with. ἀ e only other factor 
is the magnetic field strength of the MRI system. ἀ is means that, for example, normal healthy 
gray matter in the motor cortex of the brain will have the same transverse and longitudinal 
relaxation times in any 3 tesla MRI system in the world. ἀ e difference in the relaxation times 
if instead we used a 7 tesla MRI system is also very predictable. If something was to cause local 
edema (15), for example, the accumulation of fluid would alter the chemical environment of the 
water in the tissues. From the explanations in the previous section of how relaxation occurs, we 
can predict that this would likely cause T1- and T2-values to increase because there would be 
more free water. Similarly, we could predict how relaxation times would be expected to change 
for almost any damage or disease process if we know how the tissue environment is altered. 
Conversely, from the changes in relaxation times we can interpret the likely changes in the tis-
sues that have occurred, and the relaxation times therefore have diagnostic value (16–21).

We can observe the effects of the relaxation times in two different ways, corresponding to 
the two different modes of relaxation: transverse and longitudinal. If initially the magnetization 
is at equilibrium and we apply an RF pulse, then the magnetization will be tipped some angle 
away from B0 toward the transverse plane. Now the magnetization will precess around B0, and 
as described above, we could detect the transverse component of the magnetization. But, if we 
were to wait a bit of time before detecting the MR signal, then the transverse component will 
have decayed some amount due to transverse relaxation, and we will detect a weaker signal. If 
we wait too long, then the transverse magnetization will have decayed completely to zero, and 
we will not detect a signal, as illustrated in Figure 3.13.

ἀ e relaxation processes result in exponential return of the magnetization to its equilibrium 
values, and so the signal that would be measured at some time, t, after the excitation pulse is 
given by:

 S(t) = S0 e−t/T2

ἀ e value of S0 is related to the equilibrium magnetization, and so it is proportional to the pro-
ton density. S0 is the signal magnitude that would be measured if there was no relaxation; or we 
could measure the signal instantaneously after the RF pulse, and this equation describes how 
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quickly the magnetization will decay, relative to T2. For example, if T2 = 90 msec, and we wait 
90 msec after the RF pulse to measure the signal, then the signal will have decayed to 0.37 S0. 
However, if we wait only 45 msec, then we have 0.61 S0. In either case, the signal we measure 
would be weighted depending on the value of T2 (Figure 3.14).

Another important factor is the recovery of the magnetization parallel to B0. In practice we 
will need to apply RF pulses many times in order to measure the MR signal with different spa-
tial encoding applied, as will be discussed in Chapter 5. Or, we may want to acquire images 
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Figure 3.13 The timeline of disturbing, or exciting, the magnetization from its equilibrium posi-
tion with an RF pulse, and then the return to equilibrium through the processes of relaxation. 
After the RF pulse, the resulting transverse component of the magnetization can be detected as it 
precesses around B0. The rate of transverse relaxation, and the time allowed between applying the 
RF pulse and measuring the MR signal, determines how much the signal will have decayed due to 
transverse relaxation. The longitudinal relaxation rate determines how long it takes for the magneti-
zation to recover to equilibrium, parallel to B0.
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Figure 3.14 Examples of relaxation of transverse magnetization at two different values of T2.
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repeatedly to monitor changes in time, such as for fMRI. After the RF pulse we could wait long 
enough for the magnetization to relax completely back to equilibrium. We could then apply an 
RF pulse again and measure the signal, and the signal strength would have no dependence at 
all on T1. However, if we wait a shorter time after the RF pulse, then the magnetization may not 
have time to relax fully, depending on whether T1 is long or short (Figure 3.15). ἀ e longitudinal 
magnetization at this point in time will depend on the value of T1. If we were to apply another 
RF pulse at this instant, then the magnetization that is tipped toward the transverse plane would 
also depend on the value of T1, and so would the signal we detect. As a result, we can make the 
signal strength depend on T1. Another factor that plays a role is how far we tip the magnetization 
away from B0 in the first place. If we tip it only a small angle, then the longitudinal magnetiza-
tion does not have far to recover. Taking both of these factors into consideration, the longitu-
dinal magnetization at a time, t, after an RF pulse that has tipped the magnetization an angle α 
from B0 is given by:
 M(t) = M0[1−(1 − cos a)e−t/T1

Looking at this equation we can see that if the time, t, is much longer than T1, then M(t) = M0, 
regardless of the flip angle. At a very short time after the RF pulse (i.e., t is very small), then 
M(t) = 0 for α = 90° and M(t) = –M0 for α = 180°.

We can choose the time between repeated RF pulses (called the repetition time, TR) and the 
flip angle to select the sensitivity of the MR signal to differences in T1 between different tissues 
or fluids. We can also choose the time interval between the RF pulse and when we record the 
MR signal to select the sensitivity to differences in T2 between different tissues or fluids. It is 
important to remember the distinction that with transverse relaxation the decay of the magne-
tization relates directly to the decay of the MR signal. But, with longitudinal relaxation, we are 
talking about the recovery of magnetization parallel to B0, and we would have to apply another 
RF pulse to tip this magnetization toward the transverse plane to see the effects of the longitu-
dinal relaxation.

One final factor to take into consideration is that the magnetic field inside any material tends 
to be different than outside the material. ἀ is effect can be very large for magnetic materials, but 
there are subtle but very important differences between air, tissues, bone, and blood. ἀ e relative 
change in the magnetic field between inside and outside a material is termed its magnetic sus-
ceptibility and in tissues is typically only around –9 ppm, meaning that the field inside is slightly 
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Figure 3.15 Examples of the recovery of longitudinal magnetization for two values of T1 and two 
different flip angles.
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lower than outside. For the purposes of MR imaging of the brain or spinal cord, there may be a 
number of different materials within the region being imaged, with the magnetic susceptibilities 
listed in Table 3.2.

At the boundaries between materials the magnetic fields do not change abruptly but instead 
have smooth transitions. Observations from MR images and from numerical simulations (22) 
show that the shape of the head and the air spaces in the sinuses and ear canals produce mag-
netic field variations across the brain and brainstem. Similarly, imaging of the spinal cord and 
brainstem are affected by the bone in the spine and the proximity to the lungs.

ἀ e effect of magnetic susceptibility differences between the various tissues produces a mag-
netic field that is typically not perfectly uniform, even across a relatively small volume. We can 
think of the magnetic field as being B0 + ∆B, where the ∆B refers to the relatively tiny variation in 
the magnetic field across different positions. ἀ e Larmor frequency then also has tiny variations 
(again, ω = γB), and the hydrogen nuclei do not precess at exactly the same speed. Frequency 
differences between hydrogen nuclei in different materials and between different positions 
within molecules are called chemical shift effects and can be used to obtain chemical informa-
tion about materials by means of spectroscopy or chemical shift imaging. ἀ e term chemical 
shift is often used to refer to frequency differences within materials, but does include the bulk 
magnetic susceptibility, such as between water and lipids. ἀ e influence these effects have on the 
appearance of an image is discussed in Chapter 5 (Section 5.6). Returning to magnetic suscep-
tibility differences in particular, imagine a small cubic volume of tissue, just 1 or 2 mm across 
each side, which is near an air/tissue interface. ἀ e volume might have a magnetic field variation 
of 0.1 ppm across it, from one side to the other. ἀ is means that in a 3 tesla MRI system, having 
a Larmor frequency of 127.7 MHz, the frequency would vary by 12.77 Hz across the volume. In 
the time span of only 78 msec (in this specific example) the hydrogen nuclei on one side of the 
volume will have completed one more full rotation (precession) around B0 than the hydrogen 
nuclei on the other side. ἀ e magnetic field is continuous and so all of the hydrogen nuclei across 
the volume will be spread out to point equally in all directions in the transverse plane, resulting 
in a net total transverse magnetization of zero. As this spreading out occurs over time we would 
therefore see the total transverse magnetization decaying more quickly than under the influence 

Table 3.2 Selected Values (in SI Units) of Volume 
Magnetic Susceptibilities of Various Fluids and Tissues

Material Volume Magnetic Susceptibility

Free space 0.00 ppm

Air 0.40 ppm

Water –9.04 ppm

Fat –7.79 ppm

Bone –8.44 ppm

Blood –8.47 ppm

Gray matter –8.97 ppm

White matter –8.80 ppm

Blood 98% O2 saturation –9.12 ppm

Blood 75% O2 saturation –8.79 ppm

Sources: Collins, C.M. et al., Magn Reson Imaging 20, 5, 
413–424, 2002 (22); Spees, W.M. et al., Magn 
Reson Med 45, 4, 533–542, 2001 (23).
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of transverse relaxation alone. It is necessary to characterize the effective transverse relaxation 
time, T2

*. ἀ is reflects both the true transverse relaxation, characterized by T2, and the effects of 
non-uniform magnetic fields:

 1 1
2 2T T

B* = + γ∆

ἀ e influence of inhomogeneous magnetic fields on the MR signal is of particular interest for 
fMRI, because the magnetic susceptibility of blood depends on its oxygen saturation, as indi-
cated in Table 3.2. As will be discussed in Chapter 6, this is the basis of blood oxygenation–level 
dependent (BOLD) fMRI (24,25).

Key Points

 24. Magnetization in tissues can be detected only after it has been tipped toward the 
transverse plane by an RF pulse.

 25. After the magnetization has been tipped from equilibrium, the transverse com-
ponent decays toward zero, and the longitudinal component grows to its equilib-
rium value.

 26. At the same time, the magnetization precesses around B0 and can be detected.
 27. If we wait a time between the RF pulse and measuring the MR signal, the signal 

strength will depend on the decay rate, T2.
 28. If the signal is not allowed to recover fully to its equilibrium value parallel to B0 

before the next RF pulse is applied, then the signal after the next RF pulse will 
depend on T1.

 29. Magnetic susceptibility differences between tissues create spatial distortions in B0, 
resulting in different rates of precession. ἀ is effect adds to the rate of transverse 
decay and has the characteristic decay time, T2

*, which is shorter than T2.
 30. Chemical shift refers to frequency differences between nuclei due to adjacent nuclei 

within the molecular structure and can therefore depend on the position within 
a molecule.
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4
The Fundamental Building 

Blocks of MRI Methods
Spin Echoes and Gradient Echoes

To use the magnetic resonance (MR) signal that was described in Chapter 3, we need it to last long 
enough to be measured, and we need to be able to detect differences in relaxation times between 
different tissues or between different points in time. ἀ is is accomplished by creating an echo of the 
signal, by bringing the signal back briefly. ἀ ere are two different techniques for creating an echo, 
as will be described in this chapter, and these are at the heart of every MR imaging method.

4.1  The Need for Echoes
In spite of the apparently wide variety of MR imaging methods and the abundance of jargon 
and acronyms used to name different methods, there are actually only two fundamental imag-
ing methods: the spin echo (SE) and the gradient echo (GE). With very few exceptions, every 
MR imaging method is a simple variation of one of these two fundamental methods. Because it 
comes up often in relation to functional magnetic resonance imaging (fMRI), it is worth men-
tioning here that echo-planar imaging (EPI) is not a distinct imaging method but is one of the 
ways that spatial encoding is imposed onto the MR signal. EPI can be used with a spin echo or 
with a gradient echo and is discussed in detail in Chapter 5. ἀ e distinction between the imag-
ing method and spatial encoding is important because the imaging method (GE or SE) deter-
mines the overall image appearance and determines how well different anatomical features, or 
neural functions, are contrasted from their surroundings. ἀ e spatial encoding method, on the 
other hand, affects the acquisition time and image quality, but not the contrast between features 
in the image.

In magnetic resonance, the term echo refers to the return of the MR signal after it has decayed. 
As the name implies, the idea is similar to echoes produced by sounds reflecting off walls or other 
large surfaces and that are probably more familiar. ἀ e MR signal decays quickly after a radio-
frequency (RF) pulse, as described in Chapter 3, because all of the hydrogen nuclei in an object 
are not in exactly the same magnetic field (due to field imperfections, magnetic susceptibility 
differences, interactions between hydrogen nuclei, etc., which contribute to T2

* as described in 
Chapter 3). As a result, the nuclei precess at different speeds, and the directions of the transverse 
magnetization at different points in the object spread out, or the magnetization dephases, in the 
transverse plane. An echo can be produced by reversing this dephasing.
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ἀ e spin echo was first described by Erwin L. Hahn in 1950 (1,2), long before MR imaging 
was invented. ἀ e spin echo has been described as “a phenomenon of monumental significance” 
(3) because of its impact on a range of fields, in addition to MRI. ἀ e use of gradient-echoes 
did not appear until the development of MR imaging, more than 20 years later (4,5). ἀ e great 
advantage of producing echoes is that they enable measurement of much stronger signals and 
allow more time for the measurements than would be possible if we could only apply an RF pulse 
and then measure the signal before the transverse magnetization decayed to zero.

As described in Chapter 3 (and repeated in Figure 4.1), the magnetization in the object to 
be imaged (such as a head, arm, leg, etc.) must first be tipped away from alignment with B0 by 
means of an RF pulse. Immediately after the RF pulse, the magnetization at all points is oriented 
in the same direction (i.e., it is in phase). ἀ is produces the greatest MR signal, and as the mag-
netization from different locations gets out of phase over time, the total net signal is reduced. 
In practice, steps must be taken to ensure that the magnetization is in phase as much as pos-
sible immediately after the RF pulse, because the B1 field of the RF pulse is not always perfectly 
uniform, and magnetic field gradients and other field distortions cause the Larmor frequency 
to vary with position. Nonetheless, it is possible to compensate for the bulk of these effects, and 
for the purposes of this discussion we can assume that the magnetization is perfectly in phase 
immediately after the RF pulse.

It is helpful to clarify two points here to help with the descriptions that follow. First, we are 
concerned primarily with the transverse component of the magnetization, because this is the 
part of the magnetization that we can detect. To reiterate from Chapter 3, this is the component 
of the magnetization that is 90° to B0. Second, it is easiest to think of the total net magnetiza-
tion from tiny localized volumes (some texts will refer to these as isochromats). Each of these 
small volumes is small enough that the magnetic fields are perfectly uniform everywhere in the 
volume, and all of the hydrogen nuclei have exactly the same Larmor frequency. Even if these 
volumes are only 10 μm cubes, they may still contain roughly 1014 hydrogen nuclei, and we can 
consider the total net magnetization of the volume. To describe the total behavior of the magne-
tization within tissues, we can compare the Larmor frequencies and properties of small volumes 
at different locations.

Now, back to what happens to the magnetization immediately after the RF pulse. In a mag-
netic field, B0, we know from the Larmor equation that the magnetization will precess at the 
frequency ω0 = γB0. But, imperfections in the static magnetic field, magnetic susceptibility differ-
ences between tissues, bone, air, and so forth, and also interactions between individual hydrogen 
nuclei all cause subtle variations in the frequency (this was discussed in detail in Chapter 3). As 
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Figure 4.1 Schematic of the initial steps needed to produce the MR signal by tipping the mag-
netization away from alignment with B0.
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a result, the total magnetization summed across a large number of small volumes decays expo-
nentially with the characteristic time T2

*, as shown schematically in Figure 4.2. ἀ is is called free 
induction decay, and the curve shown in Figure 4.2 is therefore called the F. I. D. (pronounced 
by reading each letter, as opposed to reading it as a single word). Recall that the decay time, T2

*, 
depends on the transverse relaxation time, T2, and also the magnetic field variation across the 
entire volume of fluid or tissue that gives rise to the MR signal (6). ἀ e value of T2

* can therefore 
depend on the proximity to bone/tissue or air/tissue interfaces because of magnetic susceptibil-
ity differences between the materials and can be changed by applying a magnetic field gradient.

 1 1
2 2T T

B* = + γ∆

ἀ e transverse relaxation characterized by the time T2 occurs because of random thermal 
motion and interactions between individual hydrogen nuclei or with magnetic materials. ἀ e 
added effect of the magnetic field variations, on the other hand, is constant (unless we change 
the magnetic field). ἀ is difference will be shown in the following sections to be very important 
to the differences between a spin echo and a gradient echo.

ἀ e importance of creating signal echoes is demonstrated by the value of T2
* in the brain, 

around 50–60 msec at 1.5 tesla, 30 msec at 3 tesla, and 15 msec at 7 tesla. If we also apply a mag-
netic field gradient, such as to encode spatial information into the MR signal, then the value of 
T2

* is reduced significantly (depending on the gradient strength). Immediately after an RF pulse, 
we may have only a few milliseconds to measure the MR signal before it decays to zero. For 
example, if T2 = 90 msec and T2

* = 30 msec, then γ∆B = 22.2 sec–1. With the addition of a typical 
gradient of 0.5 gauss/cm (equal to 2130 Hz/cm or 13380 sec–1 cm–1), in the span of 1 mm then 
γ∆B = 1338 sec–1, and the new effective value of T2

* is 0.74 msec.
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Figure 4.2 Schematic demonstration of the decay of the total transverse magnetization after an 
RF pulse. Each colored arrow represents the direction of the magnetization in a small volume, in the 
rotating frame of reference (rotating at the Larmor frequency), and shows how the magnetization 
spreads out in phase (dephases) over time. This results in the decay of the total net magnetiza-
tion, and therefore the MR signal, with the characteristic decay time, T2

*. In reality, the magneti-
zation would be spread out in a continuum and not at a few discrete values as shown.
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Key Points

 1. Immediately after an RF excitation pulse, the MR signal decays exponentially due 
to transverse relaxation and dephasing caused by spatial variations in the static 
magnetic field and magnetic field gradients.

 2. A signal “echo” can be produced by temporarily reversing this dephasing.
 3. Creating an echo provides more time to measure the MR signal before it decays 

to zero.

4.2  Spin Echo
A spin echo is formed by applying a second RF pulse some time, τ, after the initial excitation 
RF pulse, as shown in Figure 4.3. It is important to note that the value of τ is typically much 
shorter than the value of T1. Each RF pulse is applied over a very short duration (typically a few 
milliseconds) and is essentially instantaneous compared with the relaxation of the magnetiza-
tion. ἀ e second pulse is designed to rotate the magnetization 180° around any axis in the trans-
verse plane. For example, if the initial excitation pulse rotates the magnetization 90° around 
the x-axis, it is designated as a 90X pulse, and its effect is to rotate the magnetization onto the 
–y-axis. (ἀ e rotation is counterclockwise when looking along the direction of the B1 field of the 
RF pulse.) ἀ e 180° pulse that follows can be a 180X or 180Y pulse (i.e., rotation around x or y) 
with equal effect. Immediately after the 180° pulse, both the transverse and longitudinal mag-
netization components at every point in the object being imaged are inverted compared with the 
axis they were rotated around. ἀ is process also inverts the phase distribution of the transverse 
magnetization relative to what it was before the 180° RF pulse. In order to avoid producing a 
large longitudinal magnetization component, the initial RF excitation pulse is typically set to 
rotate the magnetization 90°, so that the magnetization is entirely in the transverse plane both 
before and after the 180° RF pulse.

Now, the same magnetic field distribution that made the magnetization spread out in phase 
after the 90° RF pulse causes it to come back into phase after the 180° RF pulse, as shown in 
Figures 4.4 and 4.5. ἀ e field distribution could include the effects of magnetic field gradients 
we have applied, in addition to the inherent spatial magnetic field distribution that exists in 
the absence of any applied gradients. If we think of the magnetization in three small volumes, 

Echo

Echo

MR Signal

Magnetic Field
Gradients

Gradient Echo

S = S0e–TE/T2*
S0

S0
S = S0e–TE/T2

Spin Echo

RF Pulses180°90°

Gradient on one direction and then reversed

Any angle

Figure 4.3 Schematic representations of the time sequences of RF pulses and gradients required 
to produce a spin echo and a gradient echo.
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chosen to be at locations with slightly different magnetic fields, then the magnetization is pre-
cessing at slightly different speeds after the initial excitation pulse. At some time, τ, later, the 
magnetization in the three volumes is at angles A, B, and C from the x-axis, for example (we 
could also have chosen some other axis). Now immediately after we apply the RF pulse to rotate 
the magnetization 180° around the x-axis, the magnetization will be at angles –A, –B, and –C, 

Return to same
orientation

Initially in same
orientation

Precession around B0 plus magnetic field gradient along x-axis
Time

x

y

z

z

x
y

y
x

x

y

x

Very rapid
180° rotation
around x-axis

y

Continued precession around B0 plus gradient
z

y
x

y

x

Figure 4.4 Graphical representation of the formation of a spin echo. Each sphere represents 
the magnetization in a very small volume of water. Under the influence of spatial variations in the 
static magnetic field (which may include a magnetic field gradient), the magnetization in the small 
volumes spreads out in phase (i.e., the direction they are pointing in the x–y plane). A 180° RF pulse 
inverts this phase distribution, and the same spatial magnetic field variations now cause the mag-
netization to come back into phase, briefly producing a net total larger magnetization and larger MR 
signal (the echo), until the magnetization from the small volumes goes back out of phase again.
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respectively, from the x-axis. ἀ e magnetization in the three small volumes continues to pre-
cess at the same speeds as before the 180° RF pulse, and after another time, τ, the magnetiza-
tion directions in the three volumes are once again the same (i.e., the magnetization is back in 
phase). When the magnetization is back in phase, we can again detect an MR signal, and this is 
the spin echo.

However, it is important to note that the magnetization does not return to being perfectly 
in phase, and we do not recover the entire MR signal at the peak of the spin echo. ἀ e action of 

x´

y´y´

y´

x´

x´

y´y´

z´

x´

z´

Very rapid
180° rotaion

around x-axis

Initially in same orientation

x´

x´

y´

Return to same orientation

z´
Continued precession around B0 plus gradient

Precession around B0 plus magnetic field gradient along y-axis
Time

Figure 4.5 Graphical representation of the formation of a spin echo, as in Figure 4.3, except it 
is now shown in the rotating frame of reference. The sphere at the center is shown precessing at 
the same frequency as the rotating frame, and therefore appears to be stationary. An asterisk (*) 
marks one of the spheres so its position can be tracked from the point of view of the rotating frame 
of reference.
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the 180° RF pulse cancels out the effects of any constant magnetic field variations. It does not 
alter the effects of transverse relaxation, characterized by the time, T2, because the relaxation 
is caused by random interactions between hydrogen nuclei. At the peak of the echo (the point 
of the maximum MR signal), the signal magnitude, S, will have decayed from the value S0 that 
would have been measured immediately after the RF pulse:

 S = S0 e−TE/T2

ἀ e time, TE, is the echo time and is equal to 2τ, the time from the first RF excitation pulse 
to the center of the spin echo. ἀ e time τ is exactly the time between the RF excitation pulse and 
the 180° RF pulse, and so the value of TE is easily controlled by choosing the timing between 
the RF pulses.

After the peak of the spin echo, the magnetization in each small volume continues to precess 
at the same speed. After a relatively short time the magnetization becomes out of phase again 
and the total MR signal decays to zero. At this point we could apply another 180° RF pulse to 
invert the phase distribution again and form another spin echo. ἀ is would again cancel out the 
effects of the constant magnetic field variations but would not reverse the effects of transverse 
relaxation. ἀ e maximum signal at the center of the second echo would be reduced by the trans-
verse relaxation that has occurred since the first RF excitation pulse.

As mentioned above, possible variations of the spin echo include rotating the magnetization 
around two different axes with the two RF pulses. For example, the initial excitation pulse may 
be a 90X pulse to rotate the magnetization onto the –y-axis or a 90Y pulse to rotate the magne-
tization onto the x-axis. ἀ e 180° pulse can be 180±X or 180±Y. In every case, a spin echo is still 
formed exactly as described above. Two advantages of altering the direction of the 180° rotation 
are that (1) we can control the direction of the magnetization in the transverse plane, and (2) we 
can rotate the magnetization in one direction (such as 180X) to produce the first spin echo, and 
in the opposite direction (such as 180–X) to produce a second spin echo (2,7–9). By rotating the 
magnetization in two different directions, any imperfections in the RF pulse (such as rotating 
too much or too little in some places) are canceled out for every second echo that is formed, and 
the errors do not accumulate. Finally, it is also possible to form a spin echo by using RF pulses 
with lower flip angles than 90° and 180°. In this case the signal intensity is lower at the peak of 
the spin echo, but the amount of energy that is needed to produce the signal is much lower. ἀ is 
can be important when a large number of echoes must be formed in a short time for fast imaging 
methods, such as may be used for fMRI.

Key Points

 4. Immediately after an RF excitation pulse, the MR signal decays exponentially due 
to transverse relaxation and dephasing caused by spatial variations in the static 
magnetic field and magnetic field gradients.

 5. ἀ e dephasing caused by static spatial field variations, and by any gradients that are 
applied, can be canceled out after a 180° pulse.

 6. ἀ e spin echo is T2-weighted as a result.
 7. Mnemonic for how a spin echo is created: SPICE

Send it down 90°
Precess around
Invert the magnetization (180° pulse)
Coherence returns
Echo is formed
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4.3  Gradient Echo
A gradient echo is formed after an excitation RF pulse by applying a magnetic field gradient for 
a brief time, and then applying a gradient in the opposite direction (Figure 4.3). Shortly after the 
gradient direction is reversed, the effects of the two gradients will cancel each other out, bring-
ing the transverse magnetization back into phase as shown in Figures 4.6 and 4.7. When the 
magnetization is in phase, we can again detect a strong MR signal, and this is a gradient echo. 
ἀ e time between the RF pulse and the peak of the echo is called the echo time, TE, as it is with 
a spin echo.

Reverse the
magnetic field

gradient

x

x

x
y

z

y

y

z

y

x

Continued precession around B0 plus reversed field gradient

Precession around B0 plus magnetic field gradient along x-axis
Time

Return to same orientation

Initially in same
orientation

Figure 4.6 Graphical representation of the formation of a gradient echo. Each sphere represents 
the magnetization in a very small volume of water. Under the influence of a magnetic field gradient, 
the magnetization in the small volumes spreads out in phase (i.e., the direction they are pointing in 
the x–y plane). When the gradient direction is reversed, the magnetization comes back into phase, 
briefly producing a net total larger magnetization and larger MR signal (the echo), until the mag-
netization from the small volumes goes back out of phase again. With the gradient echo, only the 
effect of the gradient is canceled out, but the effects of constant spatial magnetic field variations 
are not.
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ἀ e most important distinction between a gradient echo and a spin echo is that the inherent 
magnetic field variations are not canceled out with a gradient echo. Only the dephasing caused 
by the applied gradients is reversed. ἀ e peak signal therefore decays exponentially with the 
characteristic time, T2

*, inherent to the tissues, in the absence of any applied gradient fields. At 
the peak of the gradient echo, the signal amplitude, S, will have decayed from the value S0 that 
would have been measured immediately after the RF pulse:

 S = S0 e−TE/T*2

As with the spin echo, we can easily set the value of TE simply by choosing when to apply the 
gradient and when to reverse it. After the peak of the echo, the magnetization again dephases 
and the signal decays quickly, under the influence of the gradient and the inherent magnetic 
field variations. It is also possible to reverse the gradient a second time and form another gra-
dient-echo. ἀ e peak of the next echo will again be reduced according to the decay with the 
characteristic time T2

*, from the time of the RF excitation pulse.

Reverse the
magnetic field

gradient

x´

x´

y´
x´

x´

y´

y´y´

z´

z´ Continued precession around B0 plus reversed field gradient

Precession around B0 plus magnetic field gradient along x-axis
Time

Return to same orientation

Initially in same orientation

Figure 4.7 Graphical representation of the formation of a gradient echo, as in Figure 4.6, except 
it is now shown in the rotating frame of reference. The sphere at the center is shown precessing at 
the same frequency as the rotating frame and at the center of the MRI system so that the gradient 
has no effect, and therefore appears to be stationary.
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Key Points

 8. A gradient echo is formed after a single RF excitation pulse by applying a magnetic 
field gradient and then reversing it until the effects of the two gradients cancel out.

 9. Only the gradients are canceled out; the dephasing caused by static spatial field 
variations are not affected.

 10. A gradient echo is T2
*-weighted as a result.

 11. Mnemonic for how a gradient echo is created: SUGAR
Single RF pulse
Under 90° (typically)
Gradient
And
Reverse

4.4  Steady-State Methods and Stimulated Echoes
Whenever RF excitation pulses are applied repeatedly at a rate that does not permit the magnetiza-
tion to fully relax back to equilibrium between each pulse (such as TR < T1), the signal intensity 
after each excitation reaches a new steady state that is different from that of a single excitation. ἀ e 
signal in this case depends on the repetition time, TR, and on the value of T1, and so is T1-weighted. 
A special case occurs when TR is very short (such as TR < T2). ἀ is situation only occurs in prac-
tice when gradient-echo methods are used, with excitation flip angles that are reduced from 90°, 
because otherwise the longitudinal magnetization has insufficient time to recover and little to no 
signal is produced by each excitation. A very important factor contributing to the signal is whether 
or not the transverse magnetization just prior to each excitation is (1) completely dephased so that 
it cannot contribute to later echoes, (2) partially dephased, or in a regular pattern, so that it could 
be recovered later, or (3) brought completely back into phase. When the magnetization is com-
pletely dephased prior to each subsequent excitation, then the transverse magnetization prior to 
each RF excitation pulse is zero. In this case the echo signals are simply gradient echoes, possibly 
with T1-weighting, as described above. If instead the transverse magnetization is in phase, or is in 
a pattern that can be reversed, then it could add to the signal in later echoes.

To describe the MR signal that would be produced by repeated RF pulses, we can picture a 
specific example of repeated RF excitation pulses that tip the magnetization by 30°, applied every 
20 msec. Simulations of the echo signals produced by this sequence are shown in Figure 4.8. If 
the magnetization starts at equilibrium and we apply a 30° RF pulse, then a proportion of the 
magnetization is in the transverse component (M⊥ = M0 sin α =0.50 M0) and the longitudinal 
component is slightly reduced (M∥ = M0 cos α = 0.866 M0). A gradient echo could be created by 
applying a gradient and reversing it. After the signal in the gradient echo has again decayed to 
zero, there is no transverse magnetization remaining.

In one situation we could simply apply the RF pulse and gradients again to produce another 
gradient echo. However, if we use a short repetition time between excitation pulses, the longi-
tudinal magnetization does not fully relax to equilibrium. Assuming T1 is around 1 sec, as with 
most tissues, with a very short repetition time, TR, of 20 msec as in this example, the longitudi-
nal magnetization prior to the second RF pulse is:

 M∥ = M0[1−(1 − cos α)e–TR/T1] = 0.869 M0

ἀ e second RF pulse therefore does not act on the same magnetization that was affected by the 
first RF pulse. Another 30° RF pulse will again rotate a small amount of magnetization into 
the transverse plane (M⊥ = 0.869 M0 sin α = 0.435 M0) and further reduce the longitudinal mag-
netization (M∥ = 0.869 M0 cos α = 0.753 M0). As can be seen, each subsequent RF pulse rotates 
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less magnetization into the transverse plane. However, the Bloch equations (10) demonstrate a 
key point with the portion of the equations that relates to longitudinal relaxation:

 dM
dt

M M = − − 0

1T

ἀ e rate of change of the longitudinal magnetization (dM∥/dt.) is greater the further M∥. is 
from the equilibrium value of M0. ἀ at is, the longitudinal magnetization changes faster when 
M∥ is smaller (or even more negative). After several identical RF pulses have been applied, the 
transverse magnetization produced by each pulse is balanced by the recovery due to relaxation 
between pulses. As a result, the magnetization reaches a new steady state. ἀ e longitudinal mag-
netization prior to each RF pulse in the steady state is:

 M M
e

e =
−( )

−( )
−

−0
1

1

1

1

TR/T

TR/Tcosα

ἀ e signal at the center of the gradient echo that would be produced by the next RF pulse, 
including the effects of transverse relaxation, is (11–13):
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e
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1
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TR/T
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ἀ is method is termed a spoiled or incoherent gradient echo, because the transverse magnetiza-
tion is not brought back into phase prior to each subsequent RF pulse and does not contribute 
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Figure 4.8 Simulations of the transverse magnetization that would be produced by 30° RF exci-
tation pulses with a repetition time of 20 msec. The direction of the RF pulses are alternated, 30X 
30–X 30X 30–X and so on, to avoid eliminating the longitudinal magnetization entirely, given the very 
short TR. After each RF pulse a gradient echo is formed by applying a magnetic field gradient and 
then reversing it. The red lines indicate the echoes that are produced when the transverse magne-
tization is completely dephased after each gradient echo. The blue lines indicate the echoes pro-
duced when the transverse magnetization is refocused (by making the total gradient effects equal to 
zero), after each gradient echo, thereby creating a new (larger) steady-state magnetization.
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to later echoes. Although a new steady state is reached and the resulting echoes are T1-weighted, 
this method does not fall into the category of what is generally termed a steady-state method, as 
described below.

4.4.1  Steady-State Methods
In a second situation that follows from the above example, if instead we refocused the magne-
tization after each gradient echo, just prior to each subsequent RF pulse, then the transverse 
magnetization can contribute to later echoes. Another important difference between the steady-
state and the spoiled methods described in the previous section is that the steady-state methods 
require the RF pulses to be alternated in direction (14). ἀ at is, if the first RF pulse is 30X, then 
the second one must be 30–X, the third is again 30X, and so on. After the first RF pulse, the trans-
verse and longitudinal magnetization components are exactly as described above. However, it 
is now important to take into consideration the direction of the magnetization, being along 
the –y-axis after the first pulse (assuming a 30X pulse in this example). Just prior to the second 
RF pulse, the longitudinal magnetization has recovered slightly (depending on TR and T1), but 
the refocused transverse magnetization has an amplitude equal to M0.,sin α e–TR/T*2. ἀ e second 
RF pulse again does not act on the same magnetization that was affected by the first RF pulse, 
as in the example above, and now both the transverse and longitudinal components must be 
taken into consideration. ἀ e second RF pulse rotates the longitudinal magnetization toward 
the +y-axis and rotates the transverse magnetization 30° back toward the longitudinal axis. 
As a result, in the transverse plane these two components partially cancel each other out. But, 
the component that was rotated from the longitudinal axis is the larger of the two, primarily 
because the transverse component had undergone relaxation with the characteristic time T2

*. 
ἀ e magnitude of the second gradient echo that can be produced is therefore much smaller than 
that of the first echo (Figure 4.8). But, the longitudinal magnetization that remains after the 
second RF pulse is larger than after the first pulse, because it also has a contribution from the 
magnetization that was rotated out of the transverse plane. Continuing this process, the trans-
verse component of the magnetization after the third RF pulse is again along the –y-axis and is 
not as large as after the first RF pulse, but is larger than that after the second RF pulse, and will 
settle into a steady state after several more pulses. From this progression of the magnetization 
after each pulse, it can be seen that the net signal produced in the steady state will depend on 
the TR and flip angle, and on both T1 and T2

*. ἀ e signal amplitude at the center of each gradient 
echo will eventually settle into a new steady state, given by (14):
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=
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− −( )

−

− −0
1

1

1

1
sin

cos
α

α

TR/T

TR/T TR/T2
*

−− − −
−

e e
e

TR/T TR/T
TE/T2

*

1 2
*

Note, however, that this equation has been modified slightly from the original source, by replac-
ing T2 with T2

*, in the denominator. ἀ is change is needed because the original text (14) refers to 
transverse relaxation in general. In the case of RF pulses that are alternated in phase, the phase 
distribution of the magnetization is never inverted, and so the effects of the static spatial field 
variations are not canceled out and must be taken into consideration for MRI of the body. In 
addition, the term T2

*, to differentiate the total observed transverse relaxation from the true T2 
relaxation, does not appear to have been defined until a few years after this equation was first 
published (6).

ἀ e magnitude of the gradient echoes that can be produced after each RF pulse with a steady-
state method and a spoiled gradient-echo method are shown in Figure 4.8. ἀ e signals shown 
are simulations, based on a repetition time of 20 msec and a flip angle of 30°.
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A key feature of steady-state methods is that the transverse magnetization needs to be brought 
back into phase prior to each RF excitation pulse for it to contribute to later echoes as much as 
possible. ἀ e effects of all of the magnetic field gradients must therefore total zero prior to each 
successive RF pulse. ἀ ere are a number of jargon terms to describe this, for example, making 
the net gradient effect equal to zero is called gradient moment nulling, and methods of this type 
are sometimes called balanced acquisitions, meaning the gradients are balanced to sum to zero 
net effect. Several steady-state imaging methods use completely balanced gradients and have 
TE = TR/2, so that the RF excitation pulses and the signal echoes are evenly spaced in time. ἀ is 
particular method has several names, such as FISP (fast imaging with steady-state precession), 
SSFP (steady-state free precession) and True SSFP, balanced FFE (balanced fast field echo), and 
FIESTA (fast imaging employing steady-state acquisition).

ἀ e advantage of the steady-state method is that it enables very frequent or rapid sampling of 
the MR signal, with a larger signal than would be obtained with a spoiled (or incoherent) gradi-
ent echo, as shown in Figure 4.8. ἀ e trade-off is that the resulting signal strength depends on 
both T1 and T2. ἀ e details of the signal dependences with various methods are summarized in 
Table 4.1.

Table 4.1 Summary of the Signal Magnitudes Produced by Conventional Spin-Echo 
and Spoiled Gradient-Echo Methods, and with Methods Employing Repeated Identical 
Excitations with Short Repetition Times

S(SE)90–180 = S0e–TE/T2 Conventional spin echo, 
ignoring T1-weighting

S(GE)α = S0sinα e–TE/T2
* Conventional spoiled gradient 

echo, ignoring T1-weighting
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FLASH (fast low-angle shot) 
coherent gradient echo, with 
very short TR, and TE, and 
the special case of TrueFISP 
with TE = TR/2

S STE S e e( ) sin ( ) /
α α α

τα− −
− −= 1

2 0
3 21 2TM/T T

Stimulated echo produced by 
3 identical RF pulses with 
flip angle α (as described in 
Section 4.4.2). This 
equation assumes TM ≥ τ

Sources: Hahn, E.L., Phys Rev 80, 4, 580–594, 1950 (1); Tkach, J.A., and Haacke, E.M., Magn 
Reson Imaging 6, 4, 373–389, 1988 (6); Ernst, R.R., and Anderson, W.A., Rev Sci 
Instrum 37, 93–102, 1966 (12); Edelstein, W.A. et al., J Comp Assist Tomogr 7, 3, 
391–401, 1983 (13); Haase, A., Magn Reson Med 13, 1, 77–89, 1990 (15); Scheffler, 
K., and Hennig, J., Magn Reson Med 49, 2, 395–397, 2003 (16).
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Key Points

 12. Steady-state methods, in contrast to spoiled methods, return the transverse mag-
netization to being in phase prior to each subsequent RF pulse, although static field 
variations are not canceled out.

 13. ἀ e refocused transverse magnetization contributes to the signal after subsequent 
RF pulses. ἀ e transverse component is T2

*-weighted, and so the steady-state mag-
netization is both T1- and T2

*-weighted.
 14. Steady-state methods produce transverse magnetization that can be used to create 

a gradient echo after each RF pulse but do not spontaneously produce an echo, such 
as a spin-echo method would.

 15. Steady-state methods also require that the RF pulses alternate in direction between 
successive pulses.

4.4.2  Stimulated Echoes
A different situation from that described above arises when repeated RF pulses are applied that 
rotate the magnetization in the same direction. Steady-state methods described in the previous 
section use pulses that alternate in direction, in order to avoid reducing the longitudinal mag-
netization to zero as a result of repeated low-to-medium flip angle pulses and inadequate time 
for relaxation between pulses. However, with large flip angle pulses such as 90°, the cumulative 
effect of repeated pulses can rotate the magnetization through a large enough angle to return 
the magnetization again toward the transverse plane, thereby reversing the transverse phase dis-
tribution and producing an effect similar to a spin echo, called a stimulated echo. Recall that to 
produce a spin echo, an initial 90° pulse is applied, and after a brief time the resulting transverse 
magnetization spreads out in phase due to spatial field variations. A 180° pulse is then used to 
invert the magnetization and the phase distribution. ἀ e same spatial field variations then cause 
the magnetization to come back into phase, producing a spin echo.

To produce a stimulated echo we replace the 180° pulse with two identical 90° pulses, being 
now the second and third pulses in the sequence (Figure 4.9). If these two 90° pulses are in very 
rapid succession, they produce the same effect as a 180° pulse, and a spin echo is formed as usual. 
However, allowing time between the second and third 90° pulses changes the amplitude and 
weighting of the echo that is produced. ἀ e action of the second RF pulse rotates the transverse 
magnetization onto the longitudinal axis in the negative direction (i.e., it is inverted), as shown 
in Figure 4.10. More accurately though, it is necessary to consider that not all of the magneti-
zation was along one axis prior to the second pulse, but was spread out in the transverse (x–y) 
plane. Assuming 90X pulses are used, the magnetization distribution is rotated around the x-axis 
into the y–z plane (recall that the z-axis is the longitudinal axis). ἀ e magnetization undergoes 
longitudinal relaxation, and the transverse components of the magnetization spread out in the 
transverse plane, as a result of the static spatial field variations that are always present.

ἀ e third 90° RF pulse rotates the magnetization back into the transverse (x–y) plane, revers-
ing the phase distribution that existed immediately prior to the second RF pulse. ἀ e longitu-
dinal magnetization to be rotated into the transverse plane depends on the time between the 
second and third RF pulses (the interval allowed for longitudinal relaxation), and the value of 
T1. If the time between the first and second RF pulses is τ, then at the time τ after the third RF 
pulse the static spatial field variations cause a portion of the magnetization to come back into 
phase, and a stimulated echo is formed.

A key feature of the stimulated echo that makes it distinct from steady-state methods or a 
spoiled gradient echo is that the magnetization comes back into phase spontaneously and an 
echo is formed. ἀ at is, gradients are not necessary to produce an echo; the inherent spatial 
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magnetic field variations are sufficient. A stimulated echo can be produced with lower flip angle 
pulses as well, and the echo amplitude depends on the flip angle, α, the timing between the RF 
pulses, and as on T1 and T2:

 S STE S e e( ) sin ( )α α α
τα− −

− −= 1
2 0

3 21 2TM/T /T

For this equation, the times between the three pulses are as indicated in Figure 4.9, and the 
time between the second and third pulses, TM, is assumed to be at least as long as the time 
between the first and second pulses, indicated by τ (1). An assumption used for this equation is 
that the times between pulses (particularly TM) are long enough that the transverse magnetiza-
tion becomes uniformly spread out in phase in the transverse plane between each pulse, due to 
the inherent spatial magnetic field variations. ἀ is is as shown in the lower row of Figure 4.10. 
ἀ e magnetization is therefore assumed to be uniformly distributed in phase in the y–z plane 
immediately after the second RF pulse, meaning that half of the magnetization components 
are along the y-axis and half along the z-axis. ἀ e transverse components (those parallel to the 
y-axis after the second pulse) then again become uniformly distributed in the transverse plane. 
After the third RF pulse, the magnetization components that were rotated onto the z-axis by the 

Signal Echo

90°

90°90°90°

90°

90°

90° 90°

180°

90°90°
τ

τ

τ τ

τ τ

TE

τ

τTM

TM

Stimulated Echo

Spin Echo

Figure 4.9 The relationship between the spin echo (top two rows) and the stimulated echo 
(bottom two rows) is shown by the continuity in the transition from one to the other. If the second 
and third 90° pulses rotate the magnetization in the same direction, then they sum to the effect of 
a 180° degree pulse when the mixing time, TM, is very close to zero. In this case, the spin echo and 
the stimulated echo are indistinguishable. As TM is increased, the differences become apparent, 
as described in the text.
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Figure 4.10 Simulations of the effects of three identical 90° RF pulses, resulting in a stimulated echo. The top row shows the case of short times 
between pulses relative to transverse dephasing due to static spatial field variations, resulting in little dephasing, whereas the bottom row shows the more 
general case of complete transverse dephasing between pulses. The bottom row also demonstrates the classic figure-eight pattern described by Hahn in 
1950, just prior to, and after, the third RF pulse. (Hahn, E.L., Phys Rev 80, 4, 580–594, 1950 [1].)
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second pulse are rotated back into the transverse plane, with the phase distribution reversed. 
ἀ e inherent spatial field variations that caused the dephasing now cause the magnetization to 
come back into phase, producing the stimulated echo, as described above. However, a key point 
is that only half of the magnetization is refocused, and this is the reason for the 1/2 factor in 
the equation above. ἀ e time interval between the first RF pulse and the second pulse is when 
the transverse dephasing occurs. ἀ e peak of the stimulated echo therefore occurs at this exact 
amount of the time again, after the third RF pulse. ἀ e echo time for the stimulated echo is 
therefore twice the time between the first and second RF pulses. ἀ e time interval between the 
second and third pulse, TM, is not included in the echo time. However, TM is a factor in the echo 
amplitude above, in relation to the longitudinal relaxation that occurs in this interval.

If between the RF pulses the magnetization does not become completely dephased (i.e., uni-
formly distributed in all directions in the transverse plane), then the situation is similar to that 
shown in the upper row of Figure 4.10. A stimulated echo is still produced and even has a higher 
peak amplitude. In the extreme case, when no time is allowed between the second and third 
pulses, then no transverse dephasing occurs in this interval, and the resulting echo formed after 
the third RF pulse is a spin echo.

In the more general case, similar to the steady-state methods described in the previous sec-
tion, we can consider a sequence of RF pulses applied at equal intervals, with flip angles that may 
be 90° or less. ἀ e first three pulses in the sequence produce a stimulated echo, midway between 
the third and fourth pulses. However, the second, third, and fourth pulses do not produce 
another stimulated echo, because this set of three pulses does not begin in an initial state with 
magnetization along the longitudinal axis. Continuing the parallel to a spin-echo sequence, we 
can see that a spin echo requires a second 180° pulse to be applied to produce a second echo, 
and therefore two more 90° degree pulses would be expected to produce a second stimulated 
echo. A continuous sequence of RF pulses therefore does not produce a steady-state sequence of 
stimulated echoes. At best, it may be possible to produce repeated stimulated echoes after every 
second RF pulse in the sequence, similar to a train of spin echoes. A train of spin echoes is not 
a steady-state method either and cannot be sustained indefinitely. Each echo is attenuated by 
transverse relaxation, with the characteristic time, T2. A repeated train of stimulated echoes 
would be similarly attenuated.

As described above for steady-state methods, however, a sequence of repeated RF pulses will 
eventually reach a new steady state, and a constant amount of transverse magnetization will be 
rotated into the transverse plane with each RF pulse. Simultaneously, the transverse magnetiza-
tion that was produced by a prior RF pulse is rotated back into the transverse plane in a negative 
sense and can produce a stimulated echo. ἀ ese two sources of transverse magnetization will be 
opposite in phase and will therefore tend to cancel each other out. ἀ e magnetization that has 
been rotated into the transverse plane by the most recent pulse may produce a larger amplitude 
gradient echo than the stimulated echo (depending on the echo time, repetition time, and flip 
angle), but in any case the net effect will be a reduced echo amplitude. ἀ e stimulated echo 
therefore can be a detriment to the total signal that is produced in this situation. But, it can be 
avoided simply by leaving the transverse magnetization out of phase in the transverse plane, 
or even applying strong spoiling gradients, prior to each subsequent RF pulse. ἀ is dephasing 
will eliminate the possibility of the formation of a stimulated echo by later RF pulses, and the 
net effect is identical to that of the spoiled gradient echo described above.

Key Points

 16. ἀ ree RF pulses in a row can spontaneously produce a stimulated echo without the 
use of gradients.

 17. ἀ e time, τ, between the first and second RF pulses is equal to the time between the 
third pulse and the center of the stimulated echo, and TE = 2τ.
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 18. ἀ e time between the second and third pulses is called the mixing time, TM, and is 
not included in the echo time.

 19. A stimulated echo produced by three identical 90° RF pulses with very short TM is 
essentially identical to a spin echo produced by a 90° pulse and a 180° pulse.

 20. Typically, the mixing time, TM, is sufficiently long to allow the transverse magne-
tization to become uniformly distributed in all directions in the transverse plane, 
resulting in a stimulated echo that is half as large as a comparable spin-echo.

 21. A stimulated echo can be produced with flip angles of less than 90°, but repeated 
identical pulses at regular intervals will not produce repeated identical stimulated 
echoes similar to a steady-state method. A steady-state method based on identical 
RF pulses (i.e., not alternated in phase) may produce undesirable stimulated echoes 
that diminish the primary gradient-echo amplitude.

4.5  Signal Weighting and Contrast
ἀ e MR signal that is recorded with a spin echo or a gradient echo is weighted depending on 
the values of T2 or T2

*, respectively, of the tissues (cells, connective tissues, fluids, etc.) within 
the regions being imaged (Figure 4.11). ἀ e signal from each type of tissue also depends on the 
number of hydrogen nuclei that contribute to the signal (i.e., the proton density). ἀ e relaxation 
times and proton densities tell us something about the physical properties of the tissues. ἀ e 
magnitude of the MR signal also depends on the flip angle, which is the angle the magnetization 
is rotated away from B0 by the RF excitation pulse. ἀ is dependence occurs for two reasons: the 
flip angle affects (1) the magnitude of the transverse magnetization that we detect to get the MR 
signal, and (2) the longitudinal magnetization that is available the next time the RF excitation 
pulse is applied. As described in Chapter 3, however, the longitudinal magnetization addition-
ally depends on the time between successive applications of the RF excitation pulse (the repeti-
tion time, TR) and on the longitudinal relaxation times, T1, of the tissues being imaged.

As a result, spin-echo and gradient-echo methods can both produce echo signals with peak 
amplitudes that are T1-weighted, depending on the flip angle used for the RF excitation pulse, 
and on the repetition time, TR, as summarized in Table 4.2. A spin echo can also produce echo 
signals with peak amplitudes that are T2-weighted, whereas a gradient echo produces echo sig-
nals that are T2

*-weighted, and the amount of weighting in both cases is determined by the echo 
time, TE. For applications of MRI, critical imaging parameters to be selected are the choice of 
a spin-echo or a gradient-echo method, and the values of flip angle, TE, and TR. Although the 
MR signal can be made to be a combination of T1- and either T2- or T2

*-weighting, typically 
parameters are selected so that one type of weighting is dominant. With the choice of a long 
TE, and long TR, the signal will be predominantly T2- or T2

*-weighted (depending on whether a 
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Figure 4.11 Schematic representation of how transverse (T2 or T2
*) and longitudinal (T1) 

 relaxation-time weighting can be imposed on the MR signal.
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spin echo or a gradient echo is used), and not T1-weighted. On the other hand, setting the TE as 
small as possible, and using a shorter TR and flip angle combination, will make the echo signal 
predominantly T1-weighted, and not T2- or T2

*-weighted. Finally, if we instead choose a short 
TE value and a long TR value, then the signal is neither T1- nor T2- or T2

*-weighted, and so is 
predominantly proton-density weighted.

ἀ e actual TE and TR values that are used in practice vary for different applications, and 
the need to balance signal strength, imaging speed, quality, and so forth will be discussed in 
Chapter 5. However, the following gives very rough ideas of the ranges of values that might be 
used (summarized in Table 4.2). A TE value could be considered long if it is greater than T2 or 
T2

* of the tissues being imaged, and short if it is less than 50% of T2 or T2
*, depending on if a spin 

echo or a gradient echo is used, respectively. Many tissues in the body, such as the brain, have 
T2-values around 90 msec and T2

*-values around 60 msec, 30 msec, and 15 msec at 1.5 T, 3 T, and 
7 T, respectively. As a result, what would be considered a long or short value for TE is very dif-
ferent for a spin echo than for a gradient echo. Similarly, a TR value could be considered long if 
it is more than two times T1, and short if it is half of T1. In the body, many tissues have T1-values 
around 1 sec, and these also depend on the magnetic field strength. ἀ e flip angle must be set 
depending on the repetition time, to get the degree of T1-weighting that is desired. When excita-
tion pulses are applied repeatedly at a regular rate, the flip angle that will give the maximum 

Table 4.2 Summary of Signal Weighting Factors for Spin Echoes and Gradient Echoes

TE TR
Flip Angle, 

α
Resulting 
Weighting

Spin Echo

Attenuation related to TE is: 
T2w = e –TE/T2

Long TE 
(>T2)

Long TR 
(>2 × T1)

Fixed at 
90°

Attenuation related to TR and 
flip angle, α, is (12,19):

T w
e

e
1

1

1

2

1
=

−( )
−( )

−

−sin
cos

α
α

TR/T

TR/T

T2w < 0.37 T1w > 0.86 T2-weighted, little 
T1-weighting

Short TE
(< ½ T2)
T2w > 0.72

Short TR
(< ½ T1)
T1w < 0.39

90° Little T2- 
weighting, 
T1-weighted

Gradient Echo Long TE 
(> T2

*)
Long TR 
(> T1)

Examples: 
68°

Attenuation related to TE is:
T2

*w = e–TE/T2*

T2
*w < 0.37 T1w > 0.68 T2-weighted, little 

T1-weighting

Attenuation related to TR and 
flip angle, α, is (12,20):

T w
e

e
1

1
1

1

1
=

−( )
−( )

−

−sin
cos

α
α

TR/T

TR/T

Long TR 
(> 1.5 × T1)

T1w > 0.80

76°

Short TE
(< ½ T2

*)
T2

*w > 0.72

Short TR
(< 10% T1)
T1w < 0.13
T1w < 0.22

Examples:
68°
25°

Little T2- 
weighting, 
T1-weighted
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signal after each pulse is called the Ernst angle, α, and can be found with the equation cosα =  
e−TR/T1 (12). Higher flip angles will make the signal more T1-weighted. Again, these values are by 
no means definitive; a range of values is used in practice, and what is considered a long or a short 
value can depend on the imaging application.

Another important consideration is the contrast (i.e., signal intensity difference) between 
different tissues. For example, when imaging the brain it is often desirable to distinguish gray 
matter and white matter, with T1-values of approximately 1200 msec and 700 msec, respectively; 
T2-values of around 99 msec and 79 msec, respectively; and T2

*-values of around 30 msec for 
both. ἀ e maximum T2- or T2

*-weighted contrast will be obtained when the echo time, TE, is 
roughly midway between the T2- or T2

*-values of the tissues being contrasted. In the case of 
gray matter and white matter with the relaxation values assumed here, T2

*-weighting will not 
provide any contrast, and T2-weighting will provide some contrast at TE values around 80 to 
90 msec, as shown in Figure 4.12. With T1-weighting provided by repeated excitation, a spin 
echo will provide the greatest contrast at a repetition time, TR, which is approximately equal to 
the T1-values of the tissues. A gradient echo can also be made to be T1-weighted and provides the 
option of using lower flip angles and shorter repetition times. While the contrast is maximum 
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Figure 4.12 Examples of contrasts (i.e., signal differences) between tissues with different T2- 
and T1-values, depending on the echo time, repetition time, and flip angle. The signal differences 
are expressed as a proportion of the overall signal intensity from each tissue, assuming the tissues 
have the same proton density.
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with a flip angle of 90° and a repetition time around 920 msec as with the spin echo, about half 
as much contrast remains with a flip angle of 45° and a repetition time of only 280 msec. As will 
be described in Chapter 5, this shorter repetition time translates to much faster imaging (taking 
30% of the time). However, one very important factor that affects the overall contrast that we 
have not yet considered is the proton density of the tissues. ἀ e optimal contrast will be obtained 
when all of the differences in proton density and relaxation times are taken into consideration.

ἀ e method of T1-weighting employed in the example above involves repeated stimulation 
without allowing time for complete recovery of the longitudinal magnetization to equilibrium, 
whereas the transverse magnetization is assumed to relax completely to zero between excita-
tions. ἀ e transverse magnetization can be easily eliminated either by allowing enough time 
for transverse relaxation or by applying magnetic field gradients to dephase the magnetization. 
In the steady-state case described in Section 4.4, “Steady-State Methods and Stimulated Echoes,” 
the signal instead tends to have a combination of T1- and T2

*-weighting, because the transverse 
magnetization is not eliminated between excitations (16).

Key Points

 22. When then MR signal amplitude depends predominantly on one of the relax-
ation times, T1, T2, or T2

*, then the signal is called T1-weighted, T2-weighted, or T2
*-

weighted, respectively; otherwise the signal is proton-density weighted.
 23. ἀ e amount of T1-weighting of the signal depends on the choice of TR and flip 

angle.
 24. ἀ e amount of T2- or T2

*-weighting of the signal depends on the choice of TE. 

4.6  Inversion-Recovery Methods
One common modification to imaging methods is the addition of a 180° RF pulse prior to the 
start of the conventional gradient-echo or spin-echo method. ἀ is is typically done only with 
the repetition time set long enough to allow full relaxation of the longitudinal magnetization 
before the sequence of RF pulses and gradients are applied. ἀ e action of the 180° RF pulse is to 
invert the longitudinal magnetization, and so it is called an inversion pulse. After the inversion 
pulse, the magnetization undergoes longitudinal relaxation:

 M∥ = M0 (1 − 2e–TI/T1)

Here M∥ indicates the magnitude of the longitudinal magnetization.
Before the magnetization has time to fully relax back to equilibrium though, the conven-

tional gradient echo or spin echo is applied. ἀ e time between the inversion pulse and the RF 
excitation pulse is called the inversion time, abbreviated TI. ἀ is imposes T1-weighting on the 
echo signal, in addition to any T2- or T2

*-weighting it would normally have if the inversion 
pulse had not been applied. For this reason, the echo time, TE, is typically set to be as short as 
possible, so that the T2- or T2

*-weighting is minimal and can be ignored.
ἀ e resulting T1-weighting is a bit different from the weighting obtained by setting the repeti-

tion time, TR, too short to allow full relaxation between repeated excitations. With an inversion 
pulse, tissues or fluids with very short or very long T1-values can give higher signals, whereas 
those with intermediate T1-values can have lower signal, as shown in Figure 4.13.

One specific application of the inversion-recovery method is to selectively eliminate the sig-
nal from cerebrospinal fluid (CSF) for images of the brain or spinal cord. CSF has a much longer 
T1-value (4300 msec at 3 T; refer to Table 3.1) than gray matter or white matter (~1200 msec 

K10992.indb   79 5/3/11   12:21:17 PM



Essentials of Functional MRI

80

and ~700 msec at 3 T, respectively). At an inversion time of 2980 msec, the signal from CSF is 
essentially zero, while the signals from gray matter and white matter are at 83% and 97% of the 
amplitudes they would have in the absence of relaxation weighting, respectively. ἀ is method is 
termed fluid-attenuating inversion recovery, or FLAIR.

Key Points

 25. An inversion pulse is a 180° RF pulse that is typically applied prior to a conventional 
imaging method, such as a gradient-echo or a spin-echo.

 26. ἀ e time between the center of the inversion pulse and the center of the subsequent 
RF excitation pulse is called the inversion time, or TI.

 27. ἀ e effect of the inversion pulse is to impose T1-weighting on the longitudinal 
magnetization.

 28. With the appropriate selection of inversion time, signals from tissues with a par-
ticular T1-value can be selectively nulled at the time the imaging method is applied, 
as long as the T1-values of the other tissues to be imaged are sufficiently different.

4.7  Magnetization Transfer Contrast
Contrast between different tissues can be produced by making use of the multiple relaxation 
environments that exchange quickly on the time scale of relaxation, as described in Chapter 3 
(Section 3.6) (17,18). Even though hydrogen nuclei may move between two or more relaxation 
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Figure 4.13 Inversion-recovery curves for tissues with two different T1-values of 500 msec and 
1000 msec. With an RF pulse applied at an inversion time, TI, as indicated, the tissues with T1 = 
1000 msec would have no longitudinal magnetization to be rotated into the transverse plane, and 
so this tissue would not produce any MR signal. The tissues with T1 = 500 msec, however, would 
produce a signal that is roughly 50% of the signal magnitude it would have with no T1-weighting 
at all. This difference could be reversed if the TI value was shortened to about 300 msec, to be at 
the point where the longitudinal magnetization from tissues with T1 = 500 msec is passing through 
zero. At this point the longitudinal magnetization from the other tissues (with T1 = 1000 msec) is 
at roughly –0.5, but only the magnitude of the longitudinal magnetization matters, and the signal it 
produces would still be roughly 50% of that with no relaxation weighting.
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environments and exchange energy between nuclei in different environments, each environ-
ment has specific properties that can be exploited. ἀ e water in hydration spheres around 
macro molecules and lipids relaxes very quickly because of strong interactions between adjacent 
nuclei and because of the altered movement of the water molecules. ἀ ese interactions also cre-
ate a broader spread of magnetic field intensities, and therefore a broader spread of precession 
frequencies, than in the “free” water. ἀ e distribution of precession frequencies for all of the 
hydrogen nuclei (i.e., the MR spectrum) has a Lorentzian line shape for exponentially decaying 
signals, and the peak width at half height is equal to 1/(2 T2). ἀ e free component has a rela-
tively narrow peak because the T2-value is estimated to be about 350 msec, whereas the “bound” 
component (the water in hydration spheres around macromolecules) has a very broad spectrum 
because the T2 of this component is less than 1 msec (on the order of 10 μsec to 100 μsec) (17) 
(Figure 4.14). Both of these components will contribute to the total spectrum. As a result, it is 
possible to excite the entire system of hydrogen nuclei with an RF pulse that is at a frequency of 
1000 Hz to 2000 Hz different from the Larmor frequency (ω0), and it will affect only the bound 
component. ἀ e RF pulse is typically very long, or has a specially designed shape, so that it acts 
on only a very narrow frequency range. ἀ e pulse also produces a very high flip angle (several 
full rotations) so that it saturates the spins. ἀ is means the spins are evenly distributed along 
the ± z-axis and do not produce any net signal. Because hydrogen nuclei will exchange rapidly 
between different water components and will also exchange magnetic energy, the saturation 
becomes distributed throughout all of the water quite rapidly. ἀ e rate of exchange between the 
different water components is a key factor in determining the total effect of the RF pulse, but it 
also depends on the relative amounts of water and the relaxation times of each component. ἀ e 
amount of signal reduction that is produced is called the magnetization transfer ratio, or MTR, 
and it varies between different tissues and fluids. ἀ e effect of this frequency-selective excitation 
is termed magnetization transfer contrast, and it is particularly useful for contrasting tissues 
and fluids with different amounts of bound water and/or different exchange rates. For example, 
whereas gray matter and white matter have MTRs of 40% to 60%, in skeletal muscle it is 75%; 
and in blood, CSF, bile, and urine it is less than 5%.

4.8  Summary
Understanding the myriad of methods, or the key concepts behind a new method encountered 
in a scientific paper, is drastically simplified by first asking the question “Is it a spin echo, or is 
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Figure 4.14 The estimated frequency spectrum of MR signal from tissues, with both bound and 
free signal components. This plot shows the relative amount of water at each precession frequency 
for the two water components.
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it a gradient echo?” Once you know the answer to this question, you know the key concepts that 
will influence the signal and tissue contrast that can be obtained with the imaging method. 
ἀ e MR signal is always inherently proton-density weighted, but relaxation-time weightings 
can be made to dominate. If the imaging method involves a 90° excitation pulse followed by 
one or more refocusing pulses (rotating the magnetization 180° or less), then it produces a spin 
echo, which can be T1- and/or T2-weighted. If the method instead involves a single excitation 
pulse, rotating the magnetization less than 90° in most cases, and a combination of gradients 
that are at some point in time reversed, then the method is a gradient echo. ἀ e echo signal 
that is produced can be T1- and/or T2

*-weighted. However, if the gradients used in this method 
are designed to refocus the transverse magnetization prior to the next RF excitation pulse, 
then it is likely a steady-state method. In this case, the signal that is produced is both T1- and 
T2-weighted. All other additions, such as an echo-planar imaging scheme for spatial encoding 
(discussed in detail in Chapter 5) or a preceding 180° inversion pulse, are simply variations 
superimposed on the two key underlying concepts, namely, the spin echo and gradient echo.

ἀ e acronyms used to describe the various MR imaging methods differ between MR system 
manufacturers, and a list of many of the common methods and their definitions is provided in 
Table 4.3. ἀ e classification of these methods in terms of spin echo or gradient echo is shown 
schematically in Figure 4.15.

Multiple Echo

Add Echo-Planar
Spatial Encoding
Scheme:

Add Preceding
180° RF Inversion
Pulse:

Add Echo-Planar
Spatial Encoding
Scheme:

Add Preceding
180° RF Inversion
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Figure 4.15 Flowchart of common MR imaging methods and the classification of each method. 
Gradient-echo methods are shown in green, spin-echo methods are shown in dark blue, and steady-
state methods are shown in light blue.
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Table 4.3 List of Acronyms Used to Name Common MR Imaging Methods 
and the Fundamental Type of Each Method

Acronym Definition Method Type

GRE Gradient-recalled echo Gradient echo

FFE Fast-field echo Gradient echo

TFE Turbo-field echo Gradient echo

GRASS Gradient recall acquisition using steady states Gradient echo

SPGR/Spoiled 
GRASS

Spoiled gradient recalled echo Gradient echo

FLASH/Turbo 
FLASH

Fast imaging using low-angle shot Gradient echo

FastSPGR Fast SPGR Gradient echo

FISP Fast imaging with steady-state precession Gradient echo*

PSIF Reversed FISP Gradient echo*

SSFP Steady-state free precession Gradient echo

TrueFISP True FISP Gradient echo*

FIESTA Fast imaging employing steady-state acquisition Gradient echo*

b-FFE Balanced fast field echo Gradient echo*

SE Spin echo Spin echo

FSE Fast spin echo Spin echo

Turbo-SE Turbo spin echo Spin echo

RARE Rapid acquisition with relaxation enhancement Spin echo

SSFSE Single-shot fast spin echo Spin echo

HASTE Half-Fourier single-shot turbo-spin echo Spin echo

IR Inversion recovery SE or GRE

STIR Short tau (inversion time) inversion recovery SE or GRE

FLAIR Fluid attenuation inversion recovery SE or GRE

EPI Echo-planar imaging SE or GRE

Source (for RARE): Hennig, J. et al., Magn Reson Med 3, 6, 823–833, 1986 (19).
*Indicates a steady-state free-precession method producing a mix of T1- and T2

*-
weighting.
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5
Creating an Image from the 
Magnetic Resonance Signal

ἀ e ideas presented in the previous chapters have covered how the magnetic resonance (MR) 
signal is produced and how we can get physiologically relevant information from it, and now it is 
necessary to introduce spatial information. By making the signal depend on the position of the 
tissues and the like from where it originates, we can map out the spatial distribution of the signal 
and create an image. ἀ e spatial information that is encoded into the signal does not interfere 
with the physiological information that we need, and so we can create images that reflect both 
anatomical (spatial) and physiological information. In this chapter the basic methods for creat-
ing MR images are described, as well as the choices that are available for the imaging parameters, 
such as the time it takes to acquire an image, spatial resolution, and relaxation-time weighting.

An image is a representation of the spatial distribution of objects, structures, materials, and 
so forth within a region. ἀ is might seem somewhat obvious, but it is worthwhile to begin by 
recalling exactly what it is we are trying to accomplish. In Chapter 3 it was shown how differ-
ent materials, or more specifically, tissues or fluids for MR imaging (MRI) of the body, have 
different proton densities and relaxation times and can be distinguished by their different MR 
signal intensities as a result. To create an image it is therefore necessary to put (or encode) spatial 
information into the MR signal as well. ἀ at is, the signal we detect must somehow reflect where 
it originated; otherwise, we will not be able to create an image.

ἀ e easiest way to make the MR signal depend on the position in space where it originates 
is to apply magnetic field gradients. Linear magnetic field gradients, and how they are created, 
are described in Chapter 2. A gradient can be produced in any direction and is defined in terms 
of how much the magnetic field changes between two positions. For example, a typical gradient 
strength is around 1 gauss/cm, meaning that the field changes by 1 gauss for every difference in 
position of 1 cm. Gradient fields are designed to have zero effect at the exact center of the MRI 
system, and so the position within the MRI system is defined in terms of displacement from the 
center. It is also important to recall that the magnetic field is always parallel to the static mag-
netic field of the MRI system, B0, so the gradient field adds to or subtracts from B0. ἀ e gradient 
direction, however, refers to the direction in which the magnetic field changes. As a result, the 
total magnetic field now depends on the position when a gradient is applied:

 B = B0 + GXX 

for a gradient in the X-direction, and

 B = B0 + GXX + GYY + GZZ

for the general case of a net gradient in any direction.
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In the first example above, the gradient is applied in the x direction, and the value of x is the 
distance (in cm) from the center of the MRI system. Standard definitions for positive and nega-
tive have to be used for consistency, and these are usually specified. For example, the RAS con-
vention means the positive directions are to the right (R), in the anterior direction (A), and in the 
superior direction (S) (i.e., toward the head). Negative values would therefore mean toward the 
left, posterior, or inferior, directions. ἀ e second equation above is for the more general case of a 
gradient in any direction in three dimensions. To produce a gradient 45° from the x-axis in the 
x–y plane, for example, we could apply equal gradients in the x and y directions at the same time, 
and no gradient in the z direction. In the general case, the total gradient magnitude, Gmag, is:

 G G G Gmag X Y Z= + +2 2 2

ἀ e effect of the gradient is to change the Larmor frequency of the precessing nuclei, depend-
ing on their position. Again we rely on the Larmor equation:

 ω = γB

When we explicitly write out the fact that the total field, B, is the sum of B0 and the gradient 
field, then:
 ω = γ(B0 + GXX)

 ω = ω0 + γGXX

Now, we need to apply this spatial encoding in three dimensions, in a way that we can use to 
create the desired image.

Key Points

 1. Spatial information can be encoded into the MR signal by measuring the signal 
while a magnetic field gradient is applied.

 2. ἀ e gradient causes the frequency of the signal, or the phase of the signal at any 
fixed point in time, to depend on the position where the signal originates.

 3. ἀ e gradient can be in any direction by applying simultaneous x, y, and/or z 
gradients.

5.1  Spatially Selective Radio-Frequency Pulses
One of the ways we can encode spatial information into the MR signal in one dimension, is by 
acquiring the signal from only a thin slice—meaning a narrow range of space in one direction, 
but spanning all space in the other two directions. A slice can also be thought of as a plane, 
except that it has some small thickness. ἀ e slice can be in any orientation, but the primary 
anatomical slice orientations are as follows (Figure 5.1):

Axial (or Transverse) Slice plane is right–left (R/L) × anterior–posterior (A/P)

Sagittal Slice plane is superior–inferior (S/I) × anterior–posterior (A/P).

Coronal Slice plane is right–left (R/L) × superior–inferior (S/I).

Note: The superior–inferior direction is also known as the head–foot direction.

To acquire the signal from only a thin slice, we need to make the radio-frequency (RF) exci-
tation pulse affect only the nuclei within a narrow range of a space in one direction. In brief 
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terms, this selective excitation is accomplished by using two facts: (1) an RF pulse affects only 
the nuclei within a narrow range of Larmor frequencies, and (2) when a gradient is applied, the 
nuclei have a range of Larmor frequencies related to their positions along the gradient direction. 
We can therefore apply an RF pulse while a gradient is applied and excite only the nuclei within 
a selected range of frequencies. Since the frequency depends on the position, this is the same as 
exciting the nuclei only within a selected range of positions.

ἀ e frequency range that is affected by an RF pulse can be tailored to our needs (with some 
limitations) with the selection of the duration and amplitude envelope of the pulse. ἀ ink of 
the RF pulse as having two components that are multiplied together (Figure 5.2): (1) a magnetic 
field of constant amplitude that oscillates or rotates at the frequency we choose (at the Larmor 
frequency), and (2) the amplitude envelope that specifies the amplitude and phase of the pulse 
at each instant in time. ἀ e frequency of oscillation of the first of these two components deter-
mines the center of the narrow range of Larmor frequencies that will be affected. ἀ e shape and 
duration of the second component (the amplitude envelope) determines the frequency span, 

Coronal

Axial

Sagittal

Figure 5.1 Definition of slices with respect to MRI. In this example, each 2D slice represents 
a 3-mm section through the head, as shown by the cutaway sections of the 3D head. One slice is 
shown for each of the three principal anatomical directions: Sagittal—an A/P × S/I plane; Axial—an 
R/L × A/P plane; and Coronal—an S/I × R/L plane.

RF pulseAmplitude envelope

X =

Rotating magnetic field at
Larmor frequency

Figure 5.2 Components of an RF pulse.
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and how the effect of the pulse varies across this span. Ideally, for exciting only a thin slice, the 
RF pulse would affect all nuclei equally (i.e., tip them through the same flip angle) across some 
frequency span and have no effect at all on nuclei with Larmor frequencies outside this span. In 
practice, this ideal case is impractical to achieve, and we have to be satisfied with getting as close 
as is reasonably possible, for reasons described below.

In Chapter 3 (Section 3.4) it was mentioned that the frequency of the RF pulse (i.e., the fre-
quency of the rotating magnetic field) had to be very close to the Larmor frequency for the 
pulse to have any effect. Here we will have to be much more specific because we need to know 
exactly what range of frequencies is affected and whether or not nuclei at all frequencies within 
this range will be affected exactly the same. It turns out that the frequency span that is affected 
by an RF pulse can be approximated by the Fourier transform (FT) of the amplitude envelope. 
ἀ is approximation is most accurate for lower flip angle pulses, is fairly good for pulses of 90° or 
less, and is fairly poor for higher flip angle pulses such as 180°. Nonetheless, the effects of higher 
flip angle pulses can be accurately modeled by other means. ἀ e FT approximation also helps to 
demonstrate some consistent features for all pulses, such as the fact that narrower pulses affect 
a wider frequency span. For now we can use the FT approximation for the general discussion 
of how RF pulses behave. Using this estimate, we can also see that to get a perfectly rectangular 
frequency response (i.e., uniform over some range and zero everywhere else), we should use a 
pulse with an amplitude envelope that is the inverse FT of a rectangular function.

Figure 5.3 shows that the FT of the rectangular function is a sinc function (i.e., has the form 
of sin(x)/x). Two key problems with the sinc function as an amplitude envelope are (1) it extends 
infinitely in both positive and negative directions from the center, and (2) most of the rotation 
of nuclei from alignment with B0 is accomplished within a very narrow central lobe. ἀ e nuclei 
will be rotated at the frequency given by ω1 = γB1 as described in Chapter 3, and the total rota-
tion angle (the flip angle) depends on how long the pulse is applied. If almost all of the rotation is 
accomplished in the narrow central lobe, then this lobe needs to have a very high peak B1 value, 
or else the RF pulse must have a very long duration. ἀ ese two problems make the sinc function 
impractical for use as an RF pulse amplitude envelope.

However, a practical solution is to multiply the ideal sinc function with a Gaussian func-
tion. ἀ e FT of these two functions multiplied together is equal to the convolution of the FT of 
the sinc function with the FT of the Gaussian function (this is the Fourier convolution theorem 
described in Chapter 2). We know from above that the FT of the sinc function is the ideal rectan-
gular response that we want, and the FT of a Gaussian function is itself a Gaussian function. ἀ e 
convolution results in an effective smoothing of the rectangular function (Figure 5.4). ἀ e exam-
ple in Figure 5.4 (bottom row) shows an amplitude envelope that is practical and is commonly 
used in practice. By multiplying the sinc function with a Gaussian function, we can use only the 

16001500300020001000

Fourier transform of slice
profile

Desired slice selection
profile

Details of center portion
of FT of slice profile

0 1400

Figure 5.3 The ideal RF pulse frequency response profile (left), and its Fourier transform, which 
approximates the amplitude envelope needed to obtain this frequency response (middle) for a pulse 
with a duration of 3 msec. The panel on the right shows the detail of the center portion of the 
Fourier transform.
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nonzero portions of the result as our amplitude envelope and ignore the rest. ἀ is new amplitude 
envelope can be scaled to span a practical duration for an RF pulse, such as 3 msec. ἀ e central 
lobe, where most of the work of rotating the magnetization is done, is now a larger proportion 
of the amplitude envelope, and the peak B1 amplitude that is needed to rotate the magnetization 
has a realistic value. ἀ e resulting frequency response (i.e., the FT of the amplitude envelope) is 
also a reasonably good approximation of the ideal rectangular response shape.

ἀ e slice profile shown in this specific example will excite a frequency range of approximately 
4.3 kHz, which is relatively large. In most cases the RF pulses used on current MRI systems 
will have narrower frequency responses, such as 1.5 to 2 kHz. In the example above we could 
apply this RF pulse while a magnetic field gradient is also applied, and only those nuclei with 
Larmor frequencies within this 4.3 kHz range would be rotated away from alignment with B0. 
ἀ e Larmor frequency at the center of the slice is equal to the frequency of the rotating mag-
netic field, B1, whereas the frequency spread that is affected is determined by the amplitude 
envelope shape. We could therefore choose to apply a gradient that makes the Larmor frequency 
change by 5 kHz/cm. In other words, a gradient of 1.17 gauss/cm (recall ω = γB and ω equals 
4257 Hz/gauss). We could select the center frequency of the RF pulse to be at the Larmor fre-
quency at the center of the MRI system, ω0 (equal to γB0), and the pulse would affect a slice 
through the center of the MRI system. Alternatively, increasing the frequency to ω0 + 10 kHz 
would shift the slice by 2 cm to one side. If the gradient was in the right–left direction relative to 
a person inside the MRI system, then this would be a shift of 2 cm to the right. Because we have 
chosen a gradient of 5 kHz/cm to use with a pulse that affects a span of 4.3 kHz, the pulse will 
excite a slice with a thickness of 0.86 cm (equal to 4.3 4.3 kHz/(5 kHz/cm)). Clearly any direction 
and strength of the gradient field, and center frequency of the RF pulse, can be used (within the 
limits of the MRI system). ἀ e key point here is that we are quite easily able to control the exact 
orientation, slice thickness, and location of the slice we wish to excite.

33.3–33.33.01.50

Fourier
transform

0

4.3 kHz

kHzmsec

0 1000 2000 3000 1300

X =

1500 1700 1400 1500 1600

Figure 5.4 The top row shows the effect of multiplying a sinc function (left) with a Gaussian 
function (center). Note the different horizontal axis scales on the three panels. The resulting sinc × 
Gaussian function is zero outside the range displayed. In the bottom row this shape is shown as 
an amplitude envelope for an RF pulse with a duration of 3 msec. The Fourier transform of this 
shape is a slightly smoothed rectangular function (the convolution of a narrow Gaussian function 
and the original ideal rectangular function). In this example, since 200 points are used to describe 
a pulse with a duration of 3 msec, each point represents 15 μsec, and so the frequency range 
spanned after the FT is 1/15 μsec = 66.7 kHz (as shown in Chapter 2).
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In practice, on most current MRI systems, you will rarely need to think about the shape of 
the RF pulse amplitude envelope, the frequency response, or the direction and amplitude of the 
gradients that are applied. ἀ ese will be computed automatically by the MRI system depending 
on your specified slice position and so forth. However, you will need to consider related effects of 
the characteristic features of the RF pulse. ἀ e frequency response of the RF pulse relates directly 
to the thickness of the slice that is excited and to the consistency of the flip angles across this 
slice thickness. For example, if the peak of the response function varies in amplitude by 5%, then 
the flip angles across the slice thickness vary by approximately 5% as well. Recall that depend-
ing on the imaging method being used, the signal intensity and the degree of T1-weighting can 
both depend on the flip angle. As a result, some portions of the slice thickness (such as the cen-
ter) could be more represented in the total signal than the portions of the slice near the edges. 
Ideally, the variation in flip angles across the slice will be very small to negligible.

A greater concern for functional MRI (fMRI) and anatomical imaging that is unavoidable is 
that the transition at the edge of the slice has some width that is greater than zero. In the exam-
ple shown in Figure 5.4, the transition at the edge of the pulse spans 1340 Hz. ἀ is is roughly 
30% of the width of the profile, and would be rather poor performance for a RF pulse. ἀ e width 
of the resulting slice is typically defined as the span that receives at least 50% of the full effect of 
the RF pulse, as shown in Figure 5.5. Modern MRI systems typically provide RF pulse shapes 
that have only 5% to 10% transition widths or less. Nonetheless, at the edge of every slice there is 
a very narrow region with a range of flip angles. If contiguous slices are desired, then there will 
inevitably be a region between any two slices that is affected, at least partially, by the RF pulses 
for both slices. ἀ e transition edge can be a concern for multi-slice imaging and time-series 
imaging, such as for fMRI, if there is no gap allowed between the slices. In most cases, images of 
multiple slices will be obtained in order to span the three-dimensional (3D) extent of a region of 
the body, and a gap may not be desired in case details of the anatomy are missed. If the slices are 
acquired sequentially, from one side of the body to the other, then the edge of the second slice 
that is excited may be affected by the preceding excitation of the first slice (and the third slice 
will be affected by the second slice, etc.). ἀ is will generally cause the lower signal to be detected 
from the zone of overlap between the slices, unless there is sufficient time allowed between the 
excitations for the longitudinal magnetization to relax to equilibrium. In practice, it is assumed 
that there is no cross-excitation between slices (or that it is small enough that it can be ignored), 

Zone of overlap between
contiguous slices

Transition width

Full width at
half maximum

Max

1/2 Max

0

Figure 5.5 Schematic showing the definition of the pulse width and transition width, given that 
the transition between “inside” the slice to “outside” the slice has some spatial span that is greater 
than zero. The slice width is therefore defined as the full width at half-maximum (FWHM), or the 
span that has at least 50% of the full effect of the RF pulse. Two contiguous slices (i.e., with no 
gap between them) would therefore produce a region that is affected by both of the RF pulses that 
excited the two slices. Note that the transition width and overlap between slices are grossly exag-
gerated for demonstration purposes. In practice, the transition width is typically less than 10% of 
the slice width.
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and multiple slices are imaged in each repetition time, TR, period. ἀ is approach is to make 
efficient use of time and enable large volumes to be imaged at a reasonable rate. An alternative 
approach that is commonly used is to image the slices in an interleaved order (Figure 5.6). For 
example, every other slice will be excited, and the signal from each will be detected; and then the 
remaining slices will be excited, and the signal detected.

Interleaved acquisitions reduce the cross-excitation effects in the zone of overlap between 
slices because one-half of a TR period can pass between excitation of adjacent slices, allowing 
time for relaxation. For example, the excitation of the even-numbered slices can be distributed 
in time to span the first half of the TR period, and then the excitation of the odd-numbered slices 
can span the second half of the TR period. Because the region in the transition width does not 
receive the full effect of the RF pulse, the nuclei are not tipped as far from the longitudinal axis 
as at the center of the slice, and therefore the transition zone requires less time to relax toward 
equilibrium. ἀ e extra time allowed for relaxation by the interleaved acquisition can therefore 
reduce the cross-excitation effects, although perhaps not entirely, depending on the repetition 
time and the flip angle of the RF pulses. In practice, the effect of cross-excitation between slices 
can be observed, even with interleaved slices, because the slices that are excited after their imme-
diate neighbors may have slightly lower signal intensity.

For repeated multiple-slice acquisitions, such as to acquire a time series for fMRI, it is also 
necessary to consider the previous excitations of the adjacent slices (in the preceding TR period). 
ἀ e second and subsequent excitations of the slices can reach a steady state, with the zone of over-
lap between slices potentially having slightly more T1-weighting than the center portions of the 
slices. However, the outer edges of the outermost two slices are not affected by cross- excitation 
(because these edges have no adjacent slices being excited), and so only these outer slices may 
have slightly higher signal intensity. Another way to avoid the cross-excitation is to leave a gap 
between the slices. In practice this gap would only need to be 5%–10% of the slice thickness 
(depending on the capabilities of the MRI system). However, this gap can present other prob-
lems for time-series acquisitions if the person being imaged moves slightly between TR periods, 
or with blood flow, because some nuclei may move between the slices and the gap. ἀ is effect is 
discussed in detail in Chapter 6 in relation to imaging methods specifically for fMRI.

Some MRI systems also provide options for the type of slice-selective RF pulses to use. ἀ ese 
are typically specified as being normal or sharp, and sometimes there are options for quiet or 
whisper pulses. A sharp pulse means that it has a narrower transition width, so the slice profile 
is more rectangular. ἀ is is achieved usually with a longer RF pulse (e.g., perhaps 5 or 6 msec 
instead of 3 msec) and/or a broader frequency span being affected by the pulse. As a result, the RF 
pulse may take a bit more time to apply, and stronger magnetic field gradients may be required 

Position

4th

1st 2nd 3rd

5th 6th

Figure 5.6 Schematic of multiple slice profiles in an interleaved acquisition order, to reduce 
cross-excitation effects between slices. Again, the slice profiles are shown with exaggerated widths 
of the transition edges, to demonstrate the problem of cross-excitation between adjacent slices.
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to achieve the same slice thickness as with a normal pulse. Stronger gradients produce louder 
sounds in the MRI system when they are applied, and the minimum slice thickness that can be 
achieved may be increased. Whisper pulses, on the other hand, are designed to be quieter, mean-
ing that they use weaker magnetic field gradients. ἀ e trade-off is that the whisper RF pulses may 
take longer to apply than the normal pulses, and/or they may have a wider transition width.

One last point to mention is that after the RF pulse has been completed and the gradient has 
been turned off, there is one very important job left to do before a signal can be detected. ἀ e 
gradient provided a frequency span across the object so that a specific frequency range, and 
therefore a specific position range, could be selectively excited. As a consequence, the frequency 
varied across the thickness of the slice, leaving the magnetization spread out in phase across the 
slice thickness after the RF pulse has been completed. After the RF pulse it is therefore necessary 
to apply a gradient again in the slice direction, but reversed from that used to select the slice. 
When this slice rewind gradient has been applied for the correct duration, it brings the magne-
tization in the slice into phase, and then a strong MR signal can be detected. As an interesting 
historical note, the need for the subsequent gradient to bring the magnetization back into phase 
was the subject of strong debate (1–3), but the necessity of this gradient is now well known. A 
schematic representation of the spatially selective RF pulse and gradient combination is shown 
in Figure 5.7.

Key Points

 4. One dimension of spatial encoding can be applied with the use of RF pulses that 
affect only the magnetization within a thin range in one direction, or a slice.

 5. A spatially selective RF pulse is created by applying the RF pulse while a gradient is 
also applied.

 6. An RF pulse only affects the magnetization precessing at frequencies within a nar-
row range around the frequency of rotation of the B1 field.

 7. ἀ e frequency range that is affected is determined by the shape of the RF pulse 
amplitude envelope, meaning the pattern in time of the amplitude of the B1 field.

 8. At the edges of the slice region that is affected by the RF pulse is a narrow transition 
zone between the full effect of the RF pulse and zero effect outside of the slice.

Negative

Positive

Time

Gradient

RF pulse

Figure 5.7 Schematic representation of a spatially selective RF pulse with a shaped amplitude 
envelope to produce the desired slice profile, the slice gradient that creates a frequency span across 
the object being imaged, and the subsequent slice rewind gradient to bring the magnetization in the 
slice into phase. The height of the green line indicates the strength of the gradient, as a function of 
time, and the height of the blue line indicates the amplitude of the B1 field of the RF pulse.
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5.2  Encoding Spatial Information into the MR Signal to Create an Image
Spatial encoding within the plane of a slice is also accomplished with the use of magnetic field 
gradients. For this discussion we consider the signal that we can detect after a slice-selective 
RF pulse has been applied. Now, we also apply a magnetic field gradient in one direction in the 
plane of the slice. Recall that the effect of a gradient in the x direction is to change the net mag-
netic field, and so it also changes the Larmor frequency:

 ω = ω0+ γGXX

ἀ e signal will therefore have a range of frequencies, depending on how the nuclei are 
distributed in the x direction. If we record the MR signal for a period of time, then we can 
apply the Fourier transform to determine the magnitude of the signal at each frequency. 
Since the frequency and the position are directly related (because of the linear gradient) 
this process is equivalent to determining the magnitude of the signal at each position. ἀ is 
is part of the information that we need to create an image. If we knew the magnitude of the 
signal at every position in two dimensions within the plane of the slice, we could represent 
the magnitude with a gray scale and display it as an MR image. However, we cannot simply 
apply two gradients at once to get two-dimensional (2D) spatial information; we have to 
resort to other methods.

First, it is useful to consider again how we can get spatial information in one direction at 
a time. ἀ e effect of a gradient depends on both the gradient strength and the duration it is 
applied. Ignoring the constant component of the frequency, ω0, and focusing on the change in 
frequency ∆ω that is caused by the gradient (remember that ∆ is used to indicate a change in a 
value), we can see that ∆ω = γGXX. After the gradient has been applied for a time, t, the trans-
verse component of the magnetization has changed in phase, ϕ, by the amount ∆ϕ = γGXX t. To 
put this into more familiar terms, imagine you are traveling some distance (walking, cycling, 
driving, etc.) and you want to keep track of your progress to your destination. ἀ e frequency 
is analogous to your speed of travel, and the change in phase is analogous to how far you have 
traveled since you began. ἀ e total phase depends on the initial phase, just as your position at 
any point in time would depend on where you started from.

ἀ e effect of a gradient on the magnetization in the transverse plane is shown in Figures 5.8 
and 5.9, for a sample object. In the first of these two examples, two different gradients are applied, 
and in the other, the same gradient is applied for two different durations, producing the same 
net effects in the two cases. ἀ e total signal that would be detected is shown to decrease with a 
stronger gradient, or when applied for a longer duration, in this example.

However, these examples also demonstrate that there may be certain gradient strengths and 
durations that can return the magnetization in the transverse plane to having similar phases, 
thereby producing a stronger signal. ἀ is effect can only occur when the spacing of the features 
of the object being imaged matches the distance between full rotations of the magnetization. 
For example, if two features in an object are 5 cm apart, and the gradient and dur ation cause 
a phase change of 360° (or 2π radians) over a 5 cm span, then the magnetization in these two 
features is in phase. Figure 5.10 shows the same object as in the previous example, and the evo-
lution of the transverse magnetization while a gradient is applied for increasingly long dura-
tions. Initially, the magnetization is in phase and the total magnetization (and therefore the 
MR signal) is very large. After the gradient is applied, the magnetization spreads out in phase, 
but at one specific duration the magnetization returns to being somewhat in phase because of 
the spacing of the features in the object. At this duration the total magnetization is larger than 
at shorter or longer durations, although not as large as when the magnetization was completely 
in phase, because the features are not point objects but have some width as well. ἀ e varia-
tion in phase across the width of the object also demonstrates that the oscillating pattern that is 
identified by the total signal is a sine or cosine function. Figure 5.11 illustrates this point, since 
a model function composed of a single sine wave oscillation has nonzero total signal at only one 
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MR signal in each voxel after a stronger gradient has been
applied for a fixed duration, T
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Magnetization in the
transverse plane in
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MR signal in each voxel after a gradient (shown on the
right) has been applied for a fixed duration, T

Figure 5.8 Simulations of the effects of gradients with two different strengths, applied for a 
fixed duration, T. The effect of the gradient is shown on the simulated MR signal in the transverse 
plane for a model object, as shown in the upper left of the figure. The grayscale image represents a 
simple set of three rectangular objects, each with different proton density (and therefore MR signal 
strength). The arrows in the illustrations of the MR signal at each voxel indicate the signal strength 
(corresponding to the arrow length) and the direction. The total signal measured at any instant in 
time is the sum over all voxels, and therefore depends on the gradient that is applied.

MR signal in each voxel after the same gradient has been
applied for a longer duration, 2t
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MR signal in each voxel after a fixed gradient has been
applied for a duration, t

Figure 5.9 Simulations of the effects of one gradient applied for two different durations, t and 2t. 
The effect of the gradient is shown on the simulated MR signal in the transverse plane for a model 
object, as shown in the upper left of the figure. As in Figure 5.8, the arrows represent the magnitude 
and direction of the signal in each voxel.
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specific combination of gradient strength and duration, and zero for other combinations. ἀ e 
total signal at each duration and gradient strength therefore gives information about the spac-
ing of the features of the object. In fact, this duration and gradient strength gives information 
about only a specific spacing of features. ἀ at is, it demonstrates whether or not the features in 
the object have a spatial component that repeats at a specific spacing.

ἀ e total effect of the gradient and duration is quantified by kX = γGXt, or in the second direc-
tion we would instead use kY = γGYt, where now X and Y can be any two orthogonal directions, 
such as R/L and A/P for a transverse slice, or R/L and S/I for a coronal slice. When we measure 
the signal over a period of time, at many different values of t, we are therefore recording at many 
different values of kx or ky. Alternatively, we could get the exact same effect by measuring the 
signal at one fixed duration, after applying different gradient strengths. As long as the prod-
uct of γGt has the same value, we get the same sensitivity to spatial components of the object, 
regardless of how the gradients and timing are applied. Spatial information can therefore be 
encoded into the signal in two directions, by first applying a gradient in the y direction for a 
fixed duration, T, before removing the gradient, and then applying a gradient in an orthogonal 
direction, x, while we record the MR signal across a range of times, t. ἀ e resulting data would 
be at one value of kY = γGYT and over a range of values of kX = γGXt. Since the values of kX are 
measured by making the frequency of the precession depend on the position, kX is called the 
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Figure 5.10 Simulations of the transverse magnetization in a sample object (shown in upper right 
corner), with a fixed gradient G, applied for a range of durations, t. The net effect of the gradient is 
quantified with k = γGt and is indicated below each frame (arranged diagonally across the center 
of the figure) in units of radians/pixel. The total magnitude of the magnetization at each value of k, 
and the horizontal and vertical components (equivalent to the real and imaginary components), are 
shown in the bottom left part of the figure.
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frequency-encoding direction, or the readout direction. ἀ e values of kY are imposed by making 
the phase of the signal depend on the position, and so this is called the phase-encoding direc-
tion. Finally, recall that the Fourier transform demonstrates the magnitude and phase of each 
frequency component in an image, and therefore kx and ky are exactly the elements of the FT of 
the image we are trying to construct.

ἀ e units of kx and ky help to demonstrate what is physically represented by these values. ἀ e 
product γGt includes γ with units of [(radians/sec)/gauss], G with units of [gauss/cm], and t with 
units in [seconds]. ἀ erefore, the result (kx or ky) has units of [radians/cm]. ἀ is indicates an 
angle of phase change across a given distance, exactly as described above. ἀ e magnitude and 
phase of the MR signal at each value of kx and ky therefore show the contribution from a pattern 
that varies with position as a sine or cosine function with a specific spacing between the peaks 
(i.e., a specific spatial frequency). Again, kx and ky are exactly the elements of the FT of the image 
that we are trying to construct.

Key Points

 9. Spatial information in one direction is encoded by measuring the signal at the 
same time that a magnetic field gradient is applied—called the frequency-encoding 
direction.

 10. Spatial information in a second direction, orthogonal to the first direction, is 
encoded by applying a magnetic field gradient for a fixed duration, T, and then 
turning off the gradient before the signal is measured—called the phase-encoding 
direction.
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Figure 5.11 Simulations of the transverse magnetization in an object composed of a single sinu-
soidal oscillation in one direction (upper left corner) under the influence of a fixed gradient, G, 
applied for a range of durations, t. The total magnetization is shown to be zero, except at one 
particular value of k = γGt. This result demonstrates that the total magnetization at each value 
of k reflects the component of the features in the object that varies sinusoidally at one specific 
frequency. Moreover, the total magnetization at this value of k reveals both the magnitude and the 
phase of the sinusoidal variation.
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 11. ἀ e effect of the gradient is determined by the gradient strength (i.e., how much the 
field changes over a given distance), and how long the gradient is applied before the 
signal is measured.

 12. ἀ e effect of the spatial encoding gradients in two directions, x and y, is quantified 
with the values kX and kY, respectively, where kX = γGXt and kY = γGYT.

 13. ἀ e MR signal is sampled at different values of kX by using a fixed value of GX and 
measuring at different points in time, t. ἀ e signal is sampled at different values of 
kY by using different values of GY, and keeping time T fixed.

 14. ἀ e two-dimensional space spanned by values of kX and kY is called k-space, and 
the MR signal measured at all points on a two-dimensional grid spanning k-space 
is equal to the Fourier transform of the MR image we wish to construct.

5.3  Constructing an Image from k-Space
All of the preceding discussion shows that if we measure the total transverse magnetization at 
enough values of kx and ky, then we can apply the inverse FT and get the image. ἀ e big question 
is, then, how many different values of kx and ky need to be sampled? ἀ e answer is provided by 
the general explanation of the Fourier transform in Chapter 2. First, we need to recognize that 
we record the MR signal at discrete points in time, and therefore at discrete values of kx and ky. 
Naturally this means we will be using the discrete form of the Fourier transform and using the 
key underlying assumption of the discrete FT, as described in Chapter 2. One key feature of the 
discrete FT is that to create a 2D image represented with Nx pixels by Ny pixels, then we must 
have data recorded at the same number of kx and ky values, respectively. For example, if we want 
a 256 × 256 image then we need to sample 256 kX values at each of 256 different values of kY. ἀ e 
distances spanned by the image in each direction, called the field of view (FOV), are given by 
2π/∆kX and 2π/∆kY, where ∆kX and ∆kY are the spacing between the sampled kX and kY values. 
For example, in the previous examples, if the MR signal was recorded at kX values 0, 0.049, 0.098, 
0.147 … radians/mm, then the spacing is 0.049 radians/mm and the FOV in the x direction 
would be 128 mm. ἀ e distance represented by each pixel is the size of the field of view, divided 
by the number of pixels, NX and NY, in each direction. If we had 128 pixels in each direction, then 
continuing the previous example, 1 pixel would span 1 mm in each direction. ἀ e size of each 
pixel in the resulting image can therefore also be calculated with 2π/(NX∆kX) and 2π/(NY∆kY). 
ἀ is assumes that kx and ky values are sampled symmetrically from –kxmax to +kxmax, and from 
–kymax to +kymax, where kxmax and kymax are the highest values of kx and ky that are sampled, at 
values of ∆kX(NX/2) and ∆kY(NY/2). ἀ e value of NX∆kX is the total span of measured kX values, 
and NY∆kY is the span of kY values. Putting this together, we can now see that if we want to image 
a region with (for example) a 20 cm × 20 cm field of view, with 1 mm × 2 mm per pixel, then we 
need to sample 200 × 100 values of kX and kY, respectively. ἀ e spacing between k-points needs to 
be 2π/200 mm in each direction, so ∆kX and ∆kY are both 0.0314 radians/mm. ἀ e total range of 
k-values is 6.28 radians/mm for kX and 3.14 radians/mm for kY. Choosing 2 msec for the duration 
of the gradient for kY, then GY needs to range from –0.0294 gauss/mm to 0.0294 gauss/mm, in 
steps of 0.000587 gauss/mm, since ∆kY = γ∆GYT. We can only apply one value of kY each time we 
record the MR signal, so we will have to record the signal 100 times to get 100 different values of 
kY. In each acquisition, after GY has been applied for the selected duration, it is then turned off, 
GX is turned on, and we sample the MR signal at 200 values of kX. We have to choose the sam-
pling rate, so we will use 20 μsec/point for this example, and the total sampling time is 4 msec 
for 200 points. Because ∆kX = γGX∆t, the value of GX needs to be 0.0587 gauss/mm. As a check 
on these values, we can use the fact that the frequency range, BW (i.e., the bandwidth), that we 
are measuring is related to the sampling rate, DW (the dwell time), with BW = 2π/DW. (Refer to 
Chapter 2 for an explanation of the frequency range we can accurately measure.) At a sampling 

K10992.indb   97 5/3/11   12:21:25 PM

© 2011 by Taylor & Francis Group, LLC



Essentials of Functional MRI

98

rate of 20 μsec, we are then sensitive to a frequency span of 2π radians/20 μsec or approximately 
314,000 rad/sec (equivalent to 50 kHz given that 1 Hz is 2π rad/sec). Instead of choosing the sam-
pling rate above, we could have chosen the bandwidth if it was more convenient, to get the same 
result. With a gradient of 0.0587 gauss/mm for GX (equivalent to 1570 rad/sec/mm), then the fre-
quency range we create with this gradient over a 200-mm span is 314,000 rad/sec. ἀ is confirms 
that we have calculated the correct value for GX because the frequency range created by this gra-
dient matches the frequency range we can measure at our chosen sampling rate, as expected.

ἀ is example demonstrates that we can choose the physical parameters of the image we want 
to construct (field of view, pixel size, and bandwidth) and from these values determine the gradi-
ent strengths needed and the durations they must be applied, as summarized in Table 5.1. ἀ e 
order the points of k-space are sampled is irrelevant, making a wide range of k-space sampling 
schemes possible.

ἀ e zero point of k-space (kX = 0 and kY = 0) corresponds to the center of the FT of the image 
we are trying to construct, and is at the center of k-space, with points measured on all sides. In 
the preceding description, it is obvious that we can sample negative and positive values of kY 
simply by making GY positive or negative, since kY = γGYT. It is not obvious, though, how we 
can sample negative and positive values of kX, since kX = γGXt, and t in this equation is time. ἀ e 
solution is to first apply a negative GX gradient to set kX to a negative value, and then switch to a 
positive GX gradient while the MR signal is recorded. While we are recording the MR signal with 
a gradient on, the points in k-space that we are sampling are changing in time, so we can think 
of this as traveling through k-space as we record the MR signal. ἀ e value of γG is then the speed 
and direction of the travel in k-space. We can use this idea as a tool to graphically represent the 
method and order we use for sampling points in k-space (Figure 5.12).

Using this form of graphical representation of k-space, we can now see how data points can 
be sampled everywhere within a 2D grid spanning NX by NY points to complete the data needed 
to construct an image. It also shows how the formation of spin echoes and gradient echoes 
(described in Chapter 4) are essential to sampling the data at all values of k-space. ἀ e example 

Table 5.1 Summary of Gradients and Durations Calculated from Selected 
Image Properties

Choose parameters:

 1. Field of view (FOV)  3. Frequency range to sample (bandwidth, BW)

 2. Desired pixel size, ∆X by ∆Y  4. Value of T (duration of GY) is typically fixed in 
the MRI pulse program at a suitable value

To determine:

NX = FOVX/∆X DW = 2π/BW for BW in units of rad/sec

NY = FOVY/∆Y DW = 1/BW for BW in units of Hz

DW is the time between measured points

Tread = DW NX total time to read NX values

∆kX = 2πFOVX ∆kX = γGX DW

∆kY = 2πFOVY ∆kY = γ∆GYT

GX = 2π/(γ DW FOVx)

∆GY = 2π/(γ T FOVx)

Note: Use γ = 4257 Hz/gauss, gradients in units of gauss/cm, FOV and pixel size values 
in cm, and seconds for the times DW and T, in order to have consistent units.
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in Figure 5.12 actually shows the production of a gradient echo, since a gradient is applied, and 
then reversed, bringing the magnetization briefly back into phase, as it crosses kX = 0. However, 
the magnetization in this example would not be completely in phase at the center of the echo 
because of the GY gradient (causing a nonzero kY value). ἀ e resulting gradient echo would there-
fore have a lower peak amplitude than one that passes through the very center of k-space, but is 
nonetheless a gradient echo.

A more general k-space depiction of a gradient-echo imaging method is shown in Figure 5.13, 
along with a schematic of the sequence of the RF pulse and gradients (called the pulse sequence). 
Immediately after the RF pulse, no spatial encoding has been applied, and therefore kX and kY 
are both zero, and we are at the origin in k-space. When the negative GX gradient is applied, we 
travel in the negative direction along the kX axis. ἀ e gradient is then reversed, and we travel in 

k-values of measured data points

+GX

–GY

–GX

kX

kY

Starting point
in k-space after
RF pulse

Figure 5.12 Graphical representation of how the application of gradients changes the value of 
k-space as a function of time. Immediately after the RF pulse, both kX and kY are equal to zero. When 
a gradient is applied, the coordinates of the point that could be sampled in k-space change at a rate 
that depends on the gradient strength and direction, analogous to “traveling” through k-space. The 
sequence of gradients therefore can be displayed in a plot of k-space, along with the k-space values 
for each of the data points when the MR signal is recorded.
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Figure 5.13 Representation of gradient-echo acquisitions in k-space (left), and the corresponding 
gradient-echo sequence of RF pulse and gradients (right).
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the positive direction along the kX axis. At some point kX = 0 again, meaning that any dephasing 
caused by the negative gradient has been canceled out by the positive gradient, and a gradient 
echo is formed. It is not necessary for the speed of travel in the negative direction (the magni-
tude of the –GX value) to have been the same as the speed of travel when moving in the positive 
direction (the magnitude of the +GX value). For example, we could apply a strong negative gra-
dient for a brief duration, followed by a weaker positive gradient for a much longer duration, to 
get the same effect. ἀ at is, at some point kX = 0 and a gradient echo is formed. In the left panel 
of Figure 5.13 the effects of two different GY gradient amplitudes are shown, one zero and one 
negative. From these examples it can be seen how kY can be set at any one value after each RF 
excitation pulse, whereas kX is spanned over a range of values while the MR signal is sampled. 
Repeated acquisitions of the MR data are required so that different kY values can be set with each 
value of kX, and all of the 2D range of k-space can be spanned. At the very center of k-space, 
when the value of kY = 0 and the gradient echo is formed when the kX value returns to zero, the 
signal peak is T2

*-weighted.
ἀ e k-space representation of a spin echo is shown in Figure 5.14, along with the correspond-

ing pulse sequence. ἀ e key difference from the gradient echo is the addition of the 180° pulse 
that inverts the values of both kX and kY. Immediately after the 90° excitation pulse, kX and kY are 
equal to zero. With the first GX gradient we travel in the positive direction along the kX axis to 
kX = kXmax, and the 180° pulse flips the position in k-space onto the –kX axis at kX = –kXmax. ἀ e 
GY gradient is typically applied after the 180° pulse so that imperfections in the 180° pulse do 
not cause errors in the value of kY. In Figure 5.14 two examples are shown with different values 
of GY; one is equal to zero and the other is negative, to set two different values of kY. ἀ e GX gra-
dient after the 180° pulse causes the kX value to increase once again, and at some point kX = 0. If 
the timing of the gradients is set specifically so that kX = 0 (i.e., the gradients are canceled out) 
exactly at the point in time when the spin echo forms, then both the gradients and the static spa-
tial magnetic field variations are canceled out. In this case the MR signal measured at the center 
of k-space is T2-weighted. As with the gradient echo, kY can be set at any one value after each RF 
excitation pulse, whereas kX is spanned over a range of values while the MR signal is sampled. 
Repeated acquisitions of the MR data are required so that different kY values can be set with each 
value of kX, and all of the 2D range of k-space can be spanned.

ἀ e final outcome of the measurements described above is a complete two-dimensional grid 
of the MR signal magnitude and phase, at each (kX, kY) coordinate (Figure 5.15). ἀ e inverse 
Fourier transform can now be applied to this data to construct the image of the slice that was 
excited with the spatially selective RF pulse. ἀ e resulting image has a field of view that is 
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Figure 5.14 Representation of spin-echo acquisitions in k-space (left), and the corresponding 
spin-echo sequence of RF pulses and gradients (right).
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determined by the spacing between the points in k-space, and the size of each point (pixel) in 
the image is determined by the highest magnitude of kX and kY values that are measured. ἀ e 
image weighting (i.e., T1, T2, T2

*, or proton density) is determined by the weighting of the point at 
the center of k-space (kX and kY both equal to zero), whereas the other points in k-space provide 
spatial information.

ἀ e spatial resolution of the resulting image is defined as the minimum separation required 
between two objects for them to be distinguishable in the image. ἀ e image resolution is there-
fore typically the size of 1 pixel. A common exception to this rule occurs when images are inter-
polated to change the size for display purposes, or to make two images the same size, and so 
forth. In this case the actual image resolution is still determined by the highest magnitude of 
kX and kY values that were sampled to create the image, even though the end result might have 
smaller pixels. Interpolating images is fairly common, partly because it is easily done in k-space 
before the FT is applied. It is useful to discuss here because it helps to demonstrate how the 
sampling space and range in k-space affects the resulting image. If we were to sample a regular 
2D grid of points in k-space and then fill in a larger range of k-space with zeros (called zero fill-
ing), then the resulting image would be constructed with smaller pixels. Because the measured 
MR signal at higher absolute values (meaning large positive or large negative values) of kX and 
kY is quite small, the approximation made by replacing these values with zero is only a small 
deviation from the actual values. However, replacing the values with zero instead of measuring 
them still means we lose information about the image. Similarly, filling in more k-space than we 
have measured does not add more information about the image. ἀ e effects of zero filling are 
demonstrated in Figure 5.16.

ἀ e opposite action to zero filling is to crop the k-space image data by replacing the outer 
regions, furthest from the center of k-space, with zeros. ἀ is has the same effect as measuring 
the MR signal over a small range of k-space values and zero filling to a larger range, as shown 
in Figure 5.17. In the examples shown in this figure it appears that a relatively small portion of 
k-space is really needed to construct a rather detailed image. However, the ability to resolve fine 
details can be noticeable with even a partial loss of k-space information. For example, if an image 
has a resolution of 1 mm × 1 mm, then cropping the k-space data by 50% will reduce this resolu-
tion to 2 mm × 2 mm, and small features such as blood vessels, small tumors, small lesions from 
multiple sclerosis, and the like may be obscured. Similarly, for the purposes of fMRI, sampling 

KX

k-values of Measured Data Points

KY

Figure 5.15 Two-dimensional grid of regularly spaced points sampled in k-space, with the center 
at kX = 0 and kY = 0.
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a smaller portion of k-space can make it possible to acquire images faster, as will be discussed in 
more detail in later sections, but will be at the expense of spatial resolution.

ἀ e same methods that are used to produce 2D images can also be extended to three dimen-
sions. A very thick slice, or slab, can be excited with a spatially selective RF pulse, and then spa-
tial encoding can be applied in three dimensions within this slab. Frequency encoding is applied 
in the x direction exactly as with 2D images, and two phase-encoding gradients are applied in 
y and z, to sample all kX values at all combinations of kY and kZ values. Again, x, y, and z can be 
any three orthogonal axes as needed for the desired image orientation. If we want to image a 3D 
volume that is 20 cm × 15 cm × 10 cm, for example, with pixels that are 1 mm × 1 mm × 1 mm, 
then we need to sample a 3D k-space matrix that is 200 × 150 × 100 points. It makes the most 
sense to sample 200 kX values each time the data are sampled (each TR period), and this must be 
repeated 150 times for each kY value and 100 times for each kZ value, meaning that 15,000 TR 

8 × 8 points

10%
90 × 90 points

25%
225 × 225 points

50%
450 × 450 points

16 × 16 pointsImages constructed
from only a portion of
k-space data

Figure 5.17 Examples of the effects of cropping the k-space data (i.e., replacing outer values 
with zeros). The resulting images are identical to what would be obtained by only sampling a small 
portion of k-space data and zero filling to a larger size of k-space before applying the FT to construct 
the image.

1800 × 1800 points of
k-space, created with
zero-filling

1800 × 1800 pixel
interpolated image

900 × 900 pixel
image

900 × 900 point
of k-space

Figure 5.16 k-space data for a sample 900 × 900 pixel MR image, and the resulting interpolated 
image after zero-filling k-space to 1800 × 1800 data points. The resulting interpolated image is essen-
tially identical to the original image, except that the dimensions of each pixel are half as large.
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periods will be needed to sample all of the necessary data. If a gradient echo method is used with 
a very short TR value and low flip angle, then the data can be acquired in a reasonable amount 
time. For example, a 30-msec repetition time can be used with a 13° flip angle, to produce a total 
image acquisition time of 7.5 minutes.

Key Points

 15. ἀ e spacing of the sampled points in k-space, ∆kX and ∆kY, determines the size of 
the field of view of the resulting image in the x and y directions, respectively.

 16. ἀ e upper limits of the ranges of kX and kY values that are sampled determine the 
dimensions of the pixels, ∆X and ∆Y, in the resulting image.

 17. ἀ e center of k-space, where kX and kY are both equal to zero, determines the relax-
ation-time weighting and contrast for the entire resulting image.

5.4  Signal Strength, Imaging Speed, and Spatial 
Resolution—You Cannot Have It All

ἀ e limit of the spatial resolution that can be achieved is an important issue for all applications 
of MRI, including fMRI. One might ask, why don’t we image at high enough resolution to see 
individual neurons for fMRI? ἀ ere are several reasons why this is not currently possible, and 
may never be, even with advances in technology. One key concept that has not yet been intro-
duced is that of noise in the MR data that are recorded. ἀ e standard definition of noise, with 
respect to electronic equipment, is an unwanted random component of a signal. For MRI, the 
term noise is often extended to include both the random fluctuations in the measured signal as 
well as unwanted signal components that arise due to physiological motion, such as breathing 
and heartbeat, and are therefore not entirely random. ἀ e effects of physiological motion can 
be avoided or reduced somewhat, and will be discussed more in detail in relation to fMRI in the 
chapters that follow. Here we will focus on the random noise that cannot be avoided.

ἀ e cause of the random fluctuations (i.e., noise) in the MR signal is thermally driven move-
ment (Brownian motion) of electrons (4) in the body being imaged and in the receiver electron-
ics of the MR equipment. Electrical noise can be generated at all stages of the receiver chain 
from the MR receiver coil, the preamplifier to the analog-to-digital (A/D) converter (5–8). For 
this reason, modern MRI systems are designed to convert the signal from analog to digital as 
close as possible to the receiver coil. Independent of the distance between the receiver coil and 
the A/D converter, the noise generated by the body is the dominant noise source for human 
MRI. Efforts to further reduce noise generated by the receiver electronics therefore yield only 
minor improvements in the resulting image quality (owing to the very high quality of the elec-
tronics in modern MRI systems). ἀ e noise generated by a live human body depends on several 
factors, including the frequency range that is measured (i.e., the bandwidth, BW), the B0 field 
strength, and factors relating to the shape and sensitivity of the MR coil (4,6). ἀ e coil(s) used 
to detect the MR signal should be fit close to the area being imaged to be sensitive to the least 
possible volume of tissue and, as a result, detect less noise from the body. For example, when 
imaging a person’s head, using a coil designed to fit around the head will produce a signal with 
less noise than would a large body coil. In this example the head coil would also produce a 
stronger signal because the elements of the head coil are closer to the precessing magnetiza-
tion in the head. In addition to factors of the coil design and shape, the strength of the MR 
signal that is measured immediately after a 90° RF pulse depends on B0 and the number of 
protons contributing to the signal. Note that here we are assuming the signal is from tissues 
at body temperature, and we are ignoring relaxation effects. Because the MR signal, Ssignal, 
increases approximately as a function of B0

2, and the noise, Snoise, increases approximately with 
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B0, the signal-to-noise ratio, Ssignal/Snoise (also called SNR) increases approximately linearly with 
the field strength, B0 (4). Another factor that must be considered, though, is how many times 
the signal is measured to contribute to the result. For example, we could measure the same 
signal several times, Nsample, and sum the results. ἀ e random noise increases with the square 
root of the number of measurements (Snoise × Nsample ), but the constant signal increases the 
same amount with each measurement, (Ssignal × Nsample). ἀ erefore, Ssignal/Snoise increases with 

Nsample . If we measure the same signal four times and sum the measurements, we increase the 
SNR by a factor of 2. ἀ e strength of the MR signal that we measure is more easily manipulated 
than the noise because it depends on the number of hydrogen nuclei that are contributing, and 
therefore on the volume of tissue we are measuring from. ἀ is point brings us to how the SNR 
and the image resolution are intertwined.

When measuring the MR signal to construct an image, we measure the signal from the entire 
slice or volume that was excited by the RF pulse. Each measured point in k-space contributes 
to the entire image, but the signal is effectively distributed among all of the pixels in the image. 
ἀ e physical volume that is represented by one pixel in an MR image is called a voxel and is 
determined by the pixel dimensions and the slice thickness, and directly affects the number of 
hydrogen nuclei that are contributing to the signal for that pixel. ἀ e SNR of the resulting image 
therefore depends on the pixel dimensions and slice thickness, and on the number of k-space 
points that are measured. ἀ e number of k-space points that are measured has a direct effect on 
how long it takes to acquire all of the data to construct an image. ἀ e time to acquire the data 
of course also depends on the sampling rate, and the sampling rate determines the frequency 
range that is measured (the bandwidth). As mentioned above, the noise in the measured signal 
also increases as a function of a square root of the bandwidth. Now, this description might seem 
to be going in circles, but the key point here is that the image resolution, the time to acquire the 
image data, and the SNR are all inextricably linked. ἀ is interaction will be shown in Chapter 7 
to be extremely important for fMRI, when we want to obtain images with very high SNR and 
high resolution in a very short time.

Fortunately, there is a way to summarize these interactions and estimate how a change in 
the resolution, the imaging speed, or the SNR will require (or cause) a change in the other two 
values. ἀ e SNR is proportional to the square root of the number of measurements that con-
tribute, ( )N NX Y , because the MRI signal measured at each point in k-space contributes to the 
entire image. ἀ e noise in each pixel of the resulting image is therefore the average of the noise 
across all of the points in k-space. ἀ e noise itself is proportional to the square root of the band-
width, BW, and so the SNR is proportional to ( )N NX Y /BW . ἀ is equation can be simplified 
slightly because the sampling rate, DW (recall it is also called the dwell time) is related to the 
bandwidth: DW = 2π/BW. ἀ e SNR is therefore proportional to (N NX Y DW), which is equal 
to (total sampling time). Now we also need to include the dependence on the voxel volume, V, 
and so:
 SNR V ( )∝ total sampling time

In some cases, it is useful (but perhaps less intuitive) to expand this expression into all of the 
contributing terms:
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While this latter equation is simply another way of expressing the same dependence of the 
SNR on the imaging parameters, it can be helpful when choosing the imaging parameters in 
order to be able to see exactly how they will affect the SNR. For example, the total time required 
to sample the k-space data can be reduced by increasing BW or by decreasing the total number 
of sampled k-space points (i.e., NX × NY). ἀ is reduction in total sampling time could be achieved 
without also suffering a reduction in SNR, by balancing the increase in BW with a decrease in 
NX × NY or a reduction of the total imaging volume. In any case, the equations above show that 
the total sampling time cannot be reduced without decreasing the SNR or increasing the voxel 
volume (reducing the image resolution).

ἀ ere is an important distinction between the total sampling time and the total time it takes 
to acquire an image, which we will call the acquisition time. ἀ e total sampling time is only the 
time spent actually recording the k-space data and does not include the time required to apply 
RF pulses and gradients and to allow for relaxation between repeated RF excitation pulses. As 
discussed in preceding sections, the k-space sampling is centered on the formation of the echo, 
at the time TE from the center of the RF excitation pulse. A longer total sampling time there-
fore means the minimum TE that can be used is also longer. Subsequently, longer times for TE 
and the sampling time cause a longer minimum repetition time, TR. ἀ e total acquisition time 
depends on the repetition time, TR, and the number of TR periods that will be needed to collect 
all NY lines of data spanning NX points in k-space. ἀ e total acquisition time may also depend 
on the number of slices being imaged.

With conventional imaging methods, as opposed to fast imaging methods, which will be 
described in the next section, one line of data consisting of multiple kX values at a single value 
of kY is sampled in each TR period. ἀ e time needed to excite one slice and sample the data 
is approximately equal to the echo time, TE, plus one half of the sampling time, as shown in 
Figure 5.18. If the TR is several times longer than this minimum time needed for one slice, 
then other slices can be excited and sampled during the same TR period. For example, if the 
echo time is 75 msec and the sampling time is 8 msec, then at least 79 msec are needed for each 
slice, and in reality a few more msec are needed. If the TR is set at 1 sec, then it may be possible 
to acquire data from 12 slices. If the data are to be sampled over a k-space grid, kX × kY, that is 
256 × 128 points, then 128 TR periods are needed to sample all of the data, for a total acquisition 
time of 128 sec. However, if 13 to 24 slices are to be imaged in this example, then the slices must 
be imaged in two separate series of images and concatenated to produce one series. ἀ e total 
acquisition time would therefore be twice as long. Most MRI systems will automatically divide 
the acquisition into the necessary number of concatenations and will acquire adjacent slices as 
far apart in time as possible in order to avoid cross-excitation effects. For example, if two sets of 
images are acquired, the odd-numbered slices would be imaged in the first set of images, tak-
ing NY × TR seconds, and the even-numbered slices would be imaged in the second set, taking 
another NY × TR seconds. In practice, in some cases the total acquisition time can be reduced by 
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Figure 5.18 Schematic of the sampling scheme for multiple slices.
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increasing the TR to reduce the number of concatenations that are needed. Of course, this is only 
possible if the increase in TR still meets the desired conditions for T1-weighting the images.

Technical limitations of the image resolution and field of view are imposed because there are 
upper limits to the gradient strengths that can be produced and the bandwidth that can be sam-
pled. Many of the current commercial MRI systems produce maximum gradients of 4.5 gauss/
cm or 19.2 kHz/cm. With a slice-selective RF pulse affecting a frequency range of 1500 Hz, then 
the absolute minimum slice thickness that can be excited is 0.8 mm. In theory, with a 19.2 kHz 
bandwidth for the measured signal, then a 1-cm field of view could be imaged. However, this 
would mean that the data points are measured every 8.3 μsec (1/(2π 19,200 cycles/sec)), taking 
only 0.53 msec to measure 64 points of k-space in the frequency-encoding direction. Each voxel 
would span only 0.156 mm in the x direction. In the phase-encoding direction, the gradient 
steps between kY lines is 0.141 gauss/cm in order to span the maximum range from 4.5 gauss/
cm to –4.5 gauss/cm in 64 steps. ἀ e phase-encoding gradient would have to be applied for 10.5 
msec to achieve a field of view of 1 cm (recall that ∆GY = 2π/γ T FOVY). (Limiting the gradient 
duration to a more reasonable value of 2 msec, then the minimum field of view that can be 
achieved is 5.23 cm.) ἀ us the upper limits of the gradients create lower limits on the slice thick-
ness and image resolution that can be achieved, independent of the limits imposed by the need 
for an adequate SNR.

In order to estimate the SNR we can compare this image acquisition with 64 × 64 points, 
0.8-mm slices, 1 cm × 1 cm FOV, and 19.2 kHz bandwidth, to a more conventional image acqui-
sition with 256 × 256 points, 2-mm slices, 22 cm × 22 cm FOV, and a 19.2 kHz bandwidth, and 
we must assume that the TE, TR, and flip angles are identical for the two acquisitions. While 
the more conventional acquisition might be expected to have an SNR in the vicinity of 100, the 
high-resolution acquisition we are considering would have an SNR of roughly 0.33. (Recall that 
∝ Total imaging volume/ (N NX Y BW)). To produce images with an adequate SNR to reliably 
detect features in the anatomy, we would therefore have to acquire the same data multiple times. 
As discussed above, summing (or averaging) the data from repeated acquisitions will increase 
the SNR as a function of the square root of the number of acquisitions. ἀ erefore, if we want to 
increase the SNR to the modest value of 33, we would have to sum the data from 10,000 identical 
acquisitions of all NX by NY points, and this is not practical.

As a bit of an aside, it is interesting to see how the SNR is affected by 3D acquisitions. We 
can look again at the previous 3D example with a 20 cm × 15 cm × 10 cm field of view, with 
1-mm cubic voxels (recall that a voxel is the volume represented by a pixel in an image). In this 
example we set the TR to 30 msec and the flip angle to 13° to attain a reasonable acquisition time 
of 7.5 minutes. For comparison, we can look at a conventional 2D acquisition with the same TR, 
flip angle, and bandwidth, but with a 1-mm slice and 20 cm × 15 cm field of view, with a 200 × 
150 point sampling matrix in kX and kY. ἀ e image resolution is therefore identical in the two 
cases, and the time to image of one slice in two dimensions will be 4.5 sec. ἀ e SNR of the 3D 
image data in this example is therefore 10 times higher than the SNR of the 2D image, because 
of the factor of 100 in the total imaging volume and in the number of kZ points, NZ. (Extending 
the expression for the SNR to 3D: ∝ Total imaging volume/ (N N NX Y Z BW)).

Returning to the small field of view imaging example, another problem with trying to image 
only a 1-cm field of view within part of the body, as in the previous example, is that the body 
will surely extend beyond this field of view. When the kX gradient is applied, the parts of the 
body that are outside of the desired field of view will be precessing at frequencies that are outside 
the frequency range that can be measured with a sampling interval of 8.3 μsec. ἀ is problem 
is avoided by filtering the signal to exclude any frequency components outside of the desired 
range. However, in the phase-encoding direction a filter cannot be applied, since only one value 
of kY is sampled at a time. ἀ e signal from hydrogen nuclei that are outside of the field of view in 
the Y direction will be changed in phase by more than 180° (or π radians) between each succes-
sive value of kY, and is therefore indistinguishable from a smaller phase change in the opposite 
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direction. For example, a phase change of 185° is identical to one of –175°. In successive steps 
of kY the phase change would be indistinguishable from a rotation at a lower frequency in the 
opposite direction. After the FT is applied to the k-space data, the signal from outside of the field 
of view is misrepresented at a location within the field of view. ἀ is type of error is called aliasing 
and is described in detail in Chapter 2 (Section 2.3.3) and shown in the example in Figure 5.19. 
To avoid aliasing in the phase-encoding direction, we need to eliminate the signal from out-
side of the field of view by applying spatially selective RF pulses to tip the magnetization in 
these regions away from equilibrium prior to each RF excitation in the imaging sequence. ἀ ese 
pulses are called suppression pulses or saturation pulses, depending on how they are designed to 
eliminate the signal. ἀ e saturation method is to use a long-duration, low-power pulse to rotate 
the magnetization through a very large flip angle (several times 360°) while relaxation processes 
also occur, in order to produce zero net transverse and longitudinal magnetization. ἀ e other 
method, the suppression method, is to rotate the magnetization through a flip angle such that 
the added effect of the subsequent RF excitation pulse in the imaging sequence will rotate the 
magnetization onto the longitudinal axis (for a total flip angle of either 0° or 180°).

We could use a different approach to obtain very high resolution images and also use a large 
field of view of 22 cm to span the entire brain (for example), and thereby avoid the problem of 
aliasing. If we use the full capabilities of the gradients, assuming a limit of 4.5 gauss/cm, then 
we must sample the data points every 14.9 μsec (this is the value of DW). (Recall that GX = 2π/
γDW FOVX)). ἀ e resulting bandwidth is 67.1 kHz. To achieve a pixel size of 0.150 mm in the 
x direction, then we will have to sample 1467 points to span the 22-cm field of view, and this will 
take 21.9 msec. To achieve the same resolution and field of view in the phase-encoding direction, 
the phase gradient will have to span from –4.5 gauss/cm to 4.5 gauss/cm in 1467 steps and will 
have to be applied for 10.9 msec. As discussed above, the minimum slice thickness is expected 
to be around 0.8 mm, and so the resolution of 0.15 mm will not be achieved in all three direc-
tions. ἀ e minimum echo time possible with a gradient-echo sequence would be approximately 
23.4 msec (1/2 of the RF pulse + phase gradient duration + ½ of data sampling time), and the 
time to acquire data from each slice (RF pulse + phase gradient duration + data sampling time) 
would be at least 35.8 msec. If we use a long repetition time of 5 sec, we will have time to sample 
data from 139 slices in each TR period to span 11.1 cm. ἀ is would provide quite good coverage 
of the 3D volume of the brain but would require a total imaging time of 7335 sec (5 sec × 1467 
TR periods), or just over 2 hours. To estimate the SNR, again we can compare this image acquisi-
tion with 1467 × 1467 points, 0.8-mm slices, and 67.1 kHz bandwidth with a more conventional 

Figure 5.19 Example of aliasing (wrap-around) caused by selecting a field of view that is smaller 
in the phase-encoding direction than the anatomy being imaged. The unaliased image is shown on 
the left, followed by two examples of different amounts of aliasing in the middle and right frames.
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image acquisition with 256 × 256 points, 2 mm thick slices, and a 20 kHz bandwidth, and we 
must assume that the TE, TR, and flip angles are identical for the two acquisitions. While the 
more conventional acquisition might be expected to have an SNR in the vicinity of 100, the high-
resolution acquisition we are considering would have an SNR of roughly 3.8. ἀ e end result 
is therefore that we would spend two hours to acquire an image with poor SNR. We have not 
even yet considered the challenge of asking a person to lie motionless inside the MRI system 
for this length of time, tolerating the considerable acoustic noise that would be produced by the 
rapid switching of the gradients at the upper limits of their design capabilities. Rapid gradient 
switching can also induce peripheral nerve stimulation, resulting in a slight feeling of tingling 
or pressure in the brief time that the gradients are turned on or off (9). Stimulation occurs more 
often when the person’s body forms a closed conducting loop such as when their hands are 
clasped together or their ankles are crossed and the skin makes contact. As an example of the 
gradient strength needed to produce this effect, the stimulation threshold has been estimated 
to be approximately 2.2 gauss/cm when the time to switch on the gradient was 300 μsec (9). 
At extremely high rates of changing magnetic fields, the sensations may be uncomfortable or 
painful, and cardiac stimulation is also possible (10). Safety guidelines are set by the Food and 
Drug Administration (FDA) and International Electrotechnical Commission (IEC) to limit the 
gradient switching to approximately 20 tesla/second, although this is scaled for different modes 
of operation and with the duration of the gradient. ἀ e upper limit of magnetic field gradients 
that can be applied is therefore not strictly a limitation of the MRI hardware design.

In summary, the answer to the question why don’t we image at high enough resolution to see 
individual neurons for functional MRI is that (1) it is not practical to try to acquire the amount 
of data that would be needed while a person lies motionless inside an MRI system, (2) the body 
cannot comfortably tolerate the changing magnetic fields that would be needed to acquire this 
data faster, and (3) the MR signal is too small compared with the electrical noise that is gener-
ated by the body.

Key Points

 18. Noise is random fluctuations in the MR signal, and it originates primarily from 
motion of electrons in the body being imaged.

 19. ἀ e impact of the noise, N, depends on its magnitude relative to the strength of the 
MR signal, S, and is quantified by the ratio S/N. ἀ is value is called the signal-to-
noise ratio, or SNR.

 20. ἀ e signal strength changes with the voxel volume, and the SNR increases when 
more data points are sampled. As a result, SNR ∝ V total sampling time , where V 
is the voxel volume and the total sampling time refers to the time spent recording 
the data.

 21. Since the time spent recording the data is determined by the number of points 
sampled (NX × NY for the two-dimensional grid of points), and the frequency range 
(i.e., bandwidth) that is sampled, BW, the SNR can also be estimated with SNR ∝ 
(total imaging volume)/( )N Nx YBW .

5.5  Fast Imaging Methods
A limitation of the methods discussed above is that one line of k-space data, at a single kY value, 
is measured after each RF excitation pulse. It is possible to acquire the k-space data faster by 
(1) using a shorter repetition time, TR, (2) sampling data at fewer kY values, or (3) sampling 
data at more than one kY value in each TR period. Typically, such “fast” imaging methods gain 
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imaging speed at the expense of image quality, such as susceptibility to image artifacts (to be 
discussed in the following section), lower spatial resolution, and/or lower SNR.

Speeding up the image acquisition by reducing the TR is quite easily done but changes the 
T1-weighting of the resulting images. Spin-echo methods have a fixed excitation pulse of 90°, 
and at TR values of 2 sec, 0.5 sec, and 0.1 sec will result in relative signal intensities of 100%, 
44%, and 10% (assuming T1 = 1100 msec), respectively, as discussed in Chapter 4. Gradient 
echoes with the optimal flip angle (the Ernst angle), however, will have relative signal intensities 
of 100%, 56%, and 25% at the same respective values of TR (with flip angles of 81°, 51°, and 24°, 
respectively). ἀ is approach is therefore much better suited for use with gradient echoes and can 
provide a substantial reduction in imaging time, but at a considerable cost in signal intensity 
and therefore in the SNR.

Sampling fewer lines of k-space data can be accomplished by decreasing the field of view in 
the phase-encoding direction, by increasing the pixel size in the phase-encoding direction, or 
by simply not sampling data at some kY values and filling in the data values with zeros (i.e., zero 
filling). It is often the case when imaging some regions of human anatomy that one dimension 
is smaller than another, and a rectangular field of view is a better fit than a square one. In this 
situation the frequency-encoding (x) direction should be along the larger dimension, and the 
phase-encoding (y) direction be along the smaller dimension. For example, a transverse section 
of the brain will often fit into a 22 cm × 18 cm field of view, and then k-space can be sampled 
with a 256 × 209 matrix (kX × kY) so that the pixel size is 0.86 mm × 0.86 mm. Compared with a 
square field of view of 22 cm × 22 cm sampled with a 256 × 256 matrix, this approach will reduce 
the total acquisition time by almost 20% with no loss of image resolution. However, it will also 
reduce the SNR by about 10%, because fewer data points are measured and used to construct the 
image (recall that ∝ Total imaging volume/ (N NX Y BW)). Alternatively, if we decrease NY by 
20% (such as decreasing from 256 to 205) without changing the field of view, then the SNR will 
be increased by 12%. ἀ ese two approaches therefore achieve almost the same effect of reducing 
the imaging time, while one is at the expense of a loss of field-of-view size and decrease in SNR, 
and the other is at the expense of image resolution with a gain in SNR.

ἀ e third option, omitting some data and replacing it with zeros, will also result in 
a reduction in SNR but without a loss of field-of-view size or image resolution. Data must 
still be sampled at kY values up to π/∆Y on one side of the center of k-space (where ∆y is the 
pixel size in the y dimension), or the image resolution will be decreased, as with zero filling 
described earlier. However, because of the symmetry of k-space the corresponding values on 
the other side of center (such as the value at kY = –π/∆y) can be replaced by zeroes, up to a 
limit. Figure 5.20 shows examples of the effects of replacing portions of k-space with zeros 
(based on the same original image as in the examples in Figures 5.16 and 5.17). It can be seen 
in the example shown that up to 45% of the k-space data on one side of k-space center can be 
replaced with zeroes with no apparent change in image quality. In practice, MR images are 
commonly acquired with sampling matrices of 256 × 256 (i.e., kX points × kY points), and up 
to 116 lines can be replaced by zeros, with good resulting image quality. ἀ e number of lines 
that are sampled symmetrically on both side of k-space center is called the oversampling. With 
12 lines of oversampling to fill out a 256 line matrix of points, then 116 out of 256, or 45% are 
filled with zeros, in agreement with the example shown in Figure 5.20. Nonetheless, with less 
data sampled, the SNR is reduced accordingly. ἀ e method of increasing the imaging speed 
is termed partial-Fourier, or half-Fourier when almost half (but never fully half) of k-space is 
zero-filled.

ἀ e third option mentioned above, sampling data at more than one kY value in each TR 
period, can be achieved by producing more than one echo after each RF excitation pulse. In 
the case of a spin echo, 180° refocusing pulses can be applied repeatedly to create multiple spin 
echoes sequentially, as shown in Figure 5.21. Each echo must be produced while the same x gra-
dient is applied so that the effects of the x gradients are canceled out exactly at the center of 
each echo. In effect, the kX value passes through zero exactly at the center of each spin echo, as 
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with a conventional spin-echo method. In addition, a y gradient must be applied prior to each 
echo to set a value of kY for each line of kX values to be sampled, and then after the echo the 
opposite y gradient is applied to set the value of kY back to zero. A new value of kY is then set for 
each subsequent echo. In this manner, almost any number of lines of data at different values of 
kY can be acquired after each RF pulse, and the kY values need not be sequential but can be in 
any order desired. However, each echo is T2-weighted from the time of the initial RF excitation 
pulse, and so later echoes are increasingly reduced in amplitude due to relaxation effects. ἀ e 
effects of this variable T2-weighting across lines of k-space is discussed in detail in Section 5.6 on 
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Figure 5.21 Schematic representations of the fast spin-echo imaging method in k-space (left) 
and with the timing of the RF pulses and gradients (right). The reduction of imaging time, making 
the method fast, is achieved by sampling the full range of kX values at a different value of kY for each 
echo, thus providing data for more than one line of k-space in each TR period.
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Figure 5.20 Examples of the effects of sampling only a portion of k-space and replacing the 
missing portions with zeros (i.e., zero filling). The original image is identical to that shown in Figures 
5.16 and 5.17. Each row shows the k-space data on the right, and the resulting image created by 
the Fourier transform of the k-space data on the left.
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image artifacts and distortions. ἀ is method is typically termed a fast spin echo or a turbo spin 
echo, and the number of lines of k-space, and therefore the number of echoes, that are sampled 
after each RF excitation pulse is called the echo train-length or the turbo factor. A special case of 
this approach is when all of the k-space data for a complete image is acquired after a single RF 
excitation pulse, and this is called a single-shot fast spin echo. However, the single-shot method 
would require an exceedingly large number of echoes to be produced if every kY line of k-space 
was to be sampled. ἀ is method is therefore typically combined with the partial-Fourier method 
to reduce the number of echoes that are needed. For example, the first echo could be sampled 
at kY = –12 ∆kY, the second echo at kY = –11 ∆kY, and so on, so that the 13th echo is at k-space 
center, kY = 0. ἀ is sequence continues until the 141st echo, when kY = 128 ∆kY. ἀ is approach 
would give a half-Fourier acquisition with 12 lines of over-sampling as described above. It is 
called a half-Fourier single-shot turbo spin echo, or HASTE on some MRI systems, or SSFSE for 
single-shot fast spin echo.

ἀ e corresponding approach with a gradient-echo sequence is achieved by repeatedly revers-
ing the x gradient (i.e., frequency-encoding gradient) to produce repeated gradient echoes. 
Recall that to produce one gradient echo we apply a gradient, and then reverse it to bring 
the transverse magnetization back into phase briefly while we record the MR signal. Here we 
simply reverse the gradient again to produce another echo, and again if we wish, and so on. 
Between the formation of each echo, while the x gradient is being reversed, an additional y gra-
dient (i.e., phase-encoding gradient) is applied to change the kY value. However, because there 
is little time available, the kY value cannot be changed very much and so small incremental 
shifts in kY are applied. Typically, a large initial y gradient is applied before the formation of 
the first gradient echo to set kY at a large negative value, –kYmax. ἀ e incremental shifts between 
each successive echo then increase kY sequentially through the desired values to span k-space, 
until it arrives at +kYmax. Returning to the idea of traveling through k-space as we apply the 
gradients (as shown in Figure 5.22), we can see that this method of applying the gradients will 
cause the k-space values to sweep back and forth across k-space in the kX direction, and we 
slowly also move across k-space in the kY direction, to span every point in the 2D plane. As a 
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Figure 5.22 Schematic representations of the echo-planar spatial encoding scheme with a gradi-
ent-echo imaging method, shown in k-space (left) and with the timing of the RF pulse and gradients 
(right). Again, the reduction of imaging time is achieved by sampling the full range of kX values at a 
different value of kY for each echo, thus providing data for more than one line of k-space in each TR 
period. In practice it is common to produce a string of 64 echoes to sample a complete 64 × 64 
2D grid of points in k-space, sufficient to construct a complete image, after a single RF excitation 
pulse. For clarity, only two echoes are shown in these schematics, and so a complete EPI acquisi-
tion is not shown.
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result, this method is called an echo-planar sampling scheme to produce echo-planar images or 
EPI. However, as with the fast spin echo described above, each successive echo is increasingly 
diminished in amplitude due to relaxation effects. In this case the echo amplitudes decay expo-
nentially with the characteristic time T2

* from the time of the RF excitation pulse. As a result, 
the MR signal at all points of k-space must be measured very quickly before the transverse 
magnetization decays to zero, and so smaller sampling matrices are typically used, such as 
64 × 64, as opposed to the more common 256 × 256 for conventional spatial-encoding meth-
ods. ἀ e smaller matrix size generally means that a larger pixel size (lower spatial resolution) 
is obtained, but this is offset by the gain in SNR and the fact that images can be obtained very 
quickly, often in well under 1 sec per imaging slice. An alternative to the single-shot approach 
in which all of k-space is sampled after one RF excitation pulse is to segment the acquisition 
and only sample a portion of k-space (such as one-fourth) after each excitation, with several 
excitations (such as four) then required to complete the sampling. However, the single-shot and 
segmented approaches are each susceptible to image artifacts to different degrees, as will be 
discussed in the next section.

ἀ e same approach used for gradient-echo imaging with an EPI scheme for spatial encod-
ing can be used with spin-echo imaging. ἀ is method is quite different from the fast spin echo 
described above because only one spin echo is produced. But, just like with the gradient echo EPI, 
the x gradient is applied in a positive direction, then negative, then positive, and so forth, to 
sweep back and forth across k-space in the kX direction (Figure 5.23). At the same time, the value 
of kY is stepped across k-space with a small y gradient that is applied each time the x gradient is 
reversed. As a result, the data sampling sweeps across all values of kX and kY in a 2D plane, to 
produce the same echo-planar sampling as described above for the gradient echo. A key point, 
however, is that the gradients must be applied so that the center point of k-space, kX = 0 and 
kY = 0, is reached exactly at the center of the spin echo. In this way, the center point of k-space, 
and therefore the entire resulting image, is T2-weighted instead of T2

*-weighted. Some sources 
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Figure 5.23 Schematic representations of the echo-planar spatial encoding scheme applied with 
a spin-echo imaging method, shown in k-space (left) and with the timing of the RF pulse and gradi-
ents (right). Again, the reduction of imaging time is achieved by sampling the full range of kX values 
at a different value of kY for each echo, thus providing data for more than one line of k-space in each 
TR period. In contrast with the fast spin echo, only one spin echo is produced and the gradients are 
applied so that the center of k-space is sampled at the center of the spin echo. Again, for clarity, 
only three lines of space are shown being sampled; a complete EPI acquisition is not shown. In this 
example the second line of k-space that is sampled passes through kY = 0 and is aligned with the 
center of the spin echo.
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describe the resulting images as having a combination of T2- and T2
*-weighting, but this is a 

misconception that is explained in Section 5.7.

Key Points

 22. Fast imaging methods are designed to shorten the time needed to acquire an image, 
usually at the expense of image quality (spatial resolution, signal-to-noise ratio, 
sensitivity to image artifacts).

 23. One approach is to use a gradient-echo method with a small flip angle and very 
short repetition time, TR, in order to achieve a short total image acquisition time.

 24. Another approach is to sample multiple lines of k-space data at different values of 
kY, where each line spans the full range of kX values, after each RF excitation pulse.

 25. With the fast spin-echo method, multiple echoes are produced and one line of 
k-space data (spanning a range of kX values) is sampled at a different value of kY for 
each echo.

 26. With echo-planar imaging (EPI), gradients are applied to sweep the kX values back 
and forth across k-space while also stepping across kY values.

 27. ἀ e EPI spatial-encoding method can be used with a gradient-echo or a spin-echo.
 28. Single-shot methods sample all values of k-space after a single RF excitation pulse 

and can therefore produce an image with a single excitation.

5.6  Parallel Imaging
ἀ e term parallel imaging refers to acquiring different parts of k-space data at the same time to 
reduce the time taken to acquire an image. ἀ is approach is very different from the fast imaging 
methods described in the previous section, and it can be used in combination with most other 
imaging methods, whether or not they are considered fast. ἀ e fundamental idea behind paral-
lel imaging methods is to combine the signals from multiple receiver coils, making use of the fact 
that the receivers have different spatial distributions of sensitivity, to obtain more image data in a 
given amount of time. ἀ ere are generally two different approaches to take, one in which recon-
struction takes place in image space (SENSE, PILS), and the other in which reconstruction is done 
in k-space (SMASH, GRAPPA), with the acronyms for each method defined as follows (11):

SENSE Sensitivity encoding
PILS Partially parallel imaging with localized sensitivities
SMASH Simultaneous acquisition of spatial harmonics
GRAPPA Generalized autocalibrating partially parallel acquisitions

ἀ e underlying idea for the PILS method can be illustrated by looking at a typical image 
(Figure 5.24a, left) and the corresponding k-space data (Figure 5.24a, right). If the k-space was instead 
sampled only in every second phase-encoding line to reduce the acquisition time, then the effect 
would be a field of view that is half as large in the phase-encoding direction, as shown in Figure 5.24b. 
Because the field of view is reduced, the resulting image suffers severe aliasing (wrap-around).

Two receiver coils can be used instead, each of which is sensitive to a smaller portion of space, 
as shown in Figure 5.24c. If the coils could be designed to be sensitive to precisely half of the field 
of view, then the two images could be combined to form a complete image. In practice, how-
ever, the coil sensitivity drops off gradually, and some aliasing remains that must be corrected. 
Figure 5.24d shows the k-space data sampled with each coil with the reduced acquisition time, 
and the resulting half field-of-view image from each coil. If the area of sensitivity of each coil 
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is precisely mapped, the aliasing can be corrected and the images combined to create a single 
image with the original larger field of view, in half the total acquisition time. ἀ e PILS method 
is therefore restricted to combinations of coils with very localized sensitivities.

ἀ e SENSE method is less restricted in its use because every coil can provide signal from every 
point in the resulting image. However, the contribution of each coil to a given pixel depends on 
its sensitivity at that location. Also, the reduced field of view that results from sampling fewer 
k-space lines produces aliasing (wrap-around). ἀ e signal in the resulting reduced field-of-view 
image therefore contains signal from a number, R, of equally spaced pixels in the full field-of-
view image. If the field of view is reduced by a factor of 4, for example, then the signal can be a 
combination of 4 pixels in the full field-of-view image (i.e., R = 4)

 I x y C x y x yk k l l

l

R

( , ) , ,= ( ) ( )
=
∑ ρ

1

where Ik is the image intensity from coil k, Ck is the spatial distribution of the sensitivity of coil 
k, and ρ is the image pixel intensity that we wish to determine. ἀ e signal from all coils must be 
combined to get the full image information desired, and so the value of k must be spanned from 
1 to the number of coils (Nc). ἀ e combined set of linear equations to solve can be expressed as 
a matrix equation:

 I = Cρ

ἀ e solution is ρ = (CTC)−1CTI as this demonstrates the signal from each pixel in the full field-
of-view image. To solve for ρ requires that the field-of-view reduction, R, is less than or equal 
to Nc.

ἀ e SMASH method also employs the combination of signals from a number of coils and 
makes use of the varying sensitivities across space of the coils. However, with SMASH the signals 

All of the spatial information needed to construct a complete image is obtained
from 1/2 of the k-space data measured with the two different coils 

The “aliased” image constructed from 1/2
of the k-space data (by taking every 2nd line)

Axial brain image

Coil 1

Coil 1

Coil 2

Coil 2

Images of the same
brain slice, acquired
with two different
coils with different
spatial sensitivity
patterns

The “aliased” images
constructed from
1/2 of the k-space
data for each coil

(a)

(b)

(d)

(c)

Corresponding k-space
data (logarithmic scale
for visibility)

Figure 5.24 The concepts underlying parallel imaging methods. If the number of phase-encoded 
lines that are acquired is reduced by a factor of 2 (panel a compared with b) then the field of view 
in the phase-encoding direction is reduced by 2, and the image is likely to be aliased (wrapped 
around). If the image data are acquired with coils that are more sensitive to one-half of the field 
of view (panel c), then the appearance of the aliasing is reduced (panel d). It can be seen that by 
combining the k-space data that is under-sampled by a factor of 2, from two coils with sensitivities 
to different halves of the field of view, then all of the information that is needed to construct the 
complete image has been obtained. The image data can be acquired with the two coils simultane-
ously (i.e., in parallel), thereby reducing the total image acquisition time.
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from the multiple receiver coils are combined in k-space to generate the missing phase-encoding 
steps. Extensions of the theory for SMASH include Auto-SMASH and VD-Auto-SMASH, and 
these are extended further to develop the theory for GRAPPA. As these techniques are quite 
complex, the math will not be described here. ἀ e important points to understand, to use these 
methods, are that the reduction factor, R, in the acquisition time is invariably less than or equal 
to the number of coils used, and that SMASH is applied only in the phase-encoding direction 
whereas GRAPPA can be applied in both phase- and frequency-encoding directions. GRAPPA 
is also more robust in areas of low field homogeneity or with fast methods such as EPI.

It is important to understand, however, that while parallel imaging methods can reduce the 
data acquisition time, and therefore reduce artifacts that may be caused by movement and non-
uniform magnetic fields, there is also a cost. Because less data are acquired (as discussed in 
Section 5.4) the signal-to-noise ratio (SNR) of the resulting image is reduced. With the PILS 
method, the SNR is reduced by at least 1/ R , meaning that if we reduce the field of view by a 
factor of 2 and correspondingly accelerate the data acquisition by a factor of 2, then the SNR 
would be reduced by 1 2/ , or 0.71 (11). ἀ e SNR is further reduced with the SENSE method 
by a factor that depends on the geometry of the coil configuration, g, resulting in a SNR reduc-
tion of 1/g R . Examples of images acquired with a single-shot EPI method, with and without 
SENSE with an acceleration factor of 2, are shown in Figure 5.25. In this specific case, images 
were acquired of axial slices spanning the entire brain in 2 sec, and this time was reduced to 
1.76 sec with parallel imaging. However, the SNR decreased by a factor of 0.58 when parallel 
imaging was applied, from approximately 95 to 55.

5.7  Causes of Image Artifacts and Distortion
An MR image artifact is an error resulting in altered signal intensity (higher or lower) that does 
not correspond with the anatomy that is supposed to be depicted. Distortions are a particular 
form of artifact in which the signal in a voxel is displaced from its correct location, resulting 
in a change in the apparent shape of anatomical structures. ἀ e most common sources of arti-

GE-EPI with
parallel imaging
TR = 1.76 sec

GE-EPI, TR = 2 sec

Figure 5.25 Comparison of axial brain images acquired with single-shot EPI, with and without 
SENSE parallel imaging. Images were acquired spanning the brain (only four slices are shown) with 
a typical acquisition method as used for fMRI at 3 tesla (gradient-echo EPI, TE = 30 msec, 3.3-mm 
cubic voxels). With the application of SENSE with an acceleration factor of 2, the image acquisi-
tion time decreased from 2 sec to 1.76 sec, but the SNR also dropped by 58% from approximately 
95 to 55.
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facts and distortions in fMRI data are movements of any kind (blood flow, breathing, body 
movement, etc.), nonuniform magnetic fields, and inherent imperfections in imaging methods.

ἀ e effect on image quality and spatial resolution that is most often encountered, and that is 
most often misunderstood, is the one caused by measuring the MR signal for different points in 
k-space at different times after the RF excitation pulse. As a result, every data point in k-space 
does not have the same T2- or T2

*-weighting. ἀ is difference in weighting across k-space occurs 
with both conventional spatial encoding schemes when one line of k-space is acquired after 
each RF excitation pulse, and with fast imaging schemes when multiple lines of k-space are 
sampled. However, it is most often discussed in relation to fast imaging. As points of kX are 
sampled, transverse relaxation processes continue, as always, and so the first points sampled are 
less T2- or T2

*-weighted than the later points simply because they are sampled at different times. 
With fast imaging methods each line of kY can also be differently T2- or T2

*-weighted. To see how 
this might affect the resulting image, we must first consider the ideal image, Iideal, that would 
be constructed from ideal k-space data in which every point is sampled with the exact same 
weighting. ἀ is could only be achieved by sampling a single point of k-space (i.e., at one kX and 
kY value combination) at a single fixed time interval after each RF pulse, to obtain ideal k-space 
data, Sideal. We create the ideal image by applying the Fourier transform to the ideal k-space data: 
Iideal = FT(Sideal). In practice, the actual k-space data that we acquire, Sactual, is scaled according to 
the time, t, that has lapsed since the RF excitation pulse, due to transverse relaxation. ἀ e scale 
factor is therefore equal to e−t/T2 or e−t/T*2, depending on the imaging method. Regardless of the 
relaxation time that causes the weighting difference and whether the points of k-space are differ-
ently weighted in the kX or kY direction or both, in the general case we can describe the weight-
ing at each point with a 2D array, W. ἀ e actual k-space data is therefore Sactual = Sideal × W, and 
the actual image, Iactual, is equal to FT[Sideal × W]. Now, recall from Chapter 2 (Section 2.3.4), the 
Fourier convolution theorem:

 FT[A × B] = FT[A] ⊗ FT[B]

In the present example then:  FT[Sideal × W] = FT[Sideal] ⊗ FT[W]

 FT[Sactual] = FT[Sideal] ⊗ FT[W]

 Iactual = Iideal ⊗ FT[W]

(Recall that × indicates point-by-point multiplication, whereas ⊗ indicates the convolution 
operation.) ἀ is equation therefore shows that the image we obtain in practice, Iactual, with vari-
able weighting of the MR signal across points of k-space, is the convolution of the ideal image 
and the FT of the weighting pattern. Convolving an image with any function affects spatial fea-
tures in the image. For example, an image can be convolved with a certain 2D pattern to smooth 
or blur edges between features, or a different pattern can be used to sharpen or enhance edges 
between features. Spatial smoothing is typically achieved in practice by convolving an image 
with a function with a narrow central peak, such as with the example shown in Figure 5.26. ἀ is 
is similar to the effects of variable relaxation-time weighting, as simulated in Figure 5.27, show-
ing the effects of an exponentially decaying signal amplitude as one moves across one direction 
of k-space. Since the FT of the exponentially decaying function is a Lorentzian function, the net 
effect is spatial smoothing across a width that is determined by the exponential decay rate. ἀ e 
smoothing effect will be slightly greater (larger smoothing span) for tissues with short T2- or 
T2

*-values than for those that relax more slowly. Nonetheless, the effect is that of spatial smooth-
ing; the contrast between features is not changed otherwise, and the relaxation-time weighting 
is not altered. ἀ e relaxation weighting of the entire image is determined by the weighting of the 
center point of k-space. ἀ is fact is demonstrated in Figure 5.28 with actual images of a human 
brain, comparing a conventional spin echo with a spin-echo EPI acquisition.
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Several common image artifacts can also be explained by how the causes of these artifacts 
affect the k-space data. For example, blood flow can cause the phase of the signal to change, 
thereby causing errors in the phase encoding, or causing imperfect formation of echoes and 
resulting in lower signal. ἀ e effect depends on the imaging method being used, and the speed 
and pulsatility of the blood flow, as shown in Figure 5.29. If the flow causes the signal to be 
very low at all points of k-space, then the blood vessel will simply appear dark in the image. 
In the case of random phase errors, then the signal from the blood will be spread uniformly 
across the phase-encoding direction, resulting in a streak across the image. ἀ e streak results 
from the signal not being correctly localized to one location in the phase-encoding direction. 
In the case of pulsatile blood flow in arteries, the flow may cause low signal in only some lines 
of k-space, resulting in variable k-space weighting as discussed above. However, in this case, the 
effect causes ghosts or replications of the signal from the blood at several points across the image 
in the k-space direction.

Similar artifacts are caused by any moving tissues or fluids, such as the heart, lungs, and 
cerebrospinal fluid. Since the appearance of the artifact depends on how the k-space sig-
nal is affected, it depends entirely on the type of imaging method and the timing of the 
signal acquisition relative to the periodic motion of breathing or the heartbeat. Nonperiodic 
movement, such as movement of the eyes or swallowing, can also cause similar artifacts. 
Again, the appearance of the artifacts depends on how the movement changes the MR sig-
nal, and whether or not it affects all lines of k-space, regularly spaced lines, or a single line. 
ἀ e formation of artifacts is of great importance for fMRI because the image can clearly be 
affected far from the area of movement or flow. ἀ e fMRI time-series in a region may be 
affected at only discrete points in time due to intermittent movement or periodic movement 
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Figure 5.26 An example of the convolution operation between two 2-D grids of numbers (top), or 
alternatively, the same example is shown as images (bottom). The center portion of the figure shows 
the mathematical operation of the 2D convolution, and the result shows how: in this example, the 
result is a spatial smoothing or blurring of the original image.
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Figure 5.28 Actual examples of the effects of variable k-space weighting on MR images. The 
left-most image was acquired with a 3 tesla MRI system from a healthy person, using a conventional 
spin-echo (SE) imaging sequence. The image in the center was acquired from the same person, 
at the exact same slice location, field of view, and sampling matrix, using a spin echo with an EPI 
spatial-encoding method (SE-EPI). The EPI method results in variable weighting across lines of 
k-space. The plot on the right shows a comparison of the signal intensities along a horizontal line 
through both images, after scaling to have the same median intensity for both images. Except for 
the areas of skin and bone around the skull, this plot shows that the image contrast is essentially 
identical for the two methods, only the spatial resolution is different, and the distortion due to EPI 
sampling is apparent.

Images constructed
from weighted k-space

k-space weighting
functions

“Ideal” k-spaceOriginal “ideal” image

Figure 5.27 Demonstration of the effects of variable weighting across lines of k-space on the 
resulting image. On the left, the so-called ideal image is shown, constructed from k-space data with 
perfectly uniform weighting of sampled points. On the right, two examples of the effects of weighting 
the lines of k-space are shown. In the top example k-space is weighted with a function that decays 
exponentially from center in the horizontal direction, and in the bottom example the exponential 
decay is from one side. The images that would be constructed from this weighted k-space are shown, 
and in comparison with the “ideal” image, can be seen to be affected only by spatial smoothing.
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due to breathing and heartbeat. It is therefore very important that the artifacts extend only 
in the phase-encoding direction, and so where the signal may be affected by movement, arti-
facts can be predicted. ἀ e phase-encoding direction can also be selected so that movement 
artifacts do not extend across important areas of interest in the brain or spinal cord for the 
purposes of fMRI.

Spatial distortions are another common form of image artifacts (as seen in Figure 5.28) and 
can typically be explained as incorrect sampling of k-space. ἀ at is, the point in k-space that is 
believed to be sampled is not the actual location that is sampled. Returning to the definition of 
kX and kY:

 kX = γGXt

 kY = γGYT

It is clear that if there are errors in the gradients, or as is more often the case, there are other 
sources of magnetic field gradients, which we will call GXerr and GYerr (such as magnetic susceptibil-
ity differences between tissues or magnetic materials in the body), then kX and kY may be altered:

 kXactual = γ(GX + GXerr)t

 kYactual = γ(GY + GYerr)T

ἀ e effect of the magnetic field distortions may be very localized and affect only a small portion 
of the image. Nonetheless, these effects can be seen in practice, in areas of the brain such as the 
frontal lobe and temporal lobes, and in the brainstem, where there are nearby air/tissue interfaces, 
and can have a significant effect on fMRI. In the spinal cord the adjacent bone/tissue interfaces 
also cause image distortion. ἀ e magnitudes of the error terms, GXerr and GYerr, that are needed to 
cause significant distortions of the image are relative to the magnitudes of GX and GY and depend 
on the magnitudes of t and T as well. For this reason, imaging methods that use higher values of 
GX and GY tend to have less distortion, and methods with longer data acquisition times, such as 
EPI methods, suffer greater distortion as shown in Figure 5.28. ἀ is effect causes an important 
trade-off to be considered for fMRI, because fast imaging methods, which are desirable for fMRI, 
typically have long data acquisition times and therefore suffer greater spatial distortions, which 

Signal loss in regularly
spaced lines of k-space
due to pulsatile flow

Random phase error in
signal from flow region

Complete loss of signal
due to flow

Original image

Figure 5.29 Simulations of artifacts caused by blood flow in a region shaped like the letters 
MRI. The left-most frame shows the original image, whereas the second frame from the left shows 
the case of flow causing complete dephasing of the magnetization and loss of signal at all points 
of k-space. The third frame shows the case in which flow causes random phase errors resulting in 
random spread of signal in the phase-encoding direction. The rightmost frame simulates the case 
of pulsatile blood flow, in which the magnetization is completely dephased (resulting in zero signal) 
only in regularly spaced lines of k-space, resulting in repeated ghosts or replications of the signal 
from the flow area in the phase-encoding direction.
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are undesirable for fMRI. As with all imaging methods, it is therefore necessary to balance the 
speed with the image quality to obtain suitable levels of both of these features.

Key Points

 29. Sampling lines of k-space at different times after the excitation pulse, or during the 
formation of different spin-echoes, affects the spatial resolution of the resulting 
image, and not the image contrast of effective relaxation-time weighting.

 30. Variable weighting (i.e., scaling of the magnitude) across points of k-space causes 
the same effect as convolving the image with the Fourier transform of the weight-
ing function, thereby affecting the appearance of spatial features.

 31. Image artifacts can be caused by errors, such as periodic or intermittent move-
ment, that produce loss of signal at only certain points in k-space, (again, causing 
variable weighting across points of k-space), resulting in blurring or replications of 
features (i.e., ghosting) in the resulting image.

 32. Another form of image artifacts is caused by errors in the expected k-space values 
when the data points are sampled. Typically, this occurs due to distortions in the 
static magnetic field, B0, as a result of magnetic susceptibility differences or mag-
netic materials in or around the body. 
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6
Principles and Practice 

of Functional MRI
ἀ e essential steps needed to create maps of neural function out of the magnetic resonance 
imaging (MRI) methods described in the preceding chapters are (1) to repeatedly acquire images 
over time in order to describe a time series, and (2) to make the MRI signal intensity depend in 
some way on neural activity. ἀ is chapter describes how the MRI signal can be made to vary 
with changes in neural activity because of changes in tissue properties, particularly by means 
of blood oxygenation–level dependent (BOLD) contrast. ἀ e physiological changes that accom-
pany changes in neural activity, that underlie changes in MRI signal properties, are at the core 
of all functional MRI methods and have a strong influence over the timing of changes that can 
be detected, the spatial specificity, and in how data should be acquired for optimal sensitivity. 
ἀ e optimal parameters and how they are determined are described in this chapter, as well as 
how they must be adapted for different applications. Finally, although BOLD contrast is used 
for the vast majority of all functional imaging, it is useful to know that there are other contrast 
mechanisms that can be used for functional MRI (fMRI) as well, and these are described at the 
end of the chapter.

6.1  How MRI Becomes Functional MRI
A number of applications of MRI are referred to as being functional imaging, such as cardiac 
function, joint function (i.e., mechanical function), and so forth, but the term functional MRI 
is reserved to mean specifically neural function. All of these methods are based on acquiring 
MR images at different states of the function in question, and the changes in image signal inten-
sity are related to the function. For example, for cardiac function the heart can be imaged at 
several phases of the cardiac cycle (by means of cardiac-gated acquisition of k-space data), and 
the ventricular and atrial volumes can be measured as a function of cardiac phase. Functional 
MRI to characterize neural function is no less straightforward, and we simply image the brain, 
brainstem, and/or spinal cord at different states of neural function. We infer that any regions 
of the central nervous system (CNS) that changed in the images between the two states must be 
somehow involved with the function that was varied.

For fMRI, images are acquired multiple times to describe a time series, while the person 
being studied performs tasks (cognitive, sensory, motor, etc.) to systematically vary their neu-
ronal activity so that the differences in the images corresponding to different neural states can 
be reliably detected. ἀ e great challenge for fMRI is to determine which image changes were due 
to the neural function and which may have been caused by random noise, physiological motion, 
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movement of the person being studied, or subtle changes in the MRI system itself (such as due to 
heating, vibration, electrical power supply fluctuations, etc.). ἀ e basic approach underlying the 
fMRI method results in both its effectiveness and its key limitations and technical challenges. 
ἀ e primary limitation of fMRI is that it can only show differences in neural function between 
states. ἀ e design of the reference or baseline state is therefore just as important as the design of 
the stimulus state. One of the key technical challenges is to understand the relationship between 
neural activity and the MR image intensity. A second key challenge is to determine which signal 
changes are truly related to neural functions and which are not. ἀ e most important develop-
ments with fMRI have been to respond to these challenges, and these are discussed in the sec-
tions that follow.

6.2  Contrast Mechanisms: Linking the MR Signal and Neural Function
ἀ e original development of fMRI began with the discovery that veins appear dark in T2

*-weighted 
MR images because of the deoxygenated hemoglobin in the blood (1). ἀ is finding built upon 
the 1936 discovery by Drs. Pauling and Coryell that the magnetic properties of hemoglobin are 
different between the oxygenated and the deoxygenated states (2). Because the MR signal can 
be made to depend on the blood oxygenation level as it changes in response to neural function, 
images can therefore be acquired with BOLD contrast to reveal information about neural activ-
ity (3–6). While BOLD contrast is at the origin of fMRI and essentially all of the key develop-
ments in the field, and is used for the vast majority of fMRI studies, it is important to know that 
other fMRI contrast mechanisms exist as well, and these are described at the end of this chapter 
in Section 6.6. ἀ is chapter will focus on BOLD contrast, and the principles involved can gen-
erally be extended to other contrast mechanisms as well. Regardless of the mechanism used 
to detect changes in neural function, no fMRI methods (to date) can reveal neuronal activity 
directly, but instead we must rely on indirect observations to infer changes in activity.

6.2.1  BOLD Contrast
As mentioned in Chapter 3, contrast refers to differences in MR image intensity between features 
(objects) in the image or in one image feature between two different points in time. Contrast 
arising from the BOLD effect occurs due to a combination of three key effects; changes in neural 
activity are accompanied by local changes in blood oxygenation, relaxation times are influenced 
by the level of blood oxygenation, and the MRI signal can be made to depend on the relaxation 
times. Oxygenated hemoglobin contains no unpaired electrons and is therefore diamagnetic, 
which means that it has very little effect on the magnetic field around it (2). More specifically, 
when placed inside an MRI system, the magnetic field in the oxygenated hemoglobin is lower 
than that outside, although the effect is very weak, similar to the effect in water. On the other 
hand, when hemoglobin gives up all of its oxygen, it contains four unpaired electrons per heme 
unit, and as a result is paramagnetic (2). ἀ is means that the magnetic field is higher in the 
hemoglobin than it is outside, and the field change is linearly proportional to the strength of 
the external magnetic field. Accordingly, partially oxygenated hemoglobin (since there are four 
heme units per hemoglobin molecule) will also contain fewer unpaired electrons and will be 
less paramagnetic (i.e., lower magnetic susceptibility). ἀ e net effect is that the magnetic field 
around individual red blood cells, and in total inside blood vessels, can be altered depending on 
the blood oxygenation level. ἀ is is the first key element of BOLD contrast for fMRI.

To have an idea of the magnitude of the effect of the blood oxygen level on the magnetic 
field within the blood and tissues, we can look again at the volume magnetic susceptibility, as 
introduced in Chapter 3. ἀ e susceptibilities of water and of 98% oxygenated blood are similar, 
estimated to be –9.04 parts per million (ppm) (7) and –9.12 ppm (8), respectively. In comparison, 
blood that is 75% oxygenated has a relatively higher susceptibility of –8.79 ppm. In the extreme 
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(nonphysiological) case of completely deoxygenated blood, the susceptibility is expected to be 
–7.69 ppm (8). While in this latter case the total susceptibility is still negative (it is diamagnetic), 
it is higher than that of water or oxygenated blood because of the paramagnetic contribution 
from the hemoglobin that is not bound to oxygen.

When a person is lying inside an MRI system, the magnetic field is therefore slightly different 
between inside and outside the blood vessels. (We could equally consider individual red blood 
cells, but it is easier to consider entire blood vessels for now.) ἀ e difference depends signifi-
cantly on the oxygen saturation (S02) and on the proportion of volume taken up by red blood 
cells (i.e., the hematocrit) (8). ἀ e three-dimensional (3D) distribution and magnitude of the 
magnetic field distortion also depends on the diameter and orientation of the blood vessel (max-
imum field shift outside the blood vessel when it is oriented 90° to B0, and minimum (zero) when 
it is parallel to B0) (9). In general, though, we are most interested in the capillaries that directly 
supply oxygen to the tissues, and the capillary vessels have a fairly constant size (5–10 μm in 
diameter) and are effectively randomly oriented. As described in Chapter 3, the effect of a spatial 
magnetic field distortion, such as that caused by a magnetic field gradient between inside and 
outside a blood vessel, is to alter magnetization relaxation times, particularly T2 and T2

*. ἀ is is 
the second key element of BOLD contrast (although this prioritization of first, second, etc., key 
elements simply refers to the order they are being listed here).

ἀ e link to neural activity is created by the fact that an increase in neuronal firing rate 
involves a local increase in oxygen consumption (CMRO2, the cerebral metabolic rate of oxygen 
consumption), and a change in the local blood oxygenation (10). However, the total effect is 
somewhat counterintuitive because the increase in oxygen consumption occurs simultaneously 
(this will be discussed in more detail in Section 6.2.2) with a local increase in blood flow. ἀ e 
increase in oxygen delivery exceeds the increase in oxygen demand, and the net change is an 
increase in blood oxygen level at sites of increased neural activity (11). ἀ is is the third key ele-
ment of BOLD contrast.

6.2.2  Physiological Origins of BOLD
It is necessary to look at the physiology underlying BOLD signal changes in greater detail 
because there has been considerable research and debate devoted to how and why this sequence 
of changes occurs, the rates and relative timings of the different events, and how the physi-
ological changes alter magnetization relaxation times for MRI. In spite of almost two decades of 
intensive research, the biological and physical origins of BOLD contrast are still not completely 
understood, and new and important findings could yet develop.

Early characterizations of the BOLD response (6,12) demonstrated that when a stimulus is 
applied (to evoke a change in neural activity), the MR signal change lags the stimulus onset 
and spans several seconds, as shown in Figure 6.1a. Similarly, the return to the prestimulus, or 
baseline, value after the stimulus is stopped takes several seconds to occur. A good understand-
ing of this spread of the response in time is critical if we are to reliably detect it after a change 
in neural activity (12). To predict the time course of signal changes that would occur in general 
for any stimulation pattern, the response to an extremely brief stimulus (called a delta function) 
was determined (Figure 6.1b). It was found that after the onset of a very brief stimulus, it takes 
roughly 2 sec for MR signal changes to begin to occur, and then the signal rises and reaches a 
peak after 4 to 6 sec. After the cessation of the stimulus, the MR signal drops and reaches a mini-
mum in about 12 sec, at a value that is below the baseline value (13,14). ἀ e signal then recovers 
fully back to its baseline value by about 20 sec after the stimulus ended (Figure 6.1b). Because the 
primary factors determining the shape of the response are the changes in blood flow and oxy-
gen consumption, the response function is called the hemodynamic response function, or HRF. 
ἀ e response pattern described here is the one that has been adopted for widely used analysis 
programs such as Statistical Parametric Mapping, or SPM (15), and because it is widely accepted 
it is often referred to as the canonical HRF. ἀ e observed signal change time-course, I(t), can 
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therefore be expressed as I(t) ∝ P(t) ⊗ HRF(t). where P(t) is the stimulation paradigm (i.e., pat-
tern in time, t), and ⊗ is the convolution operation (12). An example is shown in Figure 6.1a, 
where the stimulus pattern in time, P(t), is indicated with the blue line and the predicted MR 
signal response, I(t), is indicated with the red line. ἀ e important result is that now we have a 
good idea of the temporal pattern of MRI signal changes that we need to look for, to find the 
regions of the CNS that responded to the stimulus.

ἀ e speed of the response demonstrated by the HRF shows that the rate of BOLD signal 
change is very slow compared with the spiking rate of neurons, and the net effect observed is 
the cumulative response to the total change in blood oxygenation in each voxel. We can only 
observe the net effect of a great many neural signaling events, and each event consists of many 
excitatory and inhibitory inputs to dendrites and neuronal cell bodies, new action potentials 
being generated, neurotransmitters being recycled by astrocytes, membrane potentials being 
restored, and so forth. We cannot assume that the neuronal spiking rate is the key factor that 
determines the BOLD response, so it is best for now to consider all possible elements of neural 
signaling. Regardless, it is clear that the responses to the individual neural signaling events 
merge, and the magnitude of net BOLD signal change is therefore expected to reflect the total 
change in neuronal activity. More accurately, the magnitude of the BOLD response is expected 
to reflect the total change in energy metabolism.

ἀe  net change in the BOLD signal in response to many neural signaling events is demon-
strated by considering the stimulation block as if it was a set of very brief events in rapid suc-
cession. Figure 6.2 shows how the responses are similar between that expected for a continuous 
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Figure 6.2 Examples of the predicted BOLD signal change response, based on the convolution of 
the stimulation paradigm and the hemodynamic response function. The response to a string of brief 
stimuli in rapid succession (left) is essentially identical to the response to a continuous stimulus.
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Figure 6.1 (a) BOLD response to a block stimulus, and (b) the hemodynamic response to a brief 
stimulus (i.e., the hemodynamic response function). The blue line in (a) is the convolution of the 
stimulus function (red line) with the hemodynamic response function shown in (b).
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stimulus block and one composed of a number of brief successive blocks. When the brief stimu-
lus blocks are closely spaced in time (relative to the speed of the BOLD response), the expected 
time-course shape of the BOLD response is unaltered from that of a single continuous block, 
but the amplitude (the peak height) of the response is reduced by the intermittent periods with-
out stimulation. ἀe  upper limit of this progression is to model the stimulus as a brief spike 
for each neural signaling event, so that we can observe the total cumulative effect. From the 
examples in Figure 6.2 we can see that this would look exactly like the response to the con-
tinuous block stimulus, and the magnitude of the response would depend on the rate of neural 
signaling events. Now it is necessary to verify that this model of the BOLD response is accurate 
and to determine how the individual responses sum. For example, if we compare two different 
stimuli, and one produces twice the change in neuronal spiking rate as the other, then is the 
BOLD signal change also twice as large? ἀe  short answer is “probably not,” but to properly 
answer this question we still need to take a closer look at the physiology underlying the BOLD 
signal changes.

Models of the physiology underlying the BOLD effect have been developed and refined since 
fMRI was first developed (16). As described above (i.e., the three key elements discussed earlier) 
when some stimulus such as a visual cue, motor task, cognitive process, and so on causes the 
neural activity to increase, the neurons are more metabolically active and consume more oxygen 
(10). Vasodilators are released as a consequence of, or in relation to, the increase in neuronal fir-
ing rate, and local blood vessels dilate, thereby providing more oxygenated blood and increasing 
the local proportion of oxygenated hemoglobin in the blood (11). ἀ is reduces local distortions 
in the magnetic field in and around the blood vessels and relaxation rates (1/T2 and 1/T2

*) are 
reduced (17,18). More specifically, relaxation rates in solutions are proportional to the concen-
tration of magnetically active particles, such as deoxyhemoglobin (19). In T2- or T2

*-weighted 
images, the MR signal is therefore higher at sites of increased neuronal activity because of the 
reduced relaxation rates.

ἀ e magnitude of the BOLD signal change therefore depends on the change in the concen-
tration of deoxyhemoglobin that results from the imbalance between the increase in oxygen 
consumption (∆CMRO2) and the increase in blood flow (∆CBF). ἀ e proportion of oxygen that 
is taken up by the tissues out of the total amount of oxygen available in the blood is known as 
the oxygen extraction fraction, E (20):

 E CMRO
S Hb]CBFA

= 2

4 [

In this equation the rate of oxygen consumption, CMRO2, is in units of [μmol/s], SA is the arte-
rial oxygen saturation (typically 0.98), [Hb] is the concentration of hemoglobin in the blood 
[μmol/mL], and the cerebral blood flow (CBF) is in units of [mL/s]. ἀ e value 4 in the denomina-
tor reflects the number of oxygen-binding sites in each hemoglobin molecule. ἀ e value of E can 
range from 0 to 1, with 0 meaning that no oxygen is extracted from the blood and therefore the 
concentration of deoxyhemoglobin would equal that in the incoming arterial blood. In the non-
physiological case of E = 1, all of the oxygen would be extracted from the blood and the concen-
tration of deoxyhemoglobin would match that of the total hemoglobin. ἀ e value of E is directly 
related to the concentration of deoxyhemoglobin in the blood (E = [deoxy-Hb]/[Hb]), and there-
fore the change in E when a stimulus is applied is also related to the change in relaxation rates 
(R2 = 1/T2 and R2

* = 1/T2
*). In solutions of proteins (19), or with the administration of MR contrast 

agents such as ultrasmall superparamagnetic iron oxide (USPIO) (21), it has been shown that R2 
is proportional to the concentration of solutes; and similarly for blood vessel networks R2

* is pre-
dicted to be proportional to the magnetic susceptibility of the vessels (22). ἀ erefore R2 and R2

* 
are expected to be proportional to the concentration of deoxyhemoglobin, [deoxy-Hb]. However, 
models of a distribution of blood vessel sizes, and including the effects of water diffusion around 
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the vessels, predict that R2
* ∝ [deoxy-Hb]β (23) where β is between 1 and 2, or roughly 1.5 for a 

mixture of vessel sizes (16). Putting these concepts together we therefore get:

 R2 and R2
* ∝ (E[Hb])β

 R and R CMRO
S CBFA

2 2
2

4
* ∝




β

ἀ e net total relaxation rate observed for MR signal from a voxel also depends on the volume 
proportion, V, which is occupied by the blood vessels. ἀ e complete predicted relationship 
between physiological parameters and the MR relaxation rates is therefore:

 R and R V CMRO
S CBFA

2 2
2

4
* ∝ 




β

Clearly the model becomes complex when we try to account for all of the physiological param-
eters that can affect the BOLD signal change. Still, the most important physiological features 
influencing the MR signal when a stimulus is applied are how CMRO2 and CBF change relative 
to each other in time.

Referring again to Figure 6.1b, we can now explain some of the features of the timing in the 
response function, at least qualitatively, such as described by the Balloon Model, developed by 
Buxton et al. (24). ἀ e initial lag in the BOLD response after the onset of the stimulus, or even 
a brief initial decrease in signal (the initial dip) (25), reflects a nearly simultaneous increase 
in CMRO2 and CBF, or possibly a slight lag in the CBF increase. ἀ e time taken to reach the 
peak BOLD response then presumably reflects the time it takes for the total increase in CBF to 
reach the sites of neural activity that have elevated CMRO2 and also to reach the venules and 
veins draining the area. ἀ is also raises the interesting point that some regions downstream 
(that is, along the venules and veins) from the area of increased neural activity may not have an 
elevated CMRO2 but yet have an increased CBF because of the upstream activity. ἀ e time taken 
for the MR signal to decrease to baseline values again after the stimulation is ceased is simi-
larly expected to reflect the time it takes to reestablish the baseline blood flow. ἀ e poststimu-
lus undershoot is proposed to occur because of the blood volume (V) settling back to baseline 
more slowly than the blood flow (CBF) (16). ἀ e total hemodynamic response can therefore be 
explained by the above equations, particularly with focus on the ratio between CMRO2 and 
CBF. Precise quantitative models have been developed and described in the literature (9,16,23), 
but the qualitative description used here serves to identify the key physiological changes that are 
reflected by BOLD signal changes.

ἀ e next step is to understand the relationship between changes in neural activity and 
changes in CMRO2 and CBF (Figure 6.3). A key component of the physiological changes that 
is not included in the model described above is the role of astrocytes that circumscribe most (if 
not all) neuronal synapses and more than 99% of the total cerebrovascular surface area (26). 
Relatively recently, multiple laboratories have independently confirmed that astrocytes control 
local cerebrovascular microcirculation (27–31), making these cells a key link in the BOLD and 
other fMRI responses (32). When synaptic input is increased, releasing neurotransmitters into 
synaptic clefts, the surrounding astrocyte end processes take up the neurotransmitters to serve 
three important functions. ἀ e first is to prevent neurotransmitters (such as glutamate and 
γ–amino-butyric acid (GABA)) from diffusing to adjacent synapses and producing unwanted 
cross-excitation (33), the second is to prevent synaptic excitotoxicity (33,34), and the third is 
to recycle neurotransmitters (glutamate into glutamine) for subsequent reuse by neurons (35). 
ἀ e energy needed by active brain tissue is derived from both oxidative and nonoxidative (i.e., 
glycolytic) metabolism (11,36). It has been suggested that while neurons primarily use oxida-
tive phosphorylation to meet their increased energy demands, astrocytes may be preferentially 
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glycolytic (37–39). ἀ e importance of astrocyte metabolism in hemodynamic changes has been 
further supported by the observation of activity-related increases in the glycolytic end-product 
lactate (40), which acting as a vasodilator, has been shown to control the polarity of cerebrovas-
cular coupling mechanisms in an oxygen-dependent manner (30,37). It has also been proposed 
that the extracellular lactate might subsequently be used by neurons as an energy substrate for 
oxidative phosphorylation (30,37). However, there are competing theories that glucose is the 
primary source of energy for neurons during increased activity, and this area is the subject of 
both active research and debate (41,42). It has also been proposed that the vascular response may 
be mediated by potassium carried by astrocytes between the active neurons and capillaries (43). 
Regardless of which of these theories is correct, it appears that astrocytes, as well as neurons, 
play an important role in the signal changes that are detected with fMRI.

ἀ e relationship between presynaptic input and BOLD signal changes has been demonstrated 
by the observation that hemodynamic changes correlate better with local field potentials (LFPs) 
than either single-unit or multiunit recordings (44–49). LFPs represent the input to a given 
region, as well as the local processing. ἀ e important consequence of this relationship for fMRI 
based on BOLD contrast is that the signal changes reflect the net change in presynaptic input, 
whether excitatory or inhibitory, presumably regardless of the net change in neuronal output. 
A strong coupling between LFPs and changes in tissue oxygen concentration has even been 
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Figure 6.3 The interaction between neurons, astrocytes, and blood vessels to produce a neural 
signaling event. When neurotransmitters are released at the synaptic cleft, they bind to receptors to 
open ion channels of the postsynaptic neuron before they are taken up by the adjacent astrocyte, 
where glutamate is converted to glutamine and released for reuse by the neurons. Water cotrans-
ports with ions and neurotransmitters into the astrocyte, causing it to swell slightly with water. One 
of the current competing theories is that the energy needed by the astrocyte can be provided in part 
by glycolysis, resulting in increased extracellular lactate. This lactate acts as a local vasodilator and, 
according to some theories, may also serve as an energy substrate for the neurons. (Figure courtesy 
of C.R. Figley [32].)
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demonstrated in the absence of spiking output, supporting the conclusion that hemodynamic 
changes reflect synaptic, more than spiking, activity (47,48).

Key Points

 1. When the neuronal firing rate increases, the rate of oxygen consumption is 
increased because of the added energy demands.

 2. ἀ e local blood flow is increased at sites of increased neural activity, such that the 
oxygen supply exceeds the added demand, resulting in more oxygen in the tissues 
when they are more metabolically active.

 3. Iron in hemoglobin in blood is diamagnetic (very weak magnetic effect) when 
bound to oxygen but is paramagnetic (stronger magnetic effect) when not bound 
to oxygen. ἀ is property of iron in hemoglobin results in blood oxygenation-level 
dependent (BOLD) changes in MR signal relaxation times.

 4. ἀ e relaxation rate (1/T2 or 1/T2
*) is proportional to the concentration of deoxy-

hemoglobin in the blood.
 5. ἀ e relaxation rate is therefore proportional to the ratio of CMR02 to CBF (actually 

(CMR02/CBF)β, where β is a constant value between 1 and 2).
 6. ἀ e signal intensity detected in T2- or T2

*-weighted MR images is therefore increased 
from regions of the CNS that have increased metabolic demand in relation to 
increased neural activity.

 7. ἀ e total change in energy required, and therefore oxygen consumption, is most 
closely linked to presynaptic input, which can be both excitatory and inhibitory, as 
opposed to the postsynaptic output activity, which results from the net effect of all 
of the inputs.

 8. ἀ e predicted BOLD MR signal change response is the convolution of the stimula-
tion pattern and the hemodynamic response function, which is the response mea-
sured for a very brief stimulus.

6.2.3  Quantifying the BOLD MR Signal Change
ἀ e MRI signal change upon a change in neural activity is determined by the difference in relax-
ation times between the baseline and stimulation states. Focusing on the expected change in 
T2

* (for gradient-echo images) or T2 (for spin-echo images), the signal intensity during baseline 
periods can be expressed as:

 S = S0 exp(–TE/T2
*) or S = S0 exp(–TE/T2)

(Recall that exp(x) is the same as ex.) In this equation, S is the measured signal, and S0 is the mag-
nitude of the signal that would be observed in the absence of relaxation (i.e., if TE = 0). ἀ e echo 
time TE and the relaxation times T2

* and T2 are as described in Chapter 3. For the rest of this dis-
cussion we can just assume we are using gradient-echo images and T2

* is the relevant relaxation 
time. ἀ e signal intensity during stimulation periods can then be expressed as (3,50):

 S′= S0 exp(–TE/T2
*′)

ἀ is equation imposes two assumptions, that (1) the proton density, related to S0, does not 
depend on either the baseline or stimulation conditions, and (2) the tissues can be treated as a 
single relaxation environment. ἀ e fractional change in signal intensity between baseline and 
stimulation periods is ∆S/S0 = (Sstim − Sbaseline)/Sbaseline, and can be expanded as follows:
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 ∆S
S

S S

S
=

− ′( )− −( )
−

0 2 0 2

0

exp exp

exp

* *TE/T TE/T

TE/TT2
*( )

 ∆S
S
= − ′ +( )−exp * *TE/T TE/T2 2 1

ἀ e difference in relaxation rates (–1/T2
*′ + 1/T2

*) can be replaced with ∆R2
* for clarity:

 ∆ ∆S
S
= −( )−exp *TE R2 1

As long as the magnitude of TE ∆R2
* is relatively small (<0.3), then the following approximation 

can be made with less than 5.5% error:

 ∆ ∆S
S
≅ −TE R2

*

ἀ is approximation introduces very little error because BOLD signal changes are typically less 
than 20% (i.e., ∆S/S < 0.2). Measured values of ∆R2

* and ∆R2 have been reported to be as sum-
marized in Table 6.1.

As a result, the BOLD signal changes that can occur with a change in neural activity are 
expected to scale linearly with the chosen echo time, TE, up to a reasonable limit. ἀ e BOLD 
signal changes also scale roughly linearly with the magnetic field strength, and are three to four 
times larger with a gradient echo than with a spin echo at the same echo time (52). However, 
results of such measurements are also expected to vary, depending on the stimulus used and the 
brain region(s) that are involved. ἀ e other factor that must be considered is the contrast-to-
noise ratio. ἀ is is the signal change between rest and stimulation compared with the random 
noise, N, in the image data, and is given by:

 ∆S S S

N

TE/T TE/T

N
=

− ′( )− −( )0 2 0 2exp exp* *

ἀ e maximum contrast-to-noise ratio, and therefore the highest sensitivity to BOLD signal 
changes, is obtained when TE ≈ T2

* for gradient-echo images or TE ≈ T2 if a spin echo is used.

Table 6.1 Reported Relaxation Rate Changes Arising from the BOLD Effect at 1.5 T 
and 3 T

∆ (1/T*
2) at 1.5 T ∆ (1/T2) at 1.5 T ∆ (1/T*

2) at 3 T ∆(1/T2) at 3 T

Stroman et al. –0.43 s–1 –0.12 s–1 –1.22 s–1 –0.37 s–1

Bandettini et al. –0.84 ± 0.05 s–1 –1.76 ± 0.05 s–1

Zhong et al. –0.11 s–1

Sources: Bandettini, P.A. et al., NMR Biomed 7, 1–2, 12–20, 1994 (52); Stroman, P.W. et al., 
Magn Reson Imaging 19, 6, 827–831, 2001 (51); Zhong, J. et al., Magn Reson Med 
40, 4, 526–536, 1998 (53).
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Key Points

 9. ἀ e MR signal change, ∆S, due the BOLD effect between rest and stimulation con-
ditions is given by , ∆S/S ≌ –TE ∆(1/T2

*) for gradient-echo images or ∆S/S ≌ –TE 
∆(1/T2) for spin-echo images, where S is the signal intensity at rest.

 10. ἀ e changes in relaxation rates increase with higher magnetic fields and are three 
to four times higher for gradient-echo signals, ∆(1/T2

*), than for spin-echo signals, 
∆(1/T2).

 11. ἀ e maximum contrast-to-noise ratio is obtained when TE ≈ T2
* for gradient-echo 

images or TE ≈ T2 for spin-echo images.

6.3  General BOLD fMRI Methods
ἀ e essential properties of the MR imaging method used for BOLD fMRI are as follows: (1) it 
must be sensitive to the BOLD effect; (2) it must provide a time series of images with adequate 
spatial and temporal resolution; (3) the images must span the region of the CNS that is being 
investigated; and (4) the images must have sufficiently high signal-to-noise ratio (SNR) to enable 
detection of the BOLD signal changes. While these points may be obvious, they constrain the 
imaging methods that can be used, and impose the need to balance the imaging parameters 
to meet all of these needs. For example, it is not possible to acquire images that have very high 
spatial resolution, in a very short amount of time, and with a high SNR. A considerable amount 
of debate has also occurred over the questions of what are “adequate” and “sufficient” values, as 
listed above. Typical BOLD fMRI methods provide adequate sensitivity, spatial and temporal 
resolution, coverage of the anatomy, and SNR, but rarely meet the optimal values that might be 
desired for all of these parameters, as will be described below.

ἀ e most commonly used imaging methods for BOLD fMRI are gradient-echo methods, 
because with T2

*-weighting these methods provide higher BOLD sensitivity than the alternative 
spin-echo methods. ἀ e need for very short acquisition times to achieve high temporal resolu-
tion makes single-shot echo-planar imaging (EPI) or spiral imaging methods most effective for 
a wide range of applications.

ἀ e theoretical optimal resolution that will provide the highest BOLD contrast is to have 
1.5 mm cubic voxels (54). ἀ is is the approximate size of the smallest vascular unit, which is the 
extent of the smallest region that is supplied by a single arteriole. It has been proposed, therefore, 
that using higher resolution (smaller voxels) will not improve the spatial precision of the activity 
maps obtained with fMRI.

ἀ e optimal echo time, TE is equal to T2
*, in order obtain the highest contrast-to-noise ratio. 

At 3 tesla (T), for example, this echo time will therefore be approximately 30 msec. Since ∆S/S = 
–TE ∆(1/T2

*), as described in Section 6.2.1, and ∆(1/T2
*) = –1.2 s–1 to –1.8 s–1 at 3 T, the BOLD 

signal changes are expected to be around 4%–5%. ἀ e minimum necessary SNR is therefore 
around 25, although SNR values several times higher are desirable to detect more subtle effects, 
to quantify differences between regions or responses to different stimuli, and so forth.

ἀ e combination of these optimal parameters means that to obtain fMRI data spanning the 
entire brain, in a 22 cm × 18 cm × 14 cm field of view, would require a matrix size of 147 × 120 for 
each image and 93 slices, each 1.5 mm thick. Even with a relatively large receiver bandwidth of 
250 kHz, the sampling rate is 4 μsec per data point. Sampling 147 × 120 data points in continu-
ous succession for each slice would take 71 msec. Sampling the center of k-space at an echo time 
of 30 msec is therefore only possible if only a portion of k-space is sampled. Assuming a 3 msec 
RF pulse is used, and allowing 1.5 msec for gradients to be applied prior to data sampling (refer 
to Figure 5.22), then 3 msec is needed from the center of the RF pulse to when data sampling 
can begin. ἀ ere is a maximum of 27 msec available for sampling data before the echo time is 
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reached. Each line of 147 data points will take 0.588 msec plus 0.300 msec for turning gradients 
on and off (assuming a typical 150 μsec gradient ramp time), for a total of 0.888 msec. ἀ is 
means that in 27 msec we can sample the center of k-space at the center of the 30th line of data 
(that is, we can sample 29.5 lines of data by the time we reach 30 msec after the center of the RF 
pulse). After this, we need to sample the remaining 60.5 lines spanning the other side of k-space, 
and this will take an additional 53.7 msec. ἀ e resulting 90 lines of data will need to be zero-
filled to complete the 120 lines of the matrix to be sampled. ἀ e total time for collecting the data 
for each slice is therefore 53.7 msec + TE, or 83.7 msec. Now, to collect data from 93 slices will 
take 7.8 sec. As one final point, this acquisition would require a frequency-encoding gradient 
that provides 250 kHz/22 cm and is therefore a gradient of 2.7 gauss/cm. ἀ is is a relatively large 
value but is possible with most modern MRI systems.

ἀ e SNR to be expected with this imaging method can be estimated as described in Chapter 5, 
with SNR ∝ Total imaging volume/ (N NX Y BW). Since this is a proportionality statement, 
we need a reference for comparison. SNR values have been reported to be 332 at 3 tesla with 
 gradient-echo EPI, TE = 30 msec, 3 mm × 3 mm × 3.5 mm resolution, with a 64 × 64 matrix (55). 
In this example the bandwidth was not specified but for our purposes is assumed to be 200 kHz 
based on comparable observations. Using this reference we can estimate the SNR of the acquisi-
tion described above, as follows:

 

SNR
SNR

BW2

1

2 2 2 2=
Total imaging volume
To

( )N NX Y

ttal imaging volume1 1 1 1

2

332
220

( )

(

N NX Y BW

SNR = mm mm 1.5 mm) kHz)
mm

× × × ×
×
180 147 90 250

192
(

( 1192 64 64 200

892

mm 3 mm) kHz)

SNR

× × ×

=

(

Based on this estimate we can expect that the method described above with 1.5 mm cubic voxels 
will provide an adequate SNR for fMRI at 3 tesla. However, one problem is that the imaging time 
of 7.8 sec is relatively slow compared with that of commonly used fMRI methods. To achieve 
high sensitivity for detecting BOLD signal changes, it is desirable to have a large number of data 
points to describe the signal intensity time series. On the other hand, it is also necessary that 
the total fMRI acquisition is not exceedingly long because of the need to keep the participant 
engaged in performing the assigned task(s) while remaining motionless. Using the same process 
as above to estimate new imaging parameters, we can estimate the SNR and timing that would 
be needed for a range of selected spatial resolutions, as shown in Table 6.2. ἀ ese values are 

Table 6.2 Summary of Estimated Acquisition Times and Signal-to-Noise Ratios 
for Various Choices of Imaging Parameters for Gradient-Echo EPI, Based 
on a 22 cm × 18 cm × 14 cm Field of View to Span the Brain, at 3 Tesla, 
with TE = 30 msec, and a 250 kHz Bandwidth

Resolution
No. of Slices 

Needed Sampling Matrix
Time per 

Slice
Acquisition 

Time
SNR 

(estimate)

1.5 × 1.5 × 1.5 93 147 × 90 
(partial k-space)

84 msec 7.8 sec  89

2 × 2 × 2 70 110 × 90 64 msec 4.5 sec 137

3 × 3 × 3 47  73 × 60 48 msec 2.3 sec 308

4 × 4 × 4 35  55 × 45 42 msec 1.5 sec 547
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based on a 22 cm × 18 cm × 14 cm field of view to span the brain, at 3 tesla, with TE = 30 msec 
and a 250 kHz bandwidth.

In practice, lower bandwidth values are often used to further increase the SNR and also to 
reduce the gradient strengths that are needed. Using lower gradients will increase the imaging 
time but can improve image quality because electrical currents may be induced in components 
of the MRI system by rapidly changing magnetic fields. ἀ ese electrical currents are termed 
eddy currents and can cause image distortions, particularly in EPI and spiral imaging methods 
with long acquisition times. A common site of eddy currents is the wall of the helium-filled 
dewar, although most modern MRI systems are designed to reduce and/or compensate for eddy 
currents. A related problem is small electrical currents that can be induced in peripheral nerves 
of the person being imaged, if their arms or legs form a closed loop, such as if their hands are 
clasped together or if their ankles are crossed and bare skin is touching. Peripheral nerve stimu-
lation can cause brief sensations of tingling or slight pressure.

Another factor that may cause actual imaging parameters to be different from the esti-
mates above is limitations in the options available on the MRI system. For example, some 
systems may limit the choice of acquisition matrix sizes to be multiples of powers of 2, such 
as 256, 192, 128, 64, and so on. The imaging sequence may also require small additional 
amounts of time for each slice if additional gradients are used, or different durations of RF 
pulses if gradient ramp times are used, and so forth. As a result, the above examples can-
not be taken as exact but are good estimates of the effects of using different parameters for 
fMRI acquisitions.

ἀ ere is no single “optimal” fMRI method because the ideal values of speed, resolution, SNR, 
and coverage of the anatomy cannot be delivered simultaneously. ἀ e best balance of what can be 
achieved depends on the particular application. For example, for an investigation of function in 
the visual cortex, high spatial and temporal resolution may be achieved by imaging only the par-
ticular region of the brain that is of interest as opposed to whole-brain coverage. Alternatively, 
detection of all of the brain regions involved with a distributed system, such as with the percep-
tion of pain, may benefit much more from whole-brain coverage and high temporal resolution 
than from high spatial resolution. ἀ ere are also options such as whether or not to leave a gap 
between adjacent imaging slices to span more of the anatomy. However, leaving a gap can cause 
greater sensitivity to small body movements, unless very long repetition times (TR) are used, 
because the magnetization in the imaging slices will not have the same T1-weighting as the 
magnetization in the gaps. Even slight movement could cause tissues that were previously in 
the gap between slices to move into an imaging slice, resulting in higher signal intensity in the 
subsequent acquisitions of that image location, until a new steady-state T1-weighting is reached. 
As a result, the signal intensity time course could include signal changes in time that are not 
related to neural activity, potentially causing errors in the fMRI results. Another imaging option 
is whether or not to have cubic voxels to facilitate spatial normalization or reslicing the imag-
ing data to other orientations, or, more importantly, to have consistent partial-volume effects in 
all regions of the anatomy. Partial-volume effects refer to the signal intensity observed in every 
voxel being the sum of the signals from all of the different tissues within the voxel. When voxels 
are not cubic, partial volume effects may vary systematically, depending on the position in the 
brain, because at different locations the largest dimension of the voxels may align parallel to the 
cortical gray-matter layer, whereas at other locations it may be transverse to the gray-matter 
layer (Figure 6.4).

Finally, considering all of these factors, a common range of imaging parameters emerges. A 
survey of recently published fMRI studies done at 3 tesla (to represent an intermediate range) 
indicates that the most commonly used imaging method and parameters for human brain fMRI 
are listed in Table 6.3. Among the examples surveyed, the bandwidth (BW) was not specified. 
However, the BW can be adjusted to be the lowest possible while still achieving the desired 
imaging speed.
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Key Points

 12. Imaging methods for BOLD fMRI must balance the requirements of BOLD sensi-
tivity, rapid and repeated imaging of the region of interest with spatial precision, 
and a high SNR.

 13. ἀ e highest BOLD sensitivity is achieved with gradient-echo imaging, with the 
echo time, TE, set equal to the T2

* of the tissues in the region of interest.
 14. ἀ e optimal balance of spatial resolution, imaging speed, BOLD sensitivity, and 

SNR, appears to be obtained with single-shot fast imaging methods, such as EPI 
or spiral sampling of k-space, to image multiple contiguous 2D image slices, with 
approximately 3 mm × 3 mm × 3 mm cubic voxels.

Figure 6.4 Illustration of the systematic variation of partial volume effects that may occur 
depending on position in the brain with noncubic voxels. The magnified view depicts three simulated 
examples of sets of four voxels with larger vertical than horizontal dimensions, at various locations 
relative to the gray matter (which appears darker than white matter in this T1-weighted image). The 
average signal that would be contained within each voxel can be seen to vary with the orientation of 
the boundary between gray matter and white matter.

Table 6.3 Commonly Used Imaging Parameters for Human Brain fMRI at 3 Tesla

Imaging Method Gradient-Echo EPI

Echo time (TE) 30 to 40 msec

Repetition time (TR) 2 to 4 sec

Slice thickness 3 to 5 mm

Field of view (FOV) 192 mm × 192 mm to 240 mm × 240 mm

Sampling matrix 64 × 64 is most often used, but 128 × 128 is also common

In-plane image resolution 1.8 mm × 1.8 mm to 3.8 mm × 3.8 mm

K10992.indb   133 5/3/11   12:21:44 PM

© 2011 by Taylor & Francis Group, LLC



Essentials of Functional MRI

134

 15. Typical repetition times that are needed to acquire a complete set of images span-
ning the region of interest are 2 to 4 sec.

 16. ἀ e optimal imaging parameters depend strongly on the specific needs of the fMRI 
application and on the MRI system capabilities and magnetic field strength. ἀ ere 
is no single standard method that is suitable for every application.

6.4  Special Regions
ἀ e challenges presented by magnetic susceptibility differences between air, tissues, and bone and 
by physiological motion can significantly affect the sensitivity and reliability of fMRI results and 
have a strong influence on the optimal methods for any given application. ἀ ere are particular 
areas of the CNS that are much more affected by these challenges than other areas. For example, 
the frontal lobe and temporal lobes of the brain are near the air spaces in the sinuses and ear canals, 
and are prone to signal loss and image distortion. ἀ e brainstem and inferior portions of the basal 
ganglia are similarly near air spaces; and the spinal cord is surrounded by the bone in the spine, 
and its entire length is near the lungs. As a result, these areas of the CNS are much less frequently 
discussed in the scientific literature than are other areas of the brain. Nonetheless, with appropri-
ate adaptations of fMRI methods, it is possible to map activity in all of these challenging areas.

6.4.1  Causes of Image Distortion and Signal Loss
ἀ e volume magnetic susceptibilities, χ, of air, bone, and tissue (gray matter and white matter) 
are respectively 0.4, –8.4, and –8.8 to –9.0 ppm (repeated from Table 3.2). ἀ e volume suscep-
tibility of intervertebral discs in the spine have been measured to be similar to water at around 
–9.8 ppm, whereas the lipid component of marrow in the vertebrae increases the susceptibility 
value by about 0.15 ppm (56). Recall that when the body is in a magnetic field, B0, inside the 
various materials in the body the magnetic field is altered and is given by B = (1 + χ)B0. ἀ e 
magnetic field is continuous across boundaries between tissues and so at air/tissue and bone/
tissue interfaces there are spatial field variations that are, in effect, small magnetic field gradi-
ents. When echo-planar imaging is used with a field of view of 22 cm and a receiver bandwidth 
of 220 kHz, then a gradient of 10 kHz/cm, or 2.35 gauss/cm, is needed. ἀ e magnetic field dif-
ference of 0.25 gauss between air and tissues (in a field of 3 tesla) might seem insignificant in 
comparison. However, the field difference at such interfaces produces two important effects. ἀ e 
first is its contribution to T2

*, since:

 1 1
2 2T T* = + γ∆B

where ∆B is the total field variation across a voxel. Typical values of T2 and T2
* in the brain at 

3 tesla are 90 msec and 30 msec, respectively, indicating that the value of γ∆B is 22.2 sec–1, or 
∆B = 0.83 × 10–3 gauss. If the effect of an air/tissue interface spans across 10 voxels, then the 
variation in each voxel is 0.025 gauss, which results in an additional γ∆B of 669 sec–1. ἀ e result-
ing value of T2

* in the voxels within the effect of the interface is therefore reduced to 1.4 msec. 
ἀ e field variation effect diminishes with distance from the interface, and this number is just 
an estimate, but it serves to demonstrate the cause of the reduced signal intensity observed in 
T2

*-weighted images in the vicinity of such interfaces (Figure 6.5).
ἀ e second effect of the field variations at interfaces is to cause image distortions by adding to 

the magnetic field gradients that are applied for spatially encoding the MR signal. An important 
difference between the gradients and the field variations at interfaces is that the gradients can 
be applied for brief periods and turned off and can be reversed if needed. ἀ e field variations 
at interfaces are constant. ἀ e echo-planar imaging method (as described in Chapter 5.5 and 
shown in Figure 5.22) samples across k-space in the +kX direction, the phase-encoding gradient 
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is applied briefly to step the value of kY by a small amount, and then the frequency-encoding gra-
dient is reversed to sweep back across k-space in the –kX direction, and so on. ἀ e field variations 
at interfaces will therefore add to the gradient when sampling across k-space in one direction 
and will subtract from the gradient when sampling in the opposite direction. ἀ e values of kX 
and kY are expected to be kX = γGXt and kY = γGYT and the phase of the signal in a voxel at a loca-
tion (x,y) at a fixed point in time is expected to be ϕ = kXx + kYy. ἀ is two-dimensional encoding 
is, of course, applied after a slice-selective RF pulse has tipped the magnetic moments within 
a slice away from alignment with B0. ἀ e effect of the interface will depend on the position of the 
slice that is selected as well. We can use the term ∆Binterface to refer to the field variation caused 
by the interfaces at any three-dimensional (x,y,z) location, and for this discussion the x, y, and z 
coordinates correspond with the GX, GY, and slice directions. ἀ e actual phase of the signal at a 
specific (x,y,z) location is therefore given by:

 φ γ= + + ′k x k y B x y z tX Y ∆ ( , , )interface

An important point here is that t′ is the time elapsed since the center of the RF excitation pulse 
(the time when the magnetic moments were rotated away from alignment with B0). For the sig-
nal from some localized regions (i.e., where ∆Binterface ≠ 0), the actual position in k-space that is 
being measured does not match the expected position. Keep in mind that during this time the 
values of kX and kY are being varied systematically to sweep across all of the value of k-space that 
we want to measure, and that every point in k-space represents data from the entire imaging 
slice. It is not possible to simply correct the values of k-space for the spatially localized magnetic 
field distortions, because this would require prior knowledge of what the ideal image would look 
like. However, it is possible to correct for larger scale or global magnetic field distortions that 
alter the effective values of GX or GY by measuring the field distortions, and then accounting for 
the systematic shifts in the actual values of kX and kY these would cause. ἀ e effect of ∆Binterface 
on the resulting images is simulated and shown in Figure 6.6.

ἀ e simulation shown in Figure 6.6 is approximate and takes into consideration only the 
tissues that are in the plane of the imaging slice. Actual distortions are equally caused by 
interfaces outside of the imaging slice as well, the important factor being the distance from 
the interface. Actual distortions and signal losses due to reductions in T2

*-values are shown in 
Figure 6.7 for three different imaging methods applied at the exact same location and slice ori-
entation in one person. ἀ e HASTE method (half-Fourier single-shot fast-spin echo), shown 
in the leftmost frame of Figure 6.7, is a fast spin echo method, with slightly more than half of 
k-space sampled, whereas the middle and rightmost frames show spin-echo and gradient-echo 
acquisitions, respectively, and both of these were acquired with EPI spatial encoding. Significant 

Spatial distortion due
to air/tissue interfaces

Signal intensity loss (“dropout”) due to
air/tissue interfaces

Figure 6.5 Axial images acquired with single-shot EPI showing the loss of signal and spatial 
distortion caused by magnetic susceptibility differences at air/tissue interfaces.
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image distortion can be seen in regions of the brain, brainstem, and spinal cord, and can be seen 
to depend primarily on the spatial-encoding method (i.e., HASTE versus EPI) and very little on 
the differences between spin-echo and gradient-echo methods. Spatial distortion is expected to 
occur in any images with long acquisition times, such that values of γ∆Binterfacet′ are significant 
relative to kXx + kYy, including spiral methods, EPI, or any encoding scheme.

To apply fMRI in regions near interfaces with magnetic susceptibility differences, it is there-
fore necessary to avoid long acquisitions. ἀ e question then is, What is a sufficiently short acqui-
sition time in order to avoid distortions? A distortion will be apparent whenever one part of 
the image appears to be shifted in position with respect to its surroundings. We can consider 
different regions of an object separately and treat the resulting image as the sum of the images 
of the different regions. If the images to be constructed are NX × NY points, then the image of 
one region will be shifted by the width of 1 pixel, if there is a phase increment of 2π/NY between 
successive points across k-space in the kY direction. ἀ e phase difference, φ, between two regions 
with a magnetic field difference of ∆B, after a time interval t, is given by φ = γ ∆B t. With an EPI 
spatial-encoding scheme, successive data points in the kX direction are sampled at the dwell time, 
DW, apart (recall that DW = 1/BW). Successive lines in the kY direction, however, are sampled 
at intervals (NX DW + 2 Tramp) apart, where Tramp is the time taken to turn the gradients on or 

GE-EPISE-EPIHASTE

Figure 6.7 Actual examples of the image distortion and signal loss caused by magnetic suscep-
tibility differences at air/tissue and bone/tissue interfaces. HASTE is a half-Fourier fast spin-echo 
method, whereas the middle and rightmost frames show results obtained with EPI spatial-encoding 
schemes, combined with spin-echo (SE) and gradient-echo (GE) methods, respectively.

Simulated distortion
and signal loss

Simulated distortion
with EPI

Original imageField distortion map

Figure 6.6 Simulation of the effects of magnetic susceptibility differences, ∆Binterface, as shown in 
the left-most frame, if the image data shown in the original image were to be acquired with an EPI 
method. The resulting distortion is shown (simulated) in the third frame, and the additional effect of 
signal loss due to changes in T2

*, is shown in the rightmost frame. Significant distortion and signal 
loss around the frontal lobe, brainstem, and spinal cord are clearly visible.
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off (i.e., to ramp the gradients). ἀ is means that to get the phase increment of 2π/NY in the time 
elapsed between successive points in the kY direction, we need a magnetic field difference of:
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Having this field difference between two regions would cause the image of one region to be shifted 
by 1 pixel in the y direction with respect to the image of the other region. When the images 
are summed (to produce the actual image), then there may be an area where the shifted and 
nonshifted regions overlap, resulting in much higher signal, and another area where the shifted 
region leaves nothing but a signal void in the image, as can be seen in Figures 6.6 and 6.7.

Actual values for an EPI acquisition could be an acquisition matrix of 64 × 64, with a sam-
pling rate of 4 μsec per point and a ramp time of 150 μsec. Using these values, the field difference 
needed to produce a shift of 1 pixel width is:
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A field shift of 0.025 gauss near an air/tissue interface (i.e., 10% of the magnetic field differ-
ence between air and tissues) could therefore cause the signal from that region to be shifted by 
3.8 pixels in the resulting image. Any increase in NX, NY, or DW would reduce the magnetic field 
difference needed to cause a shift of 1 pixel width. However, increasing NX or NY also reduces 
the size of each pixel.

Another effect of long acquisition times is that the transverse relaxation that occurs while 
the data are being acquired becomes significant and reduces the spatial resolution of the result-
ing images, as discussed in Chapter 5. In particular, between sequential values of kY, the signal 
decays by the amount e−ts/T2*, where ts is equal to (NX DW + 2 Tramp). Using the values for NX, DW, 
and Tramp from the previous example, ts is therefore equal to 0.556 msec. Since T2

* is approxi-
mately 30 msec in the brain at 3 tesla, then the signal decays by a factor of 0.982 between each 
successive line. While this may not seem very large, the cumulative effect across 64 lines is a 
reduction to 0.305. ἀ e progressive exponential decay of the signal across kY lines results in 
the same effect as the resulting image being convolved with the Fourier transform (FT) of the 
exponential decay, that is, a Lorentzian function. Recall from Chapter 2 the Fourier convolution 
theorem that FT(A × B) = FT(A) ⊗ FT(B). ἀ e decay of the signal depends on the time interval 
between successive kY points, and the full width at half of the peak height of the correspond-
ing Lorentzian function is equal to 1/(2T2

*). Using the same frequency units, each pixel in the 
resulting image spans a width equal to 2π/(NY ts). ἀ e full width at half height can therefore 
be expressed as ((NY ts)/4π T2

*) pixel widths. Depending on how the signal decay is modeled, 
whether uniformly across the data sampling or symmetrically from the center of k-space as with 
some imaging methods, there are slightly different forms of this expression in the literature. For 
example, Jesmanowicz et al. (57) expressed the width as ((NY ts)/2π T2

*) and abbreviated the dura-
tion (NY ts) as TRO for the read-out time. Nonetheless the key point is the same, being that longer 
sampling times with larger values of either NY or ts will result in lower resolution. If we continue 
the example above and use values of 64 for NY, 0.556 msec for ts, and 30 msec for T2

*, then the 
effect of the transverse decay across k-space is to convolve the image with a Lorentzian function 
with a width of 0.0944 pixels. ἀ is would cause only a very slight reduction of spatial resolution, 
such that if the acquired pixel size was 3 mm, then the actual resolution would be approximately 
3.14 mm (i.e., multiplied by 1 + 0.0944/2). However, if instead we acquired data in a 128 × 128 
matrix, the width of this Lorentzian function would be 0.378 pixels, and the 3 mm pixel size 
would be spread out to an image resolution of approximately 3.57 mm.
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6.4.2  Modified fMRI Methods for Special Regions
It is possible to avoid the distortions described above by using conventional encoding schemes 
in which the phase encoding is applied individually for each line of k-space, as opposed to being 
accumulated across successive lines, as with EPI or spiral imaging. Another alternative is to use 
segmented EPI acquisitions, in which, for example, every second line of k-space is acquired after 
one RF excitation pulse, and then the remaining lines are acquired after a second RF excitation 
pulse. Similarly, every fourth line could be acquired in four separate acquisitions to sample all 
of the lines of k-space. In this case, the phase difference between successive lines is spread across 
four lines, and the resulting shift caused by ∆B is decreased by a factor of 4. ἀ at is, instead of 
a shift of 3.8 pixel widths in the above example, we would see a shift of 0.95 pixel widths, and 
therefore much less distortion.

Signal loss due to reduction of T2
*-values at interfaces between materials with different mag-

netic susceptibilities can only be avoided by significantly reducing the echo time, TE, or by using 
spin-echo imaging methods. As described earlier, spin-echo methods can be used to detect the 
T2 changes produced by the BOLD effect, although with less sensitivity than would be obtained 
with detecting T2

* changes with gradient-echo methods (52). In some regions, the improved 
image quality may be a necessary trade-off for the reduced BOLD sensitivity.

Specific methods for fMRI of the frontal lobe or temporal lobes, in order to obtain high sen-
sitivity to BOLD signal changes and also spatial accuracy, can be theorized (actual examples are 
shown in Section 6.5) based on this knowledge of how the distortions and signal loss are caused. 
Limiting the choices to BOLD-sensitive T2

*-weighted acquisitions, then a gradient-echo method 
must be used. Conventional spatial-encoding methods (i.e., one line or k-space per RF excitation 
pulse) can be used with a small flip angle and short repetition time in an effort to avoid distor-
tions while keeping the imaging time short. Continuing the example of working with a 3 tesla 
MRI system, then we want the echo time to be equal to 30 msec. ἀ is will affect the lower limit 
of how quickly the data for one slice can be acquired. If we use similar parameters as those for 
EPI, as in the previous examples, then for now we can assume we have a 64 × 64 matrix, 250 kHz 
receiver bandwidth (i.e., 4 μsec sampling rate or DW), and 22 cm × 22 cm field of view to provide 
3.4 mm × 3.4 mm in-plane resolution. ἀ e time to sample one line of 64 points with different kX 
values is 0.256 msec (4 μsec/point × 64 points). If the echo time is set at the center of each line of 
data, then the minimum time to acquire one line of data from one slice is 31.9 msec. ἀ is time 
allows an additional 1.5 msec for half of the RF pulse not included in the echo time, half of the 
data sampling time after the echo time, and 0.15 msec for ramping down the gradients. As a 
result, the minimum time needed to sample 64 lines of data is 2.04 sec, and this does not allow 
time to acquire data from multiple slices, and very little time for longitudinal relaxation between 
RF excitation pulses. Even a relatively small number of slices, such as 10, would take a minimum 
TR of 319 msec and a total acquisition time of 20.4 sec, while still only covering a 34 mm span 
if we used cubic voxels. As a result, this approach is not practical for most applications of fMRI 
unless a very small number of slices is sufficient.

An alternative approach is therefore to use a segmented EPI acquisition (58,59). As indicated 
above, to acquire one line of 64 points at a sampling rate of 4 μsec/point, plus 150 μsec each to 
turn the gradients on and off, adds up to 0.556 msec. Acquiring 16 of the 64 lines with different 
phase-encoding (kY) values would therefore take 8.9 msec. ἀ e point in time when the center 
of k-space is sampled is the echo time. If the center of k-space is sampled at the center of the 
ninth line, then another 8.5 lines or 4.7 msec is needed to complete the sampling. ἀ e minimum 
time needed to acquire one segment of k-space data for one slice is 36.2 msec (1.5 msec for half 
of the RF pulse, 30 msec echo time, plus 4.7 msec). ἀ e time needed to acquire one segment 
of data for 40 slices is therefore 1.45 sec, and to acquire all of the data needed to construct the 
images for 40 slices is 5.8 sec. Because the repetition time will be 1.45 sec, the flip angle for 
excitation needs to be reduced from 90° to reduce the T1-weighting of the resulting images. ἀ e 
optimal angle is the Ernst angle (described in Chapter 3) at 74° for a TR of 1.45 sec, assuming a 
T1-value of 1.1 sec. At this flip angle the signal intensity will still be 96% of that obtained with 
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a 90° flip angle (i.e., sin(74°) = 0.96). ἀ is segmented-EPI method will therefore produce the 
same image resolution as a typical single-shot EPI acquisition for fMRI, with approximately 
96% of the SNR, with image distortions reduced by a factor of 4, at the expense of a longer, but 
still reasonable, total acquisition time of 5.8 sec (although with more sensitivity to movement of 
the person being imaged).

A degree of reduction of spatial distortions and signal loss due to magnetic susceptibility 
differences can also be achieved by other means or a combination. For example, the TE could 
be reduced below the typical optimal value, causing a slight reduction in BOLD sensitivity. 
While this does not decrease the total time span over which the data are acquired, it can reduce 
the signal loss from regions where T2

* is reduced. ἀ e slice thickness can also be reduced, thereby 
decreasing the amount of signal variation across the voxel, or similarly the in-place resolution 
could be increased. Both of these changes would result in a smaller voxel volume and therefore 
lower SNR. ἀ e time taken to acquire the data, and over which the errors accumulate, can be 
reduced by only sampling part of k-space and using zero filling, or parallel imaging methods 
can be applied (both of the methods are described in Chapter 5). ἀ ese methods also result in a 
reduction of SNR. As always, the improvements that are gained with these approaches must be 
balanced with the costs.

Additional challenges that may be encountered with fMRI of regions such as basal ganglia 
or regions of the brainstem are the small physical dimensions of some regions (such as specific 
regions of the thalamus) (60), and the motion of the brainstem that occurs with each heartbeat 
(61). ἀ e image distortion due to air/tissue interfaces, as discussed above, is also a problem in 
these regions, and so must still be considered as well. ἀ e movement of the brainstem in the head-
foot direction has been measured to be about 0.6 mm, and there may be an anterior– posterior 
component to the motion as well, as observed in the cervical spinal cord (61). ἀ e impact of this 
movement on fMRI data is expected to depend on the image resolution. For example, if image 
data are obtained with 1 mm transverse slices, so that the movement is through the plane of 
the slice, then 0.6 mm movement may cause significant signal variations. One component of 
the effect is the variation due to the tissues within the slice changing, as the brainstem moves, 
and the second component is that the amount of T1-weighting may vary due to changing times 
between repeated excitations of the same slice. To clarify, recall that imaging slices are typically 
acquired in an interleaved order, such as 1, 3, 5 …, then 2, 4, 6 …, in order to avoid the effects of 
slight cross-excitation between adjacent slices. While each slice is excited once every TR period, 
its immediate neighbor is not excited immediately after, but rather approximately ½ TR after 
(and ½ TR before as well, since the images are repeated). If the brainstem moves 0.6 mm, com-
pared with a 1 mm slice thickness, then some tissue will be excited twice in the time 1/2 TR, and 
other tissue will be excited twice in 3/2 TR, resulting in variable T1-weighting of these tissues. 
ἀ e resulting signal variation could obscure the neuronal-activity–related signal changes that 
we are trying to detect. Allowing gaps between the imaging slices would not improve the situa-
tion but may actually compound it by adding an additional possibility for how often the tissues 
are excited. Possible solutions, or at least ways of reducing the signal variation, include (1) using 
thicker slices, so that the amount of movement is proportionately smaller; (2) using a longer TR 
and/or smaller flip angle, so that the amount of T1-weighting even in ½ TR is relatively small; 
or (3) using a cardiac-gated acquisition. ἀ is last option will typically require more time to 
acquire the image data but can provide the additional benefit of reducing the artifacts that are 
produced in the phase-encoding direction when image data are acquired from moving tissues 
(as described in Chapter 5).

ἀ e challenge presented by small physical dimensions of some regions, such as the brainstem, 
requires adaptations to acquire image data with higher resolution and careful consideration of 
the slice orientation that is best suited to the particular application. While one option to achieve 
higher spatial resolution is to reduce the FOV, this will substantially decrease the SNR of the 
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resulting images. Recall that SNR ∝ Total imaging volume/ (N NX Y BW). If in the previous 
example the FOV is reduced from 220 mm × 220 mm to 110 mm × 110 mm to decrease the reso-
lution to 1.7 mm × 1.7 mm, then the SNR will be reduced by a factor of 4. However, if instead the 
FOV is not changed but the matrix is increased from 64 × 64 to 128 × 128, then the SNR will be 
reduced by a factor of 2. However, the trade-off is that the acquisition time will be longer, poten-
tially increasing the total imaging time and being more prone to image distortions. Continuing 
the example above, if we used a single-shot EPI method, the magnetic field shift needed to pro-
duce a distortion of 1 pixel width would be:

 ∆B =
× + ×( ) =

2 128
128 4 2 150

0 0023π
γ µ µsec sec

gau. sss

If there is a field shift of 0.025 gauss near an air/tissue interface, the pixels in the resulting image 
would be shifted from this location by 10.9 pixel widths. ἀ e time needed to acquire a 128 × 128 
matrix of data with single-shot EPI would be approximately 104 msec (again assuming a 4 μsec 
sampling rate and 150 μsec ramp time). As described above (Table 6.1) we would have to resort 
to a partial-Fourier acquisition to sample the center point of k-space at an echo time of 30 msec. 
Considering the long acquisition and high expected distortion, the single-shot method is not 
well-suited to this application.

Once again, a segmented EPI method may provide an appropriate solution to this imaging 
problem. By acquiring the data in eight segments, for example, the image distortion would be 
reduced from a displacement of 10.9 pixel widths to 1.4 pixel widths. ἀ e time needed to acquire 
the data for one segment from one slice would be 13.0 msec, and the total time needed for each 
segment for each slice would be 37.6 msec with an echo time of 30 msec. We could therefore 
acquire the data from 1 segment for each of 20 slices in 0.75 sec, or the entire set of image data 
in 6 sec. ἀ e optimal flip angle, the Ernst angle, in this case would be 60°, which would reduce 
the SNR further because the signal intensity will be multiplied by sin(60°) or 0.87. ἀ e end result 
is a trade-off of higher spatial resolution and less image distortion for slower imaging time, 
although the time of 6 sec for each complete set of images is still reasonable for fMRI.

For comparison, we can also consider acquiring the data in four segments. ἀ is would require 
an acquisition time for each segment of 26.0 msec, and the total time needed to acquire one seg-
ment for each slice would be 44.1 msec, for an echo time of 30 msec. One segment from each 
of 20 slices could be acquired within a TR of 882 msec, and a complete set of image data would 
therefore take 3.5 sec. In this case, with the longer TR compared to the eight-segment example 
above, the Ernst angle would be 63° and only a very slight increase in SNR would be expected. 
ἀ e drawback of the four-segment approach would be greater image distortion compared with 
the eight-segment method, but the advantage would be a shorter imaging time.

Specific adaptations of BOLD fMRI for the spinal cord can also be made as described above, 
using segmented EPI to reduce distortion (62). However, imaging the spinal cord presents the 
greatest challenges, with both very large magnetic field distortions and very small physical 
dimensions of the spinal cord cross-sectional anatomy. Efforts to reduce the image distortions 
and signal losses that are caused by nonuniform magnetic fields also tend to reduce the sensitiv-
ity to the BOLD effect, which itself depends on local distortions of the magnetic field around 
deoxyhemoglobin (63). ἀ e requirements of sensitivity to the BOLD effect and also high image 
quality are therefore at odds.

In the relatively extreme case of the challenges presented by fMRI of the spinal cord, the 
alternative contrast mechanism signal enhancement by extravascular water protons, or SEEP, is 
needed (described in detail in Section 6.6). Because SEEP contrast can be detected with proton 
density–weighted images, this method provides the option of using spin-echo imaging meth-
ods as opposed to gradient-echo imaging, which is preferred for BOLD contrast. In addition, 
spin-echo methods have options for fast imaging methods that do not require the use of long 
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acquisition periods as with EPI or spiral methods. It is important to keep in mind that EPI and 
spiral are methods for sampling k-space and can be used with either gradient-echo or spin-echo 
imaging methods. In spite of this fact, it has become relatively common in scientific papers on 
fMRI to simply use the term EPI as though it also implies a gradient-echo imaging method 
unless otherwise specified. As described in Chapter 5 (Figure 5.21), with a fast spin-echo 
method, each line of data at a single value of kY is sampled after a 180° refocusing pulse, with 
the phase encoding applied specifically for each line of data. ἀ at is, the phase encoding does 
not rely on the cumulative effect of repeated gradients as with EPI, and therefore the resulting 
image does not have the same sensitivity to image distortion. Producing each successive line of 
data requires the time to apply the 180 pulse°, then the phase-encoding (kY) gradient, then turn 
on the frequency-encoding (kX) gradient, sample the data over a range of kX values, and then 
apply the reverse phase-encoding gradient to return the kY value to zero. If we sample data for a 
128 × 128 matrix with a receiver bandwidth of 100 kHz, for example, then the sampling rate is 
10 μsec/point and requires 1.28 msec to sample each line of kX values. Other timing parameters 
may depend on the MRI system capabilities, but reasonable values are 3 msec to apply each RF 
pulse, 1 msec for each phase-encoding gradient, including 0.15 msec to ramp the gradients on 
or off. Using these timing values, the total time required for each line of data is therefore 6.58 
msec. As a result, sampling the 128 × 128 matrix for a single-shot fast spin echo will require a 90° 
pulse followed by a train of 128 separate 180° pulses and will take approximately 846 msec for 
each complete image. ἀ e fast spin-echo method therefore cannot approach the speed provided 
by EPI methods and deposits considerably more energy into the tissues due to the RF pulses, as 
described in Chapter 5. However, this method can provide high resolution (1 mm × 1 mm (64)), 
high SNR, and high image quality with little to no distortion, as shown with the HASTE method 
in Figure 6.7.

As demonstrated above, although certain areas of the CNS present additional challenges for 
fMRI, function can nonetheless still be mapped in these areas. Typical fMRI acquisition meth-
ods must be adapted for each specific application, and trade-offs of slower imaging speed must 
occasionally be tolerated.

Key Points

 17. Magnetic susceptibility differences between air, bone, and tissues create magnetic 
field distortions that can cause image distortion and signal loss, particularly with 
fast imaging methods.

 18. Imaging methods with longer data acquisition periods (i.e., more time spent actu-
ally sampling the data), such as with EPI and spiral k-space sampling, are more 
sensitive to the effects of magnetic field distortions.

 19. Progressive signal attenuation across k-space as a result of transverse relaxation 
while data are being sampled results in a reduction of spatial resolution in the 
resulting image.

 20. Image distortions in areas near air/tissue or bone/tissue interfaces can be reduced 
by using imaging methods with conventional (line-by-line) k-space sampling or by 
using segmented or multishot EPI or spiral k-space sampling.

6.5  Specific Examples of fMRI Applications—
Setting the Acquisition Parameters

As demonstrated in the previous section, there is no single optimal method that suits all appli-
cations of fMRI, but rather the method must be adapted for each specific case. However, the 
range of choices is limited by the capabilities of the MRI system and the imaging method and by 
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the needs for high sensitivity to neuronal-activity–related signal changes. Many published fMRI 
studies therefore use very similar imaging parameters, but it is very useful to understand when 
and how these parameters can be adjusted to improve the sensitivity and reliability of the result-
ing maps of neural activity. Likely, the best guides available for demonstrating optimal imaging 
parameters are the published fMRI studies that have achieved the desired sensitivity and spatial 
precision for mapping neural activity changes in response to a stimulus or task. While under-
standing the underlying theory is extremely useful, the differences between theory and prac-
tice are revealed by the experience that has been gained by practitioners of fMRI over the two 
decades that have passed since it was first introduced.

One such example is by Greene et al. (65), who aimed to study the neural correlates of moral 
judgment. In such a study, it is expected that a number of brain areas will be involved, and the 
design must account for the possibility that some areas may be unexpected or may have rela-
tively brief responses. ἀ e fMRI method in this example was applied at both 1.5 T and at 3 T 
and employed BOLD contrast. Although it was not specified in the paper, we can presume that 
gradient-echo imaging methods were used. For the experiments carried out at 1.5 T, single-shot 
spiral k-space encoding was used with a TE of 45 msec to sample a 240 mm × 240 mm FOV, to 
produce image data with 3.75 mm isotropic voxels. ἀ e repetition time was set at 2 sec and the 
flip angle was 80°. A total of 20 slices were imaged in each TR period, and these were oriented 
parallel to the AC-PC line (the line between the anterior commissure and the posterior com-
missure). ἀ e experiments done at 3 T employed single-shot EPI k-space encoding with a TE 
of 25 msec, a 192 mm × 192 mm FOV, and 3 mm isotropic voxels. In this case the authors left 
a 1 mm gap between slices, and image data were acquired from 22 slices parallel to the AC-PC 
line. Again, a TR of 2 sec was used but the flip angle was set at 90°.

ἀ e imaging parameters used in this study at both field strengths correspond very closely 
with those predicted by the theory in the previous sections as being optimal. An effective bal-
ance between the primary needs of high temporal resolution, relatively high spatial resolution, 
and whole-brain coverage is demonstrated by the choice of imaging parameters.

Another example is a study by Barry et al. aimed at investigating the effectiveness of data 
processing methods for reducing distortions in fMRI data acquired with gradient-echo EPI. 
ἀ e data in this example were acquired at 4 T and used a two-shot EPI sequence (i.e., data were 
acquired in two segments) “to improve image quality by decreasing T2

* blurring” (66, p. 237). 
Images of 17 slices were oriented parallel to the calcarine sulcus and were acquired with a 
192 mm × 192 mm FOV, in a 64 × 64 matrix, to produce image data with 3 mm isotropic voxels. 
ἀ e TE was set at 15 msec, and the TR was 1 sec, with a flip angle of 40°, and the resulting time 
for each complete set of images was 2 sec.

A more application-based example of fMRI is the study of emotional and cognitive aspects 
of pain by Wiech et al. (67). ἀ e goal of this study was to investigate the perception and neural 
processing of pain and therefore, as in the first example above, required whole-brain imaging to 
demonstrate the distributed networks involved with pain perception, as well as relatively high 
temporal resolution. In this example, fMRI data were acquired at 3 T using gradient-echo EPI 
with an echo time of 30 msec. Images were acquired in 33 axial slices with a thickness of 3 mm 
and a 1-mm gap between slices, with a 192 mm × 192 mm FOV, and a 64 × 64 matrix. Again, the 
resulting data represented 3 mm isotropic voxels. ἀ e repetition time was set at 2.38 sec for each 
complete set of images, and the flip angle was 90°. In this case, whole-brain imaging with cubic 
voxels was balanced with the need for high speed.

A related study of pain processing was carried out in the brainstem by Fairhurst et al., also 
employing BOLD contrast and a gradient-echo EPI method. In this case, however, the imaging 
method was “designed to optimise functional sensitivity in the brainstem” (60, p. 103). Images 
were acquired of 24 coronal slices, each 2 mm thick in order to span the entire brainstem, with 
a TR of 3 sec. ἀ e FOV was set at 192 mm × 224 mm, with a 64 × 64 matrix, to produce images 
with a resolution of 3 mm × 3.5 mm. ἀ is study was carried out at 3 T and the TE was again set 
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at 30 msec, as in previous examples. Here, relatively thin slices were imaged in coronal planes in 
order to match the anatomy of interest.

Finally, a recent example of fMRI applied in the spinal cord (68) employs SEEP contrast (see 
Section 6.6). In this example a number of adaptations are made to accommodate the imaging 
challenges presented by the spinal cord. Image data were acquired at 3 T in nine sagittal slices, 
each 2 mm thick, using a HASTE method. ἀ e FOV was set at 200 mm × 100 mm, and a 192 × 
96 matrix was sampled to produce approximately 1 mm × 1 mm in-plane spatial resolution. ἀ e 
TE was set at 38 msec to produce primarily proton density–weighted images, and the TR was 
limited to 1 sec per slice for a total of 9 sec to acquire each complete set of images. In comparison 
with the previous examples, this method employs the less common SEEP contrast, at the cost of 
much slower imaging speed, to achieve much higher than usual spatial resolution and little to 
no spatial distortion to accommodate the anatomy of the spinal cord.

ἀ ere are many more such examples in the published literature, in which deviations from 
what might be considered the “standard” fMRI imaging method have been adopted to suit the 
needs of the function of interest and/or the anatomy of interest. ἀ e examples above serve to 
illustrate the point that there is no real standard method for fMRI, although even the variations 
are within reasonable boundaries. More examples of fMRI applications, specifically clinically 
related studies, are provided in Chapter 9.

Key Points

 21. ἀ ere is no single optimal method that suits all applications of fMRI, but rather the 
method must be adapted for each specific case.

 22. Many published fMRI studies use very similar imaging parameters nonetheless.
 23. ἀ e most commonly varied parameters are the spatial resolution, slice thickness, 

slice orientation, numbers of slices, and the repetition time and corresponding 
flip angle.

6.6  Alternative Contrast Mechanisms
ἀ e same physiological changes that give rise to BOLD signal changes, as described above, can 
also produce MR signal changes by other mechanisms and can be used for fMRI. However, the 
contrast mechanisms, and sensitivity to neural activity, can be quite distinct from the BOLD 
effect. ἀ ese alternative contrast mechanisms are summarized in Table 6.4 and are discussed in 
detail in the following sections.

Table 6.4 Summary of Alternative Contrast Mechanisms That Can Be Used for 
fMRI, and the Underlying Physiological Mechanism That Is Used to Detect Changes 
in Neural Activity

Contrast Mechanism
Physiological Property That Is Detected at Sites 

of Neural Activity

Signal enhancement by 
extravascular water protons (SEEP)

Activity-dependent changes in tissue water 
content due to swelling of neurons and glial cells

Vascular space occupancy (VASO) Blood volume changes

Perfusion-weighted imaging (PWI) Blood flow changes

Diffusion-weighted imaging (DWI) Activity-dependent changes in water self-diffusion 
due to swelling of neurons and glial cells
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6.6.1  Signal Enhancement by Extravascular Water Protons (SEEP)
ἀ e SEEP contrast mechanism was discovered during an attempt to verify that the BOLD signal 
change occurs in the human spinal cord as it does in the brain (51,69–72). ἀ ese early stud-
ies demonstrated that the BOLD effect does indeed occur in the spinal cord, but there is also 
another process contributing to MR signal changes as well that cannot be attributed to a change 
in relaxation times.

As described above for the BOLD effect, astrocytes make contact with both blood vessels 
and neurons and play a role in providing metabolites to neurons, maintaining the extracellular 
concentration of glutamate (73–75), and have been shown to play an important role in effective 
neuronal signaling (76,77). When glutamate is released from vesicles in the axon terminal and 
travels across the synaptic cleft to trigger the depolarization of the adjoining neuron, the remain-
ing glutamate is rapidly absorbed by astrocytes by means of high-affinity sodium- dependent 
transporters (76). ἀ is process helps to maintain the extracellular glutamate concentration at 
the essentially low level required for effective neuronal function. Astrocytes also convert the 
glutamate they absorb into glutamine, which is then rereleased into the extracellular space and 
absorbed by neurons. Neurons then convert the glutamine back into glutamate and package 
it into vesicles ready for release at the synapse. When glutamate is actively taken up by astro-
cytes, each molecule is accompanied by three Na+ and one H+ transported into the cell, and one 
K+ transported out, and so is also accompanied by water entering the cells (76). In addition, 
astrocytes have been shown to be depolarized during neuronal activity as a result of uptake of 
potassium in proportion to the number of active neurons in the vicinity and the frequency at 
which they fire (74). As a result of these effects, the extracellular/intracellular volume ratio has 
been shown to change significantly in isolated tissue samples of rat spinal cord tissue during and 
following neuronal stimulation (78,79). During electrical stimulation of a dorsal nerve root at 
10 Hz for 1 minute, the extracellular volume was observed to decrease by roughly 5%. However, 
these measurements were done in isolated tissue in the absence of blood flow where water could 
only move between intracellular and extracellular spaces. In vivo the situation is more com-
plex because of the added contribution from water moving out of the blood vessels into the 
extracellular space. ἀ e outcomes of the cellular volume changes are that (1) the astrocyte pro-
cesses wrap around the synapse more closely, making it more effective at taking up glutamate; 
and (2) the extracellular space becomes more tortuous, restricting the diffusion of glutamate to 
neighboring synapses (77). ἀ e function of the astrocyte therefore plays a role in the effective 
functioning of the neuron as well by inhibiting propagation of neuronal signaling.

Increases in blood flow to sites of neural activity are driven by increased perfusion pres-
sure due to upstream relaxation of arterial smooth muscle. Water continually crosses the 
blood vessel walls in the CNS, primarily in capillaries, to produce extracellular fluid (ECF) 
(80,81), and some may be reabsorbed near the venous end of the capillaries. ἀ e production 
of extracellular fluid from capillaries arises from the well-known Starling Law of Capillaries. 
Some of the ECF moves through the interstitial space until it is absorbed across the glial-
pial membrane and enters the cerebrospinal fluid (CSF). Approximately 30% of CSF obtained 
from a spinal tap originates from the capillary bed (82). ἀ is is a normal but important physi-
ological function because it compensates for the absence of lymphatics in the CNS. At sites of 
neuronal activity, the increased perfusion pressure is expected to alter the fluid balance and 
increase the rate of production of ECF. Functional imaging studies carried out with positron 
emission tomography (PET) using radio-labeled water as a tracer support this idea as they 
have demonstrated increased unidirectional clearance of water from the blood into the brain 
parenchyma (83,84).

ἀ e net result of the water movements out of the blood vessels and into the astrocytes is a 
local increase in tissue water content, or spin density, and can be detected with MRI to demon-
strate sites of neural activity (51,69,85,86). Hence, the term signal enhancement by extravascular 
water protons.
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Evidence of activity-dependent changes in water content, and therefore proton density, has 
been provided in a series of studies. Initial evidence was obtained in the spinal cord, which 
demonstrated roughly equal signal changes with spin-echo and gradient-echo EPI at the same 
echo time, in contrast to the BOLD model (51,52,69,70). Studies of signal changes as a function 
of echo time with gradient-echo and spin-echo images in the spinal cord demonstrate that the 
signal change extrapolated to TE = 0 for spin-echo data is consistently around 2.5%, again in 
contrast with BOLD theory. ἀ e intercept value is not significantly different from zero with 
the gradient echo, showing that the water compartment contributing to the signal change is 
more easily detected with a spin echo than with a gradient echo. ἀ erefore, this compartment 
is expected to have a short T2

* (< 10 msec) and cannot be attributed to blood. A detailed study 
in the spinal cord has demonstrated that there are two components contributing to the sig-
nal changes, one that demonstrates the BOLD effect and another than demonstrates a proton-
 density change, and signal changes of 3.3% were observed in spin-echo data with an echo time 
of 11 msec (69). In the same study, the proton-density change in one component was determined 
to be approximately 5.6% upon a change in neuronal activity. Based on this work, an effective 
method for fMRI of the spinal cord (discussed further in Sections 6.4.2 and 9.2.7) has been 
developed based on single-shot fast spin-echo imaging with the echo time set as short as possible 
(TE = 35–40 msec).

A comparison of spin-echo (T2-weighted) and gradient-echo (T2
*-weighted) data in the brain 

over a range of echo times shows that the intercept value extrapolated to TE = 0 is approximately 
1% with spin echo and is significant, but is lower in the brain than in the spinal cord (51). A 
similar comparison of SEEP and BOLD fMRI in the brain at 3 T demonstrates the relative loca-
tions of activity with each, as well as the fact that the SEEP signal changes are around 2% with 
spin-echo EPI at an echo time of 22 msec (85). Areas of activity with SEEP are in close proximity 
to those observed with BOLD, but the two are adjacent and overlap only slightly. ἀ is evidence 
suggests that SEEP signal changes may occur near capillaries and near the site of neural activity, 
whereas the BOLD changes are known to occur primarily in venules and veins. More evidence 
for the existence of a proton-density change contribution has also been shown by fMRI studies 
done with fast spin echo with an echo time of 24 msec at a low field of only 0.2 T (86,87). Even 
in a field of 0.2 T the signal changes were detected at sites of neuronal activity with a two-hand 
motor task, with a magnitude of 2%. ἀ e SEEP signal changes detected in the brain have there-
fore been seen to be around 2% at 0.2 T, 1.5 T, and 3 T and so do not demonstrate the same field 
dependence as the BOLD effect.

ἀ e best evidence to date for the SEEP effect has come from recent studies combining 
light-transmittance microscopy and functional MRI of superfused cortical tissue slices from 
rats. Tissue slices were stimulated with 26-mM potassium (K+) at room temperature to elicit 
neuronal activity, followed by perfusion with artificial CSF to allow recovery (88,89). Light-
transmittance microscopy confirmed the occurrence of cell swelling. In separate experiments, 
the same preparation was used in combination with fMRI at 3 T, using imaging methods estab-
lished for SEEP fMRI of the spinal cord (90,91). ἀ e results of fMRI also revealed signal changes 
in the cortical gray matter that occurred upon stimulation with K+ (Figure 6.8). Experiments 
with hyper- and hypoosmotic perfusion solutions also confirmed that tissue swelling or shrink-
ing due to osmotically driven water movements result in decreases, and increases, respectively, 
in both light transmittance and MRI signal intensities. ἀ ese findings confirm a mechanism of 
MR signal change arising from changes in tissue water content that is independent of blood or 
blood oxygenation and that arise concomitant to neuronal activity.

Unlike the BOLD contrast mechanism, SEEP does not rely on a change in relaxation time 
and can therefore be detected without any relaxation-time weighting of the data. ἀ at is, it 
can be detected with proton density–weighted imaging. ἀ is weighting provides the distinct 
advantage of producing images with the highest possible SNR. In addition, SEEP fMRI data 
can be acquired with spin-echo methods, again to provide higher SNR and better image quality, 
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in terms of lower spatial distortion and less sensitivity to image artifacts. SEEP has also been 
shown to provide a greater contrast-to-noise ratio than BOLD (92). ἀ e ability to acquire data 
with spin-echo methods makes it possible to acquire fMRI data in areas of poor magnetic field 
homogeneity near air/tissue and bone/tissue interfaces, as discussed in Section 6.4.

ἀ e timing of the SEEP response has been determined by characterizing the response func-
tion, similar to the hemodynamic response function for BOLD (Figure 6.9) (90). ἀ e SEEP 
response function demonstrates a slightly slower response than BOLD, taking approximately 
7 sec to reach the peak response, and a slow return to baseline after the stimulus, taking approxi-
mately 14 sec with no poststimulus undershoot.

ἀ e drawbacks of the SEEP contrast mechanism are that (1) it is therefore slower than BOLD, 
and (2) the areas of activity are more highly localized. While this latter point may reflect greater 
precision, it presents a challenge because the localized areas of activity are more difficult to detect 
than the relatively broad areas of activity demonstrated by BOLD contrast. ἀ e smaller areas of 
activity with SEEP therefore require higher spatial resolution, are more affected by motion, and 
require greater spatial precision when aligning and combining or comparing results from dif-
ferent people.

6.6.2  Perfusion-Weighted Imaging (PWI)
An important feature that is common to BOLD contrast and SEEP contrast, discussed above, 
is the change in blood flow at sites of increased neural activity, and this blood flow change can 
be measured directly in order to reveal a change in activity. ἀ e delivery of arterial blood to 
the capillaries where gas exchange occurs with the tissues is termed perfusion and is typically 
quantified in terms of milliliters of blood, per gram of tissue, per unit time. Normal values in 
the gray matter regions of the brain are around 1.2 to 1.4 mL/g/min, as summarized in Table 6.5. 
Over the entire brain with an average mass of 1.4 kg, the average rate of perfusion is 750 mL 
blood/min, resulting in 0.54 mL/g/min. ἀ e overall rate of O2 consumption is 46 mL/min or 
0.033 mL/g/min.

35302520

KClKCl

Time (minutes)
151050

–2

–1

1

Pe
rc

en
t S

ig
na

l C
ha

ng
e

2 Average
cortical

Average
subcortical

3

0

Figure 6.8 Signal intensity time course data observed in fMRI experiments with live cerebral 
slices from rats, superfused with oxygenated artificial cerebrospinal fluid (CSFa) at room tempera-
ture during baseline periods. Slices were briefly depolarized twice by changing the control superper-
fusate to iso-osmotic aCSF containing 26 mM potassium chloride (KCl) for 2 minutes. Periods of 
superfusion with high KCl are indicated with black bars at the bottom of each plot. Signal intensity 
is plotted for regions containing predominantly cortical gray matter (black line) or subcortical gray 
and white matter (gray line). Each trace represents the averaged signal from six cerebral slices.
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Functional imaging based on detecting changes in perfusion has been developed to supple-
ment BOLD fMRI, or in some cases has been argued to be a more sensitive and more direct 
measure of brain function (95). By quantifying changes in CBF, and also knowing the BOLD 
signal changes, it is possible to estimate changes in CMRO2 at sites of neural activity (96). ἀ e 
perfusion information itself can be used for as well as for characterizing blood flow in tumors 
or other tissues.
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Figure 6.9 Measured response functions for brain fMRI data obtained with BOLD contrast (solid 
line) and with SEEP contrast (dashed line). Data were measured at 3 sec intervals, and therefore 
each time point represents a 3 sec span.

Table 6.5 Rates of Blood Flow to Various Regions 
of the Brain

CNS Region Mean Perfusion (mL/g/min)

Whole brain (average) 0.54

Sensorimotor cortex 1.38

Auditory cortex 1.30

Visual cortex 1.25

Caudate nucleus 1.10

Thalamus 1.03

Association cortex 0.88

Cerebellar nuclei 0.87

Cerebellar white matter 0.24

Cerebral white matter 0.23

Sources: Data from Kety, S.S., Brain Res Bull 50, 5–6, 
415–416, 1999 (93); Ganong W.F., Review of 
Medical Physiology, 13th ed, Appleton & Lange, 
Norwalk, CT, 1987, Table 32 (94).
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Several different methods can be used for perfusion imaging, but all are based on the general 
idea that the blood flowing into a region can be made to be differently T1-weighted than the 
stationary water in the tissues and so forth in the region being imaged. Variations of the method 
are called arterial spin labeling (ASL), for reasons described below, or pulsed arterial spin label-
ing (PASL), continuous arterial spin labeling (CASL), EPISTAR, PULSAR, QUIPSS, and many 
others. Perfusion MRI is an in-depth topic on its own, and for this brief introduction it is best 
to focus on the common features of this family of methods (97–99). ἀ e three different basic 
approaches that are used in essentially all perfusion imaging methods include the following:

 1. Inject a bolus of paramagnetic contrast agent, so that the transit time of the bolus 
through the region of interest can be characterized with time-series images (100).

 2. Apply a 180° inversion pulse over a region containing the major arteries feeding the 
region of interest, and then ~1–2 sec later image the region of interest. ἀ is method is 
referred to as tagging or labeling the blood and is used in variations of the ASL method 
(101). ἀ e results are calibrated by comparison with images obtained in the absence of 
an inversion pulse (Figure 6.10).

 3. Apply a 180° inversion pulse over the region of interest, and image the region after 
allowing time for blood to flow into the region that has not been affected by the inver-
sion pulse. A variation of this method is to acquire images of the region of interest 
preceded by a slice-selective 180° inversion pulse, and then acquire a second set of 
images preceded by a nonspatially selective 180° inversion pulse. ἀ e time allowed 
between the inversion pulses and the imaging is set to be equal to the T1-value of 
blood, to allow time for the blood to flow into the imaging region. ἀ is method is 
called flow-sensitive alternating inversion-recovery, or FAIR (102,103).

180° inversion pulse applied to thick slice
for “labeling” the arterial blood

Images  acquired after a time interval
to allow for blood transit

Figure 6.10 Arterial spin-labeling method of perfusion imaging. An inversion pulse is applied 
over the neck, causing the blood flowing into the brain to be T1-weighted. Images of the brain there-
fore have reduced signal intensity depending on the rate of perfusion, the time elapsed since the 
inversion pulse, and the T1-value of the blood.
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ἀ e last method list above, FAIR, provides examples of the common features of all of the per-
fusion imaging methods, and so we can focus on it. ἀ e contrast between the stationary tis-
sue and the amount of blood that moves either into or out of the region is provided by the 
time allowed for perfusion, given that the T1 of blood is relatively long at 1200–1350 msec at 
1.5 T, and around 1600 msec at 3 T (104). ἀ e blood that has been affected by the inversion pulse 
is replaced by blood that was not affected, causing the net observed MR signal to be altered, in 
proportion to the perfusion. ἀ at is, if fully relaxed blood flows into a slice that has experienced 
an inversion pulse, then the MR signal is greater in the subsequent image of that slice. ἀ e 
effective longitudinal relaxation time appears to be reduced, because the signal appears to have 
recovered more quickly because of the perfusion. On the other hand, if blood that has been 
affected by an inversion pulse flows into an unaffected region, then the total signal is reduced 
when that region is imaged, again in proportion to the rate of perfusion.

ἀ e effective change in the observed relaxation rate (in the case of fully relaxed blood flowing 
into a region that has experienced an inversion pulse), is given by:

 1 1
1 1T T* = + f

λ

where T1
* is the observed longitudinal relaxation time, T1 is the longitudinal relaxation time of 

the tissues, f is the rate of perfusion (typically around 0.02 mL/g tissue/sec in gray matter in the 
brain), and λ is the tissue partition fraction (0.9 mL water/g tissue). ἀ e signal obtained with 
nonselective inversion at a time interval TI before a gradient-echo EPI acquisition, for example, 
would be:

 S S e eNS = −( )− −
0 1 2 1 2TI/T TE/T*

With an inversion pulse that is not spatially selective, the in-flowing blood receives the same 
excitation as the blood in the slice and there is no apparent reduction in T1. On the other hand, 
when the slice-selective inversion is used, then the apparent T1-value, T1

*, more accurately reflects 
the properties of the signal that is observed:

 S S e eSS = −( )− −
0 1 2 1 2TI/T TE/T* *

With these two equations the assumption is made that the proton density, S0, is constant between 
the two scans. T2

* effects are also included in these equations because they may not be constant 
if there is a change in blood oxygenation (i.e., the BOLD effect). ἀ e difference between the two 
signals is:
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Now we can put in the full expression for T1
*, and rename the signal SFAIR:
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Because the value of TI f/λ is always much less than 1, the last term can be expanded with a first-
order approximation:

 S S e e fFAIR
TE/T TI/T TI /= − −2 0

2 1
*

λ
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Based on this signal difference, SFAIR, the rates of perfusion can be mapped and quantified, and 
differences in perfusion resulting from neuronal activity, exercise, respiratory challenge, and so 
forth can be measured. ἀ e ratio of the FAIR signals measured during rest and stimulation con-
ditions can be expressed as (103):
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In this last equation, βBOLD accounts for possible variations in the BOLD effect, given by the 
exp(–TE/T2

*) term, and recall that f is the perfusion, or local CBF, for a given image voxel. As a 
result, it is possible to quantify the relative changes in perfusion between stimulation and base-
line conditions. If the tissue T1-value is accurately determined, then absolute perfusion rates can 
also be estimated.

ἀ e challenges of perfusion imaging methods are primarily the poor SNR that results from 
applying the inversion recovery, and then subtracting two images with selective and nonselec-
tive inversion. ἀ e ratio of signals between rest and stimulation conditions is therefore quite 
sensitive to noise. Another challenge arises with trying to obtain multi-slice data with the 
same inversion times for each slice when nonselective inversion is used, while still maintain-
ing a reasonable repetition time for functional imaging. Particularly with multi-slice acqui-
sitions, RF pulses used to invert the magnetization can cause magnetization transfer effects 
(see Section 4.7) in neighboring regions, and some variations of the method are specifically to 
compensate for this effect. Nonetheless, a number of different approaches have been proposed 
to overcome these challenges, and sensitive perfusion-weighted images of the human brain have 
been demonstrated and can provide important information to support fMRI data.

6.6.3  Vascular Space Occupancy (VASO)
A variation of the perfusion imaging methods described above can demonstrate changes in 
blood volume that may occur in relation to neuronal activity. Using a nonspatially selective 
inversion pulse with the inversion time, TI, set to null the signal from blood, the image signal is 
reduced according to how much blood is in each voxel. An increase in blood volume therefore 
results in a decrease in MR signal. Changes in blood volume between rest and stimulation con-
ditions can therefore be detected and quantified using similar procedures as with other func-
tional imaging methods. For example, at 3 tesla the T1-values of gray matter, white matter, blood, 
and CSF are, respectively, 1209 msec, 758 msec, 1627 msec, and 4300 msec (values used here are 
from Donahue et al. 2006 (105), although there is some variation in the values reported in the 
literature (105–107)). ἀ is means that the MR signal that would be measured at 1128 msec after 
a 180° inversion pulse would be multiplied by a factor of 0 for blood, 0.21 for gray matter, 0.55 
for white matter, and –0.54 for CSF. ἀ e signal attenuation is due to the longitudinal recovery of 
the magnetization after the inversion pulse, according to the expression:

 S S e= −( )−
0 1 2 1TI/T
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If the fraction of volume that is occupied by blood increases in a given voxel, then the signal 
intensity that is measured will decrease accordingly.

ἀ ere are a number of challenges with this method, including obtaining an accurate esti-
mate of the T1 of blood and acquiring images of multiple slices with the same inversion time, 
with a repetition time that is suitable for functional imaging. ἀ ere are also confounding effects 
from blood flow through the imaging region between repeated scans, the attenuation of the sig-
nal from gray matter and white matter, and the potential for contribution from CSF (105,108). 
Nonetheless, it has been reported that VASO-based fMRI reveals areas of activity that are more 
closely localized to sites of neuronal activity than are observed with BOLD fMRI, because VASO 
is less sensitive to the veins draining active regions (109).

6.6.4  Diffusion-Weighted Imaging (DWI)
Although diffusion-weighted imaging is more commonly used to detect changes in tissue struc-
ture at the cellular level, it has also been shown to reveal changes in tissue properties in rela-
tion to neuronal activity (110,111). Diffusion arises from random thermal motion of molecules 
and is characterized as a random walk. ἀ e average net displacement of a molecule in time is 
described by the diffusion coefficient, D, by the expression derived by Einstein: <d> = 2D t∆ , 
where <d> is the expectation value (i.e., average) of the displacement over the time interval ∆t. 
Structural components of tissues can have a significant effect on the observed diffusion, how-
ever, by restricting the distance that can be traveled, or simply by presenting more barriers to 
diffusion (Figure 6.11).

ἀ e method of diffusion weighting the MRI signal relies on magnetic field gradients to high-
light the displacement of hydrogen nuclei in time. By applying a strong magnetic field gradient, 
followed by an equal but opposite gradient, the effects of the gradients are canceled out only 
if the nuclei are stationary. Even slight amounts of movement result in a residual change in 
the phase of the MR signal from each nucleus. For a large number of nuclei (such as in even a 
one microliter (μL) of water), the phases are distributed across a range of values depending on 
how much, and in which direction, the nuclei have moved. Because the movement is generally 
random, the observed effect is a reduction in signal intensity proportional to the diffusion coef-
ficient, D:

 S S e bD= −
0

In this expression the value of b is the diffusion-weighting coefficient that is determined by the 
amplitude, duration, and spacing of the gradients, and will be described below.

(a) (b)

Figure 6.11 Representations of water self-diffusion by means of random walk movement driven 
by thermal motion, in both the unrestricted (left) and restricted (right) cases. In each case, one 
particle (such as a water molecule) is shown as starting at the blue dot, and traveling through several 
interactions to arrive later at the red dot.
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With a gradient-echo sequence, the diffusion-weighting gradients must be applied between 
the RF excitation pulse and the MR signal acquisition and must employ two equal and opposite 
gradients. A more common method is to use a spin-echo method with one gradient applied 
between the 90° excitation pulse and the 180° pulse, and a second gradient of equal magni-
tude and duration between the 180° pulse and the acquisition, as indicated in Figure 6.12. ἀ is 
allows more time for applying the diffusion-weighting gradients and therefore stronger diffu-
sion weighting. Similarly, stimulated echo sequences (see Chapter 4) are commonly used with 
the equal diffusion-weighting gradients applied before the second 90° RF pulse and after the 
third 90° RF pulse. ἀ e stimulated echo allows even more time to impose the diffusion weight-
ing while maintaining a relatively short effective echo time.

Using this scheme of two balanced gradients, the diffusion-weighting factor is given by the 
expression (112,113):

 b G= −( )γ δ δ2 2 2 3∆

ἀ e value of δ is the duration of each gradient pulse, and the value of ∆ is the time between 
the onsets of the two pulses. ἀ e gradient amplitude is indicated by G. ἀ e typical water self-
 diffusion coefficient, D, in the brain has a value of 0.95 to 1.76 × 10–3 mm2/s. However, the 
diffusion can depend significantly on the orientation of structural elements and has been 
observed to be two to four times higher along the direction of white matter tracts than per-
pendicular to the tracts and is even higher in some regions of the spinal cord. ἀ e directional 
dependence of the diffusion coefficient is known as diffusion anisotropy and has been proven to 
be very sensitive for detecting disruption of normally ordered tissues. (See the review of DWI 
by Beaulieu [114].) ἀ e typical magnitude of the diffusion coefficient demonstrates the need 
for very strong diffusion weighting to achieve sensitivity to changes in tissues. For example, 
with diffusion weighting of 1000 s/mm2, the attenuation from diffusion in the brain is roughly 
exp(–1000 s/mm2 × 10–3 mm2/s) = 0.37.

Diffusion-weighted images therefore reflect the movement of water, due to diffusion, in a 
particular direction, as determined by the direction of the gradient that is applied. Bulk move-
ment of the body, in which all of the hydrogen nuclei within a voxel move together, will result 
in a phase change that is the same for all nuclei and will therefore not contribute to the distri-
bution of phases that causes the reduction in the total signal. Blood flow tends to have a distribu-
tion of flow speeds across the vessel cross-section, and so generally tends to cause a very large 
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Figure 6.12 Schematic of a spin-echo sequence with a diffusion-weighting gradient added in 
only the frequency-encoding direction (shown in black).
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reduction in signal, similar to that expected for extremely rapid diffusion. ἀ e signal from large 
blood vessels can be almost entirely eliminated by applying diffusion weighting with a very 
small b-value of only 2 s/mm2 (96). Larger (although still relatively small) b-values of around 
250 s/mm2 (111,115) are needed to eliminate the signal from smaller blood vessels, due to the 
slower flow and presumably smaller distribution of flow speeds. To achieve good sensitivity to 
water self-diffusion in the brain, b-values of around 1000 s/mm2 are commonly used. As a result, 
in spite of the constant presence of blood and CSF flow, and efforts to avoid bulk movement of 
the body, the MR signal weighting can be dominated by the effects of diffusion, due to its ran-
dom nature and the relatively small movement it produces.

In most cases, when characterizing the tissues in the body, there is not a single known direc-
tion of water diffusion that is of interest, and we want to observe diffusion in many directions 
and make comparisons. It is possible to simply acquire several images, each with diffusion 
weighting in a different direction, to obtain this information. However, it can be more descrip-
tive to construct the diffusion tensor (Figure 6.13), which is a 3 × 3 matrix that is somewhat like a 
3D vector describing the diffusion. However, the tensor describes the diffusion in each direction 
in 3D, as well as the relationships between the different diffusion directions. ἀ e tensor can be 
rotated to describe the diffusion relative to any set of 3D coordinate system, or similarly the tis-
sues being measured can be oriented in any direction and the tensor will be rotated accordingly, 
showing the diffusion in different directions in the tissues.

By acquiring diffusion-weighted images with diffusion gradients in a sufficient number 
of different directions, a diffusion tensor can be constructed for each voxel. ἀ is is termed 
 diffusion-tensor imaging, or DTI, and is therefore an extension of DWI. ἀ e number of dif-
fusion directions needed is at least three, as long as they are all 90° apart, but the accuracy of 
the diffusion tensor increases with more directions. In many current applications of DTI, dif-
fusion weighting is applied in six different directions, but measurements in 20 or 30 different 
directions are also common. A limitation of this method is that the tensor approach describes 
the water movement due to diffusion as an ellipsoid (as indicated in Figure 6.13). To achieve 
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Figure 6.13 Example of a 3 × 3 diffusion tensor (from Basser et al. 1994 (96)) showing the form 
of the tensor and how it can be expressed as the eigenvectors or characteristic vectors that are along 
the principal directions of diffusion. That is, the eigenvectors show the directions of maximum and 
minimum diffusion. The eigenvalues indicate the magnitude of the diffusion coefficient along each 
of the principal directions. The units of the numbers are 10–3 mm2/s.
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greater accuracy the method has been extended with high angular resolution diffusion imaging 
(HARDI), or with Q-ball imaging with as many as 252 directions. ἀ ese are being developed 
with the understanding that tissues may be complex, and may not be fully described by a tensor 
with three principal diffusion directions (116).

ἀ e value of constructing the tensor (or more complex forms) is to reveal detailed structural 
information about tissues at the cellular level. Tissues such as white matter in the CNS have a 
structure that is highly oriented, and water can diffuse relatively freely parallel to the direction 
of long axons, but not across the axons because the cellular walls, myelin layers, and so forth, 
restrict the movement of the water. ἀ e diffusion tensor therefore reveals a high degree of diffu-
sion anisotropy, which refers to the ratio of diffusion coefficients in the direction of most rapid 
diffusion, compared with the direction of slowest diffusion. ἀ e magnitudes of the diffusion 
coefficients in the each of the principle directions are typically indicated with values λ1, λ2, and 
λ3 (as in Figure 6.13), and in this example are ordered from smallest to largest. Several different 
methods are used to quantify the anisotropy, depending on the situation. One method is to quan-
tify the deviation from the spherical case in which diffusion is equal in all three directions, with

 Ca =
+ −
+ +

λ λ λ
λ λ λ

3 2 1

1 2 3

2

Using the diffusion coefficients from the example in Figure 6.13 would give a value of 0.07, 
indicating a relatively low degree of diffusion anisotropy. For comparison, in normal appear-
ing white matter in the brain, anisotropy values have been measured at 0.30 in healthy control 
subjects and 0.25 in people with multiple sclerosis (117).

Gray matter, on the other hand, has no preferred direction of structural orientation and has a 
very low degree of (or zero) diffusion anisotropy. Differences in diffusion tensors between voxels 
in the brain or spinal cord can therefore provide detailed information about the tissues in the 
voxels and reveal important changes as a result of tissue damage and loss of white matter struc-
ture after trauma, or demyelination as a result of multiple sclerosis (for example).

Another application of DTI is to use the information it provides about the orientation of 
structures at the cellular level to estimate the paths of long white matter tracts. ἀ is process is 
called fiber tracking and is demonstrated in Figure 6.14. Limits of fiber tracking are imposed by 

Figure 6.14 Simulated example of diffusion tensor information in a plane. A long white-matter 
tract passes through the plane, with the center of the tract indicated by the red line. The diffusion 
anisotropy reveals the fiber orientation and can be used to trace the white-matter path. The sur-
rounding region is simulated to contain tissues or fluids with isotropic diffusion, as indicated by the 
spherical diffusion distribution.
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the precision of the diffusion tensors that can be constructed for each voxel and partial-volume 
effects (i.e., a voxel may contain more than one type of tissue). Another significant challenge is 
created by regions of converging or diverging white-matter tracts and crossing fibers. To over-
come these challenges, methods are being developed using HARDI or Q-ball imaging to detect 
multiple fiber directions within a single voxel (116,118).

Diffusion-weighted imaging methods are used in relation to fMRI in a number of different 
ways. Some investigations of the physiological changes underlying the BOLD effect, as well as 
attempts to improve the spatial precision of fMRI, have used diffusion weighting to eliminate 
the MR signal from large blood vessels (96,111,115). Another application is to combine fMRI 
with fiber tracking to attempt to trace the white matter pathways that connect physically sepa-
rated areas of neural activity (119). Finally, diffusion changes have been described at sites of 
neural activity (55,120) and are detected with time-series DWI while neuronal activity is sys-
tematically varied. ἀ e diffusion changes occur outside of blood vessels and are believed to arise 
from cellular swelling resulting in a change in the relative proportion of water that is in contact 
with cellular membrane surfaces.

Key Points

 24. Astrocytes and neurons swell slightly with water at sites of increased neural activ-
ity, changing the tortuosity of the extracellular space and causing astrocyte end-
feet to wrap around synapses.

 25. Signal enhancement by extravascular water protons, or SEEP, arises from water 
being exuded, or seeping, out of capillaries into the extracellular space and being 
taken up by metabolically active neurons and glial cells at sites of increased neural 
activity.

 26. MR signal changes due to SEEP arise from a change in proton density (i.e., water 
content) and are not due to changes in relaxation times.

 27. Perfusion-weighted imaging, PWI, demonstrates changes in blood flow, or perfu-
sion, through tissues and can therefore reveal neuronal-activity-dependent changes 
in blood flow.

 28. Changes in perfusion can be detected by means of arterial spin-labeling (ASL) in 
which an RF pulse is first applied to a region to label or tag the blood. Because 
blood has a long T1-value, the blood that has experienced the labeling pulse can 
affect the MR signal if it moves into or out of the region of interest, which is then 
imaged ~1–2 sec later.

 29. Vascular space occupancy, or VASO, demonstrates changes in blood volume in rela-
tion to neuronal activity. ἀ e method is based on an inversion-recovery method to 
null the signal from blood.

 30. Diffusion-weighted imaging, or DWI, can be used to quantify rates of water self-dif-
fusion in tissues. Apparent water diffusion coefficients are strongly influenced by 
cellular structures that restrict water movements and can therefore reveal details 
about tissue structure at the cellular level, including the orientation of axons in 
white matter.

 31. Diffusion changes have also been demonstrated in relation to neuronal activity 
and are believed to arise from changes in the cellular surface area interacting with 
water, as a result of neuronal and/or glial swelling.

 32. Diffusion-tensor imaging, or DTI, is an extension of DWI by making use of the fact 
that the MRI sensitivity to diffusion is direction dependent, and so the diffusion 
characteristics in each voxel can be described as a 3D tensor, and preferred direc-
tions of diffusion can be revealed.
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 33. Fiber tracking is an application of DTI in which the preferred diffusion parallel to 
long axons in white matter is used to attempt to trace the paths of long sections of 
white-matter tracts.

 34 ἀ e underlying physiological changes that are used to detect neuronal activity with 
the methods of BOLD, SEEP, PWI, VASO, and DWI are all related.
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7
Functional MRI Study Design

ἀ e theory underlying how functional magnetic resonance imaging (fMRI) data are obtained 
has been described in the preceding chapters, and the next essential element to consider is 
the design of the fMRI study such that the neural function(s) of interest can be detected with the 
highest degree of sensitivity and specificity. ἀ e design strategy consists of deciding which tasks 
or stimuli can be compared or contrasted to reveal the function(s) of interest, whether these are 
transient functions or can be sustained for a period of time, and whether or not interactions 
between functions are of interest. It is also necessary to decide how long the fMRI time series 
will be, and how many time points or volumes will be imaged to describe it, and how the tasks 
or stimuli will be applied in time. ἀ e wide range of flexibility in fMRI study designs therefore 
makes this method a powerful tool but can make the design task seem daunting. However, as 
will be described in this chapter, a considerable number of studies have been carried out to help 
identify the features of optimal design strategies.

7.1  Basic Principles of fMRI Study Design
ἀ e previous chapters showed how a magnetic resonance (MR) image is created (Chapter 5), 
how the signal intensity in each voxel can be made to depend on relaxation times and the proton 
density (Chapter 4), and how the relaxation times and proton density can be made to depend on 
the level of neuronal activity (Chapter 6) (more specifically, metabolism, blood flow, etc.). ἀ e 
net effect is that we can acquire MR images with signal intensities that depend, to some degree, 
on the local level of neuronal activity, or at least on physiological changes that are related to 
neuronal activity. Now we can bring all of these ideas together to design an fMRI study. ἀ e fol-
lowing sections will discuss only the blood oxygenation–level dependent (BOLD) fMRI method 
because this is by far the most widely used, and the general principles can be extended to the use 
of other contrast mechanisms as described in Chapter 6.

ἀ e key concept that is common to every fMRI study is that the neuronal activity of interest 
must be varied systematically so that any voxels that change signal intensity in relation to this 
activity can be detected. ἀ e second key concept is therefore implied, that we must acquire a 
time series of images in order to record the changes in signal intensity. It is important to keep 
in mind that we can only detect a change in neuronal activity. ἀ e focus of fMRI study design 
is therefore to determine which tasks or stimuli can be compared to reveal the neuronal activity 
of interest, and the most effective timing for applying these tasks or stimuli. ἀ e choices of tasks 
or stimuli and how they will be compared must be guided by a clear hypothesis, which is a state-
ment of the proposed result, formed in a way that it can be tested, and shown to be either true 
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or false. By having a clearly defined question to answer, the expected result can often be stated 
as the hypothesis.

For example, an fMRI study to detect the regions of the brain involved with fine motor skills 
of the fingers could compare a predetermined movement pattern of the fingers as the task condi-
tion, and no finger movement as the baseline condition. ἀ is comparison would reveal any areas 
of the brain that are involved in any way with the motor task. Alternatively, the baseline condi-
tion could be another motor task of the hand, but in which all of the fingers are moved together. 
Now the comparison would show the areas of the brain involved specifically with fine motor 
movements of the fingers. ἀ e hypothesis in this case could be that fine motor movement, in 
contrast with bulk movement, involves significantly more activity in the supplementary motor 
area. Another option is to alternate all three conditions, and make comparisons to reveal both 
the total motor response and specifically the areas involved with individual finger control. Such 
tasks could be used in a study of concert pianists or violinists, compared with a similar age and 
gender group of nonmusicians, and the study could be repeated after each group has an oppor-
tunity to practice the tasks. Alternatively, the same tasks could be used to compare a group 
of healthy control subjects with a group of patients who have suffered strokes affecting their 
hand motor skills. Each of the three conditions described in this example can be sustained for 
a period of time to allow the BOLD signal changes to reach a peak and maintain a certain level, 
or to return to baseline. ἀ e activity shown would therefore be the sustained activity over the 
whole period of each condition, which could be different from transient activity involved with 
performing each movement. Another alternative would therefore be to design the motor tasks 
to involve a movement of one finger at a time, or all fingers, every several seconds, and then to 
compare the responses to each type of movement (i.e., which finger or fingers moved).

Clearly, with even an apparently simple finger movement task, the design of an fMRI experi-
ment can become complex, because of the almost infinite combination of comparisons that can 
be made. Regardless of which comparisons are made, it is necessary to design the study to detect 
specifically the function(s) of interest, unambiguously from other neuronal functions, or other 
sources of signal change such as random noise and physiological motion. At the same time, it 
is clear that some form of communication with the person being studied is necessary, because 
they need to be told when to perform the task and when to rest or change to some other task. It is 
also desirable to record some form of response or feedback from the person being studied so that 
we have a measure of how they performed the task. ἀ e behavioral data are often essential to 
be able to analyze the fMRI data with the optimum sensitivity and to appropriately interpret 
the results.

Key Points

 1. ἀ e neuronal activity of interest must be varied systematically so that any voxels 
that change signal intensity in relation to this activity can be detected.

 2. A time series of images must be acquired in order to record the changes in signal 
intensity.

 3. Only differences or changes in neuronal activity can be detected.

7.2  Choice of Stimulation Method or Task
While clearly the method of stimulation or the cognitive task used for an fMRI study must relate 
to the neuronal function of interest, there are often options for the choice of stimulus or task and 
how it is applied, and important considerations and limitations imposed by the environment 
of the MRI system. ἀ e choice of stimulation method, or the task to have the person perform, 
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is often the first decision made when designing an fMRI study. It is also common to have to 
modify the stimulus or task to adapt to the limitations of the MRI system environment and the 
imaging parameters, once they are decided.

ἀ e person being studied with fMRI must typically lie on their back, within the cylindrical 
space inside the MRI system, which has a diameter around 65 cm and a typical length of 1.5 to 
2 meters. While it is necessary for the person to remain as motionless as possible during the 
fMRI study, studies of motor functions and proprioception require that the person perform 
some kind of motor task, and in many other types of studies some form of response or feedback 
is required from the person being studied, which may involve some movement. A common 
response method is to have the person press buttons on a keypad. ἀ e enclosed environment 
of the MRI system presents a constraint on how much the person can move or how they can 
position their hands or arms to respond with a keypad or other device. Any movement can also 
produce motion artifacts, and changes in position can alter the local magnetic field homoge-
neity, because of different materials (bone, muscle, air spaces, etc.) having different magnetic 
susceptibilities. However, some studies in the literature involve fairly complex reaching tasks (1) 
or even verbal responses (2) with highly reliable fMRI results.

Visual displays are commonly used for fMRI studies because they can effectively elicit emo-
tional responses, evoke memories, or present cognitive tasks such as language or math and so 
forth, or can be used to present written instructions. ἀ e shape of the MRI system and the 
magnetic field again imposes limits on the presentation of visual stimuli. One immediate factor 
to consider is that people cannot wear glasses to correct their eyesight while in the MRI sys-
tem, unless the glasses are specifically made to contain no magnetic or electrically conductive 
materials. Two common methods for visual presentation are (1) to use MRI-compatible goggles 
to present images to each eye via fiber-optic cables, and (2) to have a projector positioned some 
distance from the magnet and project images onto the back of a translucent screen either just 
outside of or within the MRI system (Figure 7.1) while the person views the front of the screen 
via a mirror positioned in front of their eyes. ἀ e MRI-compatible goggles typically include 
adjustments to correct the display for people needing glasses, and the visual angle spanned by 
the display can be very large. ἀ e use of a projector and rear-projection screen requires less spe-
cialized equipment but may require the use of MRI-compatible glasses and may be limited by 
the ~65 cm diameter bore of the magnet. However, some projection systems use a screen that is 

Rear-projection screen Projector in adjacent room

Wave guide (hole through the wall)
Images projected onto a screen, seen
through the bore of an MRI system

Figure 7.1 An example of a video projection system used for fMRI, using a projector and rear-
projection screen. In this case, the projector is in an adjacent room, to avoid the risk of placing it 
within the magnet room, and the projected light passes through a waveguide that provides a hole 
through the wall, while maintaining the shielding of the MRI system from radio-frequency noise. 
When a person is lying supine inside the MRI system, they can view the screen via a mirror posi-
tioned in front of their eyes.
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placed very near the person’s head while lying in the magnet and may be near enough to view 
without corrective lenses. Very detailed images and videos can typically be presented with both 
types of systems.

ἀ e enclosed space of the MRI system can be a distraction or even produce anxiety for some 
people and can therefore affect the performance of the tasks for the fMRI study. At the same 
time, the rapid gradient switching during imaging can produce sound levels as high as 120 dB, 
or about the same as a very loud car stereo, so the person being studied needs to wear ear-
plugs and/or headphones for hearing protection and to help with two-way communication. ἀ e 
loud sounds produced by the MRI system therefore present yet another effect that can interfere 
with the detection of some neural functions and can be particularly problematic for studies of 
audio processing. However, it is possible to carry out tests of task performance, measure reaction 
times, and so forth, and compare values measured inside the MRI system with those measured 
in a more hospitable environment (3,4), to determine whether or not the MRI environment 
affects the performance.

In spite of these potentially confounding effects, most participants in fMRI studies adapt 
quite quickly, within only a few minutes, to the environment and sounds of the MRI system. ἀ e 
first images acquired after the person has been positioned inside the MRI system are generally 
fast images that are used for subsequent selection of slice positions. After these initial images, 
verbal reassurance over the two-way communication system of the MRI system that everything 
is going well and that the images look good, can help an anxious study participant to relax. 
Contrary to what might be expected from the previous paragraph, a fairly common problem is 
the participant becoming bored or even falling asleep during an fMRI study. Efforts to make 
the participant comfortable, dim lighting within the MRI system, and rhythmic sounds of the 
MRI system during repeated imaging can lull the participant to sleep. ἀ e solution is often to 
try to make the tasks or conditions imposed for the fMRI study as engaging and interesting as 
possible, and limiting the duration of each experiment.

ἀ e choice of stimulation method or task to use for an fMRI study is therefore determined 
by the neural function to be studied, and the ideal choice would likely be the same method that 
would be used for behavioral testing or clinical tests of function. ἀ e environment imposed by 
the MRI system, however, can impose severe limitations on the choice of task and the like, so the 
choice must be adapted and a compromise reached for use with fMRI.

Key Points

 4. ἀ e choice of stimulation method has to evoke the function(s) of interest and must 
be possible within the environment of the MRI system.

 5. Communication is needed with person being studied, such as visual and/or audio 
presentations, to provide instructions and information to the person, and some 
form of feedback from the person to determine responses and/or recording of 
physiological parameters.

7.3  Choice of the fMRI Study Design
ἀ e options for the fMRI study design range from block designs (to detect sustained activity), 
in which conditions are applied for periods of time, to event-related designs (to detect transient 
activity) in which the responses to individual events are detected. Any combination between 
these two limits is possible as well, in the form of fast event-related designs, where individual 
events are carried out in succession so that the BOLD responses to individual events overlap 
in time; mixed designs, where blocks and events are both used allowing both sustained and 
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transient responses to be detected; and behaviorally driven designs, which require detailed mon-
itoring of the performance of a task or recording of physical parameters, or can be used with 
resting-state studies (5). ἀ e best choice of design depends on the neural function of interest.

7.3.1  Block Designs
Block designs in which stimuli or tasks are applied for sustained periods of time of ~10 to ~30 sec 
are probably the most commonly used designs for fMRI (see examples in Chapter 9). ἀ e sus-
tained activity produces a relatively strong BOLD response that reaches a plateau after about 
6 sec (see Chapter 6, Section 6.2.2), and images can be obtained at multiple time points during 
the response so that it can be detected with high sensitivity. ἀ e drawbacks of the block design 
are that not all neural functions can be sustained; some are transient by nature. Blocks often 
consist of multiple repeated trials, such as the finger-movement task described above. Errors in 
the task performance during the block may make the fMRI data invalid for comparison with 
other blocks. Over the course of a block the neural function of interest can also change due to 
practice, habituation, or expectation, or simply because of fatigue or shifting attention. If any of 
these effects during the block result in changes in the BOLD response, then the analysis to detect 
the expected sustained response may have reduced sensitivity. Shorter blocks can therefore pro-
duce more consistent BOLD responses, resulting in greater sensitivity. However, there are other 
factors that will be discussed below that support the use of longer blocks for greater statistical 
power in the analysis, and optimal designs will balance these effects.

7.3.2  Event-Related Designs
Event-related designs are an important alternative to block designs because they enable tran-
sient effects to be studied, as opposed to neural functions that can be sustained for several 
seconds or more. For example, individual finger movements could be studied instead of many 
repeated movements, or events consisting of reading math problems might be distinguished 
from thought processes to solve the math problem after it is read and understood. A very useful 
application is to compare and contrast activity detected between correct and incorrect subject 
responses, or to sort the trials in other ways depending on the subject responses. Yet another 
benefit is that stimuli or tasks can be randomized in time so that the person being studied can-
not plan responses, anticipate sensations, and so on. However, the primary disadvantages of 
event-related designs are that (1) they produce much smaller, and more brief, BOLD responses; 
and (2) a large number of event trials are typically needed, resulting in long fMRI acquisitions. 
ἀ e first point is illustrated in Figure 7.2, with two theoretical BOLD responses calculated for 
stimuli applied for 1 sec or for 20 sec. ἀ e predicted responses are based on the convolution of 
the BOLD hemodynamic response function (HRF) and the pattern of stimulation in time (6). 
As a consequence, event-related designs are much more sensitive to accurate models of the HRF 
for analysis but can also provide more accurate measures of the HRF in the results that are 
obtained. In practice, the event-related responses are observed to be lower in magnitude than 
those in the block design, but published examples indicate that the difference may not be as large 
as suggested by Figure 7.2, and the event-related response may be only about 35% lower than the 
block design (7–9). However, the observed signal changes depend on a number of factors such as 
the fMRI study design and the area of the brain that is involved.

ἀ e second disadvantage listed above arises due to the fact that the BOLD response must be 
allowed to return to the baseline level between each event. Here, the baseline level refers to the 
constant image intensity during the condition that is used as a reference for comparison to 
the stimulation or task conditions. ἀ e canonical BOLD HRF discussed in Chapter 6, and as 
shown in Figure 7.2, takes about 25 sec to return to baseline after a brief event. ἀ is means that 
if the fMRI acquisition takes 10 minutes, there is only time to detect the responses to 24 brief 
events. As discussed below in Section 7.5.4, this number of events might be sufficient, but a num-
ber of factors can affect the sensitivity of an fMRI study.
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7.3.3  Fast Event-Related Designs
Fast event-related fMRI study designs (and mixed designs discussed in the next section) provide 
a combination of the features of block and event-related designs. Fast event-related designs are 
useful for situations when a fully event-related design is not necessary or is not practical and 
responses to individual events are required results. ἀ e key difference between event-related 
and fast event-related designs is that there is not enough time allowed for the BOLD response to 
return to baseline between successive events with fast designs (Figure 7.3). ἀ e BOLD responses 
to successive events therefore overlap. It is assumed that the combined response at any point in 
time can be modeled as a linear sum of the two overlapping responses (10). ἀ ere is evidence that 
BOLD responses to two events, one occurring immediately after the other, do not always sum 
linearly (the combined response may depend on several factors such as the tasks or stimuli, tim-
ing, etc.) (9,10). However, it has been shown that as long as the two events are separated in time 
by 4 sec or more, the BOLD response to the first event begins to subside by the time the second 
response is growing, and the linear model is adequate (9).

Even though the BOLD responses to individual events overlap in time with fast designs, dif-
ferences in activity based on subject responses (such as correct or incorrect answers) can still be 
detected. Differences in activity between different tasks or stimuli can also be determined. For 
example, if two different tasks are performed (A and B) and the person being studied responds 
either correctly or incorrectly, then there are four possible responses to be detected (Ainc, Acorr, 
Binc, Bcorr). Each individual BOLD response may overlap with the responses that precede and fol-
low it, resulting in 64 possible combinations (combinations such as Acorr Acorr Acorr, Acorr Acorr Ainc, 
Acorr Acorr Bcorr, and so on). It may be possible to measure the responses to all 64 combinations 
several times, if enough events are observed. ἀ is would enable average responses to each of the 
four events, and interactions between them, to be determined. However, in practice, correct and 
incorrect responses may not occur at equal rates and will depend on the person being studied. 
Some of the 64 possible permutations may not be observed except infrequently, preventing reli-
able determination of specific average responses or interactions, and may need to be ignored. As 
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Figure 7.2 Theoretical BOLD responses calculated for a 1 sec duration (red line) stimulus or task 
event, and for a 20 sec duration (blue line) block. The stimulus or task pattern in time is convolved 
with the BOLD hemodynamic response function (HRF) to predict the total BOLD response patterns 
in time. The relative magnitudes of the two responses are shown in arbitrary units. This theoreti-
cal prediction likely overestimates the relative difference between the magnitudes of the block and 
event-related responses, and they are actually closer in magnitude with the event-related response 
being only about 35% lower than the block response. (Bandettini, P.A., Cox, R.W., Magn Reson Med 
43, 4, 540–548, 2000 [8].)
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long as the important responses of interest, and/or the interactions of interest, are adequately 
determined, then the study design can be considered to be effective. It may not be necessary to 
observe multiple combinations of every possible interaction.

ἀ e details of data analysis methods are discussed in Chapter 8, but it is worthwhile to under-
stand here, in the context of fMRI study design choices, how the responses to different condi-
tions, and their interactions, would be determined. In the example used above, the analysis of 
the responses would begin with identifying when each event occurred in the fMRI time series 
and distinguishing the event based on (1) correct or incorrect response and (2) which events 
preceded and followed it (Figure 7.4). ἀ e fMRI time-series data would be analyzed to detect 
when BOLD signal changes consistently occurred during each response type. In total, it would 
be possible to identify up to 64 different types of events (as described above for this particular 
example) and to determine the BOLD response to each type. To clarify, the results could show 
the time course of the BOLD response to each event type, as well as where in the image data the 
BOLD responses occurred. Interactions between events could be determined by contrasting 
one type of event (such as type Acorr, for example) with different types of events preceding them 
(e.g., such as types Acorr and Ainc).

7.3.4  Mixed Designs
Mixed designs consist of blocks of stimuli or tasks, but within each block are multiple types of 
events (11,12). ἀ e purpose of this design is to enable both transient and sustained components 
of neural responses to be detected at the same time. An important feature of the design is that 
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Figure 7.3 Examples of fMRI design approaches, ranging from block designs (left), through fast 
event-related designs (center), to purely event-related designs (right). The black lines indicate the 
timing for each block or event, and the red lines indicate the expected BOLD response timing deter-
mined by convolving the timing pattern with the hemodynamic response function.
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the events within the block of stimuli must be applied at variable intervals (i.e., the timing is 
jittered), so that the events do not produce a steady-state response that might be indistinguish-
able from the sustained components of the neural activity (11).

As a recent example of the use of a mixed design, Madden et al. (13) investigated age-related 
differences in executive control during task switching. During task blocks, the participant was 
given a cue word for how to categorize the succeeding target word. ἀ e participant pressed one 
of two buttons to indicate to which category the target word belonged. During the task block, the 
categorization was repeated or was switched unpredictably. In addition, for 25% of trials there 
was no target word presented. During baseline periods the participant viewed a row of three fixa-
tion crosses. ἀ e sustained activity during the task blocks was therefore demonstrated by consis-
tent signal changes between task and baseline periods, whereas transient responses were detected 
in response to a switch of the categorization instruction. Events in which the cue word was pre-
sented without a target word also permitted detection of the response to the cue word alone.

ἀ e analysis of mixed designs requires the assumption that BOLD responses to simultane-
ous or successive events are linear (i.e., they can be added or subtracted to produce the total 
response). Nonetheless, the published examples of the use of this design option demonstrate 
that it is highly effective and is essential for detecting both transient and sustained components 
of neural processes (12).

7.3.5  Behaviorally Driven Designs
A special case of fMRI analysis arises in resting-state studies in which the participant is often 
asked to do nothing or may be asked to simply fixate on a visual display. In this situation, there is 
no predictable BOLD response to model for the analysis. ἀ e analysis instead consists of detect-
ing spatially separated areas of the brain, or a network of specific regions of interest that have 
synchronous signal intensity changes over the fMRI time series. Alternatively, even in more 
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Figure 7.4 Example of a rapid event-related design with two types of trials (such as different 
tasks or stimuli, or correct or incorrect responses to one task type, etc.), with the timing of events 
of one type indicated in red and the other type in blue. The events occur only at time points spaced 
4 sec apart, but with a probability of occurring that varies slowly during the time series. The BOLD 
response that is predicted by convolving the event timing with the canonical hemodynamic response 
function is shown in the lower half of the figure.
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common fMRI studies in which a task is performed, participants may be allowed to function at 
their own pace. ἀ e timing of responses or actions can be recorded precisely and used as a model 
for subsequent fMRI analysis. In this latter case, the fMRI study design could be very much like 
the event-related, fast event-related, or mixed designs described above, depending on the timing 
chosen by the person being studied and on the neural functions that are of interest.

Key Points

 6. ἀ e best choice of design depends on the neural function of interest.
 7. Block designs consist of applying stimuli or tasks for sustained periods of time of 

~10 to ~30 sec and enable study of sustained functions.
 8. Event-related designs consist of brief events and the BOLD response to each event 

is detected. ἀ ese designs enable transient effects or functions that cannot be sus-
tained to be studied.

 9. Fast event-related fMRI study designs consist of events applied in succession so 
that BOLD responses to each event overlap in time. ἀ ese designs provide a com-
bination of the features of block and event-related designs and allow study of inter-
actions between trials.

 10. Mixed designs consist of blocks of stimuli or tasks, but within each block are mul-
tiple types of events. ἀ e purpose of this design is to enable both transient and 
sustained components of neural responses to be detected at the same time.

 11. Behaviorally driven designs are used for resting-state studies or self-paced tasks in 
which there is no predetermined pattern of task or stimulation.

7.4  Order and Timing of Presentation of Tasks or Stimuli
ἀ e duration of each stimulus or event, the timing between them, and the order in which differ-
ent tasks or stimuli are presented are key elements of the fMRI study design. ἀ ese factors have 
a strong influence on the BOLD signal changes, and consequently on how well different neural 
functions and interactions between them can be detected. As mentioned at the beginning of 
this chapter, the key concept that is common to every fMRI study is that the neuronal activ-
ity of interest must be varied systematically so that any voxels that change signal intensity in 
relation to this activity can be detected. If two different conditions are applied, such as a finger-
movement task and a rest condition, as in the example used earlier, then only the differences in 
function between these two conditions can be detected. If the finger-movement task involves a 
pattern of individual movements of each finger to press a sequence of buttons on a keypad, then 
the results may show areas of the brain involved with understanding the cue to move; plan-
ning the movement; the motor control of each finger, the hand, the wrist; and so on. If it is of 
interest to determine the function that is specifically involved with coordinating movements 
of individual fingers, then a second task could be used consisting of moving all of the fingers 
together to push several buttons at once. Now, the differences between the two tasks and the rest 
condition would be expected to have some common features such as understanding the cue to 
move, planning the movement, and so on. However, there are also differences expected because 
of the different movements that were performed. As a result, the contrast between the two move-
ment tasks would show the signal intensity changes, and areas of the brain, that differ between 
moving each finger individually and moving all fingers together.

In this example, since the finger or hand movements can be performed repeatedly, a block 
design will provide the greatest sensitivity for detecting function (as described below). Now it 
is important to consider whether there should be a rest condition between each movement task, 
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or if the task should be changed without a rest. Will the change of task alter the function that 
is detected, even if only transiently? Is the activity involved with the change of task important 
to detect? Will the order of the two tasks matter in this situation? With the different fMRI 
study designs described in the previous section, we can see that it could be possible to detect 
transient effects or to look for interactions between successive stimuli, and these factors must 
be considered in the study design. For this example, we could decide that we do not want to 
detect transient switching-related activity or look for interactions between tasks, so we can put 
a rest period between each task. If the neural functions of interest were different, then a differ-
ent combination of tasks and rest periods might be better. ἀ e example of the finger-movement 
tasks used here might seem simplistic, but in many regards it is no different to detect the activity 
involved with simple finger movements than it is to detect activity involved with complex cog-
nitive processes. In both of these examples, neuronal activity changes, altering the local rate of 
metabolism, thereby producing the net change in MR signal that we detect. ἀ e main difference 
is that it is easy to verify that a simple finger movement has been performed, and can be difficult 
to confirm that the desired cognitive process has been evoked. In either situation, monitoring 
of the task performance and feedback from the person are necessary for the data to be analyzed 
with the greatest sensitivity.

ἀ e example used above illustrates the importance of the different tasks or stimuli that are 
employed and how they are compared or contrasted to reveal the neural function of interest. 
Even with the apparently simple finger motor task, there are a number of options for how the 
task blocks are compared, and each can produce different results because they answer different 
questions. ἀ e comparison strategies that are most often used are summarized by Amaro and 
Barker (5) as subtraction, factorial, parametric, and conjunction (Figure 7.5).

ACD

Parametric: Effect = f(An) – B

ABDABCADACConjunction: Effect = AB

AB

A B

A B

A+B nAB

Subtraction: Effect = A – B

Factorial: A – nAB = (A+B) – B: Addition
A – nAB <> (A+B) – B: Interaction

(IV)

(III)

(II)

(I)

AC AD ABC ABD ACD

BBB
A3A2A1

Figure 7.5 The original caption reads: “Cognitive comparison strategies: (I) subtraction, based 
on ‘pure insertion’ principle; (II) Factorial, which provides a framework for testing ‘pure insertion’ 
theory; (III) Parametric, in which the ‘nature’ of the cognitive process is maintained, but its intensity 
is modulated; (IV) Conjunction, in which the conditions sharing the same cognitive component can 
the further analysed using an ‘intersection’ approach. Symbols: A, B, C, and D represent cognitive 
components in a given experimental condition in the experiment; nAB represents a condition where 
the cognitive components ‘A’ and ‘B’ are absent; A1, A2, A3 represent the ‘A’ cognitive component 
of a condition with three different cognitive ‘loads.’” (Reproduced from Amaro Jr., E., and Barker, 
G.J., Study Design in fMRI: Basic Principles, in Brain and Cognition, Volume 60, 220–232, 2006, 
with permission from Elsevier.)
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7.4.1  Subtraction Method
Comparisons based on subtraction demonstrate the BOLD signal intensity differences between 
two tasks, indicated by A and B in Figure 7.5. ἀ is was one of the earliest methods used in fMRI 
(14–16) and is probably still the most commonly used. ἀ e underlying assumption is that neural 
processes and the BOLD signal changes that are produced are additive, and so one can be sub-
tracted from the other. Even though this assumption is not expected to be valid in most cases, 
this method nonetheless serves to demonstrate where BOLD signal differences consistently 
occur between two conditions and has been shown to reliably identify brain areas involved with 
a task or stimulus. In spite of the name given to this approach, the method does not involve sub-
traction of the image data obtained during one condition from the other condition, but rather 
the name refers to the contrast of the BOLD responses between the two conditions, as will be 
discussed in Chapter 8.

7.4.2  Factorial Method
ἀ e factorial approach employs individual tasks or conditions, A and B, a reference condition 
not involving A or B (indicated by “nAB” in Figure 7.5), and also the combination of conditions 
(A + B). ἀ is method enables interactions between the conditions A and B to be studied. Again, 
it is necessary to assume that BOLD responses from the two conditions A and B sum linearly to 
produce the response to A + B.

For example, Michielsen et al. (17) used a factorial design to investigate the neural basis 
for the effects of mirror therapy in patients with stroke. Mirror therapy consists of showing a 
patient, after stroke or amputation affecting one arm, a reflection of their unimpaired arm in 
a mirror, so that they receive visual feedback of having both arms intact and functioning. It is 
used to treat chronic pain and for rehabilitation of motor deficits. In order to investigate how 
this therapy works, Michielsen et al. carried out an fMRI study with two separate paradigms. In 
one study, participants performed a unimanual movement task (opening and closing the hand) 
with their unaffected hand, and task blocks consisted of either viewing their hand directly (no 
mirror condition) or viewing their hand in a mirror (mirror condition) while performing the 
task for 30 sec. In the second experiment, patients moved both hands while looking directly at 
the affected hand (no mirror condition) or while observing their unaffected hand in the mirror 
(mirror condition), also for 30 sec. Patients could see two hands in all four conditions. In each 
experiment 5 task blocks were interleaved with 5 rest blocks of 30 sec duration. ἀ e task blocks 
were then contrasted in the analysis to determine the main effects of movement (task condition 
versus rest), mirror (mirror condition versus no mirror condition), and the interaction effect 
between movement and mirror for both the unimanual and bimanual experiments. In this 
example, the factorial approach provided the necessary means to investigate how observing a 
reflection in a mirror can interact with motor function.

7.4.3  Parametric Method
Parametric comparisons involve modulating the intensity of one of the tasks or stimuli and 
applying at least one other condition for comparison. Some areas of the brain might have BOLD 
signal changes that increase with the intensity of a stimulus or complexity of a task, whereas 
other areas may show more constant BOLD responses, such as those involved with maintaining 
attention to the task or processing instructions and so forth. With this approach, neural activity 
involved with different aspects of a cognitive task, for example, can be investigated. However, not 
all tasks or stimuli can be applied with consistently varying intensity or complexity, and increas-
ing the task may not result in an increased BOLD response but may instead involve recruitment 
of other areas of the brain.

As an example of the parametric approach for fMRI study design Westerhausen et al. (18) 
investigated the attentional and cognitive control required when hearing two competing syl-
lables of varying sound intensities, and listening to either the louder or the quieter of the two, as 
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instructed. ἀ e fMRI study design consisted of presenting different sounds simultaneously to 
the right and left ears (dichotic), with five different levels of sound intensity difference between 
the two ears. ἀ e participants were instructed to focus their attention to and to report either the 
right-ear stimulus (forced-right condition, FR) or the left-ear stimulus (forced-left condition, 
FL). Which ear to attend to was varied and indicated to the participant before each trial by an 
arrow pointing in the respective direction. ἀ e participants responded orally after each trial by 
naming the syllable they heard, and their responses were recorded. A control condition was also 
applied in which no attention instruction was given (nonforced attention, NF). In total there 
were therefore 15 experimental conditions composed of 5 interaural intensity differences with 
3 attention manipulations (NF, FR, and FL). Each condition consisted of 18 stimulus presenta-
tions, resulting in 270 stimulus presentations that were intermixed with 135 null events with 
no acoustic stimulation, to obtain a stochastic event-related fMRI design. ἀ e comparisons of 
responses, however, was a parametric approach, and the magnitude of BOLD responses detected 
for each of the 15 experimental conditions was analyzed using an analysis of variance (ANOVA) 
with the 5 levels of interaural differences and 3 attention manipulations. ἀ e results showed that 
the BOLD responses varied in magnitude according to the interaural intensity differences in 
a number of relevant brain regions (including the inferior parietal lobe, supramarginal gyrus, 
precentral gyrus, presupplementary motor area, inferior frontal gyrus, insula, and anterior cin-
gulate cortex).

7.4.4  Conjunction Method
ἀ e conjunction approach to comparing responses is described by Amaro and Barker (5) as 
being a subtle deviation from the factorial design. Stimulus blocks consist of combinations of 
task or stimulus conditions, and the study design and comparisons focus on determining com-
mon features of the responses to the conditions.

In a recent example of the use of the conjunction approach, Mier et al. (19) employed both 
a facial emotion recognition and an emotional intention recognition task, in an event-related 
fMRI study. Participants were shown pictures of faces with varying emotional expressions (joy, 
anger, fear, disgust, or neutral). Each trial started with the presentation of a statement, followed 
by a facial picture, with the choice yes or no below, and participants indicated their choice with 
a button press. ἀ e statements indicated (1) the person’s emotion (“ἀ is person is angry”), 
(2) their intention (“ἀ is person is going to run away”), or (3) a control condition (“ἀ is person 
is female”). A conjunction analysis was carried out to reveal common activation between the 
recognition of emotion and intent.

Key Points

 12. ἀ e duration of each stimulus or event, the timing between them, and the order in 
which different tasks or stimuli are presented are key elements of the fMRI study 
design.

 13. Comparisons based on subtraction demonstrate the BOLD signal intensity differ-
ences (contrasts) between two tasks (A and B).

 14. ἀ e factorial approach enables interactions between the conditions A and B to be 
studied (conditions A, B, A + B, and not A or B) .

 15. Parametric comparisons differentiate cognitive components of responses (B, and 
varying intensities of A).

 16. ἀ e conjunction approach determines common features of responses to the condi-
tions with different trials (AB, AC, AD, ABC, ABD, ACD).
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7.5  Timing of Tasks or Stimuli, Duration, Sampling Rate
ἀ e previous discussions about the choice of stimulus conditions and how they can be compared 
or contrasted have hinted at yet another critical issue in fMRI design, which is the duration, 
timing, and numbers of tasks or events to apply. ἀ e effectiveness of the fMRI study design 
can depend critically on the answers to questions regarding how many time points should be 
measured, how many blocks or events should be applied, and what should be the duration and 
interval between successive blocks or events.

ἀ e two key factors that influence the timing of an fMRI experiment are the rate at which 
images can be acquired, in order to describe the time series of changes, and the rate of change 
of the BOLD effect itself. Each image, or set of images, is acquired over the period of a few sec-
onds and represents one time point in the time series. Because images are typically acquired 
from multiple slices in order to span a three-dimensional (3D) volume of the brain, spinal cord, 
and so forth, each time point is often called a volume in the time series as well. As described in 
Chapter 6, the rate at which the images can be acquired will depend on the imaging parameters, 
the spatial encoding method used, the number of slices acquired, and so on. In general, func-
tional MRI data spanning the entire brain can be acquired in 2 to 4 sec, with T2

*-weighting to be 
sensitive to the BOLD effect.

7.5.1  The Sampling Rate
Most fMRI acquisitions employ single-shot imaging, typically with EPI or spiral k-space encod-
ing, and so the time between repeated images of the same region (the sampling rate) is equal to 
the repetition time, TR. As discussed in Chapter 5 (Section 5.4), there is an important balance 
between the TR and the amount of image data (sampling matrix, number of slices) that can be 
acquired. To reduce the TR to attain more speed, it may be necessary to reduce the matrix size 
or the number of slices. Reducing the matrix will increase the voxel size (reduced spatial resolu-
tion) unless it is balanced with a corresponding reduction in the field of view (FOV), which may 
reduce the coverage of the anatomy. Reducing the number of slices will similarly reduce the cov-
erage of the anatomy, unless balanced by an increase in the slice thickness or the introduction 
of gaps between the slices. Regardless of the solution that is chosen, increasing the sampling rate 
(reducing the TR) will have some cost of reduced spatial information.

It has been shown that lower TR values produce fMRI results with higher statistical power, 
and that optimally, the TR should be relatively short at less than 1.5 sec (20). ἀ e authors of this 
study further recommended that the number of slices be kept to the minimum required, in 
order to allow for the shortest TR possible. However, they point out the limitation that some 3D 
motion correction methods require whole-brain imaging. Also, with short TR values some com-
ponents of noise in the time-series image data may be temporally correlated, as opposed to being 
random with a Gaussian distribution, as is assumed in many statistical analyses that are applied 
to fMRI data. Nonetheless, the authors show fMRI results with a selection of different tasks all of 
the same length, but sampled at different TR values, that support the conclusion that TR values 
are optimal at less than 1.5 sec. In many cases this may not be achievable, and so the next best 
option is to use the shortest TR possible, given the other requirements for the study design.

7.5.2  The Order and Timing of Blocks or Events—Design Efficiency
ἀ e primary factor limiting the timing for fMRI studies is therefore not the image acquisition 
but the speed of the BOLD response itself. ἀ e BOLD response takes approximately 5 to 6 sec 
to reach its peak at the onset of a stimulus and takes approximately 12 sec to return to baseline 
values after the stimulus is removed. ἀ e response to a very brief stimulus, as in event-related 
design (discussed in detail below), has a total duration from beginning to end of roughly 25 sec. 
With time points (i.e., volumes) sampled 2 to 4 sec apart, the transitions of the BOLD signal 
changes will be detected, with at least one sampled point on the upward transitions at the onset 

K10992.indb   173 5/3/11   12:22:02 PM

© 2011 by Taylor & Francis Group, LLC



Essentials of Functional MRI

174

of the stimulus, and likely three or more sampled points on the downward transitions after the 
stimulus is removed (Figure 7.6).

One common analysis approach to detect the BOLD response to a task or stimulus is to use 
the general linear model (GLM) (21) (as described in Chapter 2):

 y = Xβ+e

Here, β is the magnitude of the response that we are trying to determine, y is the time series of 
measured data points for a single voxel, X is a time series describing the pattern of signal changes 
that we are looking for (we choose this prior to doing the analysis), and e is the residual error, or 
the difference between the fit values and the measured values at each time point. In many papers 
describing analysis methods X is called a matrix of response variables, or the design matrix. For 
example, X could be defined to be −1−1−1 1 1 1…, meaning that the signal is expected to be at 
some lower value (i.e., off) for the first three time points, and then at some higher value (on) 
for the next three time points, and so forth, or could contain more than one pattern in time, 
as shown in Figure 7.7. ἀ is on/off pattern would typically be convolved with the shape of the 
hemodynamic response function to account for the time it takes for the BOLD response to occur 
and to return to baseline. ἀ e solution to the equation above gives the value of β, which is the 
magnitude of X as a fit to the measured data, y. (β will contain one value for each pattern in X, but 
for this discussion we are considering X with only one pattern of signal change, for simplicity.)

For this discussion the important value is the variance of β, which is equal to σ2(XTX)−1, where 
σ2 is the fit variance given by the sum of the squares of the values in e, divided by the number of 
degrees of freedom (i.e., approximately the number of values in y minus the number of β values 
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Figure 7.6 Examples of sampling the expected BOLD response to a stimulus that is applied for 
30 sec, and for 1 sec, with the MR signal intensity measured every 3 sec (in the absence of noise). 
The blue line represents the signal change time course whereas the red X symbols indicate the dis-
crete measurement time points, when each MR image in the time series is acquired.
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being determined). ἀ e notation used here, XT, indicates the transpose of X, which means that 
X is flipped so that the rows and columns are swapped, and (XTX)−1 means the inverse of (XTX). 
ἀ e fit variance depends on the noise, or other spurious fluctuations in the measured signal, and 
on how well the chosen design matrix, X, matches the measured pattern of values. ἀ e other 
factor in the estimate of the variance of β, however, is (XTX)−1, which depends entirely on our 
choice of design matrix. ἀ e efficiency of the design is described as being inversely related to the 
variance of the β value(s), (which is also equal to the standard error squared) (22,23):

 standard error
efficiency

( ) = = ( )( )−2 2 11 σ X XT

ἀ e value of (XTX) is a square matrix with diagonal elements that are equal to the sum of the 
squares of the values in the patterns in X. A number of papers have been published on this topic, 
and several provide a detailed analysis of the design efficiency, showing that we can characterize 
the efficiency regardless of what type of study design is used (i.e., block design, event-related, or 
a combination) (22–24).

As a side note, the reader might notice that in comparison with the equation used by Mechelli 
et al. (22), the equation above omits the contrast term, c, which makes the right-hand side of 
the equation σ2 cT(XTX)−1 c. ἀ e contrast term indicates the weighting to give each pattern in 
the design matrix, so that different responses can be compared, summed, contrasted, or just 
ignored. With more than one pattern in the design matrix, X = [P1 P2 P3 …] where each pattern is 
a different column in X. For example, if the fMRI time-series data contain 100 time points, then 
each pattern to model the response contains 100 time points; and if there are three patterns, 
then X will be a 100 × 3 matrix, and c will be a column of three numbers (i.e., a 3 × 1 matrix). So, 
the contrast, c, makes the equation more general, as follows (24):

 1 2 1

efficiency
trace= ( )( )−

σ c X X cT T

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
–0.25

y = [100.3  3.64]
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Figure 7.7 Example of a general linear model (GLM) used to fit a sum of predetermined patterns, 
P1 and P2, to a measured time series, y. Note that the pattern P2 is the convolution of the BOLD 
hemodynamic response function (HRF), with a block pattern (shown in green in the right-hand plot) 
that models the signal increasing to a high value for 10 sec. The mean value of P2 has also been 
set to zero, and the constant function, P1, accounts for the nonzero average value of the measured 
data, y. In this example, the GLM equation is written as y = βX + e, instead of y = Xβ + e, as in the 
text, only so that X can be shown as a long horizontal matrix with two rows instead of a tall vertical 
matrix with two columns. (Remember that matrices are multiplied by multiplying row elements with 
column elements and summing the results.) Note that this arrangement also changes the order of 
the terms in the equation to determine the values in β.
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Here trace indicates the sum of the diagonal elements of the resulting matrix. However, for now 
we will consider only one pattern, P (i.e., a single trial type), in the design matrix X.

ἀ e design efficiency for a particular timing pattern, P, can therefore be expressed as ΣP2, 
meaning the sum of the square of each time point in P. Keep in mind that this does not describe 
the total variance of the fit parameters, β, that will be determined with a GLM but accounts for 
the component of the variance that we can control with our choice of design. To observe the 
effects of choosing different durations of stimulus blocks and baseline periods, and different 
numbers of stimulus blocks, and so forth, a wide range of block designs were simulated and the 
design efficiencies are shown in Figure 7.8. ἀ e duration of the time courses was kept constant at 
600 sec, and the repetition time, TR, was set at 3 sec, resulting in a total of 200 time points. ἀ e 
variations in efficiency in this figure therefore do not include the effects of different sampling 
rates or durations, as discussed below. ἀ e effects of modeling the signal intensity patterns with 
and without convolution with the BOLD HRF are also shown. ἀ ese comparisons consistently 
show that regardless of the number and duration of stimulus blocks, the highest efficiency is 
achieved when the stimulation periods account for approximately 50% of the total duration. 
Again, it is worth noting that this is for the case of one trial type (compared with some baseline 
or reference condition).

A detailed discussion of the design efficiency with event-related designs was presented by 
Dale (23) and by Friston et al. (24) and demonstrated the importance of varying the interstimu-
lus interval (ISI) as opposed to setting it at one fixed value. ἀ e same dependence is shown in 
Figure 7.9, although the exact conditions used by Dale were not replicated. For comparison 
with Figure 7.8, the estimated efficiencies are also plotted against the proportion of the time 
series that is during stimulation conditions, for a range of event-related designs. However, this 
comparison is only shown for the case when the timing pattern was not convolved with the 
HRF. Again it can be seen that the highest efficiency is achieved when the stimulation periods 
account for approximately 50% of the total duration of the time series. Friston et al. point out 
the considerable advantages of using shorter ISIs for event-related designs, such as allowing the 
person being studied to maintain a particular cognitive or attention state and reducing the time 
available to develop alternative strategies for carrying out the tasks. By varying the stimulus 
presentation rate, the person’s ability to anticipate the stimulus or performance of a response is 
also reduced.

ἀ e stimulus onset asynchrony (SOA) is the amount the ISI is varied between stimuli, and 
there is a wide range of options for how the SOA can be manipulated during an fMRI acquisi-
tion. Even with the SOA varying throughout the time series, the events may occur at predeter-
mined times, and these fMRI designs are called deterministic; whereas the SOA can be varied 
by setting the probability that an event will occur at a series of time points, and these designs 
are termed stochastic. To allow even more variability in the fMRI design, the probability that 

Figure 7.8 (See facing page.) The design efficiency is estimated by the value of (PT P) or ΣP2, 
where P is the pattern in time (i.e., the paradigm) used to model the expected fMRI signal changes. 
Here P is set to a constant duration of 200 time points and is modeled with a repetition time of 
3 sec. Each paradigm is modeled initially as a block paradigm, consisting of alternated baseline 
and stimulation periods, with values of 0 for lower signal periods (baseline) and 1 for higher signal 
periods (stimulation). The block paradigm is convolved with the hemodynamic response function 
(HRF) for the plot on the left, but is left as a block pattern for the plot on the right. The average 
value of the time series is subtracted from each point in order to set the average of P to zero. The 
value n in the legend indicates the number of stimulation periods that are modeled in the paradigm, 
and the estimated design efficiency is plotted as a function of the proportion of the time points 
that are modeled as being during stimulation conditions. The top frame of the figure shows four 
selected examples of patterns in time, P, which have the same number of time points modeled 
during stimulation conditions, but with different numbers of stimulation periods. This estimate of 
design efficiency indicates that the most efficient design has approximately 50% of the time spent 
in stimulation conditions and 50% in baseline periods.
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Block Paradigms

Four examples of fMRI paradigms with equal
numbers of time points in the stimulation
conditions, and the same total duration

Block Paradigms Convolved with the HRF
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The relative efficiency of the time pattern used for fMRI study design is estimated for a range of combinations of numbers of points in each
of the two conditions, and the number of times the stimulation condition is applied, for a fixed total duration of the stimulation paradigm.
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Examples of event-related fMRI
paradigms with fixed (left) or
variable (right) interstimulus intervals (ISI)

Event-Related Paradigms with Different ISI Values
(without convolution with the HRF)

Proportion of the Time Points in the “Stimulation” ConditionAverage Interstimulus Interval (seconds)
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Figure 7.9 The design efficiency estimated for a range of event-related designs with fixed and variable interstimulus intervals (ISIs). The plot at bottom 
left shows the dependence of the design efficiency on the ISI, and on whether it is fixed or variable, as shown by Dale 1999 (23). The plot at the lower 
right shows that, as with the block designs, the efficiency depends on the proportion of time that is during stimulation conditions, with the optimal design 
having about equal time spent during stimulation and baseline periods. The upper frames show two examples of event-related designs, with fixed and 
variable ISIs.
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an event will occur can be fixed (stationary) or can be varied in time (nonstationary). In their 
analysis of design efficiency, Friston et al. (24) show that nonstationary stochastic designs are 
more efficient than stationary designs for event-related fMRI, and they show that block designs 
(the same as events presented in very rapid succession) are the most efficient. ἀ e results of their 
analysis show that long SOA designs (requiring longer times between events or trials) are less 
efficient than designs in which the events or trials are presented rapidly. Also, slowly modulat-
ing the probability of an event or trial occurring at any point in time during the fMRI acqui-
sition provides high design efficiency. Varying the ISI also provides jittered sampling of the 
BOLD response time course, meaning that the shape of the response is sampled at different time 
points across repeated events, and a detailed response curve can be constructed. ἀ e authors 
conclude that the slowly modulated SOA design “may represent a useful compromise between 
the high efficiency of block designs and the psychological benefits and latitude of stochastic 
designs” (p. 615). For stationary stochastic designs they show that the high design efficiency is 
achieved with 50% occurrence probability at each time point, when one trial type is used. ἀ is 
is similar to the result above, showing that with block designs, equal timing of stimulus/task 
conditions and rest conditions provide the highest efficiency. For stationary stochastic designs 
with two trial types, the optimum efficiency is with a roughly 30% probability of an event occur-
ring. However, the authors of this study point out that the efficiency of an fMRI study design 
depends on the trial types, as well as on whether the effect of interest is the observed response 
to each trial, or the differences between responses, and so there is no single optimum design for 
all studies.

7.5.3  The Number of Time Points (Volumes)
ἀ e number of time points to acquire for an fMRI study (or in other words, the number of vol-
umes to image) is another key choice that goes along with the choice of sampling rate discussed 
in the previous section. ἀ e total duration of the fMRI study is determined by the combination 
of the number of time points and the sampling rate. When considering the comfort of the person 
being studied, and the expectation that they can maintain their performance of a task, remain 
motionless, and so on, it would seem appropriate the keep the duration of fMRI studies as short 
as possible. However, it is also clear that more time points to describe the fMRI time series will 
provide higher sensitivity for detecting of BOLD signal changes. An analysis of this question by 
Murphy et al. (25) showed that there is a minimum number of required time points that depends 
on the effect size (the percent signal change to be detected), the signal-to-noise ratio of the fMRI 
data, and on the desired significance level. ἀ is analysis was based on the correlation between a 
model time series and the measured data, to test for a significant matching pattern in the data. 
A theoretical analysis showed that
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(task/stimulation period), erfc–1 indicates the inverse complementary error function, P is the sta-
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In this situation then it is expected that at least 96 time points should be measured to achieve the 
desired sensitivity of the fMRI results. Although this is an estimate, Murphy et al. (25) showed 
by means of simulated data with various forms of noise, and data from six healthy volunteers, 
that this estimate is useful for guiding an appropriate choice of the minimum number of time 
points to acquire.

ἀ ere are other ways of estimating the effect of varying the number of time points in fMRI 
data, such as by looking at the design efficiency discussed above. Regardless of the method used, 
it can be seen that higher numbers of time points produce higher sensitivity for fMRI. However, 
increasing the number of time points has diminishing benefits as the time series gets longer. 
ἀ is is illustrated by the example above, since theoretically we could detect a 3% signal change 
response with 11 time points, or a 2% response with 24 time points, and 1% with 96 time points. 
One goal of fMRI study design is therefore to maximize the number of volumes that are acquired 
to describe the time series in order to achieve the highest sensitivity, balanced by practical factors 
such as image acquisition parameters and the comfort of the person being studied. ἀ e number 
of volumes can be increased by sampling as quickly as possible by reducing the acquisition time, 
and by measuring a longer time series. As discussed above, the minimum acquisition time is 
determined by the image resolution, field of view, and so forth, and therefore has a practical lower 
limit. ἀ e total duration of the fMRI time series also has practical limits, given that the person 
being studied must remain motionless and be able to carry out the required tasks for a sustained 
period of time. It is also necessary that the conditions that are applied (tasks, sensations, etc.) 
do not change over the duration of the time series because of adaptation or learning of the task, 
onset of fatigue or boredom, wandering attention, and so on. Such changes over time in the per-
son’s cognitive state could alter the function being studied or evoke a time series of changes that 
interferes with the detection of the functions of interest. Variations in attention, fatigue, and the 
like may be avoided by designing the stimulus or tasks to be interesting and engaging for the per-
son being studied. Still, practical upper limits on the length of each fMRI time series are around 
10 minutes, although the limit depends considerably on the nature of the tasks.

Applying the estimation of the design efficiency as in the previous section, the dependence on 
the duration of stimulus/task blocks can be seen (Figure 7.10). Assuming the canonical BOLD 
hemodynamic response function as described above (and as shown in Figure 7.2), the efficiency 
of block designs increases with increasing block lengths, up to a length of around 15 sec. With 
blocks longer than 15 sec the efficiency is roughly constant or drops off slowly with increasing 
long blocks. With a fixed duration of the fMRI time series it can be seen that shorter TR values 
provide higher efficiency, because more time points are sampled. If instead the number of time 
points is held constant, so that the duration of the time series is longer with higher TR values, 
then the design efficiency changes only marginally with different TR values.

7.5.4  The Number of Events or Blocks
ἀ e number of stimulus/task blocks to use for block designs, or the number of events to use for 
event-related designs, is yet another important factor to consider for fMRI study design. Many 
of the factors discussed already in this chapter impact the choices of numbers of blocks, events, 
trials, and so forth (where a trial can be one event or can be applied repeatedly to create a block). 
For example, the numbers of blocks or events will certainly impact the duration of the fMRI 
time series, and this has already been discussed. For this discussion, we could consider that the 
number of time points to be acquired, the sampling rate, and the total duration of the fMRI 
acquisition have already been decided so that we do not need to rediscuss these factors.

For block designs, the solution becomes fairly simple given that the optimum design effi-
ciency has been shown (Figures 7.8 and 7.9) when equal amounts of time are spent in each type 
of block, including rest or baseline periods as a type of block. ἀ at is, when two stimulation 
types, or one stimulation type and a rest period, are used, then 50% of the time should be spent 
applying each of these two conditions.
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For event-related and fast event-related designs, there are considerably more variables to con-
sider. However, Murphy and Garavan (26) carried out an analysis to determine how many blocks 
should be used in event-related designs. ἀ e measure that was adopted to indicate the effective-
ness of a design was the number of significantly active voxels. ἀ e authors assumed that more 
active voxels indicates higher sensitivity and therefore greater effectiveness of the study design. 
Because the number of active voxels detected can vary with the analysis method, as will be dis-
cussed in Chapter 8, they also applied three different analysis approaches to their data. ἀ e data 
were obtained in repeated studies from a single volunteer, and then they verified the sensitivity 
of the different analysis methods with data from 25 people. In each fMRI acquisition a single 
trial type was applied and was either a visual stimulus with a black-and-white flashing check-
erboard or a combined task in which the person performed a bilateral finger-tapping task while 
the flashing checkerboard was presented. ἀ e results of their analysis based on a GLM indicate 
that stable fMRI results (i.e., consistent results across repeated acquisitions) can be achieved 
with approximately 25 events. ἀ e same authors have also pointed out that if more than one type 
of event is being studied, then 25 of each type will be needed in the study design (27).

Key Points

 17. Each image or set of images is acquired over a period of a few seconds and repre-
sents one time point or volume in the time series.

 18. Lower TR values produce fMRI results with higher statistical power, and optimally 
the TR should be relatively short at less than 1.5 sec.
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Figure 7.10 Estimated efficiencies of fMRI paradigm designs depending on the durations of 
stimulus/task blocks. Rest periods and stimulation/task periods have equal durations, to correspond 
with the highest efficiency designs shown in Figure 7.8. The left plot shows the efficiencies calcu-
lated for a fixed time-series duration, so that longer TR values have fewer sampled points and lower 
efficiency. The right plot shows efficiencies calculated for time series with a fixed number of points 
so that longer TR values have longer duration time series. The canonical hemodynamic response 
function (HRF) is used for these estimates. The results indicate that the efficiency is highest for 
blocks that are roughly 15 sec long or longer. The discontinuities in the plots with shorter TR values 
are expected to be an artifact of the calculation method.

K10992.indb   181 5/3/11   12:22:07 PM

© 2011 by Taylor & Francis Group, LLC



Essentials of Functional MRI

182

 19. Reducing the TR may require some reduction of spatial information, typically by 
reducing the number of slices.

 20. Higher numbers of time points produce higher sensitivity for fMRI. However, 
increasing the number of time points has diminishing benefits as the time series 
gets longer.

 21. ἀ e primary factor limiting the timing for fMRI studies is the speed of the BOLD 
response itself, because it takes ~5 sec to reach a peak and a total of ~25 sec to 
return to baseline.

 22. ἀ e highest efficiency for block designs is achieved when the stimulation periods 
account for approximately 50% of the total duration for one trial type compared 
with some reference condition, and approximately equal duration in each condi-
tion when more conditions are applied.

 23. With event-related designs the highest efficiency is achieved when events occur at a 
probability rate of approximately 50%, or occur in 50% of the time points.

 24. Trials in event-related designs should be 25 sec apart to avoid overlapping BOLD 
responses.

 25. Trials in fast event-related designs should be at least 4 sec apart so that responses 
to successive trials can be estimated as a linear combination (sums) of overlapping 
responses.

 26. Nonstationary stochastic event-related designs (meaning the probabilities of events 
occurring are varied) are more efficient than stationary stochastic designs (fixed 
probabilities).

 27. ἀ e efficiency of block designs increases with increasing block lengths, up to a 
length of around 15 sec.

 28. ἀ e number of blocks for block design is determined by the duration (>15 sec) and 
having equal time spent in each condition (including rest conditions).

 29. ἀ e number of trials for event-related designs is approximately 25 events of each 
trial type or more.

7.6  Summary of Factors Influencing fMRI Study Design
Optimal fMRI study design will include the greatest number of measurement points to describe 
the time series of signal changes, as long as it is practically achievable. ἀ e rate of sampling is 
determined by MRI system capabilities and the chosen imaging parameters, such as the volume 
that is imaged, and efforts should be made to sample as quickly as possible (shortest possible 
TR). ἀ e analysis of design efficiency indicates that having an equal number of time points dur-
ing baseline and task/stimulation conditions is optimal for block designs, that block designs are 
more efficient than event-related designs, and event-related designs with variable ISI are more 
efficient than event-related designs with a single fixed ISI. ἀ e duration of the stimulation condi-
tions and how often they are alternated with baseline periods depends primarily on the physiol-
ogy, that is, the rate of BOLD signal change and how long the desired function can reasonably be 
sustained within the environment of the MRI system. However, as rough guidelines, the discus-
sions above indicate that block designs appear to be optimal with blocks that are ~15 sec long 
or longer, trials in event-related designs should be ~25 sec apart, and trials in fast event-related 
designs should be ~4 sec apart or more.

Clearly, there is no single fMRI study design that is optimal for all situations, and the 
design must be adapted for each neuronal function of interest as well as to the types of 
questions that are being asked about this function. ἀ e questions can focus on sustained or 
transient features of neural functions, or interactions between functions, common features 
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between different responses, and so on. ἀ e power of fMRI and the flexibility with which 
it can be applied is therefore a great advantage, but it can present a considerable challenge 
when trying to determine the best fMRI design for a specific application. However, by under-
standing the key elements that affect the sensitivity and effectiveness of fMRI results, and by 
having a well-defined question to investigate, many of the design choices become clear. One 
potential source of help with the design process is to use an fMRI simulator, such as is avail-
able at: http://www.cabiatl.com/CABI/resources/fmrisim/.

Key Points

ἀ e challenges presented for designing an effective fMRI study can be reduced by:

 30. Having a well-defined question to investigate.
 31. Understanding the key elements that affect the sensitivity and effectiveness of fMRI 

results.
 32. Using an fMRI simulator: http://www.cabiatl.com/CABI/resources/fmrisim/. 
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8
Functional MRI Data Analysis

ἀ e final step of a functional magnetic resonance imaging (fMRI) study is to analyze the data to 
reveal the anatomical locations and/or temporal properties of the neural function(s) of interest. 
Just as the study design has a wide range of flexibility, there are a variety of analysis methods 
to choose from. However, in many cases the study design and the analysis method must corre-
spond, in order to provide the desired comparison or contrast of functions, reveal interactions, 
and so forth. Fortunately, there are a number of available sources of analysis software for fMRI, 
and most include all of the necessary features to prepare the data for analysis, apply the analysis, 
and then display the results. In addition, group analyses can be carried out, either based on the 
grouped time-series data or on the results of the individual analyses. ἀ e final outcome must 
then be interpreted to decide what conclusions can be drawn, and it is often very useful to again 
consider the original source of the fMRI data and how it links to changes in neural activity.

ἀ e ultimate goal of all fMRI data analysis methods is to detect magnetic resonance (MR) 
signal changes that are related to neural function, with the greatest possible reliability and sen-
sitivity. ἀ is task would be trivial if the MRI signal intensity in each voxel in an image was 
perfectly constant, except for changes due to the blood oxygenation–level dependent (BOLD) 
effect or other neural activity–related contrast mechanisms. As described in previous chapters 
however, this is clearly not the case, and the signal intensity in each voxel can change due to 
random noise, physiological motion, changes in the person’s position, and possibly changes in 
the MRI system hardware over time as well (such as with changes in temperature). ἀ e challenge 
for fMRI data analysis is therefore to determine which component of signal change, if any, can 
be accurately ascribed to changes in neural activity. ἀ e distinction between the signal changes 
of interest (related to neural activity) and confounding effects (motion, etc.) is made based on 
the different signal change patterns in time, and different spatial locations. As will be described 
below, the fMRI data can be analyzed by searching for particular patterns of signal change, or 
by detecting the spatial and/or temporal patterns of signal change in the data.

8.1  Hypothesis Testing
ἀ e purpose of fMRI data analysis is to determine whether or not a time series of MRI signal 
changes in a particular voxel or group of voxels shows a significant response to a stimulus or 
to the performance of a task. However, it is not enough to detect whether or not the MR sig-
nal intensity changed every time a certain task or stimulus was applied, but we need to know 
whether or not the change was consistent enough, and large enough, to be significant. If we were 
to repeat the fMRI experiment in the same person, or even a different person, and we evoked 
the same changes in neuronal activity, would we get the same result? Could the observed signal 
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variation have been caused by random signal fluctuations (noise) or by movement (heartbeat, 
breathing, etc.)? ἀ ese are the questions that we would like to have answered by the results of 
the analysis.

We can think of the analysis task as being to separate the measured signal into (1) the signal 
variations we are interested in (the signal), (2) the signal variations we can explain but are not 
interest in (the confounds or covariates), and (3) the signal variation that we cannot explain (the 
error). ἀ e signal intensity time-course from a single voxel can be a sum of all three of these 
sources of variation, or it might not contain the signal we are interested in. Prior to doing statis-
tical testing, ideally we would want to remove the effects of confounds as much as possible, by 
means of the preprocessing, discussed below.

We want to know specifically whether or not the signal variations we are interested in show 
a significant response to a task or stimulus. We therefore need to ask a very specific question, 
and so we form a hypothesis about how the signal variations correspond to the predicted BOLD 
response for the neuronal activity of interest (Figure 8.1). However, to perform the statistical 
test, we use the null hypothesis—that the measured signal variations do not correspond with 
the BOLD response, or in other words, that the tasks or stimuli did not affect the measured 
MR signal. A statistical value is then calculated, such as the difference between the observed 
and predicted responses, divided by the standard deviation of the observed response, for 
example. ἀ is statistical value is used to determine the probability that the null hypothesis 
is true, based on knowing (or assuming) the distribution of the values that we could get, if 
the null hypothesis was indeed true. In other words, what is the probability of getting a value 
that is at least as extreme if the null hypothesis is true? If the probability is low enough (how 
low will be addressed next), then we reject the null hypothesis because it is unlikely that the 
calculated statistical value came from data for which the null hypothesis is true. ἀ is means 
that we reject the conclusion that the signal variations do not correspond with the expected 
BOLD response. While this is not the same as confirming that the signal changes do indeed 
correspond with the expected BOLD response, by rejecting the null hypothesis we accept 
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Figure 8.1 Example of a statistical test of the null hypothesis to determine the probability that 
the measured magnitude of a response, β, is equal to zero. Simulated data are used (shown in red 
in the plot on the left) for 2% BOLD response magnitude, in the presence of 2% noise (relative to 
the baseline intensity). The blue line in the plot on the left shows the fit response determined with 
a general linear model and the measured magnitude of the BOLD response, β. The plot on the right 
shows the probability distribution of t-values for data that agree with the null hypothesis. The results 
from the simulated data indicate that the probability is very low (p < 10–5) that the null hypothesis 
is valid, and therefore the alternative hypothesis is accepted.
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the alternative hypothesis, which is that the measured signal variations correspond with the 
BOLD response.

ἀ e limitations and inherent assumptions of any statistical test are important to understand 
to ensure that the results of the test are valid. For example, if we use a t-test, we must compare 
the result to Student’s t-distribution for the null hypothesis; for an F-test we compare the result to 
an F-distribution; and if we use a Z-test, we need to compare the result to a normal, or Gaussian, 
distribution. In other words, it is important to know the expected distribution of values that 
could be measured when the null hypothesis is true for a given statistic. If the statistic we mea-
sure falls outside the expected distribution or rarely occurs, we may reject the null hypothesis. 
However, if the data do not meet the conditions that are assumed for the distribution, then the 
statistical test may not be valid. A common problem with fMRI data is the presence of slow or 
periodic trends that are not related to neuronal activity (called autocorrelations because the 
time-series data are correlated with themselves over some time lag). ἀ ese trends increase the 
probability of obtaining a correspondence with the predicted BOLD time course, and a high 
statistical value, by chance. An important part of the analysis, as will be discussed in Section 8.3, 
is to prepare the data so that the statistical tests are valid, such as by removing or reducing auto-
correlations. ἀ e choice of threshold for the probability that will result in a rejection of the null 
hypothesis is also important and will be discussed in detail in Section 8.5.

ἀ e results of testing the null hypothesis can produce four possible outcomes, based on 
whether or not the null hypothesis is true or false, and whether or not the statistical test indi-
cates that the null hypothesis is true or false (Figure 8.2). If the null hypothesis is indeed true 
but the statistical test rejects the null hypothesis, then we have a Type I error, or a false-positive 
result, because the conclusion would be that the voxel being tested shows a significant BOLD 
response. If instead the null hypothesis is false but the statistical test fails to reject it, then we 
have a Type II error, or a false-negative result. One important goal of the analysis is to limit 
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Figure 8.2 The possible outcomes of statistical tests of the null hypothesis for BOLD fMRI data. 
If the null hypothesis is rejected, we conclude that the signal intensity time course being tested 
shows a significant BOLD response, reflecting a change in neuronal activity in the voxel, and the 
voxel is therefore active. If this conclusion is incorrect, it is a Type I error, or false-positive result. If 
the null hypothesis is not rejected then we conclude that the signal intensity time course does not 
have a significant BOLD response and the voxel is not active. If this conclusion is incorrect, it is a 
Type II error, or a false-negative result.
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the number of errors (Section 8.5), but it is necessary to recognize that the error rate is never 
expected to be zero.

8.2  fMRI Analysis Software
A number of software packages are available that perform all of the necessary steps for fMRI 
analysis. Still, to use these software packages it is necessary to understand the analysis steps 
because you will need to specify how you want the analysis to be done. For example, if a general 
linear model (GLM) is used, then it will be necessary to specify the timing of the stimulation 
paradigm that was used when your fMRI data were collected. ἀ at is, you need to tell the soft-
ware what you are looking for in terms of the timing of the MR signal changes. It will be neces-
sary to choose how the data should be prepared for analysis, and possibly also how you want the 
results to be displayed and so on. With an understanding of the basic principles underlying 
the analysis and the reasons for doing each of these steps, it is much easier to learn how to use 
any of these packages.

ἀ e list of software packages in Table 8.1 is not likely complete and is expected to change 
over time. However, the purpose of this list is to provide new practitioners of fMRI with the 
knowledge that such software is readily available, and with starting information to guide their 
research into which software package would suit their needs. Some packages are specifically for 
fMRI analysis and some include, or are entirely, other tools to help with analysis, processing, 
data format conversions, display, and so forth and can be very useful resources.

 Table 8.1 List of Software Resources That Support fMRI Analysis

Name (in alphabetical order) Web Site

Basic Method(s) 
Used for fMRI Analysis 

(most also include 
other tools)

Analysis of Functional 
NeuroImages (AFNI)

http://afni.nimh.nih.gov/afni/ GLM

BrainVoyager http://www.brainvoyager.com/ GLM and ICA

Fiasco/FIAT http://www.stat.cmu.edu/~fiasco/ GLM

FMRIB Software Library (FSL) http://www.fmrib.ox.ac.uk/fsl/ GLM and ICA

FMRLAB http://sccn.ucsd.edu/fmrlab/ ICA

FreeSurfer http://surfer.nmr.mgh.harvard.edu/ Morphometric analysis

MEDx http://www.medicalnumerics.com/
products/medx/index.html

GLM and ICA

NIfTI http://nifti.nimh.nih.gov/ Data format 
conversion

NITRC http://www.nitrc.org/ A large source of 
neuroimaging tools

Statistical parametric mapping 
(SPM)

http://www.fil.ion.ucl.ac.uk/spm/ GLM

VoxBo http://www.voxbo.org/index.php/
Main_Page

GLM

Note: GLM: General linear model; ICA: independent components analysis.
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Some of these analysis packages that are distributed for free are made to function within the 
programming environment MATLAB™, which must be purchased. ἀ is means that you first 
start MATLAB running, and then within MATLAB you enter a command to run the fMRI 
analysis software. Programming environments are used to simplify the development of analysis 
software, and to help with sharing of the software across many different types of computers.

8.3  Preprocessing
ἀ e term preprocessing refers to the steps that are taken prior to analyzing fMRI data to remove 
sources of signal variation within the data that are not of interest (such as movement, etc.) and 
to prepare the data for statistical analysis. ἀ e order in which these steps are done is important 
and generally consists of (1) global normalization, meaning that the entire data set is corrected 
to remove variations in time or unwanted spatial features, (2) motion correction, (3) slice timing 
correction, (4) distortion correction or spatial normalization, (5) spatial smoothing, and then 
(6) temporal filtering. How (or if) these steps are applied can depend on the analysis software 
that is used.

8.3.1  Global Normalization
One very important goal of preprocessing steps is to remove slow or periodic trends, that is, 
autocorrelations as mentioned in Section 8.1, because these can increase the rate of false-positive 
results. Global normalization, or correction of the image intensity at each point of the time 
series, is intended to remove any trends that occur across the entire image volume.

Images acquired with a repetition time, TR, that is less than about three or four times the 
T1-value of the tissues in the brain (see Chapter 4) will be T1-weighted to some degree. However, 
a constant level of weighting is only reached after the first few time points are acquired. ἀ e 
number of time points needed to reach a steady state depends on the TR and the flip angle 
selected for the RF excitation pulse. For most fMRI acquisitions, with a TR of 1500 msec or 
more, and if the flip angle is set at the Ernst angle or lower, then by the third time point the MR 
signal intensity has reached a steady state. One of the first steps of preprocessing is to delete the 
first two time points (or more if necessary) to avoid the initial global reduction of signal inten-
sity from entirely nonweighted to T1-weighted.

Other sources of global signal intensity change can be reduced by means of the global nor-
malization mentioned above. ἀ e general process is to multiply the entire three-dimensional 
(3D) image volume at each time point by a scaling factor to shift the average signal intensity to a 
constant value (1). Other mathematical processes for normalizing the signal intensity have also 
been proposed, but the end goal is the same. It is assumed that voxels with significant neuronal-
activity–related signal changes are a small proportion of the entire volume that was imaged, 
and so variations of the average volume signal intensity are related to movement, MR hardware 
instability, and so forth and are not related to the signal changes of interest. By scaling the 
entire volume, the signal changes of interest will not be masked out. As an alternative, expected 
sources of global signal change, or low frequency trends, can be included as components in the 
GLM to account for these variations without scaling all of the image data (2,3). However, global 
normalization also has the potential to introduce error into the results and may not be suitable 
for every situation, particularly if activity related to a task or stimulus is correlated with global 
signal changes or if active regions are widespread (4).

8.3.2  Motion Correction
One common source of confounding effects is that of bulk movement of the person being imaged. 
ἀ is typically occurs when the person becomes uncomfortable or restless or when the task or 
stimulus being used involves a motor component. Subtle movement can also occur slowly over 
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time as padding under the head or body becomes compacted over the course of an fMRI ses-
sion. Such movement has the potential to create two effects: (1) the tissue represented by the 
signal within a given voxel is not constant throughout the fMRI time series, and (2) the time 
interval between two successive RF excitation pulses may vary if the tissues move between slice 
locations, potentially causing variations in T1-weighting. ἀ e ideal solution is to ensure that the 
person being imaged remains motionless, by means of comfortable and supportive padding and 
keeping the duration of each fMRI time series at a reasonable minimum. In practice, a small 
amount of movement is almost inevitable, and it may be necessary to correct for movement that 
occurred between successive images by applying slight translations, rotations, and in some cases 
even changes in curvature to the images (such as with the spinal cord and brainstem).

ἀ e most commonly used method for aligning two MR images that are quite similar is the 
affine transformation. ἀ is is a method for mapping each voxel in an image to a slightly modi-
fied location in another image, where the amount of shift in voxel position may vary across 
the image. For motion correction of fMRI data, the relative positioning of each voxel and its 
immediate neighbors is typically changed by only small amounts, if at all, so that shapes of fine 
features in the image are not grossly distorted but can nonetheless be rotated, translated, and 
scaled in size. ἀ e shift in voxel position can be described mathematically as:

 
  
′ = +x Ax b

Here, ′x  is the new two-dimensional (2D) vector of coordinates for the voxel in the shifted image, 
and x  is the original vector of coordinates. ἀ e matrix A describes rotation and scaling, whereas 
b  describes the linear translation of the voxel. For example:
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describes rotation through the angle θ around (x, y) = (0, 0) and a shift by the amount (x0, y0). 
If θ is set to 10° and (x0, y0) = (2, –2) then the point at (x, y) = (5, 5) will be mapped to the point 
(x′, y′) = (7.79, 2.06). ἀ is illustrates a key feature of the effects of applying spatial image trans-
formations, that the voxels at regular 2D grid coordinates in the transformed image may need 
to be interpolated based on all of the voxels that are mapped to nearby locations. Alternatively, 
the nearest neighbor approach may be used and the voxel at the nearest grid point at (x′, y′) = 
(8, 2) may be set to the value of the voxel that was mapped to (7.79, 2.06). Whichever approach is 
used, a small amount of spatial distortion and effective smoothing of the image data is expected 
to occur.

For the purposes of fMRI analysis, image registration methods are incorporated into avail-
able analysis packages, and these methods will determine the optimal spatial transformations 
to correct for shifts in position of the course of the time-series data. ἀ e transformations that 
are applied may be more complex than the example above, as they can vary with position, and 
allow for nonrigid distortions. In every case, however, the image registration will reduce motion 
effects, but will not eliminate them entirely because the corrections are imperfect, and because 
of variations in T1-weighting. An important additional piece of information that is provided by 
the registration procedure, therefore, is a record of the timing and magnitude of motion that was 
detected over the fMRI time series. For GLM analysis, this motion record can be included in the 
set of basis functions to model any residual effects of the motion that may appear as variations in 
the MR signal. It is important to keep in mind that the greater the amount of displacement, the 
less the effectiveness of the image registration procedure and the greater the effects on the MR 
signal due to the change in position. Movements greater than 2 or 3 voxel dimensions may not be 
sufficiently corrected and the data may therefore be unreliable for detecting neural activity.
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8.3.3  Slice Timing Correction
Another preprocessing step that is commonly necessary is to account for the fact that all of the 
2D images within an imaging volume at one time point of the fMRI series are not acquired at 
precisely the same time. If a single-shot imaging method is used, such as gradient-echo EPI, 
then the slices are imaged one at a time, most often in an interleaved order. Slices 1, 3, 5 … may 
be acquired first, followed by slices 2, 4, 6 … (as described in Chapter 5). ἀ e image acquisition 
will typically take up the entire TR period, with each 2D image acquisition spread out uni-
formly in time. ἀ e time interval between the acquisitions of slice 1 and slice 2 will therefore be 
approximately TR/2, and these two slices therefore represent different time points in the BOLD 
response to a change in neural activity (Figure 8.3). However, the slice timing depends on the 
slice order chosen, and possibly on the number of slices (odd or even number) as well. ἀ e actual 
slice order must be determined from the MRI system documentation or image header informa-
tion, and must be defined for the analysis software to correct for the slice timing differences. To 
compensate for the differences in slice timing, one method is to interpolate the images that were 
acquired for each slice to estimate the data that would have been acquired if all of the image 
slices could be acquired simultaneously. ἀ is may not be necessary if the data are acquired very 
quickly or if long blocks are used. If long TR values are used, then the interpolation may not 
be very accurate. It is therefore necessary to decide whether or not slice timing correction by 
means of interpolation is necessary, or suitable, for a particular fMRI study. Another approach 
is instead to shift the predicted signal intensity response patterns to model the expected BOLD 
response at the times that each slice was acquired. However, this approach may not be practical 
for most fMRI studies, which may include a large number of slices. Another alternative, when 
using a GLM analysis, is to define more than one timing pattern to fit to the data to accommo-
date slight shifts in the recorded BOLD response.

8.3.4  Spatial Normalization
Spatial normalization refers to transforming images so that the anatomy shown for all people is 
the same shape and size. ἀ e goal of the normalization procedure is to have any selected voxel 
contain the MR signal from the same anatomical location in every person. ἀ e fMRI time-
series data for that selected voxel can therefore be compared across a group of people to detect 
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Figure 8.3 Slice timing correction demonstrated by means of simulated BOLD responses (without 
noise) to a 1 sec duration event, starting 10 sec after the sampling begins. Sampling is simulated 
every 3 sec, but at different times for the two slices. The figure on the left indicates the positions 
of 32 interleaved slices, and a simulated region with a BOLD response indicated in red, which 
spans several slices. Because the slices are interleaved and acquired in a 3 sec span (TR), adjacent 
slices are sampled 1.5 sec apart. If the sampling is not corrected for the different slice acquisition 
times and are assumed to be sampled simultaneously, then the two slices appear to show different 
shapes for the BOLD response time course.
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similarities or differences. Spatial normalization of adult human brain images was originally 
based on the work of Talairach and Tournoux (5), who observed that the brain has consistent 
spatial proportions. ἀ ey defined a coordinate system (Figure 8.4) with the horizontal axis along 
the line joining the superior margin of the anterior commissure (AC) and the posterior margin 
of the posterior commissure (PC) (the AC-PC line), and a vertical axis parallel to the mid-sagit-
tal plane and orthogonal to this AC-PC line. ἀ e third axis is right–left and is orthogonal to both 
the horizontal and vertical axes. ἀ e origin of the coordinate system (0, 0, 0) is at the AC point. 
ἀ is standardized coordinate system for the human brain is called the Talairach coordinate 
system, and Talairach and Tournoux created a reference brain atlas based on a single brain from 
an elderly woman. ἀ is idea has since been further refined, and a new atlas and set of reference 
MRI brain images has been constructed from images of 305 human brains by researchers at the 
Montreal Neurological Institute (6). A slightly modified coordinate system has been defined and 
is termed the MNI coordinate system, and this system and related template images are used for 
most fMRI analysis.

ἀ e spatial normalization procedure is similar in principle to that used for image regis-
tration, but must allow for much larger scale image transformations given that brains from 
different people must be coaligned. One method used for spatial normalization is ANIMAL 
(automatic nonlinear image matching and anatomical labeling) developed by Collins and Evans 
(7), and other widely used methods are included in fMRI analysis software packages such as 
SPM and AFNI (listed in Table 8.1). ἀ e ANIMAL method is an iterative approach based on 
an initial course alignment of 3D image data with a reference data set, by means of three rota-
tion, three translation, and three scaling parameters. In each subsequent iterative step of the 
normalization process, finer scale alignments are applied within increasingly localized regions. 
ἀ e result is the complete deformation field required to map the image data to the reference data 
set. Another widely used method for image registration is a 12-parameter affine transformation 
(8). ἀ e transformation needed to map one 3D image data set to another (such as a 3D refer-
ence image) is determined by means of an iterative process to minimize the differences between 
the two. With both of these methods, the affine transformation or the deformation field can also 
be applied in reverse to map a predefined region of interest masks, region labels, and so forth 
from a 3D reference image set to the original (i.e., nontransformed) image data.

ἀ e image normalization process can be applied to images at each time point of the fMRI 
time series prior to applying one of the analysis methods, or can be applied only to the results of 

Horizontal axis
(R/L) orthogonal
to both vertical
axis and AC-PC
line

Vertical axis through mid-line
plane orthogonal to AC-PC line

Posterior margin of
Posterior Commissure (PC)

Superior margin of
Anterior Commissure (AC)

Figure 8.4 Definition of the axes and center of the Talairach coordinate system for representing 
positions of anatomical regions in the brain and for spatially normalizing brain image data.
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the analysis. ἀ e advantage of normalizing only the analysis results is that any spatial smooth-
ing imposed by the normalization process and any imperfections in the normalization will not 
affect the analysis itself. However, normalizing all of the data prior to analysis is useful for group 
analysis methods (discussed in Section 8.6), and normalizing the data at every time point serves 
the purpose of image registration as well.

In addition to spatial normalization for comparing fMRI results or group analyses, the defor-
mation field and its inverse can be used for characterizing differences in brain structures and 
for image segmentation and labeling. Tissue probability maps (9) have been constructed from a 
large number of data sets, have been accurately labeled, and can be mapped back onto image data 
from an individual to identify probable areas of white matter, gray matter, and cerebrospinal 
fluid (CSF) (10). Structural characterization, such as measures of changes in cortical thickness 
as a function of age, has also been demonstrated as a very useful application of normalization 
methods (11–14).

8.3.5  Spatial Smoothing
Many of the mathematical processes used to extract the neuronal-activity–related signal change 
patterns from among the various sources of noise and confounds are based on the assumptions 
that the noise in the data is white noise with a Gaussian amplitude distribution, with a constant 
variance across all voxels (15–18). In practice, however, fMRI data include both random noise, 
which fits these assumptions, and also physiological noise, which is often related to cardiac- and 
respiratory-driven motion or physiological fluctuations. ἀ ese structured noise sources do not 
match the underlying assumptions, and can influence the fMRI analysis by altering the esti-
mates of the variance of the fit parameters. ἀ at is, even if the fit parameters (such as β-values) 
themselves are not affected by the structured noise, changes in the estimated variance of these 
values alter the statistical tests that are used to determine whether or not the amplitude of a 
particular response pattern is significantly different than zero. Recall that the T-statistic used 
to determine the significance of a component in the GLM is given by T = β/ Var( )β . ἀ erefore 
if the estimate of Var(β) is artificially low, the T-value is artificially high and may cause a false-
positive result to be inferred.

To reduce structured noise, which may bias the results one way or another, a number of 
approaches have been proposed. One of the simpler approaches is to reduce the noise by spatially 
smoothing the fMRI data (Figure 8.5) with a Gaussian smoothing kernel with a full width at half 
maximum (FWHM) that is twice the voxel dimensions (16,19). Smoothing means reassigning 
each voxel in the image a value that is a weighted average of the original voxel value and the val-
ues of its neighboring voxels. Ideally, the width of spatial smoothing should match the expected 
extent of the active regions, but the size of active regions can be expected to vary across parts of 

8 mm × 8 mm
Gaussian

smoothing

Figure 8.5 Effects of smoothing (i.e., spatial filtering) with an 8 mm Gaussian smoothing kernel.
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the brain, brainstem, or spinal cord. Smoothing across too large an extent reduces efficiency and 
spatial accuracy and can eliminate the detection of smaller active regions. Spatial smoothing is 
not expected to eliminate structure in the noise but can reduce it nonetheless. Importantly, spa-
tial smoothing has been shown to improve the estimates of noise structure, thereby improving 
the performance of methods to reduce the bias it can impose on statistical tests (16).

In addition to improving the signal-to-noise ratio of fMRI data, spatial smoothing can 
improve the correspondence of spatial locations of active regions across spatially normalized 
data sets, and can therefore improve the sensitivity of group analyses. It also reduces the number 
of independent tests that are done, and therefore impacts on the problem of multiple compari-
sons as discussed below. However, these improvements are at the expense of spatial resolution 
as mentioned above, and so the benefits and drawbacks of smoothing must be balanced, and an 
appropriate amount of smoothing should be used.

8.3.6  Temporal Filtering
Temporal filtering of the time-series data in each voxel is another way of reducing structured 
noise, such as high-frequency fluctuations or slow trends that cannot be attributed to the BOLD 
response (or other neural activity–related contrast). Applying a transformation to whiten the 
data (make the noise more random), as has been shown to be effective for independent com-
ponents analysis (ICA) and principal components analysis (PCA) methods, requires a suitable 
estimate of the noise structure and has been suggested to be inappropriate for GLM methods 
as it can lead to invalid statistical tests (16). ἀ e optimal filtering strategy has been shown to be 
a band-pass filter (Figure 8.6), meaning that slow trends below a certain frequency (producing 
autocorrelations), and also rapid signal fluctuations above a certain frequency, are removed by 
the filtering process (16). ἀ e choice of the high- and low-frequency limits depends on the study 
design that is used, because relevant signal fluctuations that could be part of the BOLD signal 
response must not be removed. ἀ e low-frequency limit used in a number of published examples 
is at 0.008 Hz, which corresponds to a fluctuation with a period around 120 seconds. ἀ e appro-
priate high-frequency limit, for the low-pass part of the band-pass filter, depends on the timing 
between stimulus blocks or events and on the repetition time, TR.

Key Points

 1. Preprocessing—Refers to the steps that are taken prior to analyzing fMRI data.
 2. Global normalization—Refers to adjusting the average intensity of each image vol-

ume to some constant value in order to eliminate signal intensity variations in time 
that are consistent across all voxels.

 3. Motion correction—Refers to aligning, or registering, images at all time points to 
correct for bulk body movement during the fMRI time series.

 4. Spatial normalization—Is the process of rotating and spatially scaling image data 
to match the size, shape, and orientation of another image data set or a standard-
ized set of reference data.

 5. Slice timing correction—Is used to account for the fact that fMRI data from differ-
ent slice locations is not acquired at the same time and therefore may not reflect the 
same timing of the signal intensity response.

 6. Smoothing—Refers to spatial smoothing and means reassigning each voxel in the 
image a value that is a weighted average of the voxel and its neighbors.

 7. Filtering—Refers to temporal filtering and is the removal of selected frequency 
components from the time-series data.

 8. Whitening data—Means removing structure in the noise and making it closer to a 
purely random process.
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8.4  Data Analysis Methods
A variety of methods can be used to analyze fMRI data (after preprocessing) to detect changes 
in neuronal activity and to compare or contrast responses. ἀ e methods can be categorized 
as either model driven or data driven. With model-driven fMRI analysis, one or more specific 
time-course responses are predicted, and a statistical test is used to determine which voxels, if 
any, correspond with these responses. In data-driven analysis, significant signal variations that 
are consistent across sets of voxels are detected to reveal both anatomical locations and temporal 
patterns that may be of interest. Model-driven methods used for fMRI are generally univariate, 
meaning that each voxel is tested independently. Data-driven methods, on the other hand, are 
multivariate because data from multiple voxels are analyzed together and compared to detect 
consistent components of signal variation. ἀ e choice of approach to use depends on the ques-
tions that are being asked about the data and whether or not a specific response pattern can be 
reliably predicted. ἀ e most common form of analysis used for fMRI is the GLM, which is a 
model-driven, univariate approach.

Band-Pass FilteredLow-Pass Filtered

fMRI Time-Series Data

MR Signal Sampled at
a Repetition Time (TR)

of 3 Seconds

Complete MRI Signal
(for a single voxel) + Slow Signal Variations

Structured Physiological Noise

Random Noise

+

+

BOLD Signal Changes

High-Pass Filtered

(combination of high-pass and
low-pass filtering)

(rapid fluctuations removed)(slow trends removed)

Figure 8.6 Effect of temporal filtering on simulated fMRI data for a single voxel.

K10992.indb   195 5/3/11   12:22:12 PM

© 2011 by Taylor & Francis Group, LLC



Essentials of Functional MRI

196

8.4.1  Model-Driven, Univariate Analysis Methods

8.4.1.1  Correlation
One of the earliest analysis methods used for fMRI (20), which is still used to some extent, is 
based on the correlation between a predicted response and the measured signal intensity time 
course for each voxel. ἀ e degree of correlation is quantified with the R-value, which ranges over 
all values from –1 to 1, with a value of 1 indicating a perfect correlation and –1 meaning a perfect 
inverse correlation (the signal variations match perfectly but in the opposite direction), whereas 
a value of zero indicates no correlation whatsoever. ἀ e correlation value, R, is calculated with:

 R =
−( ) −( )

−( ) −( )
∑
∑ ∑

x x y y

x x y y
2 2

where x is the predicted response, –x is the average value of x, and y is the measured signal inten-
sity time course, with an average value of –y, and Σ indicates the sum of all values. A lower limit 
threshold for R must be chosen, and any voxels with a higher R-value are then concluded to be 
significantly correlated with the predicted signal intensity time course. ἀ e correlation method 
is relatively easy to use and is sensitive to the shape of the predicted response and can be very 
specific. However, correlation values are reduced in the presence of confounding signal changes 
from other sources or if the predicted response is not accurate.

8.4.1.2  General Linear Model
ἀ e general linear model (GLM), as mentioned in previous chapters (Chapters 2 and 7), is the 
most widely used analysis method for fMRI because it is flexible and can reliably detect sig-
nal intensity variations of interest, even in the presence of confounding effects. ἀ e GLM is 
based on decomposing the measured signal intensity time series into a weighted sum of model 
time courses, called regressors. ἀ e result of the GLM for each voxel provides the weightings, or 
β-values, for each regressor, as well as the uncertainty (specifically the variance) of each weight-
ing. ἀ e β-value for the regressor of interest, and its uncertainty, are used to test the null hypoth-
esis that the voxel time-course data do not have a component of signal change that matches the 
predicted pattern, that is, β = 0. With the GLM, more than one pattern can be modeled for dif-
ferent possible responses to a sequence of stimulation or performance of a task, and patterns of 
signal change arising from physiological motion, or any other predictable confounding effects, 
can also be modeled and used as regressors (Figure 8.7). ἀ e GLM is described in detail in 
Section 2.3, and for the specific case of fMRI data analysis it can be written as:

 X = H ∙ η + D ∙ γ + e

Here the notation used by Friston et al. (15) is adopted, with characters in bold indicating matri-
ces, and X describes the time-course data from one voxel in a set of time-series fMRI data. H and 
D are matrices containing the expected patterns of signal intensity changes arising from neu-
ronal activity in H and from confounding effects such as physiological motion in D. ἀ e values 
of η and γ are the parameters to be determined with the GLM, which indicate the magnitude 
of each of the modeled regressors to fit the time-series data, X. ἀ e expected patterns of signal 
intensity changes, H, are determined by the timing we choose for when a task is performed or a 
stimulus is applied, and are therefore expected to result in higher MR signal during stimulation 
conditions compared with during baseline periods, in active regions of the brain, brainstem, 
or spinal cord (as described in Chapter 6). ἀ e signal intensity changes in time arising from 
confounding effects, D, if they can be predicted, may be estimated from recordings of heartbeat 
and breathing during the fMRI time series or from motion correction steps, for example. ἀ e 
two matrices H and D are typically combined in the GLM, and can be written in the form used 
in previous chapters:
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 X = G ∙ β + e

Here the matrix G is equal to the matrices H and D concatenated together to make an n × t 
matrix, where n is the number of regressors and t is the number of time points in each regressor. 
ἀ e term β (beta) represents all of the parameter values, one for each of the patterns in G. ἀ is 
is the reason why the magnitudes of the fMRI responses are commonly referred to as β-values. 
ἀ ese responses can be determined with the equation (15,21):

 β = (GTG)−1 GT X

ἀ e uncertainty (specifically, the variance) of each β-value computed with this equation is 
given by:

 Varβ = c σ2(GTG)−1 cT
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Figure 8.7 Example of GLM analysis of two modeled fMRI time series.
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ἀ e value of σ2 is the sum of the squares of the values in e, divided by the number of degrees 
of freedom (i.e., approximately the number of values in X minus the number of β-values 
being determined, n). ἀ e matrix c is a one-dimensional (1D) list of n-values, being either 0s 
and 1s, to indicate which β-values are to be included. For example, if only the first β-value is 
being considered, then only the first time-course pattern in G is used in the calculation, and 
only the first value in c is set equal to 1 and all the other values are set to zero. A particular 
β-value can also be specified from the matrix of β-values indicated by β, with β = c ∙ β. For 
example, β1 = [1 0 0…] ∙ β. For fMRI analysis we can use these values to compute the signifi-
cance of a particular β-value, or combination of β-values, in terms of the probability that 
the result could be equal to zero (i.e., the null hypothesis), with the t-statistic from Student’s 
t-test given by:

 t = β/sX(β)

Here, sX is used to indicate the sample standard deviation, or standard error, given by Var( )β . 
Alternatively, the significance may be expressed as the standard score or Z-score with Z = β/sX(β), 
where sX is the population standard deviation. With a large number of samples, and therefore 
large degrees of freedom, the sample standard deviation approaches the same value as the popu-
lation standard deviation, and t-values and Z-scores are very similar in this situation. Otherwise, 
Z-scores tend to be lower than t-values for the same level of significance.

ἀ e advantages of the model-driven approach with a GLM are that specific signal change 
patterns in time can be detected, even in the presence of confounding effects that produce very 
different signal fluctuations in time, and the results are quantitative. ἀ e disadvantages of this 
approach are that the expected pattern(s) of signal change arising from the neural activity of 
interest must be predicted, and a statistical threshold must be chosen to determine when a β 
parameter is significantly different from zero. ἀ e choice of the statistical threshold to infer sig-
nificance is not trivial and is discussed in more detail below (Section 8.5).

8.4.2  Data-Driven, Multivariate Analysis Methods
With data-driven methods, as indicated by the name, the patterns of signal intensity change that 
occur consistently across voxels in the fMRI data set are detected and models of the expected 
responses are not needed (Figure 8.8). Typically the data preprocessing includes subtracting the 
average value of each voxel in the set, so that only the variation of the pattern in time or space 
affects the separation into components. Data-driven methods include principal components 
analysis (PCA) (18), independent components analysis (ICA) (22), and fuzzy clustering analysis 
(FCA) (23). One advantage of data-driven methods is that unknown or unexpected patterns of 
signal change in time in response to a sequence of tasks or stimuli can be determined. Another 
advantage is that these methods, being multivariate, can be applied to search for either the dom-
inant temporal or spatial patterns of signal change, meaning that both when and where signal 
changes occur consistently can be detected in the fMRI data. A disadvantage of data-driven 
methods, however, is that the dominant pattern(s) of signal change within a set of time-series 
fMRI data may not be due to neuronal activity, but may be due to body movement or physiologi-
cal motion such as related to the heartbeat and breathing. It is therefore necessary to assess the 
patterns that are detected to determine which may be attributed to neuronal activity and which 
may be ascribed to motion or other effects (18). ἀ is assessment may be based on involvement of 
specific regions of interest, or on expected properties of temporal responses, depending on the 
neural function of interest.

ἀ e results of data-driven methods (when used for temporal analysis) reveal the dominant 
patterns of signal change in time, within the fMRI data set, whereas for model-driven methods 
(i.e., the GLM) these patterns in time are predicted, or modeled, by the person doing the analysis. 
ἀ is means that if all of the signal change patterns are as expected, then the data-driven method 
results will be very similar to the predicted patterns used in the GLM. Data-driven methods 
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are therefore typically used when the expected responses are unknown or cannot be accurately 
described for all regions of interest (24,25). However, even if the signal change patterns in time 
can be predicted with a good degree of accuracy, data-driven methods can provide additional 
valuable information about spatial patterns of responses, and therefore identify regions that can 
be inferred to be functionally connected.

PCA reduces the data set into uncorrelated components, with the first component describing 
the largest amount of variance in the data, and each successive component describing the largest 
amount of remaining variance after the previous components have been removed. As is implied 
by the name, ICA finds components that are independent and does not assume any dependency 
between successive time points in the temporal patterns of signal change (26,27). Here an impor-
tant distinction is that independent means that any one of the time-course components cannot 
be written as a linear combination (i.e., weighted sum) of the other components, whereas uncor-
related means that none of the time-course components are correlated with any of the others. 
Independent time courses are uncorrelated, but uncorrelated time courses are not necessarily 
independent. Independence is a property of the set of components, not of any particular compo-
nent or pair of components. FCA is different from both ICA and PCA because voxels are identi-
fied in groups, or clusters, based on their temporal signal change patterns (23,28,29). However, 
each voxel in the image data can be assigned to more than one cluster, and the probability of 

Simulated fMRI data set consisting of 100 time points, with
the BOLD response indicated by the green line, occurring in
the green regions, and the BOLD pattern in red occurring in
the smaller red region.

The fMRI data includes random noise to produce and SNR of
100, and a slight shift to the right half-way through the time
series to simulate movement of the person being imaged.

Temporal ICA Results

Spatial ICA Results

Spatial PCA Results

Temporal PCA Results

Figure 8.8 Examples of the application of principal components analysis (PCA) and independent 
components analysis (ICA) for fMRI.
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a voxel being a member in each cluster is identified. Hence, the term fuzzy clustering discrimi-
nates this method from clustering methods that assign each voxel to a single cluster.

ἀ e math behind the ICA, PCA, and FCA methods is unique for each method and can be 
complex; it is only introduced briefly here to explain the differences between the methods. In all 
data-driven methods, the data are first reorganized into a 2D matrix with the rows containing 
the time-series data for each voxel, and each column represents the voxel data at a particular 
time point. If there are n voxels and t time points, then the data matrix is n × t (i.e., a two-
dimensional grid with n rows and t columns). Even though the original fMRI data are typically 
four-dimensional (4D) (Nx × Ny × Nz × t), with 3D image data acquired at each time point, the 
spatial information can be retained in the 2D matrix that is used for the data-driven analysis. 
ἀ e voxel data are listed in columns in order of their spatial positions in the image data, and 
consistent spatial patterns are therefore changed in shape. ἀ e new spatial patterns nonetheless 
remain consistent and can be identified, and can later be mapped back to their original shapes. 
ἀ e number of voxels, n, is therefore the product of Nx, Ny, and Nz. As mentioned previously, the 
data typically also need to be preprocessed by subtracting the mean values of each time series so 
that the variances, as opposed to the differences in average voxel intensities, can dominate the 
separation into components. ἀ e data are also typically whitened as described in Section 8.3.

In brief terms, PCA analysis proceeds by first subtracting the mean value of each voxel time 
series from each row of the (n × t) matrix described above (call this matrix X). A covariance 
matrix is constructed by multiplying this matrix by the transpose of itself, and dividing by the 
number of voxels minus one (i.e., A = 1/(n − 1) XTX). ἀ is covariance matrix, A, is square (t × t), 
making it possible to calculate its eigenvenvalues and eigenvectors (eigen is a German word mean-
ing inherent or characteristic). ἀ e matrix A has eigenvectors, x, and eigenvalues λ, that fulfill 
the equation:

 Ax = λx

ἀ e eigenvector x is one of the components that we are trying to find, and λ is a scalar value that 
indicates the relative amount of the variance in the data that is accounted for by x. ἀ e equation 
above means that x is not changed by multiplying it by A, but it is only scaled by a constant fac-
tor, λ. ἀ e set of all eigenvectors (up to t separate vectors, for a t × t matrix), which are in fact the 
principal components of the data, are therefore calculated. ἀ e resulting components are sorted 
in descending order of their eigenvalues, so that the component that accounts for the most vari-
ance is listed first, and so on.

Determination of independent components for ICA is even more complex than with PCA, 
and several variations of methods can be used, depending on the assumptions of noise in the 
data, the number of components to be determined, and so forth (17). ἀ e details of the math will 
therefore not be described here. In very brief terms, an iterative process is used to estimate, and 
then fine-tune, patterns in the data that are independent and can be summed linearly to equal 
each of the patterns in the original data. ἀ e ICA method can be used without knowing the 
underlying math and it is included in several fMRI analysis packages (mentioned in Section 8.2), 
or the ICA can be computed with software packages that are available such as FastICA from the 
Helsinki University of Technology, Laboratory of Computer and Information Science.

FCA is also done by means of an iterative process and treats each time series, consisting of 
t time points, as a point in t-dimensional space (23). ἀ e process can be visualized as though the 
t-dimensional point defined by the time series for each voxel is plotted, and then all of the points 
are clustered based on their position in this plot. Clusters of points with similar time series are 
thus identified, and the most appropriate number of clusters is determined. Some points may 
not clearly belong to one particular cluster and are labeled according to the probability of fit-
ting within each of the clusters. Again, the math is too complex to describe in detail here, but 
the fuzzy clustering method can be used for fMRI analysis in software packages that are either 
shared or commercially available.
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ἀ eoretically, or perhaps ideally, all of the data-driven methods such as ICA, PCA, and FCA 
and the model-driven methods based on the GLM and correlation should yield similar results 
if the analysis is done to answer the same question or test the same hypothesis. ἀ at is, the 
results should accurately reveal the locations and time-series patterns of signal change that have 
occurred as a result of neuronal activity that was elicited by the pattern of tasks or stimulation. 
ἀ e main differences between the results would be the form in which they are revealed and how 
spatial or temporal patterns are grouped to show consistent features in the results. However, the 
choice of analysis method is often made based on the question being asked or the hypothesis 
being tested, and different methods are often applied to answer different questions and to yield 
different results.

8.4.3  Data Analysis for Resting-State Studies
Functional MRI studies of the resting state, that is, in which the person being studied per-
forms no voluntary tasks at all, is an important emerging area that presents unique require-
ments for data analysis. While many resting state studies use ICA or PCA, as described in the 
preceding sections, other specialized analysis methods have emerged (30). While the PCA 
method has been used successfully for fMRI analysis, it provides the best results when the 
signals of interest have a large magnitude compared with other signal components, such as 
those from physiological motion and random noise, and when the sampling rate is fast rela-
tive to the BOLD responses. ICA appears, from the numbers of published papers on the topic, 
to be used more often than PCA for fMRI analysis. With any of these methods, the signal 
intensity time courses that are of interest must be selected from among the results. ἀ is selec-
tion is commonly done by rejecting components that fall outside certain frequency ranges 
of fluctuation or that are correlated with physiological noise, and components are selected 
that occur within areas known to match the default-mode network (31). Specific software 
packages, such as MATLAB (ἀ e MathWorks, Inc., Natick, MA), are also available for con-
nectivity analysis with resting-state or stimulation fMRI data (32). Another alternative for 
the analysis of resting-state data is the temporal clustering algorithm, or TCA (33), and the 
two-dimensional variant 2dTCA (34), which can detect multiple different timing patterns 
within a data set.

ἀ e original TCA is applied to fMRI data on a voxel-by-voxel basis (33). An intensity thresh-
old is first applied to exclude voxels outside of the head, and each voxel time series is then scaled 
so that values represent the percent signal change from the baseline intensity. A histogram is 
then constructed by counting the number of voxels that are at the peak value of their time series, 
at each time point of the data set. For example, if the fMRI data consists of N time points, then 
the histogram also contains N time points. ἀ e value of the histogram at time point t is then the 
number of voxels that were at their peak value at that time. ἀ e voxels containing random noise 
are expected to have their peaks distributed evenly across all time points, whereas the vox-
els with temporally related neuronal events (and related BOLD signal changes) are expected to 
have peaks at consistent time points. ἀ e peaks in the histogram are characterized by fitting 
a Gaussian function to determine the peak time and the width. ἀ e peak positions reflect the 
consistent resting-state function.

ἀ e 2D variant, 2dTCA (34), is also applied on a voxel-by-voxel basis, after smoothing with 
a 3-point averaging filter and normalizing values to percent signal changes from the baseline 
intensity. Voxels that are not expected to contain BOLD responses are determined as those 
whose peak percent signal change is outside the expected range of 0.5% to 8%, or with peak 
values less than two standard deviations above the average value over time (to find transient 
responses). ἀ ese voxels that are then assumed to reflect signal changes that are not of interest 
are averaged to determine a global signal time course. ἀ e remainder of the voxels are expected 
to contain BOLD responses, and the global signal changes are subtracted from each voxel time 
course, and slowly varying trends are also removed.
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ἀ e resulting signal intensity time courses are therefore expected to reflect the true BOLD 
responses of interest, and a two-dimensional histogram is constructed from these data. For time-
course data consisting of N time points, a two-dimensional histogram of size N × N, is created, 
called hist2d(x,y), as depicted in Figure 8.9. A threshold value is set for each voxel to be 1.5 times 
the standard deviation of the voxel value over time above the mean voxel value. ἀ e x-axis of the 
2D histogram indicates the number of voxels that had their first significant signal increase over 
the threshold value at each time point, and the y-axis indicates the number of voxels for which 
the time point, y, is any significant value over the threshold, not just the first occurrence. ἀ at 
is, the value of hist2d(x,y) indicates the number of voxels for which the xth time point was their 
first significant value over the threshold and the yth time point exceeded the threshold. ἀ is is 
different from the one-dimensional (1D) histogram used in the original TCA method, which 
indicated only the number of voxels that were at their peak value at each time point.

Next, columns of hist2d that reflect the transient BOLD responses of interest are determined 
by looking at the diagonal elements of hist2d. ἀ ese are the values where x = y, and points on the 
diagonal with large values reflect time points at which a large number of voxels had their first 
significant signal increase. ἀ e corresponding columns of hist2d are the resulting signal com-
ponents or reference time courses. ἀ ese signal components are then normalized by subtracting 
the mean and dividing by the standard deviation and used as basic functions in the GLM.

ἀ e main advantage of the 2dTCA over TCA is that voxels with similar time courses are 
grouped together, but those with dissimilar time courses are kept separate. ἀ e main disad-
vantage is that that reference time courses from transient physiological motion or other effects 
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Figure 8.9 Description of the temporal clustering algorithm (TCA) for a simulated data set con-
sisting of 1000 voxels: 10% of the voxels are set with transient responses peaking at time points 27, 
40, and 53; and another 10% have peak responses at time points 24 and 38, plus random noise; 
whereas the remaining voxels contain only random noise.
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must be considered until other means can be found to rule them out. Another weakness of the 
method is that dissimilar time courses are not separated if they happen to have their first signifi-
cant signal increase, even though subsequent signal increases do not coincide.

Key Points

 9. Model-driven analysis methods are based on predicted models of responses, and 
parameters are determined that describe the fit to the measured fMRI data.

 10. ἀ e general linear model is the basic model-driven method.
 11. Data-driven methods do not require a response to be predicted, and predominant 

patterns of signal change are detected in the fMRI data.
 12. Data-driven methods commonly used for fMRI include independent components 

analysis (ICA), principal components analysis (PCA), and fuzzy clustering analy-
sis (FCA).

8.5  Statistical Threshold, and Correction for Multiple Comparisons
After the analysis methods have been applied, a critical step in the determination of the fMRI 
results remains: that is, to decide how well the responses that were detected must match the 
signal change patterns in time and/or anatomical locations that were expected for the fMRI 
response, for us to infer that the responses detected do indeed arise from changes in neural 
activity (i.e., we reject the null hypothesis). ἀ e results of the GLM provide a statistical measure 
that the responses matching predicted patterns of signal change have magnitudes that are sig-
nificantly different from zero. ἀ e results of data-driven methods demonstrate the temporal MR 
signal patterns and spatial locations of the dominant sources of signal variance in the data set. 
ἀ ese results must still be compared with expected patterns of signal change or expected loca-
tions of activity to determine whether or not they can be attributed to neural activity. As a result, 
the final analysis outcome can depend on a single subjective choice of the statistical threshold 
that is used to infer that a response is significant. However, with a well-designed study it can be 
possible that the responses detected are specific enough that varying the statistical threshold 
over a reasonable range will not significantly alter the final interpretation of the results. In most 
cases the choice of statistical threshold should be made with a careful balance of sensitivity and 
specificity while limiting the rate of occurrence of false-positive results. An excellent detailed 
review of this problem is provided by Bennett et al. (35). Methods for reducing the occurrence of 
false-positive (Type I errors) or false-negative results (Type II errors) include limiting the false-
discovery rate (FDR) or using one of the methods for controlling the family-wise error (FWE) 
rate, as described below. ἀ e family-wise error rate refers to the probability of there being a false-
positive result in the whole volume of results, such as across the entire brain. ἀ e false-discovery 
rate, on the other hand, is considered less restrictive and refers to the proportion of voxels in the 
data set that are expected to be false-positive results. Methods for controlling the error rate are 
included in all fMRI analysis software packages and in many cases require only that the desired 
level and type of control be indicated by the user.

Any of the statistics that are typically used, such as t-value, Z-value, and so forth, can be con-
verted into a p-value, which reflects the probability of measuring another value that is at least as 
different from the reference value, given the known variance in the values. ἀ e p-value is useful 
because the expected number of false positives, as a result of noise in data, can be estimated. If 
the p-value threshold is chosen to be 0.001, for example, then the expected number of false posi-
tives is 0.1% of the number of voxels spanned by the data set. A data set spanning 100,000 voxels 
can therefore be expected to contain 100 voxels that appear to have a significant BOLD response, 
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just by random chance. Controlling the number of false-positive results that are expected as a 
result of the large number of voxels that are tested therefore becomes very important. ἀ is is 
referred to as the multiple comparison problem or multiple testing problem 36). ἀ e Bonferroni 
correction is a widely used method for limiting the family-wise error rate by proportionally reduc-
ing the p-value threshold. For example, if the Bonferroni-corrected p-value threshold is desired 
to be at the level p < 0.05, and 10,000 voxels are analyzed, then the p-value threshold to use is 
0.05/10,000 = 5 × 10–6. ἀ is correction is considered conservative because although it will reduce 
the number of false-positive results, it may increase the number of false-negative results.

Another correction method is to control the false-discovery rate, which is the estimated pro-
portion of false-positive results (37). In a set of results from V voxels, there are four different pos-
sible outcomes based on whether the voxels are actually active or inactive and whether they are 
declared as being active or inactive, as discussed in Section 8.1. ἀ e value Via describes the number 
of voxels that are truly inactive but were declared as being active, and Vaa is the number of voxels 
that were declared as being active and were truly active. ἀ e false-discovery rate is given by:

 FDR= V
V V

ia

ia aa+

But, only the total number of voxels that are declared as being active or inactive are known; 
whether or not they are truly active or inactive is not known. ἀ e expected false-discovery rate 
is estimated with:

 E V
V V

q qia

ia aa
(FDR)≤

+






≤

To control the FDR one has to select a value for q (between 0 and 1) to indicate the maximum 
false-discovery rate that can be tolerated.

ἀ e p-values for all of the voxels must then be ordered from smallest to largest:

 p1 ≤ p2 ≤ p3 ≤ … ≤ pi ≤ … ≤ pV

Now find the largest value of i for which

 p i
V

q
c Vi ≤ ( )

where V is the total number of voxels being test, and c(V) is a constant that depends on the dis-
tribution of p-values in the set of voxels, with two possibilities:

 1. c(V) = 1, or

 2. c(V) = Σi
V t V= ≈ +1 1 0 5772( ) ln( ) ./

ἀ e first is valid when p-values across voxels are independent and the noise in the voxels is 
Gaussian with nonnegative correlation across voxels. ἀ e second is valid under less restrictive 
conditions and applies for any joint distribution of p-values across voxels. ἀ e second choice 
also provides a larger constant that leads to a lower p-value threshold.

In the first case above, with c(V) = 1, if our data set contains 10,000 voxels and we want a 
false-discovery rate q of 0.05 (analogous to the p-value used in the Bonferroni correction above), 
then the lowest p-value in the set of results must meet the condition:

 p
V1
1 0 05≤ .

and therefore p1 ≤ 5 × 10–6, just as with the Bonferroni correction. However, the next highest 
p-value in the set of results needs to meet the slightly less restrictive condition:
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 p
V2
2 0 05≤ .

At some value of i the value of pi no longer meets this condition, and so there are i–1 voxels 
detected as being significant.

Imposing lower limits on the spatial extent of active regions can also increase the significance 
of the results, because if false-positive results are caused by random signal variations, they are 
less likely to occur by chance in adjacent voxels (38). ἀ e errors (false positive or false negative) 
are expected to be distributed randomly in space across the image data. However, errors occur-
ring due to physiological motion are more likely to occur near large blood vessels, cerebrospinal 
fluid, and edges of features where the image signal intensity changes abruptly. As a result, clus-
ters of active voxels are not guaranteed to be accurate results, but false-positive results caused 
by physiological motion may be recognized based on their anatomical location. ἀ e process 
of determining the cluster size (i.e., the number of adjacent active voxels) at a given T-value 
threshold for each voxel that is needed to reach a desired significance level is somewhat complex. 
Fortunately, software methods to estimate the appropriate cluster size are freely available via 
the Internet, such as fmristat (39–41), and are included in some fMRI analysis packages. ἀ e 
important features to understand are that the cluster size is greater with more stringent desired 
significance levels, with greater extent of spatial smoothing applied to the data, and with lower 
numbers of degrees of freedom in the data.

Key Points

 13. A statistical threshold must be chosen for the inference that the observed signal 
change patterns in time, and/or anatomical locations, arise from changes in neural 
activity.

 14. ἀ e p-value statistical threshold reflects the probability of a false-positive result 
occurring by chance because of random noise.

 15. Corrections for multiple comparisons are required because an fMRI data set con-
sists of a large number of voxels, and therefore some false-positive results may 
occur by chance.

 16. ἀ e Bonferroni correction accounts for multiple comparisons by dividing the 
desired p-value by the number of voxels to define a new, corrected p-value, and is 
one method for limiting the rate of family-wise errors (FWEs).

 17. Another method of correcting for multiple comparisons is to control the false dis-
covery rate (FDR) by adjusting the p-value.

 18. By requiring that active regions occupy a certain minimum spatial volume (the 
cluster size threshold), the occurrence of false positive results is reduced, with a 
given T-value threshold.

8.6  Group Analysis
While fMRI results from an individual are needed for clinical assessments of function or to 
detect the effects of disease or trauma, research to characterize these effects in general and refer-
ence information from typical healthy people are also needed for comparison with the individ-
ual results. ἀ e general characterizations and reference information require group analysis of 
fMRI results to demonstrate the consistent features of the areas of activity and the magnitude of 
the signal change responses, as well as to detect the normal range of variation across people. All 
group analysis methods have the common features of combining results of individual analysis 
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or the original fMRI data across multiple data sets on a voxel-by-voxel basis. ἀ e method of 
combination may be a simple average, the difference between two or more groups, or more 
complex comparisons with other measured properties such as the speed of performance of a 
task, rate of correct answers, scores on questionnaires, and so forth. An essential task before 
any group analysis can be done is therefore to normalize the results or data so that the anatomy 
of interest is the same shape, size, and position in the images. ἀ is is the same normalization 
process that is described in Section 8.3.4. Any given voxel is then expected to give information 
about the same anatomical location in all of the people/studies that are being combined.

8.6.1  Fixed-Effects, Random-Effects, and Conjunction Analyses
A number of methods have been developed for group analysis, and the choice of method depends 
on the reason for the group analysis or the question that is being asked. ἀ ree methods that have 
some common features are the fixed-effects, random-effects, and conjunction analyses. A first-
level analysis is done first on the fMRI data from each individual using a model-driven method 
as described above, in order to determine the significance of the response to the stimulus or 
task, at each voxel. ἀ e resulting maps of statistical values from the individuals are then spatially 
normalized and combined with the group analysis, or second-level analysis.

ἀ e fixed-effects and random-effects analysis methods are applied to the estimates of the 
magnitude of the responses in each voxel. ἀ ese are the β-values described above that are deter-
mined with the GLM. ἀ e fixed-effects analysis shows the significance of the average response 
across the group of subjects relative to the uncertainty of the response in each person, and it 
is assumed that the variance of each of the β-values is the same. ἀ e group response therefore 
describes the consistent features across the specific group of people that was studied, and it may 
not be valid to assume that this result can be generalized to all people. Random-effects analysis, 
on the other hand, shows the significance of the average response across the group of subjects 
relative to the variation of that response across the people that are studied. It therefore takes into 
account differences between people and can be used to make generalized conclusions about all 
people. Because the uncertainty in the response across people (more specifically, the standard 
error of the mean) has fewer degrees of freedom than the response measured in each individual, 
the fixed-effects analysis tends to give higher significance values and is considered to be more 
sensitive (42). Specifically, these values are calculated for each voxel with:

 
Fixed effects: Var( )

Random effects: Va

T

T

=

=

β β

β rr( )β

where β indicates the average of the β-values across the data sets (people, studies, etc.) being 
combined in the group analysis, Var(β) is the variance of each individual β-value as described 
above (it is assumed to be consistent across data sets), and Var(β) is the variance of the β-values 
across the data sets being combined.

An alternative approach is the conjunction analysis, which is intended to provide the sen-
sitivity of fixed-effects analysis with the ability to make inferences about the population as a 
whole (42). ἀ is analysis method uses the T-value maps produced by the first-level analysis for 
each individual. ἀ e minimum T-value across all of the people or studies being combined is 
then taken for each voxel. ἀ e results therefore indicate that people in general can be expected 
to have a response that is at least as significant as the conjunction analysis value. Another con-
junction approach to characterize the response within a predefined region of interest (such as 
some anatomy of interest) is to take the minimum T-value out of the maximum T-values for each 
voxel within the region.
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8.6.2  General Linear Model for Group Analysis
A very different form of group analysis from those described above is to use a general linear 
model to detect all regions that responded significantly in a way that corresponds with some 
predicted response or with some measured parameters (43). ἀ e predicted response could sim-
ply indicate an expected difference between a patient group and a control group, could be based 
on measured parameters such as performance scores on a task (speed, reaction time, rate of cor-
rect answers, etc.), or could be responses on questionnaires that are completed either before or 
after the fMRI session (43). ἀ e exact response does not need to be predicted; only the relative 
expected differences between groups or individuals need to be indicated. For example, in a given 
voxel some participants in a study may show little or no signal change response and may rate a 
thermal sensation as causing no discomfort at all, while other participants rate the same thermal 
sensation and being uncomfortable and have a significant signal change response. ἀ e measured 
responses are therefore related to the rating of the thermal sensation, and the GLM would show 
a significant response at that voxel.

8.6.3  Partial Least Squares Analysis
A data-driven approach for group analysis is provided by the partial least squares (PLS) method 
(44,45). ἀ is method is applied to the image data from all participants, after the images have 
been spatially normalized. It is distinct in this way from the methods described above, because 
the PLS method is not applied to the results of a previous, first-level analysis, but rather to the 
image data itself. ἀ e data for each stimulation block, or each event (in an event-related study), 
and the subsequent rest or baseline period are typically averaged to produce a mean response 
consisting of t time points (Figure 8.10). ἀ e responses from all m voxels of interest in a data set 
are then represented by concatenating the data into a long vector of m × t data points. A matrix 
of all responses from n studies (which could be some number of fMRI data sets with different 
stimuli or tasks from each of a number of people studied) is then created. ἀ is matrix containing 
all of the data is therefore n rows by m × t columns, and for this desription will be called D.

ἀ e responses across different studies are compared by defining sets of contrasts, with one 
value for of the n studies. Mutiple independent contrasts can be defined to investigate multiple 
effects. For example, the n studies may consist of four different fMRI studies in each of n/4 
people, and the first n1 people may be younger participants and the remaining n–n1 participants 
are older. A contrast to detect the differences between older and younger participants across all 
four study types would then be a list with the first 4 × n1 values set at 1, and the remaining 4 × 
(n–n1) values set at –1. Another contrast, for example, could be set to detect only the differences 
in responses between study 1 and study 2 in each person, regardless of their age. ἀ is would be a 
list consisting of 1 –1 0 0 …, repeating for total of 4 × n values. ἀ e set of all k different contrasts 
is formed into a matrix of k rows by n columns.

ἀ e matrix product of the contrasts, C, and the data, D (i.e., C × D), is a matrix of size k rows 
by m × t columns, and represents the average differential responses according to the contrasts 
that were defined. ἀ e principal components of this matrix are then calculated, as described 
above in Section 8.4.2 on PCA. ἀ e principal components are the voxel saliences as described 
by McIntosh and Lobaugh (44) and represent the weight of the covariance contribution of each 
voxel. Since each principal component is also of length m × t, the results can be redistributed 
into saliences of length t time points for each of the m voxels. Positive weights imply increas-
ing signal intensity changes with increasing subject expression of a covariance pattern, while 
negative weights imply simultaneous decreasing signal intensity changes with increasing subject 
expression. As a result, both spatial and temporal differences in responses are determined.

ἀ e significance of the voxel saliences are determined with a bootstrap method in which the 
original data are resampled by substitution, without changing the order of the experiments for 
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each volunteer. For example, the data for volunteer 2 would be replaced with that from volun-
teer 1 in one permutation. A large number (~100–200) such permutations are analyzed and the 
standard error of the saliences is thus determined. ἀ e ratio of the salience to its standard error 
is termed the bootstrap ratio and provides an estimate of its significance. ἀ is analysis consti-
tutes a single statistical test and so corrections for multiple comparisons are not required (44).

8.6.4  Functional and Effective Connectivity, and Dynamic Causal Modeling
Connectivity in the context of fMRI refers to detection of regions of the central nervous system 
(CNS) that are interconnected and function as a network. However, important distinctions are 
made between functional connectivity, which simply means that the fMRI responses detected in 
two regions are correlated, and effective connectivity, which is the influence one region has over 
another (46). Effective connectivity is therefore more informative than functional connectivity 
because it demonstrates how two regions interact, but functional connectivity is much easier 
to determine. Although a complete discussion of the methods used to determine connectivity 

Matrix of Average Differential Responses

Matrix of Data from Multiple Studies
n rows and (m × t) columns

(m x t) columns

= k columns

One row
for each

of “k”
contrasts

One
row
for

each
of “n”

studies

Data rearranged into a matrix with m x t columns

Time-series data in “m” voxels
Average responses of length

“t”, in each voxel

Data for Multiple fMRI Studies:

Data for a Single fMRI Study:

Matrix of “Contrasts”
One column for
each of n studies
1 1
1 1–1 –1 ×

–1 –1...
......

...

...

...
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......

Figure 8.10 Graphical description of the partial least squares (PLS) method. The principal com-
ponents of the matrix of average differential responses are then calculated to determine the salient 
features of the signal intensity responses.
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would be useful, it is beyond the scope of this book, and so the detailed mathematical methods 
that underlie connectivity analyses are only introduced briefly here.

Functional connectivity can be detected by means of the correlation between time-series 
responses across all voxels in an fMRI data set (Figure 8.11). It is similarly demonstrated by the 
results of PCA and ICA as described in Section 8.4.2. ἀ ese two methods demonstrate the voxels 
that have components of signal change in common and therefore can be inferred to be func-
tionally connected. Of course, two regions can have highly correlated signal change responses 
because they receive common input from a third region, and the correlation does not imply a 
direct anatomical or effective connection. Connectivity inferred from a correlation between 
time-series data does not reveal the direction of connectivity either.

One method for estimating connectivity that is able to provide information about direction-
ality, and therefore effective connectivity, is based on the principle of Granger causality (47). ἀ e 
basic principle proposed by Granger is that if we compare the time series of two voxels, X and Y 
(that is, applying Granger’s idea to fMRI), then the processes in Y cause the processes in X if the 
inclusion of past observations of Y helps to improve the predictability of the next observations 
of X. ἀ e method requires high enough temporal resolution to include some information about 
causality in the data, and it has been applied to fMRI data with repetition times (TR) of 2 sec-
onds (48) and 2.44 seconds (49), as examples. ἀ e application of this method for fMRI has been 
termed Granger causality mapping (GCM) (50,51). ἀ e distinction between GCM and connec-
tivity based on correlation between two time-series responses is that the GCM method specifi-
cally addresses the question as to whether one area can be inferred to have caused the effect seen 
in the other. If subtle differences in the timing of responses are obscured by long repetition times 
or temporal filtering or noise, then the GCM method may show that we cannot infer causality, 
even if a correlation-based method shows that we can infer functional connectivity. ἀ is is an 
important distinction when looking at the results or when deciding which method or combina-
tion of methods to use for a particular analysis. ἀ e underlying math is relatively complex and 

High correlation

Low correlation

Figure 8.11 Illustration of functional connectivity based on the correlation between signal inten-
sity time courses in each voxel, across multiple data sets, such as multiple people studied or 
repeated experiments.
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so will not be described here, but a MATLAB toolbox for Granger causality mapping is freely 
available (50).

Effective connectivity can also be estimated by means of a method called structural equation 
modeling, or SEM (46,52) (Figure 8.12). ἀ is method can be used to quantify the interactions 
between a number of brain areas at the same time by making use of the correlations between 
the responses in different brain regions and the known anatomical connections between these 
regions. ἀ e observed fMRI time-series responses in each region are modeled as being linear 
combinations of inputs from the other regions, with weighting factors on the inputs defined 
for each connecting pathway. ἀ at is, some inputs may produce strong influence over another 
region, or the influence could be very weak or even zero. ἀ e weighting of an input can be either 
positive or negative as well. ἀ e result therefore demonstrates the relative direction and mag-
nitude of the influence one region has over another, specific to the task that is used to generate 
the fMRI data, and within the limits of the known anatomical connections that are included in 
the model.

ἀ e SEM approach is similar to dynamic causal modeling (DCM) (53,54) (Figure 8.13) 
because both methods use anatomical information to define realistic limits on the possible 
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WCD

WBC

WCB

WAB

WBD

ED

B

A
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Stimulus
input

Stimulus-free
contextual input
(e.g., cognitive set or time)

Figure 8.13 Example of dynamic causal modeling (DCM). (Adapted from Friston, K.J., et al., 
NeuroImage 19, 1273–1302, 2003 [53].) As with SEM, the model is based on known anatomi-
cal connections, and the weights of inputs are determined. However, the DCM allows for nonlinear 
interactions, as well as modulation of the weights.
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Figure 8.12 Example of structural equation modeling (SEM). The model is based on known or 
expected anatomical connections between regions of the CNS, which are here represented as A, B, 
C, D, and E. The responses in each region are modeled as a linear combination of inputs from other 
regions. The output of the SEM demonstrates the magnitude and significance of the weightings, W, 
of the inputs from one region to another.
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connections between regions and attempt to explain the observed signal change responses in 
each region based on the influences of other regions. However, the DCM method allows for non-
linear interactions, and one region can influence another region directly or can modulate the 
coupling between two other anatomical regions. Again, the output is a model of the anatomical 
network that is specific to the task used for the fMRI study and includes the effective connectiv-
ity between the anatomical regions of interest.

Regardless of the method used to determine connectivity and whether functional or effective 
connectivity is determined, the information provided can be very helpful for the interpretation 
of fMRI results. Simply knowing where the brain, brainstem, or spinal cord responds to a stimu-
lus or is involved with the performance of a task may not provide an unambiguous demonstra-
tion of how the CNS functions or the effects of injury or disease. ἀ e additional information 
provided by the relationships between active regions can reduce the number of possible inter-
pretations, or at least help to exclude errors caused by physiological motion. ἀ e interpretation 
of fMRI results is discussed further in the following section.

Key Points

 19. A statistical threshold must be chosen for the inference that the observed signal 
change patterns in time, and/or anatomical locations, arise from changes in neural 
activity.

 20. Group analysis methods are used to combine results of individual analyses, or the 
original fMRI data, across multiple data sets on a voxel-by-voxel basis.

 21. Fixed-effects group analysis shows the significance of the average response across 
the group of subjects relative to the variation of the response in each person.

 22. Random-effects group analysis shows the significance of the average response across 
the group of subjects relative to the variation of the response across the group.

 23. Conjunction analysis takes the minimum significance value (T-value) across the 
group at each voxel.

 24. General linear model (GLM) group analysis detects regions that responded sig-
nificantly in a way that corresponds with some predicted response or measured 
parameters, such as task performance, questionnaire scores, and so forth.

 25. Partial least squares (PLS) group analysis is a data-driven approach that is applied 
to the fMRI time-series data to detect consistent features of the responses across 
people or studies.

 26. Connectivity refers to detection of regions of the CNS that are interconnected and 
function as a network.

8.7  Interpretation of fMRI Results—What Do They Really Mean?
As discussed in Chapter 6, the key physiological process underlying MRI signal changes 
that are related to neural activity is the change in energy consumption (metabolism) by both 
neurons and astrocytes (55,56). ἀ e function and energy consumption of the astrocytes and 
neurons are closely linked, and together they produce the net neural signaling (57–60). ἀ e 
energy consumption is determined by the amount of work done to release and recycle neuro-
transmitters, reestablish and maintain membrane potentials and intracellular and extracel-
lular ion concentrations, and the like. As a result, the energy consumption is more closely 
linked to synaptic input than to the neuronal output spiking rate. To reiterate from Chapter 6, 
this relationship has been demonstrated by the observation that hemodynamic changes cor-
relate better with local field potentials (LFPs) than either single-unit or multiunit recordings 
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(55,61–65). BOLD contrast, signal enhancement by extravascular water protons (SEEP), and 
diffusion-tensor imaging (DTI) signal changes arising from cellular swelling, and vascular 
changes shown by vascular space occupancy (VASO) and perfusion-weighted imaging (PWI) 
therefore reflect net changes in presynaptic input, whether excitatory or inhibitory. ἀ is rela-
tionship is also demonstrated by the dependence of relaxation times on oxygen metabolism in 
the brain (from Chapter 6):
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A strong coupling between LFPs and changes in tissue oxygen concentration has even been 
demonstrated in the absence of spiking output, supporting the conclusion that hemodynamic 
changes reflect synaptic more than spiking activity (63,64).

ἀ e best evidence to date therefore indicates that fMRI results, regardless of the contrast 
mechanism used, are most closely related to synaptic input than to the local neuronal spiking 
rate. Increases in either inhibitory or excitatory input can produce increased MRI signals, and 
decreases in either type of input can produce decreased MRI signals. For example, a region may 
receive tonic inhibitory input during the condition that is considered to be the baseline, or rest-
ing state, condition. During a task or stimulus this inhibitory input may be diminished to pro-
duce a response. ἀ e BOLD signal change would nonetheless be expected to be in the negative 
direction, because of the reduced synaptic input. Although this is a negative BOLD response, 
it would be incorrect to interpret it as either a deactivation or local inhibition. Similarly, a local 
positive BOLD response implies increased synaptic input, but this could be increased inhibitory 
input, resulting in a local reduction of neuronal activity. Functional MRI results can therefore 
be ambiguous, particularly if only a localized region of the CNS is studied. One possible way of 
improving the accuracy of the interpretation is to look at the fMRI responses in anatomically 
connected regions, as in the connectivity analyses described in Section 8.6.4. ἀ e local output 
of a region may be indicated by those regions that receive this output as their inputs, within the 
limitations that any region may receive multiple inputs.

Key Points

 27. ἀ e key physiological process underlying MRI signal changes that are related to 
neural activity is the change in energy consumption (metabolism) by both neurons 
and astrocytes.

 28. ἀ e best evidence to date therefore indicates that fMRI results, regardless of the 
contrast mechanism used, are most closely related to synaptic input than to the local 
neuronal spiking rate.
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9
Clinical Applications 

of Functional MRI
If functional magnetic resonance imaging (fMRI) is to be used routinely as a tool for clinical 
practice, it must be shown to produce reliable and robust results that can be accurately inter-
preted. It is also important that the method is practical to use in MRI units in hospitals. In this 
chapter a range of examples are presented showing how fMRI has been used to date for clinical 
practice, and in many more cases, how it has been used for research of specific patient groups 
and how it has been shown to have potential for clinical assessments. Toward this end, this chap-
ter presents examples of how fMRI studies reported in the literature were designed and how the 
data were acquired, but it does not discuss the findings of the studies or the significance of the 
results, except to show the potential clinical value. Such discussions are better suited to special-
ized books or papers on each neurological disorder, as opposed to here where the focus is on the 
theory and practice of fMRI. ἀ e examples that are discussed are organized according to (1) the 
method used: resting-state studies and studies using saccadic eye movements, and (2) the neuro-
logical disorder that was studied: multiple sclerosis, stroke, consciousness disorders, traumatic 
brain injury, and spinal cord injury. As a result, there is some overlap between sections. ἀ is 
choice of organization is necessary, though, to illustrate the fact that these two specific methods 
can be used to investigate many different types of neurological disorders, with very similar study 
designs and experimental setups for different patients. ἀ ese examples may therefore represent 
a practical approach to fMRI for clinical practice. ἀ e examples discussed in groups by type of 
disorder are to demonstrate the current capabilities of fMRI for clinical assessments. ἀ e span of 
the studies that are described here is intended to give an overview of the current state of clinical 
fMRI, and to direct the reader to specific papers on each application or neurological disorder.

ἀ e stated goals or expected future outcomes of many published scientific papers on fMRI 
are clinical applications to provide improved diagnosis of diseases or effects of trauma and 
improved treatment strategies. However, relatively few clinical applications of fMRI have been 
put into practice. Important clinical applications of fMRI are expected in the not-too-distant 
future, though, because of the clinically relevant results that have been reported in scientific 
papers. After roughly 20 years of development of fMRI, and the demonstrated importance of the 
information that can be obtained with maps of neural function in the brain, the question then 
naturally arises as to why this method is not yet in widespread use in hospitals. ἀ e main chal-
lenges that are believed to have contributed to slowing the development of fMRI for diagnosis of 
disease and for treatment planning and monitoring of results (1–3) include:

 1. Lack of reference data

 2. No standardization of methods (acquisition, analysis, and modes of stimulation)
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 3. Challenges with interpretation of results (4)

 4. ἀ e highly multidisciplinary nature of fMRI studies

ἀ e first of these points refers to the fact that fMRI results can often only be interpreted by 
observing how function has been altered by disease, injury, and so forth. ἀ erefore, data from 
age- and gender-matched healthy control subjects may be needed with the same tasks and acqui-
sition parameters. It is not practical for each hospital to acquire its own set of reference data to 
aid with interpretation of results. ἀ ere are also important questions as to how the presence 
of a tumor, edema, tissue damage, and the like, and also drug treatments, may alter the blood 
 oxygenation–level dependent (BOLD) response (5), or how the emotional aspects of having suf-
fered an injury or dealing with a neurological condition may affect task performance (6). Any of 
these factors could directly affect fMRI results and potentially render reference data from healthy 
control subjects useless. A more practical alternative is to use suitable reference results from 
other sites. ἀ is alternative therefore relates to points 2 and 3 above. Since fMRI results depend 
on the modes of stimulation or tasks and the baseline conditions to which they are compared, 
comparisons are only meaningful if the tasks and so forth are the same. ἀ e sensitivity and spec-
ificity of fMRI results are also affected by the acquisition parameters (timing, BOLD sensitivity, 
spatial and temporal resolution, etc.) and analysis methods. Although these are expected to have 
less of an impact than the choice of stimulation and baseline conditions, they can nonetheless 
affect the interpretation of results. ἀ e specific examples that are discussed below demonstrate 
that there is a good degree of consistency in many of the acquisition parameters that are used 
across studies, although the temporal and spatial resolution varies between studies. ἀ e meth-
ods of stimulation or types of tasks studied and the corresponding baseline conditions are not 
standardized and appear to be different between almost every published study. ἀ is presents a 
challenge for the creation of a useful fMRI reference database to aid with interpretation of clini-
cal fMRI results. Point 3 above also notes that, for some applications, standardization may not 
be possible because fMRI studies may need to be designed for each specific patient, depending 
on the location and extent of neurological deficits. Finally, the fourth point above refers to the 
fact that effective clinical use of fMRI may require a team approach that includes the necessary 
mix of neurosurgeons, neurologists, neuroradiologists, psychologists, rehabilitation therapists, 
MR physicists, and others to develop effective fMRI study designs and acquisition parameters 
for each patient and to analyze the data and correctly interpret the results. Again, the alternative 
may be the future development of standardized fMRI acquisition methods and user-friendly 
analysis software, so that clinical use of fMRI can be time- and cost-effective.

9.1  Examples of Current Clinical Applications of fMRI
ἀ e dominant clinical uses of fMRI that have been demonstrated to date and used for clinical 
practice are presurgical mapping of essential speech and motor regions of the brain, and epilepsy 
seizure-focus localization, for the purposes of treatment planning with minimal postoperative 
neurological deficit (2). ἀ e range of accuracy that has been reported varies between studies and 
has been tested by comparison with intraoperative electrocortical stimulation (ECS) for motor 
areas determined with fMRI, and language areas detected with fMRI have been tested with the 
results of the intracarotid Amytal procedure, that is, the Wada test (7).

Yetkin et al. (8) studied 28 patients with fMRI using motor tasks involving the fingers, lips, and 
tongue, and also language tasks involving silent word-generation and counting. ἀ ey reported 
agreement between sites of activity detected with fMRI and corresponding areas detected by 
means of intraoperative electrical stimulation, of 100% within 20 mm, and 87% within 10 mm. 
Petrella et al. (9) evaluated the impact of preoperative fMRI localization of language and motor 
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areas. Out of 39 patients with brain tumors, the fMRI results altered the therapeutic plan in 
49% and enabled a more aggressive approach in 46%. Out of this group, 30 patients underwent 
surgery, and fMRI helped to shorten the surgical time in 60% of the cases. Fitzgerald et al. (10) 
assessed the sensitivity of fMRI compared with ECS for mapping of language areas and deter-
mined it to be 81% when the areas were required to be in contact, and 92% for the areas being 
within 2 cm of each other. In another example, Majos et al. (11) reported that the agreement in 
the location defined by fMRI and intraoperative mapping techniques was 84% for motor areas, 
83% for sensory areas, and 98% when both kinds of activity are taken into account. Similarly, 
Arora et al. (12) state that in patients with epilepsy they found excellent agreement between 
language lateralization determined with fMRI and with the Wada test. ἀ e agreement was 84% 
of patients (n = 40) with a reading task, 83% with an auditory task, 77% for a verbal fluency task, 
and 91% for the combination of tasks. However, they caution that it is important “to understand 
the neurophysiology of language processing, both in control subjects and in epilepsy patients, 
in order to better interpret the results from fMRI” (p. 2239). Bartos et al. (13) report that the 
fMRI sensitivity for localizing the primary motor cortex detected by ECS was only 71%, and 
therefore concluded that fMRI was not very reliable. ἀ ey caution that fMRI should be used 
in combination with ECS, and this same recommendation is made by Xie et al. (14). Overall, 
it therefore appears from the scientific papers that have been published to date that the use of 
fMRI for preoperative mapping shows great promise and has demonstrated benefits, yet should 
be used with caution and with a very good understanding of both the underlying physiology and 
the fMRI method.

ἀ e specific fMRI methods for preoperative mapping that have been reported depend on 
the magnetic field strength of the MRI system and the specific application, and have evolved 
somewhat as MRI systems have improved. Nonetheless, there are consistent aspects of the meth-
ods, as all so far have employed the BOLD contrast mechanism and are based on T2

*-weighted 
imaging with a single-shot gradient-echo (GE) method with echo-planar imaging (EPI) spatial 
encoding (with rare exceptions), as described in Chapter 6.

ἀ e choices of imaging parameters illustrated in Table 9.1 are presumably selected to opti-
mize the sensitivity to BOLD contrast, while balancing the needs of imaging time and spatial 
resolution, and spanning all of the anatomy of interest, as described in Chapter 6. ἀ e choice 
of EPI encoding scheme provides high-speed imaging with a tolerable reduction in image 
quality. ἀ e choice of gradient-echo method with the echo time (TE) set approximately equal 
to the value of T2

* of the tissues in the brain has been shown to provide T2
*-weighted images 

with maximum BOLD sensitivity. At 1.5 tesla (T) the value of T2
* in the brain is expected to be 

around 60 msec, whereas at 3 T this value is around 30 msec. ἀ is difference is reflected in the 
choices of TE values at the two different MR field strengths listed in Table 9.1, although some 
of these examples use a relatively short TE at 1.5 T and may not have optimal BOLD contrast 
as a result. ἀ e choice of repetition time (TR) is typically made to allow the minimum amount 
of time required to acquire the number of slices needed to span the anatomy of interest. In the 
examples in Table 9.1, the TR ranges from 1 sec to 6 sec, likely because the examples listed do 
not all have the same requirements for timing or coverage of the anatomy. ἀ e flip angle of the 
radio-frequency (RF) excitation pulse must then be selected to balance the need for high signal 
while avoiding T1-weighting of the data, which could cause significant in-flow artifacts in blood 
vessels. With a TR of 1000 msec at 1.5 T, the optimal flip angle, given by the Ernst angle (see 
Chapter 4), is approximately 68°, whereas with a TR of 2000 msec it is 82°, and almost 90° with 
a TR of 3300 msec (assuming a T1-value for gray matter of 1000 msec at 1.5 T, as described in 
Chapter 3). ἀ e variation of flip angle corresponding to the choice of repetition time can also 
be seen in most of the examples listed in Table 9.1. Together, these reasons explain the choices 
of imaging method (gradient echo); the spatial encoding scheme (EPI); and the key imaging 
parameters, TE, TR, and flip angle, in the examples listed, although not all of these examples 
appear to be optimal.
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Table 9.1 Examples of Imaging Parameters Used for Preoperative Mapping of Eloquent Cortical Areas Based on fMRI; Selected 
Examples Were Taken from a Cross-Section of Published Scientific Papers, and All Use a Gradient-Echo Imaging Method with an EPI 
Encoding Scheme

Reference
Field Strength 

(Tesla)
TE 

(msec)
TR 

(msec)
Flip Angle 

(deg) Resolution (mm) Time Points Slices

Voyvodic et al. 2009 3 35 1500 90 3.75 × 3.75 × 5 256 22 slices, axial

Berntsen et al. 
2008 

3 35 3000 90 1.64 × 1.64 × 1.64
SENSE factor of 2

81 33 slices, coronal

Bartos et al. 2009 1.5 54 6000 90 Unspecified in-plane
4 mm slices

64 28 slices, axial

Arora et al. 2009 1.5 50 1800 80 3.13 × 3.13 × 6 134, 138, or 160 18 slices, axial

Petrella et al. 2006 1.5 40 2000 Unspecified 3.75 × 3.75 × 5 Unspecified Unspecified number, axial

Majos et al. 2005 1.5 64 1680 90 3.28 × 1.64 × 3 80 21 slices, axial

Gasser et al. 2005 1.5
Intraoperative

60 3300 90 3.44 × 3.44 × 3 80 30 slices, axial

Nelson et al. 2002 1.5 40 2000 85 3.75 × 3.75 × 6 114 or 134 20 slices, coronal

Yetkin et al. 1997 1.5 40 1000 Unspecified 3.75 × 3.75 × 10 140 7 slices, sagittal

Sources: Arora, J. et al., Epilepsia 50, 10, 2225–2241, 2009 (12); Bartos, R. et al., Acta Neurochir (Wien) 151, 9, 1071–1080, 2009 (13); 
Berntsen, E.M. et al., Neurol Res 30, 9, 968–973, 2008 (15); Gasser, T. et al., NeuroImage 26, 3, 685–693, 2005 (16); Majos, A. et al., 
Eur Radiol 15, 6, 1148–1158, 2005 (11); Nelson, L. et al., J Neurosurg 97, 5, 1108–1114, 2002 (17); Petrella, J.R. et al., Radiology 
240, 3, 793–802, 2006 (9); Voyvodic, J.T. et al., 29, 4, 751–759, 2009 (5); Yetkin, F.Z. et al., Neuroradiol 18, 7, 1311–1315, 
1997 (8).
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Another key factor affecting the quality of fMRI results that are obtained is the image resolu-
tion. As described in Chapter 5, the choice of imaging field of view and sampling matrix size, 
which determine the resolution, can also influence the limits of imaging speed and TE and 
TR that can be achieved. In the examples in Table 9.1, the chosen image resolution reflects, in 
part, a trend toward finer resolution with the more recent studies. ἀ is is somewhat specula-
tive because the rationale for choice of imaging parameters is not always provided in scientific 
papers. Nonetheless, this trend may reflect the improvements in imaging methods and MRI 
system hardware that have been realized over the past decade, and the fact that low-resolution 
images need no longer be tolerated for the sake of achieving an adequate signal-to-noise ratio. 
One common reason for using a relatively thick slice, however, is to span the anatomy of interest 
with a smaller number of slices, thereby achieving greater imaging speed and better temporal 
resolution in the fMRI data. ἀ e examples in Table 9.1 therefore provide a good cross-section of 
fMRI methods suitable for preoperative mapping, and they depict the range of options that may 
be employed to meet the needs of a particular study in terms of balancing speed, resolution, and 
image quality.

ἀ e tasks or stimuli that have been used for preoperative mapping with fMRI are designed 
to elicit activity in motor or language areas, since these have been the main areas of interest. 
All of the studies listed in Table 9.1 have used block designs, with periods of task performance 
interleaved with approximately equal duration periods of rest. ἀ e corresponding methods 
of stimulation or the tasks that were used to elicit activity in language or motor areas for pre-
operative mapping are listed in Table 9.2. In each of these examples, roughly equal periods 
of rest and stimulation were used, giving optimal design efficiency as described in Chapter 7. 
ἀ e shortest stimulation period listed, among these selected examples, is 9 sec, and the lon-
gest period is 48 sec. ἀ e shortest period is therefore sufficiently long for the BOLD effect to 
reach its peak (by ~6 sec after the onset of stimulation), and in this example 18 sec is allowed 
between repeated motor task blocks with the same hand, allowing time for the BOLD effect 
to return to baseline values. In this study a repetition time of 1.5 sec is used, and so 6 time 
points are acquired within the stimulation period and 12 within the rest period to describe 
the time course of BOLD signal changes. ἀ e example with the longest stimulation periods of 
48 sec has 8 time points acquired within each stimulation block and in each rest block. ἀ ese 
two examples therefore have roughly equal numbers of sampled time points, although in 
the total span of each study (coincidentally, 384 sec for both) more points would be acquired 
with the faster sampling rate of 1.5 sec. ἀ e study with the faster sampling would therefore 
provide greater sensitivity in the same time to acquire the data, as discussed in Chapter 7.

Another important practical consideration that is illustrated by the examples listed in 
Table 9.2 is that of how to communicate with the patient in the magnet during an fMRI study, 
in order to apply stimuli or to change tasks. In most of the published papers for the examples 
listed, the authors specify that prior to having the patient enter the MRI system, the tasks were 
carefully explained and the patients practiced the tasks for several minutes. ἀ is is an important 
step, because with careful explanations and practice of the task, the fMRI practitioner can verify 
that the patient understands the task and that the patient will understand the brief instructions 
given during the fMRI study when tasks are to be initiated or stopped. ἀ e mode of communi-
cation during the fMRI study is also very important because the instructions must be brief and 
clear, given the inherent acoustic noise that is produced during imaging, and the communica-
tion must not incite the patient to move, even slightly. Common communication methods are to 
use the two-way intercom system that is integrated into every clinical MRI system, and also 
to use an MRI-compatible liquid crystal display (LCD) screen or a rear-projection screen viewed 
via a mirror with a projector positioned outside the high magnetic field region around the MRI 
system. At the same time, it is important to have some means of monitoring the performance of 
the tasks to ensure that the desired neural function was engaged as designed. ἀ is requirement 
is particularly important for the current examples of preoperative mapping because all of the 
functions require active tasks (motor and language) to be performed.
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Table 9.2 Examples of fMRI Study Designs and Methods of Stimulation or Tasks to Elicit Alternated Changes in Activity in Motor or 
Language Areas for Preoperative Mapping

Reference Area of Interest Task Paradigm Communication

Voyvodic 
et al. 
2009 

Motor Cortex Opening and closing of hand Repeated cycles of 9 sec rest, 9 sec 
left hand motion, 9 sec rest, 9 sec 
right hand motion—total of 384 sec

Prompted by visual cues

Berntsen 
et al. 
2008 

Motor Cortex Six motor tasks: finger, tongue, lip, 
and toe movements, and isometric 
contraction of upper arm and thigh

Four 27 sec periods of motor activity 
(one type of movement for each 
fMRI session) interleaved with five 
equally long rest periods

The task to was described via 
intercom, and an LCD screen 
was used to signal rest or 
movement periods

Bartos 
et al. 
2009 

Motor Cortex Alternated touching of the tip of the 
thumb to the other fingers (or 
opening and clenching of hand for 
patients who were too weak)

Four alternating periods of active and 
rest phases, each covered by 8 
dynamic scans—total of 384 sec

Unspecified

Arora 
et al. 
2009 

Language 
Areas

Reading, auditory task, verbal 
fluency task

Alternated blocks of stim and 
baseline—4 stim + 5 rest blocks

Reading: 37.3 sec for stim blocks 
and 20 sec for rest blocks

Auditory: 33 sec for stim and 
31.5 sec for rest

Verbal fluency: 24 sec for stim and 
22.5 sec for rest

Unspecified

Petrella 
et al. 
2006 

Motor and 
Language 
Areas

Motor: Alternating hand squeezing
Language: Silently fill in the blanks in 
written sentences with words 
missing, compared WITH baseline 
condition with scrambled letters 
parsed into groups to simulate text

Unspecified Unspecified

K10992.indb   222
5/3/11   12:22:21 PM

© 2011 by Taylor & Francis Group, LLC



9.1 Exam
ples of Current Clinical Applications of fM

RI

223

Majos 
et al. 
2005 

Sensory and 
Motor Areas

Sensory: Stroking palm and digits of 
one hand with a brush—hand 
opposite the affected hemisphere, 
or right hand in controls

Motor: Simple motor task

Periods of rest or stimulation each 
lasted 13.44 sec, and periods of rest 
and task conditions were repeated 
5 times, each beginning with a rest 
period—total of 134.4 sec

Unspecified

Gasser 
et al. 
2005 

Motor areas Electrical stimulation of median and 
tibial nerves (patients were 
anesthetized for surgery)

Unspecified None

Nelson 
et al. 
2002 

Language and 
Motor Areas

Language: Antonym word-generation 
task or a letter word-generation 
task or both

Motor: Finger tapping or foot 
movement or both—alternating 
blocks of right or left limb activity 
interspersed with periods of rest

Five periods of task, interspersed with 
6 periods of rest, each of 20 sec 
duration

Letters were provided at the 
beginning of each task 
period, or words for antonym 
generation were projected on 
a screen every other second

Auditory cues were provided 
for the initial and end of 
each motor task cycle

Yetkin 
et al. 
1997 

140 Language: Silent word generation, 
counting by twos, word-generation 
task

Motor: Pursing of the lips, movement 
of the tongue, finger tapping task by 
opposing thumb and fingers

20 sec periods of rest and activation 
were alternated

Unspecified

Sources: Arora, J. et al., Epilepsia 50, 10, 2225–2241, 2009 (12); Bartos, R. et al., Acta Neurochir (Wien) 151, 9, 1071–1080, 2009 (13); 
Berntsen, E.M. et al., Neurol Res 30, 9, 968–973, 2008 (15); Gasser, T. et al., NeuroImage 26, 3, 685–693, 2005 (16); Majos, A. 
et al., Eur Radiol 15, 6, 1148–1158, 2005 (11) Nelson, L. et al., J Neurosurg 97, 5, 1108–1114, 2002 (17); Petrella, J.R. et al., 
Radiology 240, 3, 793–802, 2006 (9); Voyvodic, J.T. et al., 29, 4, 751–759, 2009 (5); Yetkin, F.Z. et al., Neuroradiol 18, 7, 1311–
1315, 1997 (8).
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9.2  Examples of Forthcoming Clinical Applications
As mentioned earlier, quite a number of published scientific papers report fMRI studies with 
results that provide diagnostic information or characterize diseases, and show that these meth-
ods could be used for clinical assessments. While these applications are clinically relevant, they 
have not yet been used for clinical practice, such as to diagnose disease or to guide interven-
tions or treatments. ἀ e purpose here is to show how the fMRI studies were designed and how 
the data were acquired, and not to discuss the findings of the studies or the significance of the 
results, except to point out how they might be useful for future clinical applications.

9.2.1  Resting-State Studies, Default-Mode Network Studies
Resting-state fMRI studies, which can be used to investigate the default-mode network (DMN), 
have been used to investigate a number of neurological conditions (such as multiple sclerosis in 
Section 9.2.2). ἀ e DMN has been reported to directly support internally directed thought (such 
as daydreaming, envisioning the future, retrieving memories) when focused attention is relaxed 
(18). Activity in the DMN is negatively correlated with areas of the brain involved with focus on 
external visual signals. ἀ e network includes part of the medial temporal lobe for memory, part 
of the medial prefrontal cortex for mental simulations, and the posterior cingulate cortex for 
integration, and also involves the precuneus and the medial, lateral, and inferior parietal cortex. 
Specifically, key areas are the ventral medial prefrontal cortex (vMPFC), posterior  cingulate/
retosplenial cortex (PCC/Rsp), inferior parietal lobule (IPL), lateral temporal cortex (LTC), dor-
sal medial prefrontal cortex (dMPFC), and hippocampal formation (HF). ἀ e activity in this 
network is detected in fMRI because it produces low-frequency (<0.1 Hz) BOLD fluctuations 
that are coordinated across regions.

ἀ e resting-state fMRI method is therefore particularly well suited for the study of diseases 
that may not have specific localized foci that can be detected, but instead affect the coordina-
tion between regions or alter complete networks (not necessarily just the DMN but networks for 
motor, attention, and so forth, as well). However, resting-state fMRI studies and the methods for 
analysis are still emerging and evolving, and there are concerns about the validity of the results, 
whether a true “resting state” can be ensured during an fMRI study. For example, it has been 
proposed that methods used to subtract global signal fluctuations (as described in Chapter 8) 
may actually cause apparent concurrent signal changes in spatially separated regions, giving the 
impression of functional connectivity (19). ἀ ere is debate as to whether participants should have 
their eyes open or closed during resting-state studies (20). It has also been suggested that appar-
ent coordinated signal changes across brain regions may reflect changes in blood CO2 levels, 
and at the very least must be accounted for in the analysis of resting-state data, as a confounding 
effect (21). A study characterizing the test–retest repeatability of resting-state fMRI indicated 
that global connectivity patterns determined with resting-state fMRI have good reproducibility 
nonetheless (22). It is therefore important to keep these questions and controversies in mind, 
yet it is expected that they can be resolved, and that methods for data acquisition and analysis 
may still change and improve, if needed. ἀ e considerable number of published papers to date 
that report the use of resting-state fMRI methods indicate that this method has a great deal of 
potential for future clinical applications, with a vast range of neurological conditions.

Examples of these applications include mild cognitive impairment (23), Alzheimer’s disease 
(24,25), temporal lobe epilepsy (26), diabetic neuropathic pain (27), Parkinson’s disease (28), 
and schizophrenia (29). ἀ e imaging parameters used to acquire the fMRI data are listed in 
Table 9.3.

One study compared resting-state activity in 14 amnestic mild cognitive impairment (aMCI) 
patients and 14 healthy elderly mild cognitive impairment (MCI) patients (23) and used an inde-
pendent components analysis (ICA) approach to investigate DMN activity. Compared with the 
aMCI patients, the healthy elderly exhibited increased functional activity in the DMN regions, 
including the bilateral precuneus/posterior cingulated cortex, right inferior parietal lobule, and 

K10992.indb   224 5/3/11   12:22:21 PM

© 2011 by Taylor & Francis Group, LLC



9.2 Exam
ples of Forthcom

ing Clinical Applications

225

Table 9.3 Examples of Imaging Parameters Used for Resting-State fMRI Studies; Selected Examples Were Taken 
from a Cross-Section of Published Scientific Papers, and All Use a Gradient-Echo Imaging Method with an EPI Encoding 
Scheme, Unless Otherwise Indicated

Reference

Field 
Strength 
(Tesla)

TE 
(msec)

TR 
(msec)

Flip Angle 
(deg) Resolution (mm) Time Points Slices

Bluhm et al. 2007 
(GE—spiral sequence, 2-shot)

4 15 1500 60 4 × 4 × 4 110 Unspecified

Qi et al. 2010 3 40 2000 90 4 × 4 × 4 239 28 slices, axial

Morgan et al. 2010 3 35 2000 Unspecified 3.75 ×3.75 × 4.5
0.5 mm gap

200 30 slices, axial

Greicius et al. 2004 
(GE—spiral sequence)

3 30 2000 80 Unspecified Unspecified Unspecified

Helmich 2009 3 30 1450 Unspecified 3.5 × 3.5 × 5
1.5 mm gap

265 21 slices, axial

Greicius et al. 2004
Asymmetric SE-EPI 

1.5 50 2680 90 3.75 × 3.75 × 
Unspecified

Unspecified Unspecified

Cauda et al. 2009 1.5 50 2000 90 3.125 × 3.125 × 4.5 200 19 slices, axial

Wang et al. 2007 1.5 60 2000 90 3.75 × 3.75 × 5
2 mm gap

180 20 slices, axial

Sources: Bluhm, R.L. et al., Schizophr Bull 33, 4, 1004–1012, 2007 (29); Cauda, F. et al., PLoS One 4, 2, e4542, 27, 2009; Greicius, 
M.D. et al., Proc Natl Acad Sci USA 101, 13, 4637–4642, 2004 (24); Helmich, R.C. et al., Cereb Cortex 20, 5, 1175–1186, 
2010 (28); Morgan, V.L. et al., Epilepsy Res 88, 2–3, 168–178, 2010 (26); Qi, Z. et al., NeuroImage 50, 1, 48–55, 2010 (23); 
Wang, K. et al., Hum Brain Mapp 28, 10, 967–978, 2007 (25).
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left fusiform gyrus, as well as a trend toward increased right medial temporal lobe activity. ἀ e 
aMCI patients exhibited increased activity in the left prefrontal cortex, inferior parietal lob-
ule, and middle temporal gyrus, compared with the healthy elderly. Increased frontal–parietal 
activity may indicate compensatory processes in the aMCI patients. ἀ e authors proposed that 
abnormal DMN activity could be useful as an imaging-based biomarker for the diagnosis and 
monitoring of aMCI patients.

MCI is the transitional stage in the progression from full health to Alzheimer’s disease. Studies 
of mild Alzheimer’s patients compared with age-matched elderly control participants have been 
carried out to investigate the DMN as well. Grecius et al. (24) showed prominent activity in the 
hippocampus in both groups, suggesting that the DMN is closely involved with episodic mem-
ory processing. ἀ e Alzheimer’s disease group showed decreased resting-state activity in the 
posterior cingulated cortex and hippocampus, suggesting that disrupted connectivity between 
these two regions accounts for the posterior cingulated hypometabolism commonly detected in 
positron emission tomography (PET) studies of early Alzheimer’s disease. Results from Wang 
et al. (25) showed that Alzheimer’s patients had decreased positive correlations between prefron-
tal and parietal regions and some increased positive correlations either within the prefrontal 
regions or between the prefrontal regions and other brain regions.

A resting-state study of diabetic neuropathic pain (27) demonstrated a cortical network con-
sisting of two anticorrelated patterns. ἀ ese are summarized as one that had activity correlated 
negatively with pain and positively with the controls and included the bilateral dorsal anterior 
cingulate cortex, the bilateral pre- and postcentral gyrus, and areas involved with vision and 
object recognition. ἀ e other had activity correlated positively with pain and negatively with the 
controls and included areas involved with episodic memory, visuospatial processing, reflections 
upon self, and aspects of consciousness (the precuneus), and areas of the dorsolateral prefrontal 
cortex, frontopolar cortex, frontal gyrus, thalamus, insula, and parietal lobes. ἀ e authors con-
cluded that, in this study, pain was the result of aberrant default-mode functional connectivity.

Yet another study used resting-state fMRI to investigate Parkinson’s disease (PD) (28). ἀ e 
authors compared the functional connectivity profile of the posterior putamen, the anterior 
putamen, and the caudate nucleus between 41 PD patients and 36 matched controls. ἀ e conclu-
sions from this study were that dopamine depletion in Parkinson’s disease leads to a re-mapping 
of cerebral connectivity that reduces the spatial segregation between different cortico-striatal 
loops. PD patients had decreased connectivity between the posterior putamen and the cortex 
(bilateral primary and secondary somatosensory cortex, inferior parietal cortex [IPC], insula, 
and cingulate motor area [CMA]). It was also proposed that the observed alterations of network 
properties may underlie abnormal sensorimotor integration in Parkinson’s disease.

A group of 17 patients with schizophrenia were studied by Bluhm et al. (29) and compared 
with healthy volunteers. ἀ ey observed correlations between spontaneous signal fluctuations in 
the posterior cingulate and fluctuations in the lateral parietal, medial prefrontal, and cerebellar 
regions in control subjects. In comparison, patients with schizophrenia had significantly less 
correlation between activity in the posterior cingulate with that in the lateral parietal, medial 
prefrontal, and cerebellar regions.

In spite of the wide range of neurological conditions that were investigated in this small 
sampling of resting-state fMRI studies described in the literature, the acquisition methods can 
be seen to be quite consistent. As with the applications discussed earlier, most of these examples 
employed gradient-echo methods to acquire T2

*-weighted data to be sensitive to the BOLD effect, 
as described in Chapter 6. ἀ e echo times were selected for optimal BOLD sensitivity and are 
in the ranges of 15 msec, 30 to 40 msec, and 50 to 60 msec, at field strengths of 4 T, 3 T, and 
1.5 T, respectively. Again, this choice of TE quite closely matches the expected values of T2

* of the 
tissues in the brain at these field strengths. Most of these examples used EPI or spiral spatial-
encoding schemes to obtain high acquisition speed and relatively short repetition times (TR), 
again for high speed, with the flip angles reduced to avoid significant T1-weighting. A notable 
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difference between the fMRI data acquisition methods used for resting-state studies and the 
examples of presurgical mapping above is that the resting-state studies make use of faster acqui-
sitions and a higher number of sampled data points to improve the ability to detect the sponta-
neous low-frequency BOLD signal fluctuations.

ἀ ese examples demonstrate that the various neurological conditions cause different alter-
ations of the correlations between activity in regions of the DMN. Craddock et al. (30) have 
demonstrated the use of pattern recognition algorithms to automatically identify conditions of 
depression by means of the alterations in DMN connectivity, and also point out the applicability 
of this method to other neurological conditions as well. However, this study illustrates the com-
plexity of this method and supports the conclusion that a considerable amount of research may 
be needed before such methods can be used to diagnose individual patients in a clinical setting 
(31–33). ἀ e fact that the same acquisition parameters can be used to interrogate a wide range of 
neurological conditions is a highly attractive feature for a clinical diagnostic method. Since only 
the resting-state condition is investigated, this method does not require additional stimulation 
or monitoring equipment to be set up in clinical MRI facilities. If the challenges of obtaining 
reliable and specific diagnoses in individuals can be overcome, resting-state fMRI may one day 
prove to be a very valuable, and practical, clinical application of fMRI.

9.2.2  Multiple Sclerosis
Multiple sclerosis (MS) is a disease that is being studied quite extensively with fMRI, in both 
the brain and spinal cord (34). Because of its transient and yet slowly progressive nature, MS 
can take years to diagnose definitively. Diagnosis and research into the disease can be further 
confounded by the fact that there are four subtypes: relapsing-remitting (RR), secondary pro-
gressive (SP), primary progressive (PP), and progressive relapsing (PR), each with different char-
acteristics of the timing of progression of the disease. As a result, new ways of obtaining more 
information about the disease in patients, such as with MRI and fMRI, are being investigated 
(Figure 9.1).

A key challenge that has been identified for fMRI assessments of MS is that interpretation may 
be affected by disease-driven differences in task performance (34). To overcome this challenge, 
studies have been carried out with larger populations and use of several motor, visual, and cogni-
tive tasks in groups representing all major clinical phenotypes of the disease. However, this solu-
tion will not be effective for individual patient assessments. One main conclusion drawn from 
fMRI studies to date is that cortical re-organization occurs in patients affected by MS. As a result, 
patients adapt and their abilities do not necessarily match the axonal/neuronal loss seen with 
imaging until the disease burden becomes too great and they are no longer able to adapt further.

A number of published examples of fMRI studies of MS to date use a range of approaches. In 
one recent example, changes in cognitive functions were assessed by using a working memory 
task with fMRI and looked specifically at patients with primary progressive MS (PPMS) (35). 
Working memory was investigated by using an n-back task, which consists of viewing a series of 
sequentially presented items, and deciding whether or not the current item is identical to the one 
seen n items back. For this study n = 2 was chosen, so that the task was challenging enough to 
probe cognitive function and working memory, without being so challenging that people with 
some cognitive decline would not be able to perform it. For the fMRI study, individual conso-
nants were presented on a visual display for 1.5 sec followed by a black screen for 0.5 sec. Subjects 
responded with a button press with their right hand to indicate their response as to whether the 
character displayed matched the one displayed two previously. During rest periods subjects fix-
ated on a stationary cross in the center of the screen. Prior to each study, the subject underwent 
training to become familiar with the task. A total of eight task periods were alternated with eight 
rest periods, and a total of 200 time points were acquired. ἀ e results of the study showed that 
the regions involved with the performance of the 2-back task differed between PPMS patients 
who had preserved cognitive function from those who were cognitively impaired.
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Functional MRI data were acquired at 3 tesla and spanned the entire brain using a single-
shot gradient-echo sequence with EPI encoding (GE-EPI). ἀ e data were T2

*-weighted by setting 
the repetition time, TR, and echo time, TE, to 2000 msec and 30 msec, respectively, with an 
85° flip angle. ἀ e acquisition matrix was 128 × 128 and the field of view (FOV) was 240 mm × 
240 mm, resulting in an in-plane resolution of 1.875 mm × 1.875 mm. ἀ e imaging plane was 
axial, set parallel to the AC-PC line (the line between the anterior commissure and the posterior 
commissure), and 30 slices were imaged with a thickness of 4 mm. For brevity, these imaging 
parameters can be summarized using notation as follows: GE-EPI, TR/TE/flip = 2000/30/85°, 
resolution = 1.875 × 1.875 × 4 mm3, 128 × 128 matrix, 30 axial slices. ἀ ese parameters provide 
optimal BOLD contrast, given that the chosen TE is roughly equal to the T2

*-value of brain tis-
sues at 3 tesla (30 msec). ἀ e combination of TR and flip angle provides minimal T1-weighting, 
relatively high temporal resolution (2 sec per volume), and the highest signal-to-noise ratio pos-
sible with the chosen TR. ἀ is optimum is provided by setting the flip angle very close to the 
Ernst angle. ἀ e imaging parameters give a relatively high in-plane resolution of 1.875 mm × 
1.875 mm, which is expected to yield high spatial precision in the results. ἀ e choice of slice 
thickness of 4 mm is relatively common and was presumably made to enable whole-brain cover-
age with the 30 slices that could be acquired within the given TR. For fMRI this combination of 
parameters enabled acquisition of 200 time points in 400 sec (6 min 40 sec). Again, this is within 
the relatively common range of timing and fMRI study duration and is expected to provide high 
sensitivity for detecting BOLD responses.

Patient with Relapsing-Remitting
Multiple Sclerosis (RRMS)

Healthy Volunteer

Motor task performed with the right hand (dominant hand)

Figure 9.1 An example of fMRI results obtained from a healthy volunteer (left) and from a patient 
with relapsing-remitting multiple-sclerosis (RRMS) (right). A more widespread and bilateral recruit-
ment of the sensorimotor network is clearly visible in the patient. (Figure courtesy of Dr. Massimo 
Filippi, Neuroimaging Research Unit, Scientific Institute and University San Raffaele, Milan, Italy.)
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In this study anatomical reference images were acquired with a dual echo turbo spin-echo 
sequence. ἀ is is the same as a fast spin echo sequence described in Chapter 6 but provides 
images at two different echo times within the same acquisition. To provide both proton- density-
weighted and T2-weighted anatomical images, the parameters were set as follows: TR/TE = 
3500/24 and 120, echo train-length (ETL) = 5, flip angle for refocusing pulses was set to 150° to 
reduce the energy deposited in the tissues (specific absorption ratio), and 44 contiguous 3 mm 
axial sections were acquired. ἀ e image acquisition matrix was 256 × 256, with a 240 mm × 
240 mm FOV, providing 0.94 mm × 0.94 mm in-plane resolution. A separate set of anatomical 
images was also acquired with a three-dimensional T1-weighted fast GRE with TR/TE/flip = 
25/4.6/30°, 220 contiguous axial sections, resolution = 0.89 × 0.89 × 1 mm, matrix = 256 × 256, 
and FOV = 230 × 230 mm. In any fMRI study, anatomical reference images are valuable for 
displaying the results and accurate anatomical localization of areas of activity, given that images 
acquired with EPI may be spatially distorted.

In a related multisite study of MS (36), 56 patients and 60 age-matched healthy control vol-
unteers were studied to characterize the relationships between clinical expression of MS and 
brain function. ἀ e fMRI results showed greater task-related activity bilaterally in a number of 
brain areas, and the key conclusions from this study were that there are motor system responses 
common to patients across a wide range of degrees of pathological progression of the disease, 
and plasticity and progression with aging may play a role in disease progression. However, there 
were no consistent relationships found between fMRI results and clinical behavior, “suggesting 
that fMRI is unlikely to be used as a simple ‘surrogate’ for clinical response across a heteroge-
neous population” (p. 121). ἀ e findings of this study therefore do not provide support for the 
use of fMRI for clinical assessments of individual MS patients. However, this study investigated 
only right-hand motor function and may therefore have been somewhat limited in the range of 
functional changes that could be detected. ἀ is study raised another interesting point by assess-
ing whether or not there were systematic differences in results across data acquired at eight 
different sites. ἀ e results showed no significant differences between sites for the main effects of 
the motor tasks, either for patients or for healthy volunteers. ἀ is finding is important for the 
prospect of the future use of fMRI for clinical assessments of MS (or other diseases) because 
consistency, regardless of where the assessment is done, is essential.

ἀ e fMRI methods used for this study incorporated a block design, with six periods of hand 
movement for 30 sec, interleaved with rest periods of equal duration. ἀ e hand movement con-
sisted of flexing and extending the fingers of the right hand (right-handed participants only) 
paced by flashes of light from a visual cue. ἀ e entire sequence was repeated four times in each 
scanning session with short breaks in between. Functional MRI data were acquired at 1.5 tesla, 
and again employed GE-EPI, with TR/TE/flip = 3000/60/unspecified, which is expected to pro-
vide high BOLD sensitivity. ἀ e spatial parameters were 240 × 240 mm FOV, 64 × 64 matrix, 
with 21 contiguous 6 mm axial slices parallel to AC-PC line. Data were acquired for 6 minutes to 
acquire 120 volumes per fMRI time series. ἀ e resulting image resolution is 3.75 mm × 3.75 mm 
× 6 mm.

Another example of the use of fMRI to study MS employed fMRI of synchronous spontane-
ous low-frequency BOLD fluctuations (LFBFs), or resting-state activity, as described above, to 
determine functional connectivity between regions, combined with diffusion tensor imaging 
(DTI) to demonstrate anatomical connectivity (37). For this study, conventional block-design 
fMRI data were acquired at 3 tesla during a unilateral finger opposition task to identify motor 
areas. A typical GE-EPI method was used with the following imaging parameters: TR/TE/flip = 
2800/29/80°, matrix = 128 × 128, 256 mm × 256 mm FOV, 31 axial slices, each 4 mm thick. 
In a separate acquisition, resting-state data were acquired, meaning that the participants did 
not perform any tasks; they were instructed to refrain from any voluntary motion and simply 
remained at rest with eyes closed. With the same imaging parameters as for the motor fMRI 
study, resting-state fMRI data were acquired spanning 132 time points.
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In the same imaging session, DTI data were acquired with diffusion weighting in 71 different 
directions with b = 1000 mm2/s, as well as eight images with b = 0. ἀ e imaging parameters were 
TE/TR = 102/7700 ms, 128 × 128 matrix, 256 mm × 256 mm FOV, 5/8 partial k-space sampling, 
48 axial slices, each 2 mm thick, and data were acquired four times and averaged.

Regions of interest in the motor cortex were determined using the fMRI results from the 
motor task data described above. ἀ e region of interest for each hemisphere was defined as 
the one containing the highest T-value within the motor areas on the right and left sides. 
Reference time-series data were then determined for each voxel within these regions from the 
resting-state data, and the cross-correlation with the resting-state time series with each other 
voxel in the brain was calculated to determine the functional connectivity. ἀ e DTI data were 
used to determine anatomical pathways connecting these regions, and anatomical and func-
tional connectivity were compared.

9.2.3  Stroke
Studies of the effects of stroke, and changes over time with recovery, have been a topic of consid-
erable interest for study with fMRI. Specific challenges are presented by stroke for fMRI studies, 
however. ἀ ese include the very changes in blood flow that may occur in and around affected 
regions that resulted in the stroke, which can also cause changes in the neurovascular coupling 
and the resulting BOLD response, and the functional deficits that may prevent a patient from 
performing a task for fMRI. Nonetheless, a considerable number of published fMRI studies have 
investigated the effects of stroke and show promise for potential future clinical applications for 
assessment and monitoring. A small cross-section of recent examples is discussed here to illus-
trate the potential clinical applications.

One example of the potential clinical use of fMRI for the assessment of stroke and monitor-
ing the effects of rehabilitation efforts is described by Page et al. (38). In this study, the effects of 
8 weeks of training with a neuroprosthesis were investigated in a group of eight chronic stroke 
patients. Functional MRI was only one of several tests done to monitor the outcomes of the 
therapy, in addition to the Action Research Arm Test (ARAT), the upper extremity section of 
the Fugl-Meyer assessment (FM), and the amount-of-use scale of the Motor Activity Log (MAL). 
Comparisons of pre- and posttherapy showed increases in ARAT and FM scores and increased 
affected arm use, and fMRI showed significant increases in cortical activity.

ἀ e fMRI results did not show any changes between pre- and posttherapy when the task 
was performed with the unaffected hand. For the affected hand (right hand in seven partici-
pants, and results were mirrored for the one participant with the left hand affected), however, 
significant increases in the brain volume with BOLD signal changes were seen (pre- versus post-
therapy) in the right precentral and postcentral gyri, right inferior parietal lobule, right middle 
frontal gyrus, and right precuneus. Additional increases in activation were present in the basal 
ganglia and thalamus, bilaterally. ἀ e authors concluded that these fMRI results are consistent 
with other studies showing that the contralesional sensorimotor cortex can help to compensate 
for stroke-induced motor impairments. ἀ e functional changes that the authors were able to 
demonstrate as a result of therapy after stroke provide a good example for the potential use of 
fMRI for monitoring the effects of other rehabilitation efforts in patients following stroke.

Functional MRI data were acquired at 4 tesla, while participants performed four runs of an 
attempted wrist flexion task (two left side, and two right side). Participants practiced the task 
prior to entering the MRI system. During the fMRI acquisition, directions were presented via 
goggles and via an auditory reminder prior to each movement or rest block. ἀ e task consisted 
of alternating periods of 30 sec of rest and 30 sec of movement, and each fMRI acquisition 
lasted 5 minutes. ἀ e experimenters monitored the participants visually to ensure that they 
performed the tasks correctly. ἀ e specific fMRI acquisition parameters are summarized in 
Table 9.4, for comparison with other fMRI studies of stroke.
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In another study of stroke employing fMRI, Riecker et al. (39) investigated the specific 
contribution of the ipsilateral (nonaffected) hemisphere to recovery of motor function follow-
ing stroke. In this study, fMRI was applied while participants performed a repetitive move-
ment task with the right index finger, at a range of different frequencies of movement. ἀ e 
participants studied were eight well-recovered patients, each with a chronic striatocapsular 
infarction of the left hemisphere, and eight age-matched healthy volunteers for comparison. 
ἀ e fMRI results revealed BOLD responses that increased linearly in magnitude with the fre-
quency of the finger motor task, in the left supplementary motor cortex (SMA) and the left pri-
mary sensorimotor cortex (SMC) in both the patient and control groups. However, a similar 
graded response was only seen in the patient group in the right premotor cortex (PMC) and 
the right SMC. ἀ e authors concluded that “these results support the model of an enhanced 
bihemispheric recruitment of preexisting motor representations in patients after subcorti-
cal stroke” (p. 1027).

Again, the specific fMRI acquisition parameters are listed in Table 9.4 for comparison with 
other studies. ἀ e task paradigm, consisting of a tapping task with the right index finger, was 
carried out by means of audio tones to indicate to the participants when to move and at what 
pace, and when to rest. Audio clicks were presented to the participants at six frequencies: 2.0, 
2.5, 3.0, 4.0, 5.0, and 6.0 Hz for pacing of the movement. Each series of clicks was presented for 
6 sec, and the series was presented 15 times over the course of each fMRI acquisition. ἀ e timing 
of each block was pseudo-randomized with onset-to-onset intervals ranging from 12 to 24 sec. 
When the participants moved their finger, they pressed a button, which enabled monitoring of 
their performance. Prior to the fMRI experiment, participants practiced the motor task sev-
eral times together with measures of electromyography, and in this way the experimenters were 
able to ensure that the task was performed correctly and without any mirror movements of the 
opposite hand.

Whereas the previous two studies focused on motor deficits after stroke, Menke et al. (40) 
carried out a study of language deficits (aphasia) following stroke. In this example, eight patients 
were studied with chronic aphasia and moderate to severe word-finding difficulties (anomia) as 
a result of a single left-hemisphere stroke. A group of nine healthy participants was also studied 
for comparison. Participants were treated for anomia by means of 3 hours of computer-assisted 
naming therapy per day over a period of 2 weeks.

Functional MRI studies were carried out to determine the effects of this therapy by having the 
participants perform an object-naming task, similar to the tasks employed for therapy. During 

Table 9.4 Examples of Imaging Parameters Used for fMRI Studies of Stroke; 
Selected Examples Were Taken from a Cross-Section of Published Scientific Papers, 
and All Use a Gradient-Echo Imaging Method with an EPI Encoding Scheme

Reference

Field 
Strength 
(Tesla)

TE 
(msec)

TR 
(msec)

Flip 
Angle 
(deg)

Resolution 
(mm)

Time 
Points Slices

Page et al. 
2010 

4 25 3000 Unclear 4 × 4 × 5 96 30 slices, 
coronal

Menke et al. 
2009 

3 40 3000 90 3.6 × 3.6 
× 3.6

510 36 slices, 
axial

Riecker et al. 
2010 

1.5 39 3000 90 3 × 3 × 4
1 mm gap

185 28 slices, 
axial

Sources: Menke, R. et al., BMC Neurosci 10, 118, 2009 (40); Page, S.J. et al., Neurorehabil 
Neural Repair 24, 2, 195–203, 2010 (38); Riecker, A. et al., Hum Brain Mapp 
2010 (39).
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each fMRI study, photos of concrete objects were presented on a screen and viewed via a mirror, 
and the participants were instructed to overtly name each object. Pictures of each of 90 different 
objects were presented for 5 sec, followed by variable interstimulus intervals of 8 to 16 sec (aver-
age 12 sec) in an event-related fMRI study design. ἀ e task performance was monitored during 
each fMRI session by means of a specialized dual-channel communication system for MRI.

Performance of the naming task was reported to have improved in general during training, 
from no participants correct in naming responses at the baseline assessment to a mean of 64% 
correct immediately after training. Functional MRI results showed a relationship between short-
term treatment success and increased activity bilaterally in the parahippocampi. ἀ e authors 
also reported increases in activity in the right parietal cortex (precuneus), the right cingulate 
gyrus, and bilaterally in the occipital lobes that were correlated with behavioral improvement. 
Long-term success for trained object names was associated with the degree of activity increase 
in the right-sided Wernicke’s homologue. In healthy control subjects, the comparison between 
two fMRI sessions did not reveal any increases in brain activity. ἀ e authors proposed that dif-
ferent brain regions are required for initial learning versus long-term consolidation. Activity 
increases in bilateral brain regions involved in memory, attention, and multimodal integration 
predicted treatment success during initial learning. In contrast, long-term success appeared to 
be mediated by activity increases in the right-sided Wernicke’s homologue and left temporal 
language areas, “suggesting bilateral recruitment of ‘normal’ task-related areas during the con-
solidation process” (p. 11).

ἀ ese three examples were selected from among the available studies because they are very 
recent and provide a sampling of the cross-section of applications and imaging parameters. 
Together, these studies illustrate the capabilities of fMRI for assessing the effects of stroke and 
changes over time as a result of therapeutic efforts. However, as with other examples discussed 
earlier in this chapter, these studies do not demonstrate the ability to assess individual patients.

ἀ e imaging parameters used for fMRI in these three examples are summarized in Table 9.4, 
and span the commonly used field strengths of 1.5 T, 3 T, and 4 T. Again, as with the previous 
examples in this chapter, these parameters are approximately optimal for BOLD sensitivity. ἀ e 
echo times, TE, in most cases are set approximately equal to the expected values of T2

* of the tis-
sues in the brain, being around 15–20 msec, 30–40 msec, and 50–60 msec at 4 T, 3 T, and 1.5 T, 
respectively. ἀ e cubic voxels acquired by Menke et al. (40) with sides of 3.6 mm are expected to 
be optimal with high signal-to-noise ratio and ease of reformatting to other orientations, spatial 
normalization, and minimal effects of spatially dependent partial volume effects (as described 
in Chapter 6).

9.2.4  Consciousness Disorders/Coma
Disorders of consciousness include coma, in which a person is not awake or aware, the vegetative 
state, in which a person lacks only awareness, and the minimally conscious state, in which a per-
son can be awake and aware but awareness is impaired (41). It has been shown that PET and fMRI 
of unresponsive patients may be able to complement neurological examinations, electroencepha-
logram (EEG), and so forth for the assessment of unresponsive patients and that fMRI may be 
able to provide evidence of conscious awareness when other neurological examinations cannot.

One example of fMRI of a patient in a vegetative state that attracted a considerable amount of 
attention was reported by Owen et al. (42). ἀ e patient had been in a vegetative state for approxi-
mately 5 months as a result of a traumatic brain injury, and fMRI was carried out to detect 
differences in responses to hearing spoken sentences in comparison with acoustically matched 
noise sequences. ἀ e results showed bilateral activity in the middle and superior temporal 
gyri, equivalent to that observed in healthy volunteers. ἀ e authors also tested the responses to 
sentences containing ambiguous words, and these produced an additional response in the left 
inferior frontal region, again similar to that seen in healthy volunteers. To further probe whether 
or not the patient was demonstrating conscious awareness, the authors performed fMRI studies 

K10992.indb   232 5/3/11   12:22:23 PM

© 2011 by Taylor & Francis Group, LLC



9.2 Examples of Forthcoming Clinical Applications

233

while the patient was given spoken instructions to perform two different mental imagery tasks. 
One task was to imagine playing a game of tennis, and the other was to imagine visiting all of 
the rooms in their house. During studies in which the patient imagined playing tennis, fMRI 
results showed activity in the supplementary motor area, and when imagining walking through 
her house, activity was detected in the parahippocampal gyrus, the posterior parietal cortex, 
and the lateral premotor cortex. As with the other tasks, the observed responses corresponded 
with those seen in healthy control volunteers while performing the same tasks. ἀ e authors 
therefore concluded that the patient retained the ability to understand spoken commands and 
to intentionally cooperate and perform the tasks, indicating that she was consciously aware of 
herself and her surroundings.

ἀ e fMRI studies of responses to spoken sentences or noise were carried out by playing single 
sentences at a time, within silent periods of 7.4 sec, prior to a single MRI scan lasting 1.6 sec. 
A total of 118 spoken sentences were presented, as well as 59 trials where noise was presented 
instead of a coherent sentence, and 60 silent trials. A total of 237 scans were therefore acquired 
over a total span of 2133 sec, or roughly 35.6 minutes. However, the fMRI acquisition was divided 
into three sessions of 79 trials each (237 total). ἀ e onset of the scan timing was jittered (system-
atically shifted in time to be slightly earlier or later) for each scan in order to detect the BOLD 
responses at slightly different points in time relative to the stimulus. ἀ e responses to mental 
imagery tasks were detected in block-design fMRI studies with alternating periods of task and 
rest. ἀ e patient was presented with prerecorded instructions of what to imagine, or to rest, at 
the start of each block. Each task and rest condition was repeated 10 times. Unfortunately, the 
authors do not provide any details of how the fMRI data were acquired.

In another example of the use of fMRI to assess patients in vegetative or minimally conscious 
states, Coleman et al. (43,44) carried out an fMRI investigation of the speech-processing abilities 
of 41 patients with varying degrees of impaired consciousness. Functional MRI was performed 
while the patients were presented with three different auditory stimuli including sentences with 
high and low ambiguity, or unintelligible noise, or during silent periods. ἀ e timing of the pre-
sentation of sentences, noise, or silent periods was very similar to that of the study described 
above, with each being presented within a period of 7.4 sec prior to a single image acquisition 
lasting 1.6 sec. ἀ e timing was selected so that the mid-point of each stimulus occurred 5 sec 
before the mid-point of the subsequent image acquisition. ἀ is was in an effort to detect the 
peak of the BOLD response, based on the assumption that this response would lag the change in 
neural activity that was elicited by the stimulus, by 5 sec.

ἀ e fMRI data in this study were acquired at 3 tesla, presumably by means of a gradient-
echo imaging method with an EPI encoding scheme, although the authors do not identify the 
imaging method. ἀ e imaging parameters (summarized in Table 9.5) include a 9 sec repletion 
time and a 27 msec echo time, and the flip angle is not specified although it is presumed to be 
90° with such a long repetition time. ἀ e long repetition time provides the 7.4 sec without any 
sounds produced by the MRI system, so that the auditory stimuli can be presented without 
any interference. ἀ e image data spanning the entire brain is acquired within the remaining 
1.6 sec period, as indicated above. ἀ e spatial parameters include a 25 cm × 25 cm field of view, 
128 × 128 acquisition matrix, and 4 mm slices with a 1 mm gap between slices. ἀ is produces a 
resolution of 1.95 mm × 1.95 mm × 4 mm. It is presumed that the slice thickness and inclusion 
of a gap were chosen to enable imaging of the entire brain, within the 1.6 sec acquisition. ἀ e 
authors also specify that the slices were in an axial-oblique orientation, tilted away from the 
eyes, to avoid motion artifacts produced by eye movements.

ἀ e results showed a range of responses across the group of patients, with 6 responding to 
sound only, 19 responding to both sound and speech, and 16 showed no significant activity 
in response to auditory stimuli. Assessments done 6 months after the fMRI investigation was 
carried out showed a strong association between the level of auditory processing shown on the 
fMRI results and the 6-month Coma Recovery Scale (CRS) score. Two patients who were diag-
nosed as being in a vegetative state were particularly interesting because they showed different 
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responses to sentences with high and low ambiguity, indicating some aspects of speech com-
prehension. ἀ ese patients had progressed to a minimally conscious state by 6 months after the 
fMRI data were acquired. Out of 8 patients in a vegetative state in the study who subsequently 
progressed to a minimally conscious state, 7 had shown a speech-specific or semantic response 
to sentence stimuli during the fMRI studies. ἀ ese results therefore provide evidence for the 
fMRI results having prognostic value. ἀ e authors propose that these results show that fMRI 
offers “valuable additional information to inform the diagnostic decision-making process and 
importantly provides accurate prognostic information” (p. 2542). However, the authors also 
stress that this method is not without limitations, that only positive findings can be interpreted, 
and that this method should be used with caution. In spite of the limitations and the fact that 
a considerable amount of research and development may need to be undertaken before this 
method is ready for routine clinical use, this study appears to represent a very important step 
toward this ultimate goal.

In a related study, Eickhoff et al. (45) carried out a detailed fMRI study of a single female 
patient who had been in a comatose state for approximately 3 years. She had never regained 
consciousness or opened her eyes and showed only stereotypical movements of her left arm. 
Functional MRI studies were carried out with a block design, with 24 cycles of 18 sec of stimula-
tion followed by 18 sec of rest. In a first fMRI examination, stimuli that were used in separate 
acquisitions included visual stimulation with a full-field flickering light, auditory stimuli with 
random nonemotional words, and brushing of the right and left forerarms (in separate acquisi-
tions) with a sponge. In a second examination, responses to different speech stimuli were tested. 
ἀ ese consisted of recordings of speech from the patient’s two female children, two close female 
friends, and another female who was unknown to the patient.

Functional MRI data were acquired at 3 tesla with a gradient-echo EPI sequence, as sum-
marized in Table 9.5. ἀ e imaging parameters were TR/TE/flip = 2200/30/unspecified, with 
a spatial resolution of 3.1 mm × 3.1 mm × 3 mm. Presuming that a 90° RF excitation pulse 
was used, this provided approximately optimal BOLD sensitivity and spatial precision. In 
contrast with the study described above, the authors did not present the auditory stimuli 
only within periods in which the MRI system was silent, but rather presented them over the 
background sounds.

ἀ e results showed activity in the right somatosensory areas and the left cerebellum with 
tactile stimulation of the left forearm, and stimulation of the right side produced small bilateral 

Table 9.5 Examples of Imaging Parameters Used for fMRI Studies of Patients 
with Consciousness Disorders; Selected Examples Were Taken from a Cross-Section 
of Published Scientific Papers, and All Use a Gradient-Echo Imaging Method with an EPI 
Encoding Scheme

Reference

Field 
Strength 
(Tesla)

TE 
(msec)

TR 
(msec)

Flip Angle 
(deg)

Resolution 
(mm) Time Points Slices

Coleman 
et al. 
2009, 
2007

3 27 9000 Unspecified 1.95 × 
1.95 × 4

1 mm gap

237 in total Unspecified 
no., 
axial-
oblique

Eickhoff 
et al. 
2008 

3 30 2200 Unspecified 3.1 × 3.1 
× 3

393 
(estimated)

Unspecified

Sources: Coleman, M.R. et al., Brain 130, 10, 2494–2507, 2007 (44); Coleman, M.R. et al., 
Brain 132, 9, 2541–2552, 2009 (43); Eickhoff, S.B. et al., Exp Neurol 214, 2, 240–
246, 2008 (45).
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activity in secondary somatosensory areas. Visual stimulation produced activity only in the 
left visual cortex. Auditory stimulation with words produced bilateral activity in primary audi-
tory cortex and auditory association areas on the superior temporal gyrus, as well as in the left 
inferior frontal gyrus. Spoken phrases directed toward the patient resulted in activity in the 
left amygdala and right anterior superior temporal sulcus, and the magnitude of the responses 
depended on the voice that the patient heard. ἀ e strongest responses were reported when the 
patient heard her children’s voices, followed by those of her friends, and the weakest responses 
when the speaker was unknown to the patient. ἀ ese results therefore show evidence of cognitive 
and emotional capabilities that could not be detected with conventional assessment methods.

ἀ e imaging parameters that were selected for fMRI of patients in vegetative or comatose 
states in these two examples are again quite similar to those used to investigate other neuro-
logical conditions, as described earlier in this chapter. ἀ e echo time was chosen to be approxi-
mately equal to the value of T2

* of the tissues in the brain at 3 tesla. ἀ e repetition time is chosen 
to be adequately long to enable imaging of the whole brain, and in the example from Coleman 
et al., to allow silent periods for presentation of the auditory stimuli as well.

9.2.5  Traumatic Brain Injury
Traumatic brain injury (TBI), like many neurological conditions, produces a wide range of defi-
cits and levels of severity depending on the mechanism and location of the trauma, and the 
outward signs of neurological deficits change over time following the initial injury and with 
recovery. Functional MRI may provide a very useful supplement to conventional neurological 
tests for assessing the effects of TBI and monitoring of recovery. In one recent example of the use 
of fMRI to study the effects of mild TBI, Slobounov et al. (46) studied 15 neurologically normal 
student-athletes with no history of TBI, and 15 student-athletes who had recently suffered sport-
related mild TBI. (ἀ e participants did not suffer a loss of consciousness but had complaints 
including loss of concentration, dizziness, fatigue, headache, irritability, visual disturbances, 
and light sensitivity).

Functional MRI studies were carried out by having the participants view a virtual reality 
display of a series of intersecting corridors, complete with a selection of doors and rooms. ἀ e 
display was projected onto a screen and viewed via a mirror. While lying inside the MRI system, 
the participant could control the view that was displayed and virtually move through the scene 
by means of a joystick. In different parts of the study the participants were (a) shown the naviga-
tion route to follow, (b) navigated randomly, or (c) navigated with the goal of reaching a specific 
room. ἀ e purpose was to impose different degrees of memory load on the participants, in dif-
ferent parts of the fMRI acquisition. ἀ ese conditions were also compared with a baseline condi-
tion in which the participant simply tracked a cursor on the screen by moving the joystick.

Functional MRI data were acquired at 3 tesla with a gradient echo with EPI spatial encoding, 
an echo time of 25 msec, repetition time of 2000 msec, and a flip angle of 79°, as summarized 
in Table 9.6. ἀ e selected spatial parameters produced an image resolution of 3.1 mm × 3.1 mm 
× 5 mm, with a 64 × 64 matrix. ἀ e field of view was 220 mm × 220 mm, and 30 slices were 
acquired to span the entire brain.

ἀ e results of this study showed different brain areas involved with learning the navigation 
route compared with navigating by memory, and also some differences with people after mild 
TBI compared with healthy control subjects. ἀ e areas showing different activity between learn-
ing and navigating by memory included the lateral extrastriate visual cortex extending into the 
visual area V2, bilateral parietal cortex, bilateral precuneus, and right dorsolateral prefrontal 
cortex (DL-PFC). Overall increased activity in several brain regions during learning the route, 
compared with navigating by memory, was reported to be similar for both normal controls 
and people after mild TBI. ἀ e authors proposed that the common regions of activity during 
learning a route and retrieval of spatial information may indicate a consistent brain network, 
including visual cortex, parietal cortex, DL-PFC, and hippocampal cortices. Structural and 
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functional disruption of connectivity between these regions or deficits within some regions may 
be caused by a concussive blow.

In another example of fMRI of traumatic brain injury, Kohl et al. (47) assessed cognitive 
fatigue in TBI patients, compared with a matched group of healthy control subjects. ἀ e authors 
investigated the concept that the increased cognitive effort required by patients with TBI to 
meet the demands of daily life leads to fatigue. ἀ is idea was tested by having patients perform 
a modified version of the Symbol Digit Modalities Test (mSDMT) during fMRI studies. ἀ e 
mSDMT consists of viewing a panel of nine symbols paired with nine numbers, and a “probe” 
box containing one number and one symbol. ἀ e participants had to respond as quickly and as 
accurately as possible, by means of a button press, to indicate whether or not the number and 
symbol in the probe box was a correct match, as indicated in the panel of all matching symbols 
and numbers. ἀ e panel of exemplar stimuli and the probe box were presented simultaneously 
for 6 sec. A total of 192 trials were presented over the course of three fMRI acquisitions, with 
each acquisition lasting 7 minutes. ἀ e interval between successive stimuli was varied randomly 
between 0, 4, 8, or 12 sec.

Functional MRI data were acquired at 3 tesla with a gradient-echo sequence with EPI spa-
tial encoding. ἀ e imaging parameters included an echo time of 60 msec, repetition time of 
2000 msec, and a flip angle of 90°. Spatial parameters resulted in a resolution of 3.75 mm × 
3.75 mm × 5 mm. ἀ e field of view was 24 cm × 24 cm, with a 64 × 64 matrix, and 32 axial slices 
to span the entire brain. ἀ ese parameters are also summarized in Table 9.6.

ἀ e results of this study show that patients with TBI had significantly slower response times 
on the tasks, and both groups showed improvements over time in their task performance. ἀ e 
patients with TBI showed increased BOLD responses in the left middle frontal gyrus within 
fMRI sessions, whereas the healthy control subjects showed constant values or a slight decrease. 
ἀ is was interpreted as demonstrating growing cognitive fatigue. Activity (in terms of mag-
nitude of BOLD response) in the right superior parietal lobule and left basal ganglia (caudate/
putamen) was also shown to decrease during fMRI sessions in healthy control subjects, but was 
constant or increased in patients with TBI. Changes over time across repeated tasks were also 
detected in the anterior cingulated and superior parietal cortex. ἀ e results are therefore intrigu-
ing, as they reveal effects of traumatic brain injury on cognitive function, including as fatigue 
develops, but the authors identify that this study requires more investigation. Nonetheless, this 

Table 9.6 Examples of Imaging Parameters Used for fMRI Studies of Patients 
with Traumatic Brain Injury; Selected Examples Were Taken from a Cross-Section 
of Published Scientific Papers, and All Use a Gradient-Echo Imaging Method 
with an EPI Encoding Scheme

Reference

Field 
Strength 
(Tesla)

TE 
(msec)

TR 
(msec)

Flip 
Angle 
(deg)

Resolution 
(mm) Time Points Slices

Slobounov 
et al. 2010 

3 25 2000 79 3.1 × 3.1 × 5 Unspecified 30, axial 
slices

Kohl et al. 
2009

3 60 2000 90 3.75 × 3.75 
× 5

192 across 
3 runs

32, axial 
slices

Nakamura 
et al. 2009

3 30 2000 89 Unspecified 196 Unspecified

Sources: Kohl, A.D. et al., Brain Inj 23, 5, 420–432, 2009 (47); Nakamura, T. et al., PLoS One 4, 
12, e8220, 2009 (48); Slobounov, S.M. et al., Exp Brain Res 202, 2, 341–354, 
2010 (46).
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study may represent a very important first step in the development and evolution of clinical 
methods for assessing TBI.

In a related study, Nakamura et al. (48) carried out fMRI studies of six people with severe 
traumatic brain injury (Glasgow Coma Scale 3–8) at 3 months and at 6 months after the injury 
occurred. ἀ ey used a working memory task with a delayed response during fMRI studies to 
probe the changes that had occurred as a result of injury, and recovery over time. ἀ e task con-
sisted of viewing one, two, or four images of male and female faces in black-and-white pictures 
for 3 sec. During a subsequent delay period of 3 sec the participants fixed their gaze on a target 
at the center of the viewing screen, and then were presented with a picture of a single face and 
had to indicate a yes/no answer as to whether the face and location matched the previously 
displayed images. ἀ e participant was given another 3 sec to give their response. However, this 
study is unique from the previous examples because the data were analyzed to determine the 
task-related BOLD signal changes, and the data were then processed to remove these effects, 
with the intention of leaving only underlying “resting-state” effects. As a result, this example 
would also appear to fit in the section on resting-state studies, above. ἀ e processed data were 
then analyzed to characterize connectivity between brain regions, by means of graph theory 
(49). Briefly, this analysis consists of identifying anatomically relevant regions (called network 
nodes), and determining the effective connectivity between each pair of regions based on corre-
lations between the fMRI time-series data. A threshold must be chosen to differentiate correla-
tions that are sufficiently strong to be of interest from weakly or noncorrelated regions. Network 
parameters can then be quantified, depending on the properties that are of interest. In the study 
presented by Nakamura et al. (48), the “global efficiency” of the network was quantified as an 
average of the 1/(distance) between all pairs of significantly connected regions, or with a “local 
efficiency” determined by the average of 1/(distance) of regions that were significantly connected 
with one chosen region.

ἀ e results of this study demonstrated changes in networks of connected regions in the 
brain between 3 and 6 months following severe TBI in the six patients that were studied. Both 
global and local efficiency decreased significantly toward healthy control values in the 3 months 
between the repeated studies, and the mean path length in the network increased significantly 
toward healthy control values. ἀ is study therefore presents very interesting examples of how 
fMRI can be used to monitor the progression of changes in diffuse effects such as may be caused 
by TBI, and in the analysis methods that may be used to characterize these complex networks.

ἀ e fMRI data used for this study were acquired at 3 tesla, again with a gradient echo with 
EPI encoding method as in most other studies. ἀ e acquisition parameters included an echo 
time of 30 msec, repetition time of 2000 msec, and flip angle of 89°, for optimal BOLD sensitiv-
ity. ἀ e spatial parameters that were used are not clearly specified.

ἀ e fMRI acquisition parameters listed in Table 9.6 for the selected examples of studies of 
traumatic brain injury can be seen to be quite similar to those used in other fMRI studies. ἀ e 
echo time should be around 30 msec for optimal BOLD contrast-to-noise ratio at 3 tesla. With the 
repetition time used for each of these studies, 2000 msec, the optimal flip angle (Ernst angle) is 
80° (assuming a T1-value for gray matter of approximately 1150 msec, as indicated in Chapter 3).

9.2.6  fMRI Studies Using Saccadic Eye Movements
A current area of research that is particularly interesting from the point of view of future clini-
cal applications is the use of fMRI during saccadic eye movements. Saccadic eye movements 
are rapid movements of both eyes in the same direction, and in many instances in everyday life 
occur as a reflex movement in response to a change in the visual field, such as a moving object, 
change in reflected light, and so forth. ἀ ese reflexive movements can also be intentionally sup-
pressed, but this requires attention and impulse control. As a result, the study of saccadic eye 
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movements has been shown to reveal information about cognitive and attention functions and 
how they are altered by neurological conditions.

One of the earlier fMRI studies of eye movements in healthy volunteers helps to illustrate 
the method and its potential for obtaining clinically relevant information. Connolly et al. (50) 
investigated the cognitive functions involved with preparatory set, which is the readiness to 
respond to a sensory stimulus and the intention to perform a predetermined action depending 
on the stimulus. ἀ is function is important for investigations of neurological diseases or effects 
of injury and so forth, because it involves high-level cognitive function, attention, and in some 
cases the ability of overcome reflex responses. In their study, Connolly et al. used a visual display 
in which either a fixation point was displayed or the fixation point disappeared and another 
point, displaced to the right or left, was instead shown. ἀ e reflex response is to look toward a 
suddenly flashed visual stimulus, and this is termed a prosaccade. In some trials the participants 
were instructed to instead move their gaze in the opposite direction, away from the flashed 
stimulus, and this is termed an antisaccade. A prosaccade involves an automatic visuomotor 
response, whereas an antisaccade requires the automatic response to be suppressed and a volun-
tary response to be performed.

Functional MRI studies were carried out using an event-related design, and stimuli were 
presented on a screen viewed via a mirror. Eye movements were recorded by means of an MRI-
compatible eye-tracking system. In each trial, a white fixation point was displayed at the center 
of the display for 3 sec, and then it changed color to either green or red for 3 sec to indicate to 
the participant to prepare to do a prosaccade or an antisaccade, respectively. ἀ e fixation point 
then disappeared and the display was blank for variable durations of 0, 2, or 4 sec, before a tar-
get point was flashed for 100 msec at 9° to 15° visual angle to either the right or left of center. 
Participants were instructed to maintain their gaze at the new target point until the fixation 
point was again displayed at the center of the display, 2 sec later.

ἀ e fMRI data were acquired at 4 tesla, using a gradient-echo sequence with EPI sampling 
scheme. An initial study was carried out using a block design to identify the location of the fron-
tal eye field (FEF), and the data were acquired with an echo time of 28 msec, repetition time of 
2000 msec, and a flip angle of 60°. ἀ ese data were analyzed while the participant remained in 
the magnet, and the FEF was identified and used for subsequent slice positioning. For the event-
related studies described above, the echo time remained at 28 msec, but the repetition time was 
reduced to 500 msec, and the flip angle reduced accordingly to 30°. A set of 6 axial slices were 
selected that included the FEF and entire parietal lobe. ἀ e field of view was 192 mm × 192 mm, 
with a 64 × 64 sampling matrix, resulting in an image resolution of 3 mm × 3 mm × 6 mm. Each 
experimental run was 528 sec in duration and included 12 prosaccade and 12 antisaccade trials.

ἀ e results showed that in the FEF and intraparietal sulcus (IPS) the peak of the BOLD 
response occurred at approximately the same time after the appearance of the target. ἀ e authors 
ascribe this activity to the combined visual and motor activation of FEF and IPS neurons. In the 
FEF a pretarget rise in BOLD signal was also observed, which depended on the duration of 
the gap between fixation point disappearance and target appearance, and the magnitude of the 
BOLD responses in the FEF also increased with gap duration. ἀ e authors were able to confirm, 
via additional tests, that the pretarget BOLD increase specifically in the FEF was indeed related 
to preparatory set.

In a related study, the regions of the brain that are involved with switching a planned response 
were investigated (51). As in the previous study described above, participants viewed a fixation 
point which changed color for 3 sec to indicate whether to perform a pro- or antisaccade. While 
the fixation point remained visible, a target circle appeared 5.5° of visual angle to the right or 
left. However, in 50% of the trials the fixation point changed color, thereby changing the task 
instruction, 100 msec or 200 msec after the target appeared. ἀ e participants therefore had to 
change their actions after they had already prepared, and started initiating, a response. After 
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3 sec the target disappeared, the participant returned his or her gaze to the fixation point, and 
12 sec later another trial was initiated. ἀ e reaction times and error rates were recorded via an 
MRI-compatible eye-tracking system. In a second set of experiments the brain functions that 
are involved were further investigated by stepping the switching times by plus or minus 50 msec, 
depending on how well each participant performed the task. ἀ e purpose was to adjust the level 
of difficulty based on performance.

Functional MRI data were acquired at 3 tesla, again with a gradient echo with EPI encod-
ing scheme. In this case the echo time was set to 30 msec, the repetition time was chosen to be 
750 msec to obtain high temporal resolution, and the flip angle was set accordingly to 56°. A 
set of 11 axial slices, 3.3 mm thick, was selected to target specifically the caudate nucleus. ἀ e 
field of view was set to 211 mm × 211 mm, and the acquisition matrix was 64 × 64, resulting in 
an image resolution of 3.3 mm × 3.3 mm × 3.3 mm. A spatial saturation pulse was also applied 
to eliminate/reduce signal from the region of the eyes to reduce motion artifacts in the images 
arising from the eye movements. For the second set of experiments, the frontal eye fields were 
imaged, as well as the caudate nucleus. In this case the number of slices needed to be increased to 
16 to span the anatomy of interest. As a result, the repetition time and flip angle were increased 
to 1000 msec and 62°, respectively.

Increases in response times and error rates between performing a saccade in one direction 
and switching from that direction to the opposite direction were termed switch costs. Similar 
switch costs were detected in both directions, that is, whether the initial instruction was to 
perform a pro- or an antisaccade. Activity detected in the caudate nucleus with the first fMRI 
described above, however, was detected only during switching from a pro- to an antisaccade. 
In the second experiment it was again observed that switch trials involved greater BOLD signal 
in the caudate nucleus than nonswitch trials. ἀ e authors therefore propose that basal ganglia 
are important for switching of planned responses by over-riding biases in the response system 
toward a particular action, and that this is necessary to enable changes in responses to occur 
when necessary, as new stimuli and information are received.

ἀ e relevance of these two preceding examples to clinical assessments is demonstrated by 
recent studies using the same method to study a range of neurological conditions and normal 
development and aging. ἀ e studies include the effects of Parkinson’s disease (52,53), atten-
tion-deficit hyperactivity disorder (ADHD) (54), changes with brain development (55,56) and 
with normal aging (66). One example of results from a study of the effects of normal aging is 
shown in Figure 9.2, with a comparison between activity involved with pro- and antisaccade 
eye- movement tasks.

In one example, Cameron et al. (52,53) carried out a study of patients with Parkinson’s dis-
ease, both on and off their medication, and compared results with age-matched healthy control 
subjects. Patients with Parkinson’s disease show impairments in performing antisaccades, pre-
sumably because this action requires suppression of the more automatic prosaccade response. 
Having the patients attempt to perform antisaccades therefore provides a test of executive 
function as well as volitional movement initiation. In this study a rapid event-related design 
was used, which means that individual trials are close enough together in time that the BOLD 
responses to each event can overlap. As discussed in Chapter 7, the fast event-related method 
provides higher design efficiency than event-related methods and yet still enables detection of 
responses to individual trials, including when the participant makes an error. ἀ e tasks for the 
fMRI study were again very similar to those described in the study above and involved having 
the participants look at a fixation point, which then changed color to indicate where to perform 
a pro-saccade or an antisaccades. ἀ e target point then appeared to the right or left of the fixa-
tion point, and the participants’ responses were recorded continuously via an MRI-compatible 
eye-tracking system.
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Functional MRI data were acquired at 3 tesla, using imaging with an EPI encoding scheme. 
ἀ e acquisition parameters included an echo time of 30 msec, a repetition time of 1500 msec, 
and a flip angle of 72°. ἀ e spatial parameters included a field of view of 211 mm × 211 mm, with 
an acquisition matrix of 64 × 64, and 24 axial-oblique slices each 3.3 mm thick. ἀ e resulting 
voxels were cubic with dimensions 3.3 mm × 3.3 mm × 3.3 mm.

ἀ e fMRI data were analyzed using a deconvolution-based general linear model (GLM) 
using BrainVoyager analysis software (see Section 8.2). Regions of interest were identified in 
the supplementary eye fields (SEF), frontal eye fields (FEF), parietal eye fields (PEF), caudate 
nucleus (CD), and dosolateral prefrontal cortex (DL-PFC). ἀ e peak of BOLD response in each 
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Figure 9.2 Examples of fMRI results obtained from a group of healthy volunteers aged 61 to 
83 years old. The results show the differences in activity in the brain between the performance 
of antisaccades and prosaccades and are shown separately for volunteers who performed the task 
well (<10% error rate) and those who did not. The group results were obtained with a fixed effects 
analysis (FFX), and show that all subjects had higher activity in the antisaccade task in the dorso-
lateral prefrontal cortex (DLPFC), frontal eye fields (FEF), supplementary eye fields (SEF), parietal 
eye fields (PEF), and caudate nucleus (CN). Those who performed the antisaccade task well exhib-
ited increased BOLD signal change in the DLPFC compared with subjects who had a higher rate of 
errors, suggesting that higher performance might involve increased recruitment of frontal regions. 
(Figure courtesy of Peltsch, A. et al. Organization for Human Brain Mapping, 15th Annual Meeting, 
June 18–23, 2009 (57).)
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region was detected, and 5 voxels around this peak were selected for characterizing the BOLD 
responses in each region.

Results from fMRI and behavioral testing showed differences in the magnitude of peak 
BOLD responses during both preparation and execution phases of the responses. Patients with 
Parkinson’s disease had a greater number of direction errors, compared with control subjects, in 
which they failed to suppress a prosaccade. ἀ is finding corresponded with fMRI results show-
ing decreased cortical activity in areas critical to antisaccade generation, particularly during 
preparation. ἀ is is consistent with a model of increased basal ganglia inhibition on thalamo-
cortical circuits. Comparisons of Parkinson’s patients on and off their medications also showed 
differences, including enhanced overall activity in the DL-PFC and CD when off medications. 
ἀ e observed difference in activity also corresponded with differences in task performance.

Within the same research group, another study was done of children with ADHD, using 
almost identical fMRI methods (54). People with ADHD have difficulty exerting voluntary con-
trol over saccade generation, have more variable reaction times, and make more direction errors 
in antisaccade tasks (58–61). ἀ ey are also unable to inhibit saccades during prolonged fixation 
and make saccades prematurely when asked to delay their response after appearance of a visual 
target (60,62,63). As a result, studies of saccadic eye movements provide a means of observing 
the regions of the brain that are altered in ADHD as compared with healthy control subjects.

ἀ ere are three symptom-based subtypes of ADHD: mainly inattentive, mainly hyperactive-
impulsive, or both combined. ἀ e combined (ADHD-C) and inattentive (ADHD-I) subtypes 
are the most common. ἀ e goal of this study was to investigate the neural correlates of saccade 
control in ADHD-C and ADHD-I children. Using a rapid event-related design, 15 ADHD-C 
children, 15 ADHD-I children, and 15 age-matched control volunteers performed pro- and anti-
saccade trials that were interleaved with pro- and anticatch trials (i.e., instruction was presented 
but no target appeared, requiring no response). ἀ is method enabled examination of brain activ-
ity patterns when each group either prepared or executed correct antisaccades. Eye-tracking was 
simultaneously recorded during all fMRI experiments.

Functional MRI results demonstrated that when preparing to make a correct antisaccade, 
control participants had increased activity (higher BOLD signal) in the dorsolateral prefrontal 
cortex and frontal, supplementary, and parietal eye fields. However, ADHD-C and ADHD-I 
children only exhibited activity in the frontal and supplementary eye fields, respectively. When 
executing a correct antisaccade, all three groups showed activity in parietal eye fields. Control 
and ADHD-I children also had activity in frontal eye fields, while control and ADHD-C children 
showed activity in supplementary eye fields. Activity in the caudate nucleus and dorsolateral pre-
frontal cortex was only observed in the ADHD-C group. ἀ e authors therefore concluded that 
both ADHD-C and ADHD-I children are impaired in their flexible, voluntary control of sac-
cadic behavior, producing more direction errors during antisaccade trials. During antisaccade 
preparation, ADHD-C and ADHD-I groups recruited very few areas of the oculomotor net-
work compared with controls, implying that children with ADHD do not differentially prepare 
between pro- and antisaccades, thus leading to more direction errors in the antisaccade task. 
ἀ e authors also noted that caudate and dorsolateral prefrontal cortex activity was only observed 
in ADHD-C children during antisaccade execution, suggesting that these children needed to 
employ additional brain areas to successfully inhibit an unwanted, automatic response.

ἀ e fMRI methods used for all of these studies employed eye tracking and visual display of 
relatively simple graphics to provide fixation points, colored to provide instructions, and target 
points offset to the right or left. ἀ e acquisition parameters are summarized in Table 9.7. In 
comparison with other examples of fMRI parameters, as listed above, this application requires 
higher temporal resolution, and so the authors reduced the number of slices, and therefore the 
anatomical coverage, to gain this speed. ἀ e repetition time (TR) was set to the minimum pos-
sible with the number of slices selected, and the flip angle was adjusted accordingly to maximize 
the signal-to-noise ratio.

K10992.indb   241 5/3/11   12:22:28 PM

© 2011 by Taylor & Francis Group, LLC



Essentials of Functional MRI

242

9.2.7  Spinal Cord Injury and Disease
Functional MRI of the spinal cord (spinal fMRI) has been under development, and its use 
expanding, almost as long as has fMRI of the brain, with the first paper on spinal fMRI 
being published in 1996 (64,65). Its use has not expanded as rapidly as brain fMRI, however, 
partly because it meets a narrower scope of applications for the broad fields of neuroscience, 
and because of the inherent technical challenges. To date, there have almost 50 papers published 
on spinal fMRI in humans and animals. ἀ e current methods have been proposed to be ready 
for clinical trials aimed at assessing the effects of spinal cord injury (SCI) and disease and for use 
as a tool for spinal cord research.

ἀ e need for a noninvasive method of mapping neural function in the spinal cord, such as 
fMRI, is demonstrated by the fact that clinical decisions about the best treatment course to take 
following trauma to the spinal cord, or after the effects of diseases such as multiple sclerosis, 
require knowledge of how the spinal cord is functioning. ἀ is knowledge is obtained from tests 
that must be applied without causing additional damage to the cord or undue pain or stress to 
the patient (66). Current standard clinical tests for spinal cord function include the American 
Spinal Injury Association (ASIA) International Standards for Neurological Classification (67), 
which involves pin-prick tests across dermatomes and motor tests of various muscle groups. 
Electrophysiological tests involving stimulation of cortical areas and recording of motor and 
sensory-evoked potentials are also used to reveal functional connections. Other assessments are 
primarily surveys of the patient’s abilities and quality-of-life factors, such as functional inde-
pendence measure, functional assessment measure, the Spinal Cord Independence Measure, 
and the Walking Index for Spinal Cord Injury. ἀ ese tests are limited because they do not reveal 
information about spinal cord function below the most rostral point of damage, thoracic regions 
of the cord are difficult to assess, or the assessments are subjective. None of these tests reveal 
information about the causes of bowel or bladder dysfunction or sexual dysfunction, and they 
can rarely reveal if there are multiple sites of damage. Functional MRI of the spinal cord has been 
shown to demonstrate activity caudal to sites of SCI at any level of the cord (68,69), the effects 
of multiple sclerosis (70,71) and peripheral nerve damage (72), and can also demonstrate spinal 

Table 9.7 Examples of Imaging Parameters Used for fMRI Studies of Saccadic Eye 
Movements; Selected Examples Were Taken from a Selection of Published Scientific 
Papers and Recent Conference Presentations, and All Use a Gradient-Echo Imaging 
Method with an EPI Encoding Scheme.

Reference

Field 
Strength 
(Tesla)

TE 
(msec)

TR 
(msec)

Flip 
Angle 
(deg) Resolution (mm)

Time 
Points Slices

Connolly et al. 
2002

4 28  500 30 3 × 3 × 6 1056 6, axial 
slices

Cameron et al. 
2009a 

3 30  750 56 3.3 × 3.3 × 3.3  448 11, axial 
slices

Cameron et al. 
2009a 

3 30 1000 62 3.3 × 3.3 × 3.3  336 16, axial 
slices

Cameron et al. 
2009b, 2010 

3 30 1500 72 3.3 × 3.3 × 3.3  224 24, axial 
slices

Sources: Connolly, J.D. et al., Nat Neurosci 5, 12, 1345–1352, 2002 (50); Cameron, I.G. et al., 
Eur J Neurosci 29, 12, 2413–2425, 2009a (51); Cameron, I.G.M. et al., Organization 
for Human Brain Mapping; 15th Annual Meeting, June 18–23, 2009b (52); Cameron, 
I.G.M. et al., Society for the Neural Control of Movement Annual Meeting 2010 (53).
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cord activity related to sexual function (73), and therefore has the potential to provide the needed 
information that cannot be obtained with current clinical assessments.

ἀ e most commonly used method for fMRI of the spinal cord employs SEEP (signal enhance-
ment by extravascular water protons) contrast, as described in Chapter 6. Functional MRI data 
are acquired with single-shot fast spin-echo imaging to provide good image quality with low 
spatial distortion in the presence of magnetic susceptibility differences between the bone and 
cartilage of the spine and the tissues of the spinal cord. Since SEEP contrast can be detected with 
proton-density weighting, most of the published papers employ a relatively short echo time, TE, 
of around 30–40 msec. Data are acquired in thin contiguous sagittal slices, 2 mm thick, with 
in-plane spatial resolution of 1 mm × 1 mm to 1.5 mm × 1.5 mm, and fields of view of 20 cm × 
10–28 cm × 21 cm (74,75). Image quality in the spinal cord is improved by the use of spatial 
saturation pulses to eliminate signal from all structures anterior to the spine, such as the heart, 
lungs, throat, tongue, and so forth and with the use of flow-compensating gradients to reduce 
cerebrospinal fluid flow artifacts in the head-foot direction.

9.2.7.1  True Physiological Variation
A key source of variation that has been shown in fMRI results is the true differences in neuronal 
activity that can occur between repeated studies. While this variability cannot be considered 
an error, per se, because its detection demonstrates the reliability and sensitivity of the fMRI 
method, it can present a challenge for repeated or group studies, as well as for assessment of 
individual patients.

It is well known (76,77) that activity in the spinal cord in both ventral and dorsal regions is 
modulated by descending input from the brainstem and cortex, and depends on factors of aware-
ness, alertness, and attention as well as control of motor reflex responses. Studies of emotional 
and cognitive influences on activity in the spinal cord have been carried out by systematically 
varying participants’ attention focus, whether toward a thermal sensation on the hand, toward 
a movie, or toward mentally challenging tasks (78,79). ἀ e results showed that activity in the 
cord, in response to a thermal sensory stimulus, did indeed depend on the participant’s atten-
tion focus in each study. A separate study demonstrated that the activity in the spinal cord, in 
response to thermal stimuli applied to the hand, depends both on the stimulus temperature and 
on the order of experiments (74). ἀ is result again implicates factors of emotion and attention. 
From these studies it was concluded that a significant source of variation in spinal cord activity, 
at least in response to thermal sensations, is true physiological variation of neuronal activity.

ἀ e overall conclusions from these studies are that emotional and attention factors need to be 
controlled, as much as possible, in spinal fMRI studies of any specific function. Even changes in 
anxiety or alertness over time, as participants become accustomed to being inside the MRI sys-
tem and potentially become bored with the study, were seen to affect spinal fMRI results (74,79). 
ἀ ese observations therefore demonstrate that spinal fMRI results are highly sensitive to true 
neuronal activity, as they were able to detect this unexpected variation in the responses.

9.2.7.2  Human Studies and Clinical Applications
Our understanding of the normal functioning of the healthy spinal cord has also been advanced 
by the results obtained over the past several years with spinal fMRI of human subjects. Although 
this understanding is important, the ultimate goal of spinal fMRI research is reported as being 
to provide a means of observing function in the injured and diseased spinal cord to assist in 
diagnosis, prognosis, and treatment planning and monitoring. To this end, a number of clinically 
related studies have been carried out to date in patient populations with spinal cord injury (SCI), 
neuropathic pain, and multiple sclerosis (MS) using a variety of sensory stimuli and motor or 
proprioceptive tasks.

Sensory-related neuronal activity in the spinal cord (SC) has been consistently observed with 
fMRI in healthy and clinical subject populations in a number of studies since 2002 (69,70,74,80–
87). Early studies of patients with SCI investigated the functional response in the lumbar SC to 
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thermal stimulation of the fourth lumbar dermatome (69,80). ἀ e thermal probe was placed 
against the inner skin of the calf, and the temperature was ramped from skin temperature 
(32°C) to 10°C at different rates in repeated experiments. Neuronal activity was consistently 
observed in the lumbar SC caudal to the site of injury, regardless of whether the subject could 
consciously feel the stimulus or not. ἀ ough the percent signal change detected in images of the 
spinal cord was similar between healthy controls and SCI patients, the spatial distribution of 
activity was notably different. While healthy volunteers showed predominantly ipsilateral dor-
sal gray- matter activity in response to sensory stimuli, absent or diminished activity in dorsal 
gray matter and enhanced contralateral ventral gray-matter activity was observed in subjects 
with complete SCI (patients who were unable to feel the stimulus). Results from patients with 
incomplete SCI were essentially divided based on the degree to which subjects were able to per-
ceive the stimulus. For subjects with preserved sensation, the observed activity pattern was very 
similar to that of healthy controls (consistent ipsilateral dorsal gray-matter activity, in addition 
to central and bilateral ventral gray-matter activity). Conversely, patients with decreased sensa-
tion exhibited diminished ipsilateral dorsal gray-matter activity (similar to complete SCI), yet 
bilateral ventral gray-matter activity was similar (in some cases even diminished) compared 
with healthy controls. ἀ e ability of spinal fMRI to distinguish subtle functional differences 
between well-established classes of SCI lends credence to its capacity to quantitatively assess the 
function of the SC.

Spinal cord and brainstem fMRI responses to noxious stimuli have been investigated in both 
healthy and neuropathic pain patient populations (72,80). In healthy controls, when a thermal 
stimulus was ramped from 29°C to 15°C, the percent signal change ranged only between 2% and 
3%. However, when that stimulus is further ramped to 10°C (reported as noxious), the percent sig-
nal change more than doubled to approximately 8%, and the neuronal activity observed became 
concentrated in superficial regions of the ipsilateral dorsal horn (80), corresponding to Rexed’s 
laminae I and II, which is consistent with known pain pathways. A specific and concentrated 
neuronal response to noxious insult prompted the investigation of the difference between healthy 
and pathological pain processing. A recent study focusing specifically on pain pathways in neuro-
pathic pain patients yields further insight into the normal and pathological processing of noxious 
stimuli (72). When painful pressure was applied to the median nerve of both healthy controls 
and patients diagnosed with carpal tunnel syndrome (CTS, a common neuropathy caused by 
compression of the median nerve), several differences were observed. While both groups showed 
consistent activity in the spinal cord, with pressure applied to produce the same pain ratings in 
both groups, the CTS patients showed more activity in areas of the brainstem (nucleus raphe 
magnus [NRM]) and in the contralateral dorsal horn of the spinal cord. ἀ ese areas are known 
to be involved in the descending modulation of pain responses, indicating that changes in this 
descending modulation may play an important role in the perceived pain in this condition.

Spinal fMRI has also been used to assess and compare the functional differences in the SC 
gray matter between healthy controls and patients with relapsing-remitting MS. Neuronal activ-
ity in the cervical spinal cord was investigated following tactile stimulation of the palm of the 
right hand, and was found from C5 to C8 in all patients and controls (78), which corresponds 
to the expected regions of neuronal recruitment. In general, MS patients showed approximately 
20% greater signal intensity changes than controls (3.9% compared with 3.2%), with activ-
ity dispersed throughout the dorsal, central, and ventral cord, most likely attributable to the 
inter neuronal systems of the SC (88–90). Interestingly, MS patients tended to show an over-
 recruitment of dorsal gray matter (i.e., show bilateral dorsal activity, whereas healthy controls 
showed predominantly ipsilateral dorsal activity), which is indicative of reduced functional lat-
eralization in the SC. ἀ is result appears to support SC gray-matter re-organization (as was 
previously found in the cortex (91), as well as postmortem (92–95) and in vivo MRI studies (96) 
of the spinal cord, which suggest that gray matter is not spared by MS pathology. ἀ e purpose 
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of this gray-matter reorganization is not yet clear. However, spinal fMRI could serve as the 
precise tool needed to assess changes in the functional activity of gray matter throughout the 
evolution of the disease and may yield insight as to whether these changes are predictive of clini-
cal outcome.

Neuronal activity in the SC related to various motor tasks has been demonstrated by a num-
ber of groups (64,68,71,82,97–103). In 2007, 12 patients with SCI, classified as ASIA A (no sen-
sory or motor function preserved, n = 4), ASIA B (sensory but no motor function preserved, 
n = 3), ASIA C (weak motor function is preserved, n = 3), or ASIA D (motor function preserved 
in a condition sufficient for near-normal use, n = 2), performed a pedaling motor task (68). All 
subjects participated in the passive task (researcher manually moved pedals and subjects’ feet 
move in pedaling motion), but only ASIA C and D patients performed the active task (autono-
mous alternating pedaling). Consistent with results from studies in SCI patients using sensory 
stimulus, neuronal activity was detected caudal to the site of injury in all subjects, regardless 
of the extent or level of injury. ἀ e number of active voxels in the lumbar SC was greater dur-
ing active compared with passive participation; however, the overall percent signal change was 
greater during passive (15.0%) compared with active (13.6%) pedaling. ἀ e pattern of distribu-
tion of neuronal activity in SCI patients was similar to healthy controls for each task. Active 
participation resulted in bilateral neuronal activity in both dorsal and ventral horns, corre-
sponding to a neuronal response to motor and sensory stimulation, typical of purposeful move-
ment. Passive participation yielded some ventral horn activity, but most activity was seen in 
the dorsal horn, typical of a neuronal response to proprioceptive and mechanical information 
produced by this type of movement. Also, the number of active voxels detected in the SC of each 
subject population mirrored the severity of the impairment. ἀ at is, fewer active voxels were 
detected in the SC of ASIA C/D SCI patients than in the healthy control group (99). Likewise, 
still fewer active voxels were observed in the SC of ASIA A SCI subjects compared with ASIA 
C/D SCI subjects. Perhaps most intriguingly, six subjects were able to use only one limb during 
active participation (unilateral movement generation), as opposed to typical pedaling with both 
feet (bilateral movement generation). ἀ e latter results in neuronal activity distributed across 
both sides of the cord. In this study, it was found that during unilateral movement generation, 
neuronal activity appears to be prominent in the contralateral ventral horn. ἀ is corresponds 
with known physiology (69,104–107) and verifies once again that spinal fMRI is able to reliably 
and sensitively detect subtle differences in neuronal function. ἀ ough spinal fMRI cannot (at 
this time) determine the cause of the observed activity patterns, it can be used to supplement the 
ASIA diagnosis with functional activity maps, providing additional insight into SC physiology 
and enhancing the design of rehabilitation programs. Neuronal function could be investigated 
before, during, and after rehabilitation to provide a quantitative measure of progress in addition 
to the qualitative measure provided by ASIA and other subjective (outcome-based) tests.

A study similar to the passive participation pedaling task has been carried out in an MS 
patient population as well, investigating the extent of cervical SC functional activity in healthy 
controls and patients with remitting-relapsing (RR) or secondary progressive (SP) course MS 
(71). A passive, calibrated, 45° flexion/extension was repetitively administered to the relaxed, 
prone, right hand of the patient by the researcher. Activity was observed in the cervical SC 
from C5 to C8 in all subjects, but several differences between controls and patients were noted. 
Approximately a 20% greater signal intensity change was observed in the cervical SC of MS 
patients (3.4%) compared with controls (2.7%), analogous to results from the study investigating 
the spinal fMRI effects of tactile stimulation of the palm in MS patients and healthy controls 
(70). Also, increased bilateral ventral gray-matter activity was observed in MS patients com-
pared with controls. Spinal fMRI can be used not only to detect differences between patient 
and control populations, but also to investigate functional differences between various clas-
sifications of MS severity. One study has shown that patients with less severe MS (RRMS) had 
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a task-related spinal fMRI activity pattern similar to healthy controls, while patients with more 
severe MS (SPMS) showed a pattern of cord activity more similar to SCI patients. If cervical cord 
functional activity varies over the course of the disease, spinal fMRI could prove incredibly use-
ful in assessing the nature and evolution of MS within individual patients.

Based on these examples that have been reported to date, spinal fMRI has been proposed to 
provide invaluable information that can in turn be used for assessing residual function, design-
ing rehabilitation programs, predicting the potential for recovery of function in SCI patients, 
and also assessing new experimental treatment strategies. A recently reported study employed 
a custom-made apparatus to apply multipoint thermal stimulation in a patient with a com-
plete (ASIA A) C5 spinal cord injury, with a metallic fixation device spanning the C4 to C6 
vertebrae (65). Functional activity was observed in the spinal cord both rostral and caudal to the 
site of injury, in spite of the fact that the patient did not consciously perceive all of the stimuli. 
Importantly, functional activity was detected in the SC in close proximity to the fixation device, 
and the fMRI data took only 7 minutes to acquire. ἀ is is a critical step toward implement-
ing spinal fMRI as a routine clinical tool. Perhaps the most significant result that has emerged 
from this preliminary study is the detection of a significantly greater function on the left side 
of the body below the injury level, suggesting the presence of some preserved descending path-
ways on the left side, although clinical assessments indicated only slight right/left differences 
(Figure 9.3). Although this is a single case study, the results present an intriguing example of the 
information that may be made available for planning of rehabilitation therapy, and for monitor-
ing progressive changes over time.

9.2.8  Concluding Points about the Use of fMRI for Clinical Diagnosis and Monitoring
As can be seen from the examples above, fMRI has been used to date only for a relatively narrow 
range of applications in clinical practice, all related to presurgical mapping. However, quite a 
number of examples show that fMRI has potential for clinical assessment of conditions such as 
multiple sclerosis, stroke, Parkinson’s disease, Alzheimer’s disease, ADHD, schizophrenia, mild 
cognitive impairment, traumatic brain injury, disorders of consciousness, spinal cord injury, 
and normal development and aging. Many of these examples can reasonably be extended to 
other neurological disorders as well. ἀ e greatest variation in the fMRI methods across all of 
these conditions is seen to be in the study design, in terms of method and timing of tasks or 
stimulation, with much more consistency in the fMRI acquisition parameters. However, there 
are still key differences in the acquisition parameters, particularly in the repetition time, TR, 
because this impacts directly on the sampling rate of the fMRI data, and in the image resolution 
because this results from a choice of balance between acquisition speed, anatomical coverage, 
signal-to-noise ratio, and spatial specificity.

ἀ e key areas that appear to be well-suited for clinical use, in addition to the presurgical 
mapping that is already being done, are the methods involving fMRI of the resting state and 
fMRI of saccadic eye movements. ἀ ese methods stand out among the examples listed above 
because each involves a single method that can be standardized and used to examine a wide 
range of disorders. Instead of acquiring data only to support or refute one specific diagnosis, 
these methods could be used to indicate which neurological condition is most likely and could 
complement conventional tests.
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Figure 9.3 Comparison of fMRI results obtained from a healthy control volunteer and a person 
with a cervical spinal cord injury, with a metal fixation plate spanning the injury site, and metal 
screws in the C4 and C6 vertebral bodies. In each participant thermal stimuli at 44°C were applied 
to four different dermatomes in distinguishable patterns in time so that the response to each can be 
identified. Stimulation was applied symmetrically on the right and left sides, to the little-finger side 
of the palm in both participants, and to the upper arm in the healthy participant and the shoulder in 
the person with a spinal cord injury. The results are shown only for stimulation of the right and left 
palms in both people, in selected 2 mm sagittal slices showing the right-side and left-side activity, 
and in selected 1 mm transverse slices at the level of the ponto-medullary junction (PMJ) and at the 
level of the C7 or C8 spinal cord segment. The results show clearly symmetric responses to right- 
and left-side stimulation in the healthy participant with activity in the right and left dorsal horn of 
the gray matter, respectively. The responses detected in the injured participant show an almost 
normal-appearing response to left-side stimulation, but a very different response with stimulation of 
the right side, indicating preserved pathways through the injury site, consistent with clinical assess-
ments using the ASIA standard.
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A/D converter: Analog-to-digital converter; takes the continuous (analog) MR signal from a 

receiver coil and converts it to digital form for computer analysis and storage.
Acquisition time: ἀ e time taken to acquire a complete set of image data; also called the imag-

ing time; not to be confused with the sampling time, which includes only the actual 
time taken to sample the data points.

Action potential: A brief change in electrical potential between the inside and outside of a 
nerve when it is stimulated, serving to transmit nerve signals.

ADC: Apparent diffusion coefficient; for diffusion-weighted MRI this typically refers to diffu-
sion of water.

Aἀ ne transformation: A linear transformation including rotation, scaling or shear, and a 
translation or shift.

AFNI: Functional MRI analysis software, Analysis of Functional Neuroimages.
Aliasing: An error or artifact that occurs when a signal at one frequency becomes indistin-

guishable from another frequency; in MR images this typically results in a “wrap-
around” effect where features extending out one side of an image appear to continue 
into the opposite side.

Amplifier: Electronic components used to increase the power or magnitude of electronic signals.
Amplitude: Magnitude, absolute size, or intensity.
Amplitude envelope: ἀ e time-dependent magnitude of the magnetic field used to produce a 

radio-frequency (RF) pulse. ἀ e “shape” of the RF pulse.
Anaerobic glycolysis: Transformation of glucose to pyruvate to provide energy for cellular pro-

cesses, typically when limited amounts of oxygen (O2) are available.
Analog-to-digital: Conversion of electronic signals from analog (continuous) to digital 

(discrete).
Analysis of Functional Neuroimages: Functional MRI analysis software, AFNI, developed at 

the National Institutes of Health in the United States.
ANALYZE: A software package for multidimensional display, processing, and measurement of 

multimodality biomedical images, developed at the Mayo Clinic.
Analyze format: ἀ e image format that was first developed for use in the ANALYZE software 

and was adopted for use in SPM, Statistical Parametric Mapping, for fMRI analysis.
Anatomical imaging: Specific application of MRI for visualization of anatomical features.
Angular momentum: Similar to linear momentum, which is the product of the velocity and 

mass of an object, except that it refers to the momentum of rotation and is the product 
of rotational velocity and rotational moment of inertia.

ANIMAL: Automatic nonlinear image matching and anatomical labeling, a method for spatial 
normalization and coregistration of images, developed at the Montreal Neurological 
Institute.

Artifact: In MRI an artifact is an error that results in incorrect signal being displayed in one 
or more pixels in an image, altering the apparent structure of objects, and can include 
spurious signals that did not arise from the object being imaged, or MR signals that 
appear at incorrect locations.

ASCII: American Standard Code for Information Interchange, a method of representing char-
acters with numeric codes that can be used in electronic files; there are 95 ASCII 
characters defined, which are assigned numbers 32 to 126.

Astrocyte: One of the glial cells that are components of neural tissue, expected to play a role in 
neurovascular coupling and contrast mechanisms used for fMRI.
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Automatic Nonlinear Image Matching and Anatomical Labeling: ANIMAL, a method 
for spatial normalization and coregistration of images, developed at the Montreal 
Neurological Institute.

Axial (or transverse): Image slice orientation with the plane of the image orthogonal to the 
long axis of the body; image plane extending in the right–left and anterior–posterior 
directions.

B0: ἀ e static magnetic field of an MRI system.
B1: ἀ e rotating magnetic field of a radio-frequency (RF) pulse.
Balanced acquisitions: Imaging methods with magnetic field gradients applied to cancel out 

and produce zero net effect at the end of the acquisition—typically used for steady-
state imaging.

Balanced FFE: Balanced fast field-echo, also known as balanced fast gradient-echo, a steady-
state imaging method.

Band-pass filter: Filter designed to exclude frequency components of a signal that are below a 
lower threshold and above an upper threshold, therefore leaving only those frequency 
components within a middle band.

Bandwidth, receiver: ἀ e frequency range selected for sampling the MR signal—inversely 
related to the sampling rate or dwell time (DW), also inversely related to the signal-to-
noise ratio (SNR).

Bandwidth, RF pulse: ἀ e range of Larmor frequencies that is affected by a radio-frequency 
(RF) pulse—related to the slice thickness via the slice gradient strength.

Baseline: Typically refers to the signal intensity of a voxel during the reference conditions, or 
rest periods, of an fMRI time series.

Basis functions: ἀ e model time courses that are used in a general linear model (GLM) to fit to 
measured data.

Basis set: ἀ e complete set of basis functions used in a general linear model (GLM).
B-FFE: A balanced fast-field echo or gradient echo.
Binary, or base 2: Numbers represented using only the digits 0 and 1, as when recorded 

electronically.
Bit: One digit of a binary number.
Block design: Functional MRI study design in which the task or stimulus conditions each last 

for several seconds so that the BOLD response reaches approximately a steady state 
during each period, or block.

Blood: In addition to being a specialized bodily fluid that delivers necessary substances to the 
body’s cells, blood is the source of the BOLD contrast used for fMRI, via the magnetic 
properties of hemoglobin.

Blood flow: One of the major potential sources of image artifacts in MRI and fMRI, and a 
significant component of neurovascular coupling; also referred to for fMRI as cerebral 
blood flow, or CBF.

Blood oxygenation–level dependent: BOLD, the primary contrast mechanism used for fMRI.
Body temperature: Normal body temperature measured under the tongue is 36.8°C or 98.2°F 

at the core of the body.
BOLD: Blood oxygenation–level dependent; the primary contrast mechanism used for fMRI.
Bonferroni correction: A method used to address the problem of multiple comparisons—to 

test n dependent or independent hypotheses (such as with n voxels in a set of fMRI 
data), use a statistical significance level of 1/n times what it would be if only one hypoth-
esis were tested.

Bootstrapping: In statistics, bootstrapping is a resampling technique used to obtain estimates 
of summary statistics—for fMRI, the range or variance of measured values can be esti-
mated by repeating the measures with subsets of data created by substituting data from 
some participants with duplicates of data from others, over a large number of possible 
resampling combinations.
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Bootstrap ratio: ἀ e ratio of a measured value to its variance determined with a bootstrapping 
method—used as a test of significance.

Bore: ἀ e open space inside an MR magnet—where people or objects are placed for imaging.
Brain voyager: Functional MRI analysis software.
Bulk motion: Movement of a person during imaging, distinct from physiological motion.
b-value: In diffusion-weighted imaging, the b-value expresses the degree of diffusion weighting 

in the resulting image (analogous to TE in T2-weighted imaging); the b-value is deter-
mined by the magnitude and duration of the gradients that are applied to impose the 
sensitivity to water diffusion (not to be confused with β-value used in fMRI analysis).

Byte: An 8-digit binary number (two bits used to refer to 25 cents, or one quarter of a dollar; so 
there are 8 bits in a dollar, and 8 bits in a byte).

Capillaries: ἀ e smallest blood vessels in the body, 5–10 µm in diameter, connecting arterioles 
and venules, the primary location of gas exchange with tissues to supply oxygen and 
remove carbon dioxide.

Center the data: To subtract the average values from each data set, time series, and so forth.
Chemical shift: ἀ e shift in Larmor frequency due to nearby magnetically active nuclei in a 

molecule.
CMRO2: Cerebral metabolic rate of oxygen consumption, commonly expressed in units of 

µmol/sec.
CMYK: Color representation used in printing and digital images, expressed with values for 

color components cyan (C), magenta (M), yellow (Y), and black (K).
CNS: Central nervous system; consists of the brain, brainstem, and spinal cord.
Coil: In magnetic resonance, a coil refers to a loop of conducting material (metal wire, foil, 

etc.) designed to produce a magnetic field, such as for the static magnetic field, gradi-
ent fields, or radio-frequency pulses, or designed as a receiving antenna to detect the 
MR signal.

Color scale: ἀ e order and range of colors used to express measured quantities in images or other 
graphics.

Compass: An instrument for determining direction relative to the Earth’s magnetic poles.
Complete: In the context of data analysis, complete refers to a basis set being sufficient to fit to 

any continuous data set.
Component: A constituent part; with respect to the MR signal, a component is one coordinate 

of the magnetization vector, or the amount projected onto each axis of a coordinate sys-
tem; in data analysis, a component of a signal is the contribution from one of multiple 
sources, or one characteristic feature of the overall signal.

Computer program: A sequence of instructions written to perform a specified task for a 
computer.

Confounds: In fMRI data analysis, confounds refer to those components of signal variance that 
are not related to neural activity.

Conjunction analysis: A group analysis method by taking the minimum T-value across all of 
the people or studies, for each voxel.

Connectivity: Detection of regions of the CNS that are interconnected and function as a 
network.

Continuous: A series of numbers that progresses smoothly from one value to the next, or val-
ues that can take any numerical value, as opposed to being discrete.

Continuum: Anything that goes through a gradual transition from one condition to a different 
condition without any abrupt changes.

Contrast: ἀ e difference between values; for MRI, contrast refers to the difference in pixel 
values between two points or two objects in the image, or differences in pixel values 
between two different points in time.

Contrast mechanisms: ἀ e physical and/or physiological processes that produce signal inten-
sity differences between points in space or in time, in MR images.
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Control room: ἀ e area of an MRI facility where the control console is located.
Convolution: A mathematical operation on two functions, or two sets of data values, to produce 

a third function or set of data values; the result is a modified combination of the original 
two inputs.

Coordinates: Any of the magnitudes of values that serve to define the position of a point, line, 
plane, and so forth in reference to a fixed set of axes or reference lines.

Coronal: Slice orientation with the plane extending in the head-foot direction and the right–
left direction.

Correlation: A measure of dependence between two quantities.
Correlation time: A time used to characterize random processes, such as Brownian motion 

of water molecules, as the largest time interval over which the position of a particle at 
the end of the interval is correlated with its position at the start of the interval; used in 
MR relaxation theory to characterize the speed of movement and frequency of random 
interactions between magnetically active particles.

Cosine: Trigonometric function; in a right triangle, the cosine of the angle of one corner (not 
the right angle corner) is equal to the ratio of the side adjacent to the given corner, to 
the length of the hypotenuse.

Cross-excitation: In MRI, cross-excitation refers to the edge of one slice being affected by the 
excitation pulse for the adjacent slice. Cross-excitation also refers to when neurotrans-
mitters diffuse from one synapse to another.

Cryostat: A vessel, similar to a vacuum flask, or dewar, used to maintain cold cryogenic tem-
peratures; in MR it refers to the vessel that contains liquid helium to maintain the 
temperature of the superconducting coils that produce the static magnetic field.

CSF: Cerebrospinal fluid.
dB/dt: ἀ e rate of change of magnetic field with respect to time; typically refers to the field 

changes when magnetic field gradients are turned on and off; excessive values can 
induce peripheral nerve stimulation in a person being imaged, and also eddy currents 
in conducting materials within the MRI system.

DCM: Dynamic causal modeling.
Decompose: In data analysis, refers to breaking down a data set into its constituent components.
Deformation field: ἀ e map of displacements needed at each point of an image data set to 

transform the images and map them to match a reference data set, such as in spatial 
normalization.

Delta function: An instantaneous function of time or position having a value of zero every-
where except at time or position equal to zero, where it has a value greater than 1, and 
the continuous integral of the function is equal to 1.

Dendrites: ἀ e branching process of a neuron that conducts impulses toward the cell.
Deoxyhemoglobin: Deoxygenated hemoglobin, the paramagnetic source of blood  oxygenation– 

level dependent contrast in MRI.
Dephase: To become distributed in phase or out of phase.
Dewar: A container with an evacuated space between two walls that are highly reflective, 

capable of maintaining its contents at a near-constant temperature over relatively long 
periods of time.

DICOM: Digital Imaging and Communications in Medicine, a standard image format and data 
transfer and storage standard for communications between medical imaging devices.

Diffusion: ἀ e movement of molecules by means of random thermal motion.
Diffusion anisotropy: ἀ e measure of how diffusion values depend on direction; specifically 

a ratio of the differences of diffusion rates in three different spatial directions to the 
overall magnitude of the diffusion rate.

Diffusion tensor imaging: DTI—an extension of diffusion-weighted imaging in which the 
three-dimensional nature of diffusion is characterized by means of a 3 × 3 matrix for 
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each voxel; commonly but mistakenly used interchangeably with the term fiber-track-
ing, which is just one use of DTI data.

Diffusion-weighted imaging: An MR imaging method in which the signal intensity of each 
voxel is weighted according to the water self-diffusion rate in a particular direction, 
with the direction determined by the diffusion-weighting gradients that are applied.

Digital: Consisting of discrete values, as opposed to the continuous values represented by analog 
signals.

Dipole–dipole: Refers to magnetic interactions between magnetic dipoles, this form of inter-
action is a dominant source of energy exchange contributing to relaxation of the MR 
signal from biological tissues.

Discrete: Discontinuous, consisting of distinct or individual parts.
Distortions: Spatial errors in images, inaccurate representations of spatial features.
DTI: Diffusion tensor images or imaging.
DW: Dwell time.
Dwell time: DW, the time taken to sample each point of MR data, inversely related to the 

receiver bandwidth.
DWI: Diffusion-weighted images or imaging.
Dynamic causal modeling: A method for characterizing and modeling connectivity between 

brain regions.
e: ἀ e transcendental number, approximately equal to 2.7183.
Echo: In MR, an echo is produced by bringing the magnetic moments back into phase, thereby 

momentarily recovering the net signal.
Echo time: ἀ e time from the center of the radio-frequency (RF) excitation pulse to the peak of 

the echo.
Echo-planar imaging: A method for rapid acquisition of the MR image data, consisting of 

sweeping the spatial encoding across all two-dimensional (2D) combinations of values 
to span an entire 2D plane in k-space, which can then be transformed into an image.

Echo train length: ἀ e number of echoes acquired in a fast spin-echo acquisition.
Eddy currents: Electrical currents induced by rapid switching of magnetic fields.
Edema: Accumulation of fluid in interstitial spaces of tissues.
Effective connectivity: ἀ e influence one region has over another.
Effective transverse relaxation time: T2

*, the combined effect of true transverse relaxation char-
acterized with T2, and the effect of spatial magnetic field variations, 1/T2

* = 1/T2 + ∆B.
Eἀ ciency: For fMRI study design, the effectiveness or sensitivity per amount of time taken.
Eigenvectors: Characteristic vectors of a matrix, the vectors that when multiplied by a matrix 

result in scalar multiples of the same vectors.
Eigenvalues: Characteristic values of a matrix, the scalar multiples of the eigenvectors men-

tioned in the definition for eigenvector, above.
Electronics: In MRI, refers to the electrical components of the MR system hardware, such as 

preamplifiers, amplifiers, A/D converters, computers, and so forth.
Energy metabolism: ἀ e biochemical reactions that take place within cells to provide energy 

for biosynthesis of cellular and extracellular components, transport of ions and organic 
chemicals against concentration gradients, and the conduction of electrical impulses 
in the nervous system.

EPI: Echo-planar images or imaging.
Equilibrium: ἀ e balance of forces including magnetic, electrical, osmotic, mechanical, and so 

forth, resulting in a steady state.
Equilibrium magnetization: ἀ e steady-state magnetization parallel to the static magnetic 

field after relaxation processes have occurred.
Equilibrium state: In MRI, this term is used interchangeably with equilibrium magnetization.

K10992.indb   257 5/3/11   12:22:30 PM



Glossary of Terms

258

Equipment room: ἀ e area of an MRI facility containing the electronic equipment such as 
high-power amplifiers, pumps for water distribution for cooling, cold-head pumps, and 
so forth, typically located in a room separated from the control room.

Ernst angle: ἀ e flip angle of a radio-frequency excitation pulse that produces the greatest 
MR signal magnitude in the least amount of time when repeated excitations are being 
applied.

Event-related design: Functional MRI study design consisting of very brief tasks or stimuli, 
separated in time sufficiently for the MRI signal to return to baseline values between 
each event, so that the responses to individual events can be detected.

Excitation: In MRI, refers to applying a radio-frequency pulse to tip the magnetization away 
from its equilibrium orientation.

Excitatory: A neuronal signal that causes the release of neurotransmitters such as glutamate, 
glycine, and so forth at a synapse, causing ion channels to open, allowing positively 
charged ions to flow into the postsynaptic cell, increasing the probability of an action 
potential being initiated.

Exponentially decaying function: A function that decreases at a rate proportional to its value; 
can be expressed as a negative exponent of the transcendental number e, such as a func-
tion of time, t, can be expressed as S = S(0)e–at, where S(t) is the value at any time, S(0) is 
the value at t = 0, and a reflects the rate of decay over time; in some forms this equation 
could also be written as S = S(0)exp(–at), with the same meaning.

Extracellular: Outside of cells and blood vessels; between the cells.
Extracellular fluid: Fluid within the extracellular space.
FAIR: Flow-sensitive alternating inversion-recovery, a perfusion imaging method.
False color: An image that represents objects in colors that differ from those that a color pho-

tograph would show; typically used to represent measured values or characteristics of 
objects within colors instead of indicating the actual physical colors of the objects.

False-discovery rate: ἀ e rate or incidence of false positives in multivoxel fMRI results; also 
refers to a statistical method used in multiple hypothesis testing to correct for multiple 
comparisons.

False negative: A result that incorrectly fails to reject the null hypothesis; in fMRI, a result that 
indicates no activity in a voxel when there truly is; also called a type II error.

False positive: A result that incorrectly rejects the null hypothesis; in fMRI, a result that indi-
cates activity in a voxel when there truly is none; also called a type I error.

Family-wise error: ἀ e probability of there being a false positive within multivoxel fMRI 
results.

Fast event-related design: Also called a mixed design; an fMRI study design that employs brief 
stimuli or tasks, as in an event-related design, but with insufficient time between events 
to allow the MRI signal to return to baseline, and so individual responses can overlap 
in time.

Fast imaging: Any MR imaging method designed specifically for rapid acquisition of images at 
the expense of image quality.

Fast spin echo: A spin-echo imaging method in which multiple successive echoes are produced 
and a different spatial encoding is given to each echo, thereby allowing multiple lines 
of k-space to be sampled with each excitation, reducing the total time taken to acquire 
an image.

FastSPGR: Fast, spoiled gradient-echo imaging method; consists of a gradient echo applied with 
short repetition time and low flip angle to gain speed at the expense of signal intensity, 
and in which all transverse magnetization is dephased at the end of each acquisition so 
that it does not contribute to subsequent data acquired to produce the same image.

FCA: Fuzzy clustering algorithm, a nonparametric method of fMRI data analysis.
FDR: False-discovery rate.
FFE: Fast field-echo; also called a fast gradient-echo.
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Fiasco/FIAT: Functional MRI analysis software.
Fiber tracking: A method of using diffusion tensor imaging data to estimate the path of large 

white-matter tracts.
FID: Free induction decay.
Field of view: ἀ e spatial extent covered by an image.
FIESTA: Fast imaging employing steady-state acquisition, a gradient-echo imaging method.
File: A computer file; block of digital information stored electronically.
Filter: A function that processes data to remove unwanted characteristics or components; 

in MRI, both hardware and software filters are used, as frequency components are 
excluded from the MR signal while it is sampled, and high-frequency noise, physiologi-
cal effects, and the like are often removed during fMRI analysis.

Finite: Having limits, not infinite, measurable.
First-level analysis: In fMRI, refers to analysis of individual data sets, as opposed to a group 

analysis.
FISP: Fast imaging with steady-state precession, a gradient-echo imaging method.
Fitting: ἀ e process of applying regression analysis to data, sometimes called line fitting or 

curve fitting, but can also be extended to fitting a set of patterns to data, such as with a 
general linear model (GLM).

Fixed effects: A group analysis method with statistical tests based on the average response 
across the group relative to the standard error of the response in each individual.

FLAIR: Fluid-attenuating inversion recovery.
FLASH: Fast low-angle shot, a fast gradient-echo imaging method.
Flip angle: ἀ e angle that magnetization is rotated through when a radio-frequency (RF) pulse 

is applied.
Fluid-attenuating inversion recovery: FLAIR, an imaging variant typically used to null the 

signal from cerebrospinal fluid (CSF).
fMRI: Functional magnetic resonance imaging, a specific application of MRI.
FMRIB Software Library: Functional MRI analysis software.
FMRlab: Functional MRI analysis software.
Format: ἀ e consistent structure or organization that is adopted for the storage of data.
Fourier convolution theorem: ἀ e Fourier transform of a convolution between two functions is 

the pointwise product of the separate Fourier transforms of each of the two functions.
Fourier transform: ἀ e decomposition of a signal into its frequency components represented 

by sine and cosine functions.
FOV: Field of view.
Free induction decay: FID, the decay of the MRI signal due to relaxation and spatial field 

variations.
Free water: Refers to the component of water in a solution, tissues, and so forth that is not 

bound to surfaces, macromolecules, ions, and the like but rather is free and has the 
behavior of pure water.

Frequency: ἀ e number of cycles per unit time of a wave or oscillation; has units of hertz (Hz) 
indicating the number of cycles per second, or units of radians per second, where 2π 
radians is one complete cycle.

Frequency encoding: Spatial encoding method used in MRI consisting of recording the MR 
signal while a magnetic field gradient is applied, so that the frequency of the signal 
reflects the position of the signal source along the gradient direction.

Frequency-encoding gradient: ἀ e magnetic field gradient that is applied while the signal is 
recorded so that spatial information is encoded into the frequency of the MR signal.

FSE: Fast spin echo.
FSL: FMRIB Software Library, fMRI analysis software.
FT: Fourier transform.
Functional connectivity: ἀ e fMRI responses detected in two regions are correlated.

K10992.indb   259 5/3/11   12:22:30 PM

© 2011 by Taylor & Francis Group, LLC



Glossary of Terms

260

Functional imaging: ἀ e general term used for any imaging method (MRI, PET, etc.) that is 
used to detect or characterize any physiological function, including neural function.

Functional MRI: Magnetic resonance imaging (MRI) method for detecting neural function.
Fuzzy clustering: A nonparametric data analysis method consisting of identifying consistent 

patterns within a data set and creating clusters of similar patterns and determining the 
probability of each individual pattern being a member of each cluster.

FWHM: Full width at half maximum.
Gauss: Unit of magnetic field strength, equal to 0.0001 tesla.
Gaussian function: Symmetric bell curve shape that quickly falls off toward plus or minus infin-

ity; a Gaussian function of time, t, centered at t = 0, has the form e–t2/σ2, where σ controls 
the width.

GE: Gradient-echo.
General linear model: GLM; a linear statistical method consisting of regression with a set of 

basis functions.
Ghosts: In MRI, ghosts are low-intensity replications of objects within an image, displaced from 

the actual positions of the objects, typically caused by movement during the image 
acquisition.

GLM: General linear model.
Glutamate: An excitatory neurotransmitter.
Gradient: In MR, refers to a magnetic field that is directed parallel to the static magnetic field, 

B0, but has a magnitude that varies linearly as a function of position.
Gradient coils: Wire or other conductor wrapped onto a rigid form in a pattern designed to 

produce a linear magnetic field gradient at the center of the coil when an electrical cur-
rent is passed through the conductor.

Gradient direction: ἀ e direction in which the magnitude of a magnetic field varies when 
a gradient is applied, not necessarily the same as the direction of the magnetic field 
itself.

Gradient echo: An echo produced by applying a magnetic field gradient and then reversing the 
gradient direction to bring the magnetization back into phase to produce a brief signal 
peak.

Gradient moment nulling: ἀ e practice of applying magnetic field gradients so that the cumu-
lative net effect is zero; the result is that the transverse magnetization is left in phase at 
the end of an imaging sequence.

GRASS: Gradient recall acquisition using steady states, a gradient-echo imaging method.
Gray matter: ἀ e component of neural tissue consisting predominantly of neuronal cell bod-

ies and their dendrites.
Gray scale: A color scale consisting of shades of gray spanning from white to black.
GRE: Gradient-recalled echo, gradient-echo.
Group analysis: In fMRI, refers to the combined analysis of data from a number of people 

and/or repeated experiments in order to characterize consistent features of the neural 
activity that was detected.

Gx: Magnetic field gradient along the x-axis direction, commonly generalized to refer to the 
frequency-encoding direction.

Gy: Magnetic field gradient along the y-axis direction, commonly generalized to refer to the 
phase-encoding direction.

Gyromagnetic ratio: ἀ e ratio of the magnetic dipole moment to angular momentum; the 1H 
(hydrogen) nucleus that is most commonly detected to produce the MRI signal has a 
gyromagnetic ratio of 42.576 MHz/tesla.

ħ: Planck’s constant divided by 2π (equal to approximately 1.055 × 10–34 Joule · seconds (J · s)).
Half-Fourier: Spatial encoding scheme in which only slightly more than half of k-space is sam-

pled in order to reduce the imaging time.
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Half-Fourier single-shot turbo spin echo: HASTE, a fast spin-echo imaging method incorpo-
rating half-Fourier sampling, in which all of the data required to produce an image are 
sampled in one acquisition.

HARDI: High angular-resolution diffusion imaging.
HASTE: Half-Fourier single-shot turbo spin echo.
Header: Information included in an image data file in addition to the image; typically provides 

details of the image acquisition parameters.
Hematocrit: ἀ e proportion of blood volume occupied by red blood cells.
Heme: ἀ e iron-containing component of hemoglobin, C34H32N4O4Fe, that binds to oxygen.
Hemodynamic response function: HRF; the temporal pattern of the BOLD response to a brief 

stimulus, which can be convolved with any timing pattern of a stimulus to predict the 
time course of the BOLD response.

Hemoglobin: ἀ e iron-containing oxygen-transport component of red blood cells.
High angular-resolution diffusion imaging: HARDI, a method of diffusion-weighted imag-

ing that employs data acquired over a very large number of different diffusion direc-
tions in order attain high precision.

Homogeneity: Uniformity; in MRI refers to the consistency of the static magnetic field strength 
over a region being imaged.

HRF: Hemodynamic response function.
Hydration layer: Refers to water that is attracted or adsorbed to the surface of macromolecules, 

ions, and so forth in solution, such as in biological fluids.
Hydrogen nucleus: ἀ e nucleus of the hydrogen atom, (1H), a single proton, the source of the 

signal in most biological applications of magnetic resonance, including MRI.
i: ἀ e imaginary number, the square root of negative one, −1.
ICA: Independent components analysis.
Image: A physical likeness or representation of a person, animal, or thing.
Image quality: In MRI, refers generally to the cumulative effects of spatial accuracy, signal-

to-noise ratio, and contrast between features in order to clearly depict the anatomical 
and/or functional features of interest.

Imaging method: ἀ e method used to elicit an MR signal and impose contrast between struc-
tures or objects based on one or more properties of proton density, relaxation proper-
ties, flow, diffusion, and the like.

Incoherent: As opposed to coherent or steady-state methods; MR acquisition methods in which 
the transverse magnetization is spoiled or dephased at the end of each signal acquisi-
tion period.

Independent components analysis: ICA, a method of data analysis based on decomposing data 
into a number of statistically independent components that occur consistently across 
the data sample.

Induction: ἀ e process by which a body having electric or magnetic properties produces mag-
netism, an electric charge, or an electromotive force in a neighboring body without 
contact.

Inhibitory: A neuronal signal that causes the release of neurotransmitters such as γ-aminobutyric 
acid (GABA) and others at a synapse, causing ion channels to open, allowing negatively 
charged ions to flow into the postsynaptic cell, decreasing the probability of an action 
potential being initiated.

Interleaved acquisition: Multi-slice image acquisition in which the slices are acquired out of 
order to reduce effects of cross-excitation.

Interpolate: To estimate values that are between known or measured values in a sequence of 
numbers.

Interstimulus interval: In fMRI study design, the time span between successive applications 
of stimuli.
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Intracellular: Inside a cell.
Inversion: In MRI, refers to rotating magnetization by 180°.
Inversion pulse: A radio-frequency (RF) pulse that rotates magnetization by 180° around some 

chosen axis.
Inversion recovery: A method of imposing T1-weighting into MR signal by applying an inver-

sion (180°) pulse and then allowing time for longitudinal relaxation to occur before 
measuring the signal or applying an imaging sequence.

IR: Inversion recovery.
ISI: Interstimulus interval.
Isocenter: ἀ e physical center of an MRI system, the point at which the static magnetic field 

and gradient fields are centered.
Isochromat: A sufficiently small volume of space that the magnetic field within the volume can 

be assumed to be perfectly uniform.
Keypad: A device consisting of one or more buttons that can be pressed to register a response.
k-space: ἀ e coordinate space spanned by the MR data that is acquired to construct an image, 

representing the Fourier transform of the image.
Larmor equation: ἀ e equation relating the frequency of precession of magnetic moments, and 

therefore the frequency of the MR signal, to the magnetic field strength; ω = γB, where 
ω is the frequency, γ is the gyromagnetic ratio of the nuclei being detected (typically 1H 
nuclei), and B is the magnetic field strength.

Larmor frequency: ἀ e frequency, ω, in the Larmor equation; the frequency of precession of 
magnetic moments, and therefore the frequency of the MR signal.

LFP: Local field potential.
Linear: Created or occurring in straight lines; mathematically refers to functions that can be 

added according to f(x + y) = f(x) + f(y).
Linear combinations: A point-by-point summation of patterns or sequences of numbers, typi-

cally with each pattern or sequence multiplied by a weighting factor.
Linearly independent: A set of patterns of sequences of numbers is linearly independent if 

none of them can be expressed as a linear combination of other patterns or sequences 
in the set; two such patterns are linearly independent if the vector dot product of the 
two (i.e., the sum of the point-by-point product of the numbers in the two patterns) is 
equal to zero.

Lipids: A broad group of naturally occurring molecules that includes fats, phospholipids, and 
the like and are biologically important for energy storage and as structural components 
of cell membranes.

Local field potentials: A type of electrophysiological signal that is related to the sum of all den-
dritic synaptic activity within a volume of tissue.

Longitudinal axis: ἀ e coordinate axis defined to be parallel to the static magnetic field of the 
MRI system, B0.

Longitudinal magnetization: ἀ e component of magnetization that is parallel to the longitu-
dinal axis.

Longitudinal relaxation: Recovery of the longitudinal magnetization toward its equilibrium 
value via processes of relaxation.

Lorentzian function: A Lorentzian function of time, t, centered at t = 0, has the form 1/(1 + 
t2σ2), where σ controls the width.

LPH: Left-posterior-head; listing the positive anatomical directions, or directions of increasing 
coordinate values, in one system of displaying anatomical images.

M0: ἀ e magnitude of the equilibrium magnetization; depends on the proton density, tempera-
ture, and magnetic field strength.

Magnet: In general, a magnet is a material or object that produces a magnetic field; in MR it 
refers to the device used to produce the intense static magnetic field, B0.
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Magnet room: ἀ e area of an MRI facility that contains the magnet, typically isolated from sur-
rounding areas for safety, and shielded to exclude radio-frequency signals from external 
sources.

Magnetic dipole: ἀ e fact that every magnetic field has a north and a south pole, indicating the 
direction of magnetic field, which points always from the south pole to the north pole; 
in MR magnetic dipole is occasionally used as jargon to refer to the nuclei that produce 
the MR signal.

Magnetic energy: Also called Zeeman energy, equal to the dot product of the magnetic dipole 
moment and the magnetic field vector, the work of magnetic force on realignment of 
the vector of the magnetic dipole moment.

Magnetic field: ἀ e continuous spatial distribution of the force that acts on magnetic materi-
als and on the movement of electric charges that extends around a magnet, in terms of 
both magnitude and direction of the force at every point in space.

Magnetic field gradient: See gradient.
Magnetic moment: Magnetic dipole moment; a measure of the tendency of a magnet, electric 

current, or any object producing a magnetic field to align with another magnetic field.
Magnetic resonance: MR; also called nuclear magnetic resonance (NMR); the phenomenon of 

absorption of certain frequencies of radio and microwave radiation by atoms placed in 
a magnetic field; the same phenomenon used as the basis of magnetic resonance imag-
ing (MRI).

Magnetic susceptibility: ἀ e most commonly used form in MR is the volume magnetic suscep-
tibility, the ratio of magnetization of a material to the applied magnetic field strength; 
values can be expressed in SI and CGS units, and the two will differ by a factor of 4π, so 
it is important to check which units you need when using these values.

Magnetization: ἀ e net magnetic moment per unit volume.
Magnetization transfer contrast: Image contrast obtained by preferentially saturating the sig-

nal from “bound” water, thereby reducing the total signal intensity according to the 
proportions of bound and “free” water and the exchange rate between the two.

Magnitude: Size, extent, dimension, amplitude.
MATLAB: A software package that provides a numerical computing environment, developed 

and distributed by ἀ e Mathworks Inc., Natick, Massachusetts.
Matrix: A rectangular array of numbers.
Maxwell-Boltzmann statistics: ἀ e statistical distribution of material particles over various 

energy states in thermal equilibrium; used in MR relaxation theory.
Mean: Average; the sum of a set of numbers divided by the number of values in the set.
Membrane potential: ἀ e voltage difference between the interior and exterior of a cell, typi-

cally generated by differences in ion concentrations.
Metabolism: ἀ e set of chemical and physical processes that happen in living organisms to 

maintain their material substance and to provide energy.
Metabolites: A substance that is used in a metabolic process.
Mixed design: Also called fast event-related design, an fMRI study design consisting of brief 

stimuli or tasks, as in event-related designs, but with only short intervals between 
events so that the responses to successive events overlap.

MNI coordinate system: Normalized coordinate system defined for mapping brain anatomi-
cal structures, as adapted from the Talairach coordinate system by researchers at the 
Montreal Neurological Institute, MNI.

Montreal Neurological Institute: MNI.
Motion: ἀe  action of changing place or position; for MRI and fMRI, motion is a significant 

source of image artifacts and time-varying signal intensity changes that do not reflect 
neural activity.
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Motion correction: ἀ e process of realigning images acquired in a time series to reduce the 
effects of motion by ensuring that each voxel in the image data represents the same 
volume of space at all time points in the series; this process, however, does not remove 
image artifacts or distortions that may have been created by the motion.

MR signal: ἀ e electrical signal that is induced in a receiver coil by magnetic moments precess-
ing in phase and at the same frequency, thereby producing a detectable time-varying 
magnetic field; for biological MRI, this signal is typically produced by the nuclei of 
hydrogen atoms in water and lipids.

MRI: Magnetic resonance imaging.
Myelin sheaths: ἀ e extensions or processes of oligodendrocytes (in the CNS) or Schwann cells 

(in the peripheral nervous system) that wrap around axons in white matter to produce 
an electrically insulating barrier that contributes significantly to the propagation speed 
of action potentials along the axons.

Nearest neighbor: A method of applying mathematical operations on images in which the 
value for the pixel nearest the point of interest is used, as opposed to interpolating val-
ues between existing pixel values.

Neural: Pertaining to a nerve or the nervous system.
Neural function: ἀ e action or operation of the nervous system, which may include the com-

bined action of neurons and glial cells.
Neuronal activity: Refers specifically to the action or operation of neurons within the nervous 

system.
Neuronal cell body: ἀ e soma of a neuron; the bulbous end of a neuron, containing the cell 

nucleus where the bulk of metabolic activity occurs; the major constituent of gray 
matter.

Neurotransmitter: Any of several chemical substances that transmit signals between a neuron 
and another cell.

Neurovascular coupling: ἀ e close link between neuronal activity and local blood flow mod-
ulated by vascular reactivity; this coupling is an essential component of the blood 
 oxygen-level dependent MR signal that is exploited for fMRI.

NIfTI: Neuroimaging Informatics Technology Initiative.
NIfTI-1: A data format developed by the NIfTI Data Format Working Group to make it easier 

to use different functional MRI data analysis software.
NITRC: Neuroimaging Informatics Tools and Resources Clearinghouse, an Internet resource 

for structural and functional image analysis and processing software.
Noise: In MR, random electrical noise causing relatively low-intensity random signal fluctua-

tions, or in some uses also includes physiological “noise” consisting of MR signal fluc-
tuations arising from cardiac- and respiratory-related motion including flow of blood, 
cerebrospinal fluid (CSF), and so forth.

Nonlinear interactions: Processes whose individual effects do not sum to equal their com-
bined effects when they occur simultaneously.

Nonparametric methods: Functional MRI analysis methods that do not rely on the assumption 
that the measured responses can be matched to one or a combination of a set of predeter-
mined patterns.

Normal: (1) orthogonal, at right angles; (2) defined so that the sum of the squares of the abso-
lute values is equal to 1.

Nsample: ἀ e number of data points between measured or sampled.
Nuclear magnetic resonance: NMR; identical to magnetic resonance (MR) except the term 

nuclear was dropped; the term NMR is more commonly used today in reference to 
high-field MR spectroscopy.

Null hypothesis: In statistical analysis, the hypothesis that a measured value, or difference 
between a measured value and some reference value, is equal to zero; statistical tests on 
sets of measurements may be done to determine the probability that the null hypothesis 
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is correct; in fMRI, statistical tests often determine the probability that the magnitude 
of a response could equal zero.

Nyquist frequency: ἀ e highest frequency that can be determined accurately at a given sam-
pling rate; equal to half of the sampling rate.

Oxidative metabolism: Metabolic reactions that occur in cells to convert biochemical energy 
from nutrients into adenosine triphosphate (ATP).

Oxidative phosphorylation: A metabolic process that takes place in mitochondria to produce 
adenosine triphosphate (ATP).

Oxygen consumption: ἀ e rate of oxygen usage; in fMRI it is also often referred to as the cere-
bral metabolic rate of oxygen consumption (CMRO2).

Oxygen extraction fraction, E: ἀ e proportion of oxygen that is taken up by the tissues out of 
the total amount of oxygen available in the blood.

Parallel imaging: A method of making use of the spatial information provided by detecting the 
MR signal with multiple receiver coils in order to reduce the number of phase-encoded 
lines that must be applied and reduce the total acquisition time.

Paramagnetic: A material that is magnetized only in the presence of an externally applied 
magnetic field and has a magnetic susceptibility that is greater than zero.

Parametric methods: Analysis methods that rely on the assumption that data come from a type 
of probability distribution; in fMRI, analysis methods that typically rely on regression 
to a set of basis functions, or predicted response patterns.

Partial-Fourier: Spatial encoding scheme in which not all k-space is sampled in order to reduce 
the imaging time; a more general form of half-Fourier.

Partial least-squares: PLS; a nonparametric group analysis method for fMRI.
Partial-volume effects: ἀ e result of having image voxel span more than one type of tissue or 

more than one structure, producing an average or sum of the MR signals from all of the 
tissues in the voxel.

PCA: Principal components analysis.
Perfusion: ἀ e rate of blood flow per volume of tissue.
Perfusion-weighted imaging: MR imaging method designed so that pixel intensities have a 

dependence on the local rate of tissue perfusion in each corresponding voxel.
Peripheral nerve stimulation: In MR, stimulation of impulses in peripheral nerves by rapid 

switching of magnetic field gradients; produces slight feelings of tingling, pressure, 
or muscle twitches; can be avoided by reducing gradient strengths or by eliminating 
closed loops of body parts by skin-on-skin contact, such as keeping hands apart, not 
crossing legs at the ankles, and so forth.

PET: Positron emission tomography.
Phase: Direction or angle from a reference direction.
Phase encoding: Spatial-encoding method used in MRI consisting of recording the MR signal 

after a magnetic field gradient has been applied for a fixed duration and then turned off, 
so that the phase of the signal reflects the position of the signal source along the gradient 
direction.

Phase-encoding gradient: ἀ e magnetic field gradient that is applied prior to recording the 
signal so that spatial information is encoded into the phase of the MR signal.

Physiological motion: Movement caused by physiological processes such as the heartbeat and 
breathing.

Pixel: One point of data in an image; picture element; in MRI a pixel represents a voxel, or vol-
ume element, of real space.

Planck’s constant: h, a physical constant, 6.626 × 10–34 Joule · seconds (J · s)).
PLS: Partial least squares.
Polynomial: A function consisting of the sum of two or more terms, each of which is a constant 

multiplied by a variable raised to the power of a whole number (integer), such as f = a + 
bx + cx2, where a, b, and c are constants and x is a variable.
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Preamplifier: Electronic component of an MR system that amplifies the analog signal detected 
by an MR coil before it is transmitted to other components for digitization, processing, 
and storage.

Precession: A change in the orientation of the rotation axis of a rotating body, such as a spin-
ning top wobbling around so that its rotation axis describes a cone; typically caused by 
a torque being applied to a rotating body.

Preprocessing: Steps taken prior to data analysis to remove confounding effects of noise, 
motion, and the like, or to subtract mean values, whiten the data, and so forth.

Principal components analysis: PCA; a process of reducing a data set into uncorrelated com-
ponents, with the first component describing the largest amount of variance in the 
data, and each successive component describing the largest amount of remaining vari-
ance after the previous components have been removed, and so on.

Proton density: ἀ e number of hydrogen nuclei (protons) within a given volume that can con-
tribute to the MR signal.

PSIF: Reversed FISP; a steady-state gradient-echo imaging method.
Pulse sequence: ἀ e precise timing sequence of radio-frequency pulses, magnetic field gradi-

ents, and receiver on/off states that are applied to acquire an MR image or other MR 
signal; includes the RF pulse amplitudes, phase, and frequency, and the gradient ampli-
tudes and directions, at every point in time during the sequence.

p-value: ἀ e statistical probability, p, that the null hypothesis is valid.
PWI: Perfusion-weighted imaging.
Q-ball imaging: A method of estimating white matter fiber pathways (i.e., Tractography) based 

on diffusion-tensor imaging with data acquired with a very large number of different 
diffusion-encoding directions and amplitudes (HARDI).

Radio-frequency: ἀ e range of the electromagnetic spectrum between 3 kHz and 300 GHz.
Ramp: (1) to increase or decrease in a linear manner; (2) the changing gradient strength over 

time when a magnetic field gradient is applied or removed, given that the field does not 
change instantaneously.

Random effects: A group analysis method with statistical tests based on the average response 
across the group relative to the standard error of the responses across the group.

Random walk: ἀ e pathway or trajectory taken by a random process such as thermal motion of a 
molecule, in which each successive step has a random direction; characterizes processes of 
diffusion.

Rapid exchange: ἀ e case in which hydrogen nuclei are able to exchange quickly between two 
or more relaxation environments, on the time scale of the relaxation, so that the net 
observed relaxation rate is a weighted average of the relaxation rates in each of the 
environments.

RARE: Rapid acquisition with relaxation enhancement, a fast spin-echo imaging method.
RAS: Right–anterior–superior, listing the positive anatomical directions, or directions of 

increasing coordinate values, in one system of displaying anatomical images.
Readout: Frequency encoding or sampling of the MRI data.
Receiver coil: An MR coil used specifically for detecting the MR signal, as opposed to the trans-

mission of radio-frequency pulses.
Rectangular function: A function having only two values, being at the higher value for a period 

of time and at the lower value otherwise, also called a boxcar function.
Refocusing: In MRI, a radio-frequency pulse or magnetic field gradient used specifically to 

bring magnetization back into phase.
Register: To coalign two images.
Relaxation: ἀ e process by which magnetization in materials in a magnetic field reaches the 

steady-state equilibrium magnetization; in biological tissues occurs predominantly via 
interactions between magnetic moments mediated by random thermal motion.
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Repetition time: TR; the time between successive radio-frequency excitations of a given vol-
ume of tissue or other material.

Residual: Any unaccounted for variance, such as any deviation in measured values from a fit 
to a specific pattern.

Resolution: ἀ e capability of distinguishing between two separate but adjacent objects; the 
minimum distance between two objects that can be detected as being separate; in MRI, 
the upper limit of resolution is equal to the dimensions of a voxel, although smoothing 
effects or artifacts may reduce the actual resolution.

RF: Radio-frequency.
RF coils: Any coil designed for transmitting or receiving radio-frequency signals.
RF pulse: A magnetic field rotating at a frequency within the radio-frequency range that is 

applied in a brief (~ milliseconds) pulse.
RGB: Red-green-blue; color representation used in many common image formats and visual 

displays.
Rotating frame: A frame of reference, or coordinate system, that rotates at the Larmor fre-

quency in the same direction as magnetization precessing within a magnetic field, used 
for describing the interactions between magnetic moments and a magnetic field, as 
in MR.

Sagittal: Slice orientation with the plane extending in the head-foot and anterior–posterior 
directions.

Sampling time: ἀ e total time taken specifically for recording the data points for an image; does 
not include time for gradients, RF pulses, and so on and is therefore less than the acquisi-
tion time.

SAR: Specific absorption rate.
Saturation: Reduction of an MR signal due to T1-weighting, in some cases the complete elimi-

nation of the signal.
SE: Spin echo.
Second-level analysis: Group analysis based on results of individual first-level analyses.
SEEP: Signal enhancement by extravascular water protons.
Segment: A portion of k-space or of image data.
Segmented EPI: An echo-planar imaging method in which not all of k-space is sampled in a 

single acquisition, but rather requires multiple acquisitions; also called multishot EPI.
Sensitivity: For fMRI, the ability to detect signal changes corresponding to neural activity.
SEM: Structural equation modeling.
Serial correlations: In data analysis, successive points of a time-series not being independent; 

for fMRI this can affect the efficiency of the study design and can also lead to under-
estimates of the variance of results and over-estimates of the significance level.

Sharp: Spatially selective RF pulses being designed to provide slice profiles with very narrow 
transition edges, usually at the expense of taking more time to apply.

Shim: In MR, (1) the uniformity or homogeneity of the static magnetic field, or (2) the action of 
making the field more uniform by adjusting currents in a set of coils designed specifically 
for shimming, which are incorporated into all commercially available MRI systems.

Signal: ἀ e electrical impulses that are detected at the receiver coil.
Signal enhancement by extravascular water protons: SEEP, a contrast mechanism for fMRI; 

the primary contrast mechanism used for fMRI of the spinal cord.
Signal-to-noise ratio: SNR, the ratio of the magnitude of the MR signal to the standard devia-

tion of the random signal fluctuations that arise due to noise (although several varia-
tions of this definition exist).

sinc function: A function of the form sinc(x) = sine(x)/x.
Sine: Trigonometric function—in a right triangle, the sine of the angle of one corner (not the 

right angle corner) is equal to the ratio of the side opposite the given corner to the 
length of the hypotenuse.
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Single-shot: Refers to any imaging method in which all of the data used to produce a two-
dimensional image are acquired after a single excitation.

Single-shot fast spin echo: SSFSE; HASTE; RARE; a fast-spin echo imaging method that 
acquires all of the required two-dimensional image data after a single excitation pulse 
(followed by a string of refocusing pulses).

Slab: A thick slice.
Slice: A region with small spatial extent in one direction that approximates a plane.
Slice profile: ἀ e distribution across the slice thickness of the effect of a spatially selective RF 

pulse.
Slice rewind gradient: ἀ e gradient that is applied after a spatially selective pulse to bring the 

magnetization across the slice thickness back into phase in order to produce a detect-
able MR signal.

Slice thickness: ἀ e spatial extent of a slice across the smallest dimension.
Slice timing correction: ἀ e process in fMRI analysis of accounting for the fact that multiple 

slices in a data set are acquired at slightly different points in time and therefore may 
reflect different points in the BOLD response.

Slow exchange: ἀ e case in which hydrogen nuclei are not able to exchange quickly between 
two or more relaxation environments, on the time scale of the relaxation, so that the 
net observed relaxation rates in each of the environments may be separated.

Smoothing: ἀ e process of applying a weighted average across groups of adjacent points in an 
image or time series in order to emphasize features or remove features such as high-
frequency fluctuations.

SNR: Signal-to-noise ratio.
Spatial encoding: (1) imposing position-dependent frequency and phase into MR signal in 

order to retrieve spatial information; (2) the method used to sample k-space points or 
the order of sampling, as in conventional sampling, echo-planar imaging, spiral, and 
so forth.

Spatial frequency: ἀ e number of cycles per unit space of a wave or oscillation of a signal that 
depends on position, such as MR image data; has units of (1/cm).

Spatial normalization: ἀ e process of warping images to match features, such as anatomical 
regions, to a standardized reference image, in order to provide a common shape for 
comparison of result across studies of different people.

Spatial resolution: See resolution.
Specific absorption rate: SAR, a measure of energy deposited in tissues by radio-frequency 

pulses during MRI; clinical MRI systems include monitoring to ensure that safety 
guidelines for SAR are not exceeded.

SPGR: Spoiled gradient-recalled echo.
SPICE: Acronym listing the key features of a spin echo.
Spin: In MR jargon, used interchangeably with magnetic moment and nucleus, referring to 

the source of the MR signal; more accurately, a fundamental characteristic property 
of elementary particles, composite particles, and atomic nuclei that is related to the 
angular momentum and magnetic moment of such particles, although not the only 
determining factor.

Spinal fMRI: Functional MRI specifically of the spinal cord.
Spin echo: An echo produced by applying a radio-frequency excitation pulse, followed a short 

time later by a 180° refocusing pulse, having the effect of reversing the influence of 
any static magnetic field variations and bringing the magnetization back into phase to 
produce a brief signal peak.

Spiral: A method of sampling k-space data in a spiral pattern; a fast image acquisition method.
SPM: Statistical Parametric Mapping.
Spoiled: Indicates that an acquisition method employs steps to dephase all transverse magneti-

zation after each acquisition, as opposed to the steady-state methods.
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Spoiled GRASS: Refers to a steady-state imaging method, gradient recall acquisition using 
steady states, except with spoiling so that it is not a steady-state method, resulting in a 
standard gradient-echo imaging method.

Spoiling gradients: Magnetic field gradients applied after an acquisition intended to dephase 
all remaining transverse magnetization.

SSFP: Steady-state free precession.
SSFSE: Single-shot fast spin echo.
Starling Law of Capillaries: Water passage through blood capillary walls is the net effect of the 

balance of hydrostatic and osmotic forces and can result in water moving out of vascu-
lar spaces into the interstitial space, or in the opposite direction.

Statistical Parametric Mapping: SPM, a software package for analyzing functional neuroim-
aging data, including fMRI.

Statistically significant: Unlikely to have occurred by chance.
Statistical tests: Methods of making statistical decisions using experimental data.
Statistical threshold: ἀ e level of significance chosen to infer that a result is statistically signifi-

cant, that is, adequately significant.
Steady state: Steady-state methods, in contrast to spoiled methods, return the transverse 

magnetization to being in phase prior to each subsequent RF pulse, and contribute to 
increasing the signal detected in subsequent acquisitions.

Stimulated echo: Similar to a spin echo but produced by a sequence of three RF pulses, with the 
echo occurring at a time delay after the third pulse equal to the interval between the first 
two pulses.

Stimulus: In fMRI, any effect producing a sensory response (tactile, visual, auditory, etc.).
STIR: Short tau inversion recovery; an inversion-recovery method that can be used with either 

a spin echo or a gradient echo.
Structural equation modeling: SEM, a method of analyzing connectivity in fMRI data.
SUGAR: Acronym listing the key features of a gradient-echo.
Superconducting: Materials having zero electrical resistance, typically only at very low temper-

atures, as with the coils used to produce the static magnetic field in most MRI systems.
Suppression: Action of an RF pulse intended to eliminate MR signal, often spatially selective.
T1: Longitudinal relaxation time; spin-lattice relaxation time.
T1-weighted: Having MR signal intensity that is a function of the T1-value of the material.
T2: Transverse relaxation time; spin–spin relaxation time.
T2*: Effective transverse relaxation time, including effects of both transverse relaxation and 

spatial field variations within each voxel.
Talairach coordinate system: Normalized coordinate system defined for mapping brain ana-

tomical structures.
Tesla: Unit of magnetic field strength, equal to 10,000 gauss; particle passing through a mag-

netic field of 1 tesla at 1 meter per second carrying a charge of 1 coulomb experiences 
a force of 1 newton.

TFE: Turbo field-echo; fast gradient-echo.
Theorem of reciprocity: ἀ eorem that the magnetic field intensity produced at any point in 

space by an MR coil when carrying an electric current is proportional to the sensitivity 
of the coil to an MR signal originating from that same point, when the coil is used as 
a receiver.

Thermal energy: Heat; temperature.
Thermal motion: Random Brownian motion due to thermal energy.
TI: Inversion time.
Time point: One point in a time series; a volume represented by images in an fMRI time series.
Time series: A sequence of measurements spanning a period of time.
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Tissue probability maps: Spatial maps indicating the probability at each point of being a 
member of each of several tissue types, such as gray matter, white matter, and cere-
brospinal fluid.

Tissues: Biological materials such as organs, muscle, and neural tissues, as opposed to fluids, 
bone, or air spaces.

TM: Mixing time; the time between the second and third pulses of a stimulated echo 
sequence.

Transition edge: ἀ e zone affected by a spatially selected RF pulse between the range that 
receives the full effect of the pulse and the surrounding area that is left unaffected.

Transverse component: ἀ e component of magnetization that is within the transverse plane, 
or orthogonal to the static magnetic field, B0; the component of magnetization that 
induces a signal in a receiver coil.

Transverse plane: ἀ e plane that is orthogonal to the static magnetic field, B0.
Transverse relaxation: Refers to the decay of the transverse magnetization toward its equilib-

rium value of zero via processes of relaxation.
TrueFISP: True fast imaging with steady-state precession, a steady-state gradient-echo imaging 

method.
True SSFP: True steady-state free precession, a gradient-echo imaging method.
T-statistic: A statistic whose sampling distribution is a Student’s t-distribution; equal to the 

mean value of a sample with a normal distribution minus the expected value, and the 
result is divided by the standard error of the sample.

Tune: In MR, typically refers to the adjustment of an MR coil to have high sensitivity to the 
specific Larmor frequency of interest.

Turbo FLASH: Fast gradient-echo imaging method.
Turbo factor: ἀ e number of spin echoes acquired with each excitation in fast spin-echo 

imaging.
Turbo SE: Turbo spin echo; fast spin echo.
Turbo spin echo: Fast spin echo.
T-value: See T-statistic.
Vascular space occupancy: VASO; a functional imaging method based on detecting changes in 

blood volume related to changes in neural activity.
VASO: Vascular space occupancy.
Volume: (1) in general, the amount of space occupied by a three-dimensional object or region 

of space; (2) in fMRI, often used to refer to one set of images spanning a volume, as one 
time point of an fMRI time series.

Voxel: Volume element; the three-dimensional region represented by one pixel in an image.
Voxel-by-voxel: Mathematical operations or comparisons applied individually to each voxel in 

fMRI data.
Water: ἀ e dominant source of MR signal in biological tissues, such as for MRI and fMRI.
Whisper: Used to indicate a mode of applying magnetic field gradients with lower acoustic 

sound levels produced, typically at the expense of speed.
White matter: ἀ e component of neural tissue consisting predominantly of myelinated axons.
White noise: Random noise with a uniform frequency spectrum.
Whiten: To remove structure in the noise component of data and make it closer to a purely 

random process.
x-axis: (1) one of the spatial axes in the transverse plane, orthogonal to the static magnetic field, 

B0; (2) often used to indicate the frequency-encoding direction in general descriptions 
of imaging methods.

x–y plane: ἀ e transverse plane.
y-axis: (1) one of the spatial axes in the transverse plane, orthogonal to the static magnetic field, 

B0; (2) often used to indicate the phase-encoding direction in general descriptions of 
imaging methods.
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z-axis: (1) the spatial axis parallel to the static magnetic field, B0; (2) often used to indicate the 
slice direction in general descriptions of imaging methods.

Zeeman energy: Equal to the dot product of the magnetic dipole moment and the magnetic field 
vector; the work of magnetic force on realignment of the vector of the magnetic dipole 
moment.

Zero filling: ἀ e process of filling regions of k-space with values of zero, instead of sampling 
the data, in order to reduce imaging time or for interpolation.

∆B: Change in magnetic field, B.
∆CBF: Change in cerebral blood flow.
∆CMRO2: Change in cerebral metabolic rate of oxygen consumption.
∆ R2: Change in transverse relaxation rate (1/T2).
∆ R2*: Change in effective transverse relaxation rate (1/T2

*).
∆ S/S: ἀ e fractional signal change, typically used in fMRI, equal to the change in signal inten-

sity between two conditions divided by the baseline signal intensity.
β-values: ἀ e results of a general linear model analysis, indicating the magnitude of each com-

ponent of a basis set fit to a data set.
γ: ἀ e gyromagnetic ratio.
π: ἀ e physical constant 3.141592654.
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Appendix

Decision Tree for BOLD 
fMRI Study Design

Stimulus or Task Is Determined by the Neural Function of Interest

Form a clear hypothesis to be tested

What is the simplest set of stimuli or tasks that will answer the question(s) being asked?
One task/stimulus and baseline condition?
Two tasks/stimuli to be compared/contrasted?

More than two tasks/stimuli, and so forth? (One can be considered the baseline.)

1  Stimulus or Task Paradigm Design
1.a  Block, Event, or Something in Between?

Function(s) of interest can be sustained or 
applied/performed repeatedly

→ Block Design (the most efficient design)

Some function(s) of interest cannot be 
sustained and some function(s) cannot be 
studied as brief events, and both are 
needed

→ Mixed Design

Function(s) of interest cannot be sustained, 
and/or

It is necessary to compare/contrast the 
subject’s responses to events, or task 
performance, within the fMRI acquisition 
(such as correct and incorrect responses)

→ Event-Related Design
Needed if:
Responses to individual events must be 
observed

Responses must be grouped or 
re-ordered based on responses

→ Fast Event–Related Design
Needed if:
Interactions between successive stimuli/
tasks are to be observed

Event-related acquisitions take too much 
time
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1.b  How Will Responses to Stimuli/Tasks Be Contrasted or Compared?

Subtraction—Contrast between trial types (A and B)

Factorial—Interactions between trial types (A, B, A + B, not A or B)

Parametric—Differentiate cognitive components of responses (varying intensities of A and B)

Conjunction—Determine common features of trial types (AB, AC, AD, ABC, ABD, ACD)

1.c  Timing of Tasks/Stimuli?

Acquire as many time points (volumes) as 
possible

↔ Limits of person’s comfort, fatigue, ability 
to maintain cognitive/attentional state, etc.

Keep sampling rate as fast as possible 
(repetition time as short as possible) 
(lower limit of 1 sec for most applications)

↔ Limits of time needed to image the 
essential range of the anatomy

Block Designs:
 Equalize amount of time spent in each trial type
 Use blocks that are ~15 seconds long or longer

Event-Related Designs:
 Use shorter inter-stimulus intervals (ISIs) when possible (fast event-related) (down to 4 sec)
  Use variable ISIs when possible, with slowly varying probability of events occurring 

(stochastic design)

Use an fMRI simulator to help with design planning because there is no one optimal design 
for each set of tasks or stimuli and each effect of interest.

2  Data Acquisition
2.a  Work with the MRI System Available, and Start with Standard Acquisition Parameters

2.a.1  Optimal BOLD Sensitivity

Fast T2
*-weighted images—single-shot gradient-echo EPI (echo-planar imaging).

Echo time (TE) = 60 msec, 30 msec, 15 msec for field strengths of 7 T, 3 T, 1.5 T, respectively.

2.a.2  Balance Image Resolution, Field of View (FOV), and Speed
64 × 64 acquisition matrix, set FOV to 211 mm × 211 mm in axial slices (to get 3.3 mm × 3.3 mm 
resolution), set slice thickness to 3.3 mm for cubic voxels, and set number of slices to 36 to span 
the cortex, with zero slice gap between the slices.

2.a.3  Minimize T1-Weighting and Optimize Speed
Set repetition time (TR) = minimum possible (preferably 3 sec or less), and set flip angle = 
cos–1(TR/T1) (the Ernst angle).
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2.b  Adjust the Acquisition Parameters to Optimize for Your Particular Study

Signal-to-noise ratio too low?
Increase the FOV

Increase the slice thickness
Turn off parallel imaging

Decrease receiver bandwidth

 

→
 

Not fast enough?
(Temporal resolution too low?)
Reduce the number of slices

Reduce TR
Apply parallel imaging

Increase receiver bandwidth

    ↗         ↘
Too much spatial distortion?
Turn on parallel imaging

Reduce the acquisition matrix 
(usually not below 64 × 64)

Increase the receiver bandwidth

 

Find a compromise that 
balances the needs for 
the fMRI study, and go 
back to 1 (Stimulus or 
Task Paradigm Design) 

to see if changes 
are needed  

Anatomy not fully covered?
Increase the number of slices

Increase the FOV
Increase the slice thickness

Change the slice gap

     ↖       ↙
Spatial resolution too low?

Decrease the FOV
Decrease the slice thickness

(Increase the acquisition matrix to 
128 × 128—not usually done)

3  Data Analysis
3.a  Preprocessing—Preparing the Data for Analysis

Choose which preprocessing steps to include:

Conversion of Data Format to a Form Accepted by the Analysis Software

Global normalization Removes trends that occur across the entire volume•	
Includes mean intensity correction, removal of initial time points•	

Motion correction Removes/reduces effects of bulk movement of the body•	

Slice timing correction Accounts for the fact that all slices in a volume are not imaged at •	
the same time
May impose poor assumptions for interpolation if repetition time •	
(TR) is long

Spatial normalization Reshapes the data or the results of analysis or both to a •	
standardized shape and size for all participants

(continued on next page)
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Conversion of Data Format to a Form Accepted by the Analysis Software (continued)

Spatial smoothing Increases signal-to-noise reduction (SNR), may reduce structure •	
in the noise, may improve alignment of results across 
participants, reduces the number of tests and decreases the 
multiple comparisons problem
Reduces spatial resolution, can reduce detection of small areas •	
of activity
Optimal smoothing width should match the expected extent of •	
active regions

Temporal filtering Can reduce low-frequency trends and high-frequency noise•	
Optimal choice is a band-pass filter with a tow-frequency cutoff •	
of 0.008 Hz or fluctuations with a period of 120 sec, and a 
high-frequency cutoff depending on the TR and timing of 
stimulus blocks or events

3.b  Choice of Analysis Method(s)

Model-Driven, Univariate Methods

Require estimation or 
prediction of expected 
patterns of signal change in 
active voxels

Each voxel is treated as an 
independent test

Correlation Sensitive to the shape of the •	
expected response
Does not account for •	
confounding signal changes

General linear model 
(GLM)

Most widely used analysis •	
method for fMRI
Accounts for confounding signal •	
changes if they are modeled or 
predicted

Data-Driven, Multivariate Methods

Do not require estimation or 
prediction of expected 
patterns of signal change in 
active voxels

Common components of 
responses are detected 
across all voxels

Results indicate functional 
connectivity between active 
regions

Independent components 
analysis (ICA)

Determines independent signal •	
intensity components
Most widely used data-driven •	
method

— —

Principal components 
analysis (PCA)

Determines uncorrelated signal •	
intensity components

Fuzzy clustering 
analysis (FCA)

Determines “clusters” of voxels •	
with similar components
Estimates the probability of a •	
voxel fitting within any cluster
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3.c  Choice of Statistical Thresholds

The problem of multiple comparisons must be addressed with a choice of statistical 
threshold, and typically with adjustment based on a choice of methods:

  Family-Wise Error (FWE)—the probability of there being a false positive result within all of 
the voxels

  False Discovery Rate (FDR)—the proportion of voxels in the data set that are expected to be 
false positive results

  Bonferroni Correction—divide the desired p-value threshold by the number of independent 
voxels being tested

  Cluster Site Threshold—require active regions to exceed some minimum volume
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A

Acoustic noise; See Sound
AC-PC line, 192
Acquisition matrix, 228, 233

BOLD, 132, 137
study design, 274, 275

Acquisition parameters
clinical studies

consciousness disorders/coma, 233, 234, 235
MS, 228, 229
preoperative mapping, 220, 221
resting-state studies, 225, 226
saccadic eye movements, 238, 240, 241
spinal cord, 243, 244
stroke, 231, 232
traumatic brain injury, 235, 236, 237

image header information, 19
interleaved acquisition order, 91
principles and practice of fMRI, 141–143
study design, 275

Acquisition time, 105
artifacts and distortions, 119–120
BOLD

causes of distortion and signal loss, 137
method modifications for special regions, 140
optima, 130, 131–132

imaging speed
fast imaging methods, 108–113
optimization and trade-offs, 103–108
study design, 274

k-space data, 103
multiple slice sampling, 106
parallel imaging, 113, 115
and spatial distortions, 119–120
total sampling time versus, 105

Acronyms, 83
Active shimming, 8
Affine transformation, 190
AFNI; See Analysis of Functional Neuroimages
Air spaces

artifacts, distortions, signal loss, 119, 134, 135
BOLD, 134, 135
and magnetic field variations, 55
SEEP, 146

Aliasing
defined, 29, 30
parallel imaging, 113, 114
in phase-encoding direction, 107

Alternation, RF pulse
steady-state methods, 69, 70
stimulated echoes, 72

Alternation, stimulation presentation
motor-language, 222–223
preoperative mapping, 222–223

task-rest
MS studies, 227
preoperative mapping, 223
study design, 176, 177, 182, 274

Alzheimer’s disease, 224, 226
Amplitude envelope, RF pulse, 87, 88, 89, 90, 92
Amplitudes

oscillating functions, 29, 31
stimulated echoes, 75

Analysis of Functional Neuroimages (AFNI), 188
Analyze format, 19
ANALYZE program, 19
Angular momentum, 41
Angular resolution, HAARDI, 154, 155
ANIMAL method, 192
Anisotropy, diffusion, 152, 154
Anterior–posterior axis (y-axis), 7
Anterior–posterior slice planes, 86, 87
Antisaccade, 238, 240
Arterial spin labeling, 148
Artifacts, distortions, signal loss

BOLD, 132
causes of, 134–138
method modifications for special regions, 138, 

139, 140, 141
causes of, 115–120
fast imaging methods, 112
SEEP, 145–146

ASCII, 18
ASIA standard, 245, 246, 247
ASL (arterial spin labeling), 148
Astrocytes, 124, 126–127, 144
Asynchrony, stimulus onset (SOA), 176, 179
Attention-deficit hyperactivity disorder (ADHD), 239, 

241
Attenuation

FLAIR, 80, 82, 83
signal weighting, 77
stimulated echoes, 75

Autocorrelations, 187, 189
Automatic nonlinear image matching and anatomical 

labeling (ANIMAL), 192
Auto-SMASH, 115
Axes, 7

Fourier transform, 26
gradient creation, 8–9

Axial slices, 86, 87; See also Slice orientation/imaging 
planes

B

B0; See Static magnetic fields
B1; See Rotating magnetic field
Balanced fast field echo (b-FFE), 71, 83
Band-pass filter, 194, 195

Index
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Bandwidth
acquisition parameter adjustment, 275
BOLD optima, 132
image creation from k-space, 98
noise generated by human body, 103
optimization and trade-offs in image acquisition, 107
signal-to-noise ratio, 104, 106

Basal ganglia, 139
Baseline

BOLD signal change quantification, 128–129
fMRI, 123
rectangular functions, 33
study design, 162, 273; See also specific design 

approaches
Basis functions

Fourier transform, 26
GLM, 22, 24, 25

Behaviorally driven designs, 165, 168–169
beta-values, 197, 198
b-FFE, 71, 83
Bile, 81
Binary numbers, 18
Biological materials; See also Tissue magnetization

magnetization transfer contrast, 81
signal sources, 37

Bits, defined, 18
Bloch equation, 69
Block designs, 164, 165, 182, 273, 274

clinical studies
consciousness disorders/coma, 233
MS, 229
preoperative mapping, 221

number of blocks, 180–182
order and timing, 173–179

Blood
magnetization transfer contrast, 81
oxygen saturation effects on magnetic susceptibility, 

55, 56
Blood flow

alternative contrast methods, 143
and artifacts/distortions, 116, 117, 119
BOLD signal change response, 125
DWI, 152–153
PWI, 143, 150
SEEP, 144

Blood oxygen; See BOLD
Blood plasma, 48
Blood vessel size, 125–126
Blood volume

BOLD, 122–123
hemodynamic response, 126
VASO, 143, 150–151

Blurring
artifacts and distortions, 120
convolution operation, 36, 116, 117

BOLD
alternative contrast methods, 143–156

diffusion-weighted imaging (DWI), 151–156
perfusion-weighted imaging (PWI), 146–150
SEEP, 144–146, 147

vascular-space occupancy (VASO), 150–151
contrast mechanisms, 122–130

oxygen saturation and blood volume, 122–123
physiological origins, 123–128
signal change, quantification of, 128–130

DWI and, 155
methods, 130–134
MS studies, 228
perfusion-weighted imaging (PWI), 149
preoperative mapping, 221
PWI, 150
resting-state studies, 226
saccadic eye movement studies, 238, 240–241
study design, 273–277; See also Study design

comparison of responses, 274
data acquisition, 274–275
data analysis, 275–277
neural function of interest, 273
stimulus or task paradigm, 273–274
timing of tasks/stimuli, 274

tissue differences in magnetic susceptibility, 56
traumatic brain injury, 236, 237

Bone
BOLD, causes of distortion and signal loss, 136
and magnetic field variations, 55, 61
SEEP, 146

Bonferroni correction, 204, 277
Bootstrap method, 207–208
Boundaries; See Interfaces/boundaries
BPP expression, 49–50
Brain imaging

air spaces, effects of, 55
artifacts and distortions, 119
clinical studies; See Clinical applications
instrumentation, 10–11, 12
inversion-recovery methods, 79–80
relaxation times for various regions, 50

Brainstem, 244
air spaces, effects of, 55
air/tissue interface effects, 119
BOLD

causes of distortion and signal loss, 136
method modifications for special regions, 139

BrainVoyager, 188, 240
Brownian motion, 103
b-values, DWI, 153
Bytes, defined, 18

C

Canonical HRF, 123
Cardiac stimulation, rapid gradient switching and, 108
Carpal tunnel syndrome (CTS), 244
CASL (continuous arterial spin labeling), 148
Causal modeling, dynamic, 208–211
Cellular volume changes, 143, 144
Center frequency, spatially selective RF pulses, 89
Cerebral metabolic rate of oxygen consumption 

(CMRO), 123, 125, 126, 147
Cerebral slices, SEEP, 145, 146
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Cerebrospinal fluid (CSF)
DWI, 153
inversion-recovery methods, 79–80
magnetization transfer contrast, 81
relaxation mechanisms, 48, 51
SEEP, 144
VASO, 151

Characteristic decay time (T2*); See also Relaxation 
weighting; Transverse relaxation time, 
effective

contrast, 78, 79
k-space data, 101
stimulated echoes, 75

Chemical shift; See Larmor frequency
Chemical shift effects/chemical shift imaging, 55
Clinical applications, 217–246

BOLD
acquisition parameter setting, 141–143
study design, 273–277

current, 218–223
forthcoming, 224–247

conscious disorders/coma, 232–235
multiple sclerosis, 227–230
resting-state studies, default-mode network 

studies, 224–227
saccadic eye movements, studies using, 237–242
spinal cord injury and disease, 242–246, 247
stroke, 230–232
traumatic brain injury, 235–237

Clusters, 199–200
determination of size, 205
study design, 277
temporal clustering algorithm, 201

CMYK coding, 16
Cognitive comparison strategies, 170
Cognitive impairment, 224, 226
Coils

gradient production, 8–10
noise generated by human body, 103
parallel imaging, 113, 114–115
RF fields, 10

Color scale, 14, 15, 16
Color systems, 14–16
Coma, 232–235
Comparison strategies, 170
Components analysis, 194, 198, 199, 200, 276
Concatenations

data, partial least squares analysis, 207
matrices, GLM, 197
multiple slice sampling, 105, 106

Confounding effects
GLM analysis, 196, 197
study design, 163–164

Confounds, 186
Conjunction analysis, 206
Conjunction method, study design, 170, 172–173, 274
Connectivity

clinical studies, 237
group analysis, 208–211
MS studies, 229, 230

Consciousness disorders/coma, 232–235

Continuous arterial spin labeling (CASL), 148
Contrast, 78–79, 82

alternative methods, 143–156
diffusion-weighted imaging (DWI), 151–156
perfusion-weighted imaging (PWI), 146–150
SEEP, 144–146
vascular-space occupancy (VASO), 150–151

BOLD, 122–130
oxygen saturation and blood volume, 122–123
physiological origins, 123–128
signal change, quantification of, 128–130

magnetization transfer, 80–81
signal weighting and, 76–79
study design, 175

Contrast agents, fMRI, 125
Contrast-to-noise ratio, SEEP, 146
Convolution operations

artifacts and distortions, 116, 117
BOLD signal change response, 124
event-related designs, 165
Fourier convolution theorem, 34
spatially selective RF pulses, 88
spatial smoothing, 36

Convolution theorem, Fourier, 34, 88, 116, 137
Coordinates

Fourier transform, 26
spatial normalization, 192

Coronal slices; See also Slice orientation/imaging planes
duration and gradient strength effects, 95
spatially selective RF pulses, 87

Correction
data analysis, 203–205
study design, 277

Correlation
data analysis methods, 196
study design, 276

Correlation time, relaxation mechanisms, 48
Cosine function

Fourier transform, 26, 27, 28, 31
spatial information encoding, 93

Covariance matrix, 200
Covariates, 186
Cropping, k-space data, 101–102
Cross-correlation, MS studies, 230
Cross-excitation

BOLD, 126–127
TR period, 105

Current
eddy, 132
induction by precessing magnetization, 42
RF fields, 10, 11
static magnetic field, 6–7

Cyan-magenta-yellow-black (CMYK) coding, 16

D

Data
image formats, 17–19
representing images with numbers and vice versa, 

13–19
as sums of components, 20–36
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decomposing signals or images into simpler 
components, 20–21

Fourier transform, 26–36
general linear model, 22–26
useful properties of Fourier transform, 33–36

Data acquisition
optimization and trade-offs, 107
study design, 274–275

Data analysis, 185–212
design matrix, 174
group analysis, 205–211

fixed-effects, random-effects, and conjunction 
analyses, 206

functional and effective connectivity, and 
dynamic causal modeling, 208–211

general linear model, 207
partial least squares analysis, 207–208

hypothesis testing, 185–188
interpretation of results, 211–212
math concepts, 20–36

decomposing signals or images into simpler 
components, 20–21

Fourier transform, 26–36
general linear model, 22–26
useful properties of Fourier transform, 33–36

methods, 195–203
correlation, 196
data-driven multivariate analysis, 198–201
general linear model, 196–198
model-driven, univariate analysis, 196–198
resting-state studies, 201–203

multiple comparisons, statistical threshold and 
correction for, 203–205

preprocessing, 189–195
global normalization, 189
motion correction, 189–190
slice timing correction, 191
spatial normalization, 191–193
spatial smoothing, 193–194
temporal filtering, 194–195

saccadic eye movement studies, 240
software, 188–189
study design, 275–277

Data-driven multivariate analysis
data analysis methods, 195, 198–201
study design, 276

Data formats
conversion software, 19, 188, 276
study design, 276

Data processing
BOLD image quality improvement study, 142
study design, 275–277

Decay
characteristic decay time; See Characteristic decay 

time; Relaxation weighting; Transverse 
relaxation time, effective

free-induction, 60–61
Decomposition

data analysis methods, 20–21
Fourier transform, 26–36
GLM, 22–26

Default-mode network studies, 224–227

Delta function, 123
Demyelination, 50, 154
Dephasing; See Phasing/dephasing
Design, clinical study; See Study design
Design, instrumentation, 8
Design efficiency, 173–179, 180, 181, 182
Design matrix, 174–176
Deterministic design, 176
Diabetic neuropathic pain, 224, 226
Diamagnetism, hemoglobin iron, 122, 123
DICOM standard, 17, 18–19
Diffusion anisotropy, 152, 154
Diffusion-tensor imaging (DTI), 153–155, 212, 229
Diffusion-weighted imaging (DWI), 138, 143, 151–156, 

230
Digital Imaging and Communications in Medicine 

(DICOM) standard, 17, 18–19
Digital imaging principles, 13–19
Dipole–dipole interactions, 46–47
Direction of gradient, 8–9
Discrete Fourier transform, 28, 29, 97
Distortions, image; See Artifacts, distortions, signal loss
DMN (default-mode network), 224–226
DTI (diffusion-tensor imaging), 153, 154–155, 212, 229
Duration; See Time course
Dwell time, 97, 104, 136
DWI; See diffusion-weighted imaging
Dynamic causal modeling, 208–211

E

Echoes, 59–83
acronyms, 83
flowchart of methods, 82
gradient, 66–76
inversion-recovery methods, 79–80
magnetization transfer contrast, 80–81
need for, 59–62
signal weighting and contrast, 76–79
spin, 62–65
steady-state methods and stimulated echoes, 68–76

steady-state methods, 70–72
stimulated echoes, 72–76

Echo-planar imaging (EPI), 59, 82
acronyms, 83
artifacts and distortions, 116, 117, 118
BOLD, 130

causes of distortion and signal loss, 134–135, 
136–137

method modifications for special regions, 
138–139, 140, 141

clinical studies
consciousness disorders/coma, 233, 234
MS, 228, 229
saccadic eye movements, 239
traumatic brain injury, 235, 236, 237

fast imaging methods, 111–113
flowchart of methods, 82
parallel imaging with, 115
preoperative mapping, 219
spatial-encoding; See Spatial-encoding EPI
study design, 274
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Echo time (TE)
BOLD, 133

acquisition parameter setting, 142
method modifications for special regions, 138, 

139
signal change, 129

clinical studies; See Acquisition parameters, clinical 
studies

contrast, 78
defined, 65
gradient echo, 66, 67
preoperative mapping, 219, 220
SEEP, 145
study design, 274

Eddy currents, 132
Edema, 52
Edge enhancement, 116
Edge transitions, 90, 91
Effective connectivity, 208–211
Efficiency, design, 173–179, 180, 181, 182
Eigenvectors/eigenvalues, 153, 200
Electrical current; See Current
Electroencephalography, 232
Electronic components, imaging system, 11, 12
Energy relations

hydrogen nucleus–magnetic field interactions, 39
relaxation mechanisms, 47–48
thermal energy of hydrogen nuclei, 40

EPI; See Echo-planar imaging
Epilepsy, 219, 224
EPISTAR, 148
Equilibrium state, tissue magnetization, 40

behavior when not at equilibrium, 40–42
relaxation back into equilibrium, 46–52
relaxation effects, observation, 52–56
RF pulse, pushing magnetization away from 

equilibrium, 42–45
Ernst angle, 78, 109, 140, 189, 228, 237, 274
Errors

data analysis, 187–188
global normalization and, 189
methods for controlling, 203, 204, 205

Event-related designs, 165–166, 273, 274
design efficiency, 176, 178, 179
number of events, 180–182
order and timing, 173–179

Excitation-only RF coils, 10
Exponentially decaying functions

artifacts and distortions, 116
BOLD, 137
Fourier transform, 33, 35

Extracellular water, relaxation mechanisms, 51
Extravascular water

SEEP, 140, 143, 144–146, 212
spinal cord, 243

F

Factorial method, 170, 171, 274
FAIR (flow-sensitive alternating inversion-recovery), 

148, 149, 150
False-color images, 14–16

False discovery rate (FDR), 204, 277
False-negative results, 187, 203, 205
False-positive results, 187, 189, 203, 204, 205
Family-wise error (FWE), 203, 277
Fast event-related designs, 164, 166–167, 181, 273, 274
Fast-field echo (FFE) gradient echo methods, 82, 83
FastICA, 200
Fast imaging

artifacts and distortions, 116, 119–120
BOLD, method modifications for special regions, 

140–141
methods, 108–113

Fast imaging employing steady-state acquisition 
(FIESTA), 71, 82, 83

Fast imaging with steady-state precession (FISP), 71, 
82, 83

Fast low-angle shot (FLASH), 71, 82, 83
Fast SE, 82, 83
FastSPGR, 83
Fast spin echo, 82, 83, 111
Fast spin-echo methods, 141
Fast weighted images, 274
FFE-EPI, 82
FFE (fast-field echo gradient echo) methods, 82, 83
FHWM (full width at half maximum), 90, 193
Fiasco/FIAT, 188
Fiber tracking, 154–155
F.I.D. (free induction decay), 61
Field echo (FE) single echo methods, 82, 83
Field imperfections, 59
Field of view (FOV)

acquisition parameter adjustment, 274, 275
avoiding aliasing, 107
BOLD

imaging parameters, 133
method modifications for special regions, 

139–140
clinical studies; See Acquisition parameters, clinical 

studies
fast imaging methods, 109
image creation from k-space, 97
parallel imaging, 113, 114
signal-to-noise ratio, 104, 106
small FOV imaging, 106

Field strength
magnetic field; See Magnetic field strength
noise generated by human body, 103

FIESTA, 71, 82, 83
Figure-eight pattern, stimulated echoes, 74
Filter application, 106
Filtering, image data, 16
Filtering, temporal

causality mapping, 209
preprocessing, 194, 195
study design, 276

FISP, 71, 82, 83
Fixed-effects group analysis, 206
FLAIR, 80, 82, 83
FLAIR TSE, 82, 83
FLASH, 71, 82, 83
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Flip angle, 189
BOLD

acquisition parameter setting, 142
method modifications for special regions, 138, 

140
clinical studies; See Acquisition parameters, clinical 

studies
contrast, 78–79
defined, 45
detection of MR signal, 45–46
fast imaging methods, 109
k-space data, 103
magnetization transfer contrast, 81
MS studies, 229
optimization and trade-offs in image acquisition, 107
preoperative mapping, 219, 220
relaxation effects, 54
signal weighting, 76, 77–78
spatially selective RF pulses, 88
stimulated echoes, 72
study design, 274

Flowchart of methods, 82
Flow-sensitive alternating inversion-recovery (FAIR), 

148, 149, 150
Fluid attenuation inversion recovery (FLAIR), 80, 82, 83
Fluid volume

blood, 126, 143, 150
and magnetic field variations, 61

fMRI; See Principles and practice of fMRI
FMRIB Software Library (FSL), 188
FMRLAB, 188
Format conversion software, 19, 188, 276
Formats

image data, 17–19
study design, 276

Fourier convolution theorem, 34, 88, 116, 137
Fourier transform, 26–36

aliasing, 107
defined, 28
fast imaging methods, 110
image creation

from k-space, 97
spatial information encoding, 93
spatially selective RF pulses, 88, 89

useful properties of, 33–36
Four-segment approach, 140
FreeSurfer, 188
Frequency, Larmor; See Larmor frequency
Frequency, MR signal

magnetization transfer contrast, 80–81
relaxation mechanisms, 48–49

Frequency, oscillation
aliasing, 29, 30
Fourier transform, 26, 27, 32
Nyquist frequency, 28–29
relaxation mechanisms, 48

Frequency-encoding direction
BOLD, 96
diffusion-weighted gradient, 152

Frequency-encoding gradient, BOLD, 131, 134–135

Frequency range
image creation from k-space, 97–98
noise generated by human body, 103
spatial encoding, 93

Frequency response profile, spatially selective RF pulses, 
88, 90

Frequency span
amplitude envelope and, 87–88
spatially selective RF pulses, 91, 92

Frequency spectrum, magnetization transfer contrast, 
81

Frontal lobes
air/tissue interface effects, 119
BOLD method modifications for special regions, 138

FSE; See Fast spin echo
FSE-IR, 82
F-test, 187
Full width at half maximum (FWHM), 90, 193
Functional connectivity, 208, 209
Functional MRI; See Clinical applications; Data 

analysis; Study design
Functions, Fourier transform, 33–35
Fuzzy clustering analysis (FCA), 198, 200, 276

G

Gaussian distribution, 187
Gaussian functions

Fourier transform, 33
resting-state studies, 201
spatially selective RF pulses, 88, 89

Gaussian noise, 204
Gaussian smoothing kernel, 193
GE-EPI; See Gradient-echo imaging, EPI
Generalized autocalibrating partially parallel 

acquisitions (GRAPPA), 113, 115
General linear model (GLM)

analysis software, 188
BOLD response, 174, 175
data analysis methods, 195, 196–198
data-driven methods and, 198–199
data processing operations, 22–26, 189
group analysis, 207
motion correction, 190
slice timing correction, 191
spatial smoothing, 193
study design, 181, 276

Ghosting, 120
Glial cells, 143
GLM; See General linear model
Global normalization, 189, 275
Glutamate, 126, 127, 144
Gradient echoes (GE), 59, 60, 66–76, 82

BOLD
causes of distortion and signal loss, 136
contrast-to-noise ratio, 129

magnetic field variations, 61
production of, 61
spatially selective RF pulses, 89–90, 91, 92
spin echo difference, 67
steady-state methods and stimulated echoes, 68–76
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SUGAR mnemonic, 68
upper limit of gradient strength, 108
weighting, 76, 77

Gradient-echo imaging
acronyms, 83
EPI, 111

BOLD, 133
consciousness disorders/coma, 233, 234
MS studies, 228, 229
saccadic eye movement studies, 239
traumatic brain injury, 235, 236, 237

fast imaging methods, 111
flowchart of methods, 82
method modifications for special regions, 138
preoperative mapping, 219
SEEP, 145

Gradient fields/gradients
DWI, 151–152
image creation, 85, 86

direction of gradient, 85, 86
from k-space, 98, 99–100
spatial information encoding, 93, 94, 95, 96, 98, 107

image creation from k-space, 98
spatially selective RF pulses, 89, 91
system components, 8–10

Gradient moment nulling, 71
Gradient recall acquisition during steady states; See 

GRASS
Gradient-recalled echo (GRE), 82, 83
Gradient-recalled echo-EPI, 82
Gradient switching, peripheral nerve stimulation, 108
Granger causality mapping (GCM), 209–210
Graph theory, 237
GRAPPA, 113, 115
GRASS, 82, 83
Gray matter

contrast, 78
DTI, 154
inversion-recovery methods, 79, 80
magnetization transfer contrast, 81
relaxation effects, diagnostic value, 52
relaxation mechanisms, 50, 51
spinal cord, MS pathology, 244–245
tissue differences in magnetic susceptibility, 55
VASO, 151

Gray scale, 14, 15, 16
GRE; See Gradient-recalled echo
Group analysis, 205–211

fixed-effects, random-effects, and conjunction 
analyses, 206

functional and effective connectivity, and dynamic 
causal modeling, 208–211

general linear model, 207
partial least squares analysis, 207–208

Gyromagnetic ratio, 39, 42

H

HAARDI (high angular resolution diffusion imaging), 
154, 155

Half-Fourier imaging speed, 109, 111

Half-Fourier single-shot turbo-spin echo; See HASTE
HASTE, 82, 83, 111, 141

distortions and signal loss, 135, 136
spinal cord study, 143

Header data, image, 18–19
Head imaging, instrumentation, 10–11, 12
Hemodynamic response function (HRF), 123, 124, 165, 

166, 180, 181
Hemoglobin; See BOLD
High angular resolution diffusion imaging (HAARDI), 

154, 155
Horizontal gradients, 8–9
HRF (hemodynamic response function), 123, 124, 165, 

166, 180, 181
Hydration layers, 51
Hydration spheres, 81
Hydrogen nuclei

equilibrium state; See Equilibrium state, tissue 
magnetization

internuclear interactions; See Internuclear 
interactions

signal sources, 37–39
Hypothesis testing

data analysis, 185–188
study design, 273

I

Ideal image, 116, 118
Ideal rectangular response shape, 89
Image acquisition time; See Acquisition time
Image creation, 85–120

artifacts and distortions, causes of, 115–120
fast imaging methods, 108–113
from k-space, 97–103
parallel imaging, 113–115
spatial information encoding, 93–97
spatially selective RF pulses, 86–92
trade-offs: signal strength, imaging speed, and 

spatial resolution, 103–108
Image data

decomposing into simpler components, 20–21
formats, 17–19

Image quality
artifacts and distortions; See Artifacts, distortions, 

signal loss
SEEP, 145–146

Image resolution; See Spatial resolution
Imaginary axis, Fourier transform, 26
Imaging plane; See Slice orientation/imaging planes
Imaging speed

optimization and trade-offs, 103–108
resting-state studies, 226, 227
study design, 274

Imaging time; See also Acquisition time
BOLD, optima, 131–132
fast imaging methods, 108–113

Incoherent (spoiled) gradient echo
defined, 69–70
steady-state methods, 70, 71
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stimulated echo comparison, 72–73
stimulated echoes, 75

Independent components analysis (ICA)
analysis software, 188
data analysis, 198, 199, 200
resting-state studies, 224
study design, 276
temporal filtering, 194

Initial dip, BOLD, 126
In-phase magnetization, 60; See also Phasing/dephasing
In-plane image resolution, BOLD, 133
Interfaces/boundaries

artifacts, distortion, signal loss, 119, 134–135
field transitions, 55
magnetic field variations, 61
SEEP, 146

Interleaved acquisition, 91, 191
Internuclear interactions, 59

distance and, 50
echo production, 60
magnetization transfer contrast, 81
and transverse relaxation time, 61

Interpolation, images, 101, 102
Interstimulus intervals (ISIs), 176, 178, 179, 182, 274
Intracellular water, relaxation mechanisms, 48, 51
Inverse Fourier transform, 34, 100–101
Inversion pulse, 82

defined, 79
flowchart of methods, 82
perfusion-weighted imaging (PWI), 148, 149
VASO, 150–151

Inversion-recovery methods, 79–80, 82, 83
Inversion time (TI), 79, 80, 83, 150
IR methods, 78–80, 82, 83
IR-SPGR, 82, 83
IR-TFE, 82
ISIs (interstimulus intervals), 176, 178, 179, 182, 274
Isochromats, 60

J

Jittered sampling, 179
Jittered timing, 167

K

k-space data
artifacts and distortions, 116, 117, 118
BOLD

acquisition parameter setting, 142
causes of distortion and signal loss, 134–136, 137
method modifications for special regions, 138, 

141
optima, 130–131

fast imaging methods, 108–109, 110, 111–113
image creation from, 97–103
noise, 104
parallel imaging, 113, 115
sampling, 105

k-space grid, 105

L

Larmor equation, 42, 86
Larmor frequency, 42, 43, 44

detection of MR signal, 45
echo production, 60
image creation, 86
magnetization transfer contrast, 81
relaxation mechanisms, 47–48, 49
RF pulse components, 87
spatially selective RF pulses, 87, 88, 89
tissue boundary effects, 55

Least squares analysis, partial, 207–208
Linear gradients, 8–9
Linearly independent functions, Fourier transform, 26, 

28
Linear momentum, 41
Lipids

magnetization transfer contrast, 81
relaxation mechanisms, 50
signal sources, 37
tissue differences in magnetic susceptibility, 55

Local field potentials (LFPs), BOLD, 127–128, 212
Longitudinal magnetization

inversion-recovery methods, 79
RF pulses and, 69
spin echo production, 62
steady-state methods, 70

Longitudinal relaxation
BOLD, 133
diagnostic value, 52, 53
mechanisms of, 49
signal weighting, 76
tissue properties, 51
TR determination, 54

Longitudinal relaxation time (T1), 30, 46, 49, 50; See also 
Relaxation time

Bloch equation, 69
blood flow, 148, 149, 150, 151
BOLD, 138, 139
BPP expression, 49
contrast, 78, 79
conventional versus spoiled gradient echo methods, 

71
inversion-recovery methods, 80
k-space data, 101
perfusion rate estimation, 150
steady-state methods, 68
stimulated echoes, 73
tissue values, 50, 219, 237
VASO, 151

Longitudinal relaxation time (T1) weighting, 76, 82, 106, 
219, 226; See also Relaxation weighting

arterial spin labeling, 148, 149
clinical studies

multiple sclerosis, 228, 229
preoperative mapping, 219
resting-state studies, 226
traumatic brain injury, 237

fast GRE, 229
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fast imaging methods, 110–111
flip angle and, 78, 90
image registration methods, 190
inversion-recovery methods, 80
repetition time and, 189, 190

BOLD, 132, 138, 139
fast imaging methods, 109
global normalization, 189, 190
optimization and trade-offs in image acquisition, 

106
slice overlap zone, 91
spoiled gradient echo, 69–70, 71
steady-state methods, 68, 71

Lorentzian function, 34, 81, 116, 137
Low-frequency BOLD fluctuations (LFBF), 229
Lungs, 55

M

Macromolecules, 48, 51
Magnet design, 8
Magnetic energy, 39
Magnetic fields

distortion effects, 119
inhomogeneous, 56
spin echo versus gradient echo, 67
system components, 5–13

gradients, 8–10
radio-frequency fields, 10–13
static fields, 5–8

Magnetic field strength
clinical studies; See Acquisition parameters, clinical 

studies
echo production, 61
measurement units, 39
noise generated by human body, 103
preoperative mapping, 220
and relaxation, 50
relaxation effects, observation of, 52
signal weighting, 77
and tissue magnetization, 40
upper limit of gradient strength, 108

Magnetic moment, hydrogen nucleus, 38
Magnetic resonance, defined, 44–45
Magnetic susceptibility, 54–55

BOLD, distortion and signal loss, 134–136
differences in, 59, 60

Magnetization
defined, 40
relaxation back into equilibrium; See Relaxation 

effects, tissue magnetization
Magnetization transfer contrast, 80–81
Magnetization transfer effects, PWI, 150
Magnetization transfer ratio, 81
Mapping, preoperative, 218–223
Materials, magnetic field generation, 8
Mathematic operations; See Numerical operations
MATLAB, 189, 201, 210
Matrix, acquisition, 274, 275
Matrix, design, 174–176

Matrix size, fast imaging methods, 112
Maxwell-Boltzmann statistics, 40
MEDx, 188
Megapixels, 14
Minimum slice thickness, 106
Mixed designs, 164, 167–168, 273
Mixing time, stimulated echoes, 73, 76
Model-driven univariate analysis

data analysis methods, 195, 196–198
study design, 276

Modeling, dynamic causal, 208–211
Momentum, 41
Motion/movement

artifacts and distortions, 116, 117, 119
BOLD, method modifications for special regions, 139
error correction, 205
fMRI interpretation, 121–122
and noise, 103, 121–122
preprocessing, 189–190
relaxation mechanisms, 48–50
study design, 275
and temporal clustering algorithm, 202–203
and transverse relaxation time, 61

Movement; See Motion/movement
Multiple comparison problem, 204
Multiple comparisons, statistical threshold and 

correction
data analysis, 203–205
study design, 277

Multiple-echo spin-echo methods, 82
Multiple image acquisition, 121
Multiple sclerosis, 50, 227–230, 244–246
Multiple spin echoes, fast imaging methods, 109–110
Multiple testing problem, 204
Multi SE, 82
Multi-slice imaging

interleaved acquisition order, 91
PWI, 150
sampling scheme, 105
transition edges, 90
VASO, 151

Multivariate analysis, 198–201, 276
Myelin, 50, 51, 154

N

Nearest neighbor approach, 190
Neck imaging, 10–11
Nerve stimulation

eddy currents and, 132
rapid gradient switching and, 108

Net gradient, 9, 71, 85
Net magnetic moment, 40
Network nodes, 237
Network studies, 224–227
Neural function studies, 121–122; See also Clinical 

applications; Study design
Neural signaling, 126–127
Neuroimaging Informatics Technology Initiative 

(NIfTI), 19
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Neuronal activity
DWI, 151, 155
study design; See Study design
VASO, 151

Neuropathic pain, 224, 226
Neurotransmitters, 126, 127, 144
NIfTI, 188
NITRC, 188
Noise; See also Signal-to-noise ratio

acoustic; See Sound
BOLD signal change, 129
causality mapping, 209
fMRI interpretation, 121–122
Gaussian, 204
spatial smoothing, 193–194
temporal filtering, 194, 195
thermally driven movement and, 103–104

Nonlinear interactions, DCM and, 211
Normal distribution, 187
Normalization

global, 189, 275
group analysis, 205–211
spatial, 191–193, 275

Normal pulse, slice options, 91
Null hypothesis, 186–188
Nulling, gradient moment, 71
Numerical operations

data as sums of components, 20–36
decomposing signals or images into simpler 

components, 20–21
Fourier transform, 26–36
general linear model, 22–26
useful properties of Fourier transform, 33–36

image representation, 17–19
Nyquist frequency, defined, 28–29

O

Orientation, slice, 89
Oscillators/oscillation

aliasing, 29, 30
Fourier transform; See Fourier transform
magnetic relaxation mechanisms, 47–48
Nyquist frequency, 28–29
RF fields, 10
sine wave, 93, 95

Out-of-phase magnetization; See Phasing/dephasing
Oversampling, 109
Oxygen consumption, cerebral, 123, 125, 126, 147
Oxygen saturation; See also BOLD

BOLD, 122–123
and magnetic susceptibility, 55, 56

P

Parallel component, relaxation back into equilibrium, 46
Parallel imaging, 113–115, 275
Paramagnetism, hemoglobin iron, 122, 123
Parametric comparisons, study design, 170, 171–172, 274
Parkinson’s disease, 224, 226, 239, 241
Partial-Fourier imaging speed, 109, 111, 140

Partial least squares analysis, 207–208
Partially parallel imaging with localized sensitivities 

(PILS), 113–114
Partial-volume effects, 132, 133, 155
PASL (pulsed arterial spin labeling), 148
Passive shimming, 8
Pattern recognition algorithms, 227
Peak amplitude, stimulated echoes, 75
Perfusion-weighted imaging (PWI), 143, 146–150, 212
Peripheral nerve stimulation

eddy currents and, 132
rapid gradient switching and, 108

Phase changes, 107
Phase distribution

steady-state methods, 70
stimulated echoes, 72, 74, 75

Phase encoding
artifacts and distortions, 117
BOLD method modifications for special regions, 138
parallel imaging, 114

Phase-encoding direction, 96
aliasing in, 107
artifacts and distortions, 119
avoiding aliasing, 107
signal-to-noise ratio, 106
small FOV imaging, 106–107

Phase-encoding gradient
BOLD

causes of distortion and signal loss, 134–135
method modifications for special regions, 141

signal-to-noise ratio, 106
Phase gradient duration, optimization and trade-offs in 

image acquisition, 107
Phasing/dephasing

contrast, 79
echo production, 59–60
gradient echo formation, 66–67
image creation from k-space, 99–100
spatially selective RF pulses, 92
spoiled gradient echo, 69–70
stimulated echoes, 69, 74, 75

Physiology, BOLD contrast mechanisms, 123–128
PILS, 113–114
Pixel, defined, 14
Pixelation, 15
Pixel values, 16, 17
Plane, imaging; See Slice orientation/imaging planes
Plasma, 48
Positron emission tomography (PET), 144, 226, 232
Precession

defined, 41–42
echo production, 59–60
gradient echo formation, 66
image creation, 86
magnetization transfer contrast, 81
spatial information encoding, 95–96
spin echo formation, 63, 64
SSFP, 71, 83
tissue differences, 55

Precession frequency; See Larmor frequency
Preoperative mapping, 218–223
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Preprocessing, 189–195
global normalization, 189
motion correction, 189–190
slice timing correction, 191
spatial normalization, 191–193
spatial smoothing, 193–194
study design, 275–276
temporal filtering, 194–195

Presynaptic input, 126–128, 212
Principal components analysis (PCA), 276

data analysis, 198, 199, 200
partial least squares analysis, 207–208
temporal filtering, 194

Principles and practice of fMRI, 121–156
acquisition parameter setting, 141–143
alternative contrast methods, 143–156

diffusion-weighted imaging, 151–156
perfusion-weighted imaging (PWI), 146–150
SEEP, 144–146
vascular-space occupancy, 150–151

BOLD contrast mechanisms, 122–130
oxygen saturation and blood volume, 122–123
physiological origins, 123–128
signal change, quantification of, 128–130

BOLD methods, 130–134
neural function studies, 121–122
special regions, 134–141

causes of signal loss and image distortions, 
134–137

modified fMRI methods for, 138–141
Prosaccade, 238
Proton density, 37, 76
Proton gyromagnetic ratio, 39
PSIF (reversed FISP), 83
PULSAR, 148
Pulsed arterial spin labeling (PASL), 148
p-values, 203, 204
PWI (perfusion-weighted imaging), 143, 146–150, 212

Q

Q-ball imaging, 154, 155
Quiet (whisper) pulse, 91, 92
QUIPSS, 148

R

Radio-frequency (RF) fields, system components, 10–13
Radio-frequency (RF) pulses, 82

alternation of, 69, 70, 72
echo production, 59–61
echo time definition, 66
image creation from k-space, 99–100
inversion-recovery methods, 79
slice-selective, 106
spatially selective, 86–92
spin echo production, 62
steady-state methods and stimulated echoes, 68–76
transitions from equilibrium, 42–45

Radio-frequency range, electromagnetic spectrum, 45
Ramping, gradient, 136–137
Random-effects group analysis, 206

Random phase errors, 117
Random thermal motion, 61; See also ἀ ermal energy
Random walk, 151
Rapid acquisition with relaxation enhancement (RARE), 

82, 83
Rapid-exchange case, 51
RARE, 82, 83
Readout direction, 96
Read-out time, 137
Receive-only RF coils, 10
Receivers/signal detection, 45–46

bandwidth, 275
current induction by precessing magnetization, 42
noise generated by human body, 103
parallel imaging, 114
relaxation effects, 45–46, 52–60
RF fields for, 10

Recovery; See Longitudinal relaxation time; Transverse 
relaxation time

Rectangular functions
Fourier transform, 33, 34, 35
spatially selective RF pulses, 88, 89

Red-green-blue (RGB) coding, 16
Reference images, 192, 229
Refocusing pulses, 109–110
Relaxation, defined, 41
Relaxation effects, tissue magnetization

BOLD signal change response, 125
fast imaging methods, 110
magnetization transfer contrast, 80–81
mechanisms of, 46–52
observation of, 52–56

Relaxation time, 52–56
longitudinal (T1); See Longitudinal relaxation time
tissue values, 50, 51, 52
transverse (T2); See Transverse relaxation time; 

Transverse relaxation time, effective
Relaxation weighting, 82; See also Weighting

artifacts and distortions, 116, 118
BOLD, 132, 133

method modifications for special regions, 
138–139

optima, 130
and contrast, 76–79
fast imaging methods, 110–111, 112–113
image construction from k-space, 101
image creation from k-space, 101
inversion-recovery methods, 79, 80
k-space data, 101
MS studies, 229
multiple slice sampling, 106
perfusion-weighted imaging (PWI), 146–150
SEEP and, 145–146
signal weighting and contrast, 76–79
spatially selective RF pulses, 91
steady-state methods, 68
study design, 274

Repeated acquisitions, 106
Repetition time (TR)

acquisition parameter adjustment, 275
band-pass filter limits, 194
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BOLD, 132, 133
acquisition parameter setting, 142
method modifications for special regions, 138, 139

clinical studies; See Acquisition parameters, clinical 
studies

contrast, 78–79
conventional versus spoiled gradient echo methods, 

71
determination of, 53–54
fast imaging methods, 109
k-space data, 103
optimization and trade-offs in image acquisition, 107
preoperative mapping, 219, 220
sampling time and, 105
signal weighting, 76
steady-state methods, 68, 82
stimulated echoes, 68–69
study design, 180, 274
VASO, 151

Residual, GLM, 22
Residual error, 174
Resolution; See Spatial resolution; Temporal resolution
Resonance, 44–45
Response function, SEEP, 146
Resting-state studies

clinical applications, 224–227
data analysis methods, 201–203
MS, 229, 230

RF pulse; See Radio-frequency pulses
RGB coding, 16
Right–left axis (x-axis), 7, 8–9
Right–left slice planes, 86, 87
Rotating frame of reference, gradient echo formation, 67
Rotating functions, Fourier transform, 26, 27
Rotating magnetic field

detection of MR signal, 45–46
RF pulse components, 87

Rotation, image registration, 190
Rotation, magnetization

image creation, 82
optimization and trade-offs in image acquisition, 

107
spatial information encoding, 93

signal weighting, 76
spin echo production, 63, 64, 65
steady-state methods, 70
stimulated echoes, 72, 73, 75

Rotation frequency, 42, 63, 64

S

Saccadic eye movements, 237–242
Safety guidelines, 108
Sagittal slices, 143, 192; See also Slice orientation/

imaging planes
definitions, 86, 87
preoperative mapping, 220
spinal cord study, 243, 244

Sampling matrix
BOLD, 133
preoperative mapping, 221
saccadic eye movement studies, 238

Sampling rate
BOLD, 130–131
image creation from k-space, 97–98
slice timing correction, 191
study design, 173, 180, 182, 274

Sampling time
acquisition time versus, 105
optimization and trade-offs in image acquisition, 

107
signal-to-noise ratio, 104

Saturation, magnetization transfer contrast, 81
Saturation pulses, 107
Scaling, image registration, 190
Scaling factor, 34
Schizophrenia, 224, 226
SE; See Spin-echo imaging
SEEP, 143, 144–146, 147, 212, 243
SE-EPI; See Spatial-encoding EPI
Segmented EPI acquisitions, 138–139, 140
Sensitivity, detector, 10, 11, 103, 114
Sensitivity encoding (SENSE), 113, 114
Sharpening, image, 116
Sharp pulse, slice options, 91
Shimming, 8
Short repetition time (steady-state) methods, 68, 82
Short tau (inversion time) inversion recovery; See STIR
Signal detection; See Receivers/signal detection
Signal enhancement by extravascular water protons 

(SEEP), 143, 144–146, 212, 243
Signal intensity

contrast, 78–79
global normalization, 189
partial volume effects, 132

Signal loss; See Artifacts, distortions, signal loss
Signal processing, decomposing into simpler 

components, 20–21
Signal properties, 37–56

artifacts and distortions; See Artifacts, distortions, 
signal loss

BOLD contrast mechanisms, 128–130
contrast, 78–79
data analysis, 186
detection, 45–46
equilibrium state, tissue magnetization, 40
magnetization behavior when not at equilibrium, 

40–42
origins of signal, 37–40
relaxation back into equilibrium, 46–52
relaxation effects, observation of, 52–56
RF pulse, pushing magnetization away from 

equilibrium, 42–45
rotation of signal, 42

Signal strength
image creation, 94
optimization and trade-offs, 103–108

Signal-to-noise ratio, 104
acquisition parameter adjustment, 275
BOLD

method modifications for special regions, 139–140
optima, 130, 131–132
study design, 179

fast imaging methods, 109, 112
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MS studies, 228
optimization and trade-offs in image acquisition, 

107, 108
PWI, 150
saccadic eye movement studies, 241
SEEP, 145–146
signal-to-noise ratio, 106
spatial smoothing, 194
three-dimensional acquisitions and, 106

Signal weighting; See Relaxation weighting
Simultaneous acquisition of spatial harmonics 

(SMASH), 113, 114–115
Sinc functions

Fourier transform, 33, 34, 35
spatially selective RF pulses, 88, 89

Sinc × Gaussian function, 89
Sine function

Fourier transform, 26, 27, 28, 31
spatial information encoding, 93

Sine wave oscillation, 93, 95
Single-echo gradient-echo methods, 82
Single-echo spin echo, 82, 83
Single-shot EPI, 191

BOLD, 130, 135, 140
MS studies, 228
parallel imaging with, 115

Single-shot fast-spin echo (SSFSE), 82, 83, 111
Single-shot fast-spin echo, 112
Single-shot gradient-echo EPI, 274
Single-shot spiral k-space encoding, 142
Sinuses, 55
Skeletal muscle, 81
Slabs, 102
Slice edge transitions, 90, 91
Slice gap, 274, 275
Slice orientation/imaging planes

BOLD, 139
clinical studies; See Acquisition parameters, clinical 

studies
definitions, 86–87
preoperative mapping, 220
spatially selective RF pulses, 86–87

Slice profile, spatially selective RF pulses, 92
Slice rewind gradient, 92
Slices

clinical studies; See also Acquisition parameters, 
clinical studies

preoperative mapping, 220
saccadic eye movement studies, 238

study design, 274, 275
Slice-selective RF pulse selection, 91–92
Slice studies, SEEP, 145, 146
Slice thickness

acquisition parameter adjustment, 275
BOLD, 133, 139
signal-to-noise ratio, 104, 106
spatially selective RF pulses, 86–87, 89
study design, 274

Slice timing correction
preprocessing, 191
study design, 275

Slow-exchange case, 51

SMASH, 113, 114–115
Smoothing, image data, 16
Smoothing, spatial

artifacts and distortions, 116, 117
convolution operation, 36
preprocessing, 193–194
spatial normalization and, 193
study design, 276

Software, 19, 25, 188–189, 276
data analysis, 200, 240
Granger causality mapping, 210
spatial normalization, 192

Sound
MRI system

and auditory stimulus presentation, 234
confounding factors, 163, 164
gradient echo production of, 10, 92, 108
whisper pulses, 91, 92

stimulus presentation in fMRI
ambient noise and, 163, 164
order and timing of, 171–172
patients with coma/consciousness disorder 

studies, 233, 234
task/stimulus presentation, 171–172

Spatial distortion, 119–120
acquisition parameter adjustment, 275
method modifications for special regions, 139

Spatial-encoding EPI (SE-EPI), 82, 83, 135
artifacts and distortions, 118
preoperative mapping, 219
resting-state studies, 226

Spatial-encoding methods, BOLD, 138
Spatial field variations, stimulated echoes, 75
Spatial information, 61, 82

causes of distortion and signal loss, 135, 136
image creation, 85, 93–97

Spatially selective RF pulses
avoiding aliasing, 107
image creation, 86–92
image creation from k-space, 100–101
slab excitation by, 102

Spatial normalization
preprocessing, 191–193
study design, 275

Spatial resolution
acquisition parameter adjustment, 275
BOLD

causes of distortion and signal loss, 137
method modifications for special regions, 

139–140
optima, 130

clinical studies; See Acquisition parameters, clinical 
studies

fast imaging methods, 109
image creation

artifacts and distortions, 116
from k-space, 101
optimization and trade-offs, 103–108

preoperative mapping, 220, 221
SEEP requirements, 146
spatial smoothing, 194
study design, 274
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Spatial smoothing; See Smoothing, spatial
Speed, imaging; See Imaging speed
SPGR/Spoiled Grass, 82, 83
SPICE mnemonic, 65
Spinal cord

acquisition parameter setting, 143
air spaces, effects of, 55
BOLD

causes of distortion and signal loss, 136
method modifications for special regions, 

140–141
inversion-recovery methods, 79
SEEP, 144, 145

Spinal cord injury and disease, 242–246, 247
human studies and clinical applications, 243–246, 

247
true physiological variation, 243

Spin echo (SE), 59, 62–65, 81, 82
BOLD

causes of distortion and signal loss, 136
signal change, 129

DWI, 152
gradient echo difference, 67
k-space representation of, 100
magnetic field variations, 61
SPICE mnemonic, 65
weighting, 76, 77

Spin-echo imaging
artifacts and distortions, 118
fast imaging methods, 112
flowchart of methods, 82
method modifications for special regions, 140–141
SEEP, 145

Spin lattice relaxation time; See Longitudinal relaxation 
time

Spin-spin relaxation time; See Transverse relaxation 
time (T2)

Spiral imaging, BOLD, 130
acquisition parameter setting, 142
method modifications for special regions, 138, 141
resting-state studies, 226

SPM (Statistical Parametric Mapping), 123, 188
Spoiled (incoherent) gradient echo

defined, 69–70
steady-state methods, 70, 71
stimulated echo comparison, 72–73
stimulated echoes, 75

Spoiled gradient recalled echo (SPGR/Spoiled Grass), 
82, 83

SSFP (steady-state free precession), 71, 83
SSFSE (single-shot fast spin echo), 82, 83, 111
Standard deviation, 198
Standards, imaging, 17, 18–19
Standard score, 198
Starling Law of Capillaries, 144
Static magnetic fields, 5–8, 10
Statistical methods

design efficiency, 175
image data, 16
null hypothesis, 186–188
parametric comparisons, 172

Statistical Parametric Mapping (SPM), 123, 188
Statistical thresholds

data analysis, 198, 203–205
study design, 277

Steady-state free precession (SSFP), 71, 83
Steady-state methods, 70–72

contrast, 79
flowchart of methods, 82
stimulated echo comparison, 72–73
stimulated echoes, 75

Stimulated echoes, 72–76, 152
Stimulation block, BOLD signal change response, 

124–125
Stimulation state, BOLD signal change quantification, 

128–129
Stimulus design; See Task paradigm/stimuli
Stimulus onset asynchrony (SOA), 176, 179
STIR, 82, 83
Stochastic design, 176, 274
Strength, gradient, 108
Strength, magnetic field; See Magnetic field strength
Strength, signal

image creation, 94
optimization and trade-offs, 103–108

Stroke, 230–232
Structural equation modeling (SEM), 210–211
Student’s t-test, 187, 198; See also t-statistic
Study design, 161–183

basic principles, 161–162
choice of, 164–169

behaviorally driven designs, 168–169
block designs, 165
event-related designs, 165–166
fast event-related designs, 166–167
mixed designs, 167–168

decision tree, 273–277
factors influencing, 182–183
order and timing of task/stimuli presentation, 

169–173
conjunction method, 172–173
factorial method, 171
parametric method, 171–172
subtraction method, 171

stimulation method or task, choice of, 162–164
timing of tasks/stimuli, duration, sampling rate, 

173–182
number of events or blocks, 180–182
number of time points (volumes), 179–180
order and timing of blocks or events, design 

efficiency, 173–179
sampling rate, 173

Subtraction method, 170, 171, 274
SUGAR mnemonic, 68
Summation, Fourier transform, 29–30
Superconducting alloys, 8
Superior–inferior slice planes, 86, 87; See also Sagittal 

slices
Suppression method, 107
Suppression pulses, 107
Susceptibility, magnetic, 54–55
Synaptic activity, 126–127, 128, 144, 211, 212
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T

T1; See Longitudinal relaxation time
T2; See Relaxation time, transverse
T2*; See Transverse relaxation time, effective
Talairach coordinate system, 192
Task paradigm/stimuli

preoperative mapping, 221, 222–223
study design, 162–164, 169–182

conjunction method, 172–173
decision tree, 273, 274
factorial method, 171
number of events or blocks, 180–182
number of time points (volumes), 179–180
order and timing of blocks or events, design 

efficiency, 173–179
parametric method, 171–172
sampling rate, 173
subtraction method, 171
timing, 273–274

TCA (temporal clustering algorithm), 201
TE; See Echo time
Temporal clustering algorithm (TCA), 201, 202
Temporal filtering

causality mapping, 209
preprocessing, 194, 195
study design, 276

Temporal lobes, 119, 138
Temporal resolution

acquisition parameter adjustment, 275
BOLD, 130, 132
MS studies, 228
saccadic eye movement studies, 241

Tesla units, 39
TFE; See Turbo-field echo
TFE-EPI, 82, 83
ἀ alamus, 139
ἀ ermal energy

detection of MR signal, 46
hydrogen nuclei, 40
and noise, 103
relaxation mechanisms, 47, 50

ἀ ermal motion, and transverse relaxation time, 61
ἀ in slices, spatially selective RF pulses, 86–87
ἀ ree-dimensional imaging, 173

global normalization, 189
k-space matrix, 102–103
signal-to-noise ratio, 106
spatial normalization, 192
transition edges, 90

ἀ resholds, statistical; See Statistical thresholds
TI (inversion time), 79, 80, 83, 150
Time, Lorentzian function, 34
Time course

data analysis methods, 199; See also Data analysis
data formats, 19
image acquisition; See also Acquisition time

duration of gradient application, 93, 94, 95, 96, 
98, 107

fast imaging methods, 108–113

image creation from k-space, 98
optimization/trade-offs, 104, 105, 107

motion correction, 190
slice timing correction, 191
study design

preoperative mapping, 221
resting-state studies, 201–203, 225
types of studies, 165–169

Time points (volumes)
clinical studies; See Acquisition parameters, clinical 

studies
preoperative mapping, 220
study design, 173, 179–180, 274

Time scale of relaxation; See also Longitudinal 
relaxation time; Transverse relaxation time

magnetization transfer contrast, 80–81
rapid versus slow exchange, 51

Time series, voxel, 200
Time-series imaging

arterial spin labeling, 148
artifacts and distortions, 117–118, 119
clinical studies

multiple sclerosis, 229
traumatic brain injury, 237

data analysis
autocorrelations, 187
data-driven methods, 198, 200, 201, 208, 209, 210
dynamic causal models, 208, 209, 210
image registration methods, 190
model-driven univariate methods, 196
partial least squares analysis, 208
temporal filtering, 194, 195

diffusion-weighted, 155
DWI, 155
functional connectivity, 209
study design

design efficiency, 175
fast event-related designs, 167
number of events or blocks, 181
sampling rate, 173

transition edges, 90
Timing, echo; See Echo time
Timing, gradient echo

image creation from k-space, 98
optimization and trade-offs in image acquisition, 107
pulse sequence, 99–100
spatial information encoding, 93, 94, 95, 96, 107
spin-echo EPI, 112

Timing, RF pulse; See also Repetition time
signal weighting, 77–78
stimulated echoes, 73, 74, 75

Timing, slice
correction of, 191
study design, 275

Timing, task/stimuli
basis functions, 25
preoperative mapping, 221
study design, 173–179, 273–274
and temporal filtering, 194

Tipping, magnetization, 60
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Tissue magnetization
contrast, 78–79
equilibrium state, 40

behavior when not at equilibrium, 40–42
relaxation back into equilibrium, 46–52
relaxation effects, observation, 52–56
RF pulse, pushing magnetization away from 

equilibrium, 42–45
free-induction decay, 60–61
signal weighting, 76

Total imaging volume
BOLD

method modifications for special regions, 140
optima, 131

fast imaging methods, 109
signal-to-noise ratio, 104, 106

Total magnetic field, 85
Total magnetization duration, 93
Total sampling time

acquisition time versus, 105
signal-to-noise ratio, 104

Total transverse magnetization, 61; See also Transverse 
relaxation time, effective

TR; See Repetition time
Transitions, slice, 90, 91
Transverse dephasing, stimulated echoes, 74, 75
Transverse magnetization

contrast, 79
duration of gradient application, 95
fast imaging methods, 112
free-induction decay, 60–61
gradient effects, 93
spin echo production, 62
steady-state methods, 70, 71
stimulated echoes, 69, 73, 74, 75

Transverse phase distribution, stimulated echoes, 72
Transverse relaxation, 46–52

artifacts and distortions, 116
defined, 40
detection of MR signal, 45, 46
diagnostic value, 52, 53
mechanisms of, 49
signal weighting, 76
tissue differences, 55–56
tissue properties, 51
TR determination, 54

Transverse relaxation time (T2), 46–52
BOLD

causes of distortion and signal loss, 136
method modifications for special regions, 138

contrast, 79
conventional versus spoiled gradient echo methods, 

71
factors affecting, 61
fast imaging methods, 112–113
image creation from k-space, 100, 101
spoiled gradient echo, 69–70
steady-state methods, 71
stimulated echoes, 69, 73

weighting, 76, 82; See also Relaxation weighting
artifacts and distortions, 116
MS studies, 229

Transverse relaxation time, effective (T2*), 56, 59, 61, 67, 
70, 76, 77, 78, 112

artifacts and distortions, 116
blurring, 142
BOLD, 123, 130, 173, 219, 226

method comparisons, 145
method modifications for special regions, 134, 

137, 138, 139
signal loss, 136, 138

fast imaging methods, 112–113
gradient echo formation, 67
optimal echo time, 129, 130
weighting, 68, 72, 76, 82, 83

artifacts, distortions, signal loss, 116, 134
BOLD, 130, 134, 138, 145, 173, 219, 226
contrast, 77, 122, 125
fast imaging methods, 113
inversion-recovery methods, 79
k-space data, 100
multiple sclerosis study, 228
resting-state studies, 226
study design, 274

Transverse slices
duration and gradient strength effects, 95
spatially selective RF pulses, 86, 87

Traumatic brain injury, 235–237
TrueFISP, 82, 83
True SSFP, 71
t-statistic (Student’s t-test), 186, 193, 198

conjunction analysis, 206
correction for multiple comparisons, 203, 205
MS studies, 230

t-test, Student’s, 187, 198
Turbo-field echo (TFE), 82, 83
Turbo FLAIR, 82, 83
Turbo FLASH, 83
Turbo SE, 82, 83
Turbo spin echo (TSE), 82, 83, 111
Two-dimensional image data

Fourier transform, 26, 29–30, 33
spatial information encoding, 93

U

Ultrasmall superparamagnetic iron oxide (USPIO), 125
Uniform field at center of magnet (B0); See Static 

magnetic fields
Uniformity, magnetic field, 8
Univariate analysis, 196–198, 276
Urine, 81

V

Value representation (VR) values, 18–19
Values, color scales, 14, 15
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Vascular-space occupancy (VASO), 143, 150–151, 212
VASO, 143
Vasodilators, 125
VD-Auto-SMASH, 115
Vertical gradients, 8–9
Visual displays

RF coil placement issues, 10–11
study design, 163–164

Volume changes, cell, 143, 144
Volumes, 173

F.I.D. (free induction decay), 61
partial-volume effects, 132, 133, 155
study design, 173, 179–180, 274
voxel; See Voxel volume

VoxBo, 123
Voxels, 94, 105

active, sensitivity, 181
affine transformation, 190
artifacts, distortions, signal loss, 115, 134, 135
defined, 104
diffusion-weighted imaging, 153, 154, 155
noncubic, 132, 133
partial volume effects, 132, 133
p-values, 204
resting-state studies, 201
signal-to-noise ratio, 104, 106
signal variations, 185, 186
spatial resolution; See Spatial resolution
temporal clustering algorithm, 202
T-value threshold, 205

Voxel time series, 200
Voxel volume, 115

BOLD, 130, 131, 132
signal-to-noise ratio, 104, 105, 106
slice thickness and, 139

W

Wada test, 218
Water

DTI, 154
DWI, 151–153
SEEP, 144–145

signal sources, 37, 38
tissue differences in magnetic susceptibility, 55

Weighting, 82
diffusion-weighted imaging (DWI), 138, 143, 

151–156
perfusion-weighted imaging (PWI), 143, 146–150
relaxation; See Relaxation weighting

Whisper (quiet) pulse, 91, 92
White matter

contrast, 78
DTI, 154
fiber tracking, 154–155
inversion-recovery methods, 79, 80
magnetization transfer contrast, 81
relaxation mechanisms, 50, 51
tissue differences in magnetic susceptibility, 55
VASO, 151

Whitening, data, 194, 200
White noise, 48, 193
Whole-body MRI, 9–10
Whole-brain imaging, 132
Windings, static magnetic field, 6–7
Wiring, 8

X

x-axis, 7, 8–9

Y

y-axis, 7, 8–9

Z

z-axis, 7, 8–9
Zeeman energy, 39
Zero filling, k-space, 101, 102

BOLD, 131
fast imaging methods, 109, 110

Zero point, k-space, 98
Z-score, 198
Z-test, 187
Z-value, 203
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