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Preface

In 1990, when I was a graduate student, I heard someone with a long, prestigious career of
developing and using magnetic resonance methods make an ofthand comment that “everything
worth doing in MRI has been done.” Functional magnetic resonance imaging (fMRI) was first
reported not long after. I have not forgotten the comment because it always makes me wonder
what new development will be reported tomorrow and what we will be able to do with fMRI,
10 years from now. At the very least, I believe fMRI will become a very powerful and commonly
used tool for providing doctors with information about their patients’ neural function anywhere
in the central nervous system—how it has been affected by trauma, disease, congenital effects,
and other causes. I also believe this will lead to new treatments, improved outcomes, and better
medical research.

& is book is intended for students, researchers, and clinicians who want to understand the
theory and practice of fMRI in sufficient detail to use it for neuroscience research, clinical
research, and (eventually) for clinical practice, such as for diagnosis, monitoring of treatment
outcomes, and treatment planning.

& e chapters are organized so that the more fundamental principles come first and then are
built upon to explain how magnetic resonance (MR) images are created, and finally how MR
imaging is used to produce maps of neural function with fMRI. It is not expected that the reader
will read this book from beginning to end, or will even start at the beginning. Sometimes you
may find it useful to jump ahead to understand why more basic concepts are necessary or to
put them into context. Chapter 9 describes current clinical applications of fMRI, of which there
are only a few, and a much larger number of studies that have been done with patient groups,
which—rather than being used for diagnosis—demonstrate how fMRI can be used as a valuable
clinical tool. & is chapter might be a useful starting point, depending on your interests, to show
you the value of reading the chapters that precede it. To help those who just want to get to “the
answer,” major sections of Chapters 2 through 8 end with “Key Points” boxes that highlight
the most important concepts to take away from these chapters. A useful “Glossary of Terms”
and an “Index” are included at the end of the book.

You may notice that, probably unlike most other books on fMRI, this book contains quite
a lot of discussion about alternative fMRI methods, other than the most widely used method,
based on BOLD (blood oxygenation-level dependent) contrast. It also includes a discussion of
fMRI of areas of the central nervous system other than the cortex, such as the brainstem and
spinal cord. Although the vast majority of fMRI studies will use the BOLD method to study
brain function, I have included these other extensions of fMRI, not just because of my research
interests, but because they can help to further the understanding of key concepts as well as
strengths and limitations of fMRI. It is also quite possible that some of these alternative meth-
ods will prove to be extremely important in the future, or may be the basis of even better func-
tional imaging methods.

As the author, I wrote this book from the point of view of someone who has worked on fMRI
for many years (although not since its inception), and with a particular interest in spinal cord
function. & is interest required reinvestigation of many of the concepts that had already been

Xi



Preface

developed for fMRI of the brain, including imaging methods, the underlying basis of neuronal
activity-related signal changes, and data analysis methods. Although my experience with the
bulk of this work was like reinventing the wheel, it provided a solid grounding in the under-
lying concepts of fMRI. I have been motivated by a very strong interest in understanding how to
implement fMRI as a clinical tool (in particular, for clinical assessment of spinal cord function).
& e process of preparing this book has contributed to this goal, and I hope it will contribute to
a broader understanding of the technological, conceptual, and practical barriers to clinical use
of fMRL

MATLAB™ is a registered trademark of & e MathWorks, Inc. For product information,
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Introduction

Functional magnetic resonance imaging (fMRI) of neural function has been in existence only as
of about 1992 (1-4), and since that time its use for neuroscience research has expanded rapidly.
& e basic method has remained the same: Magnetic resonance images of the brain, brainstem,
or spinal cord are acquired repeatedly for several minutes to detect changes in the images over
time. Whenever neuronal activity in a region changes as part of a cognitive process, sensory
stimulus, motor task, and so forth, the appearance of the tissues in that region changes subtly
in the magnetic resonance (MR) images and can be detected if the changes occur consistently
each time the same function is performed. Clinical uses of fMRI for diagnosis and monitoring
have been proposed since the method was first developed, and yet this potential remains largely
untapped so far for clinical practice, although fMRI studies of many different neurological dis-
orders have been carried out. Important questions need to be answered. For example, is fMRI
reliable and sensitive enough to guide clinical decisions? Are the results worth the time and
effort that could be spent on other tests or patients?

& ere is no single answer to these questions; rather, the answers depend on the clini-
cal information needed, how the fMRI data are acquired, and what MRI equipment is
available. Functional MRI is not a single method—it has many variations, and there is no
standard method that is optimal for every situation. & e translation of research methods to
standardized and validated clinical methods is also confused by the many points of view that
are presented by researchers from different disciplines. Researchers differ as to which acquisi-
tion and analysis methods are optimal and how the results can be interpreted, and also use their
own terminology, resulting in extensive jargon associated with fMRI. However, as is evident in
examples of fMRI applications in Chapter 9 and in explanations of methods in other chapters,
there is actually a considerable amount of consistency in the fMRI acquisition methods that are
currently used for a wide range of applications. Moreover, although methods for fMRI analysis
have a fairly wide range of options, ultimately, as long as the results accurately reflect the neural
function that occurred during an fMRI study, the analysis method is irrelevant.

& us, as our understanding of the physiology underlying the neuronal-activity-related MR
signal changes improves, there appears to be greater agreement about the correct interpretation
of fMRI results and their reliability. With a good understanding of its underlying theory, fMRI
can be used to study a wide range of neurological disorders, and most of the effort during the
design process can be put into choosing the timing and method of tasks or stimulation to elicit
the neural activity of interest. & is understanding of the theory will also enable users of fMRI to
incorporate future advances in MRI hardware and software. Based on the vast number of fMRI
studies that have been published showing clinically relevant information about neurological
disorders, and despite its many challenges, the clinical use of fMRI appears to be inevitable. It
also appears to be inevitable that the methods used will continue to develop and evolve. All users
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FIGURE 1.1 Summary of the basic process used for fMRI, with the example of a visual stimulus
that is varied in time. MR images are acquired quickly and repeatedly to describe a time series,
while the task or stimulus condition is varied systematically to elicit systematic changes in neu-
ral activity in the regions of interest. Subtle changes in the tissues, corresponding to changes in
neural activity, can be detected in the time series of images.

of fMRI would therefore benefit from a better understanding of the underlying theory of MRI,
fMRI study design, data analysis, and the interpretation of fMRI results.

& is book is intended to describe the essential theory and practice of fMRI for clinicians
and researchers who are not experts at MRI. No specialized background in physics and math is
assumed. Each underlying basic idea, such as how the MR signal is detected, builds upon previ-
ous concepts (e.g., what the MR signal is and where it originates from). & e chapters are therefore
organized in a logical order, starting with the fundamentals of MRI; how an image is formed; how
we use those images to get information related to neural function; and finally, how we can use
MRI as a tool in the form of fMRI. Again, Chapter 9 describes current clinical applications and
others that are expected to be precursors of future clinical applications. Each section in Chapters
2 through 8 ends with a summary of “Key Points” a “Glossary of Terms” is also provided at the
end of the book.

& e basic method for functional MRI is depicted in Figure 1.1 and shows the key points that
MR images are acquired repeatedly over time, while the person being studied changes tasks
or cognitive processes in order to elicit a change in neural activity. & e acquired images are
based on the same MRI methods used for conventional anatomical imaging (see Chapter 4).
Functional MRI is just a specific use of conventional MRI, and almost any modern MRI system
can be used for fMRI. As indicated above, there are tissue changes that occur when the neural
activity and related metabolic demand change, and these tissue changes are reflected in the
MR signal (as discussed in Chapter 6). However, the changes that must be detected are subtle
and cannot be seen by eye simply by comparing two images. Other effects such as physiological
motion and random noise can also cause subtle changes in images, so every difference between
two images cannot be attributed to neural activity.

In order to support the conclusion that image changes are caused by a change in neural activ-
ity, we systematically change between two (or more) tasks or conditions repeatedly. Any image
changes that consistently occur, corresponding to the change in task or condition, are most likely
related to differences in neural activity. As a result, we need to acquire images of the brain (or
other region of interest) repeatedly, and as fast as possible. However, there are trade-offs between
image quality, speed, and resolution, as discussed in Chapter 5. & is point relates to a number
of questions that arise. For example, why don’t we just image with high enough resolution to see
individual neurons, in order to be certain that we are detecting neural responses? One reason is
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that it takes time to measure and record the data that compose an image. If we image the entire
three-dimensional brain, with one point of data representing each 25 pm x 25 pm x 25 pm cubic
volume (the rough average size of a nerve cell body, or soma), we would need about 100 billion
data points to cover an average brain with a volume of 1500 cm?. Even sampling the data at a
rate of 10 billion points per second would take too long for the purposes of fMRI. & is sampling
rate is currently impossible for reasons discussed in Chapter 3, and it would require data trans-
fer rates and writing to disc at more than 20 GB/sec (which has become possible only recently).
As discussed in Chapters 6 and 7, we want to image the brain about every 3 sec (or faster). Each
individual axial brain image would have to be about 8000 x 6400 points, and we would need
about 5600 images to span the whole brain. Compare this to current high-definition televisions
(HDTVs) with 1080p format, which display 1920 x 1080 pixels. & atis, we could not even display
one entire axial slice at the full resolution of the data. We would need to arrange 24 HDTVsin a
4 x 6 grid to display the whole slice. While perhaps a fun exercise, it is not at all practical.

Another factor affecting the spatial resolution is that the signal we detect is predominantly
from water and lipids. & e signal from each 25 pm cubic volume would be very low compared
with the background noise, as discussed in Chapters 3 and 5. As a result, we are limited to
working with image data with a resolution of a few millimeters in each direction, and taking
a few seconds to image the brain for each time point. Nonetheless, with good choice of imag-
ing methods (Chapter 6), efficient fMRI study design (Chapter 7), and effective data analysis
(Chapter 8), we can achieve high sensitivity to neural activity and reliably characterize changes
in brain function that result from neurological disorders or trauma (Chapter 9). A summary of
the concepts discussed in Chapters 6, 7, and 8 is also provided in the Appendix.

References

1. Ogawa S, Lee TM, Kay AR, Tank DW. Brain magnetic resonance imaging with contrast dependent on
blood oxygenation. Proc Natl Acad Sci USA 1990;87(24):9868-9872.

2. Ogawa S, Lee TM, Nayak AS, Glynn P. Oxygenation-sensitive contrast in magnetic resonance image of
rodent brain at high magnetic fields. Magn Reson Med 1990;14(1):68-78.

3. Kwong KK, Belliveau JW, Chesler DA, Goldberg IE, Weisskoft RM, Poncelet BP, Kennedy DN, Hoppel
BE, Cohen MS, Turner R. Dynamic magnetic resonance imaging of human brain activity during pri-
mary sensory stimulation. Proc Natl Acad Sci USA 1992;89(12):5675-5679.

4. Menon RS, Ogawa S, Kim SG, Ellermann JM, Merkle H, Tank DW, Ugurbil K. Functional brain map-
ping using magnetic resonance imaging. Signal changes accompanying visual stimulation. Invest
Radiol 199227 Suppl 2:547-S53.






Basic Concepts

A few key concepts are useful to understand before delving into explanations of how magnetic
resonance (MR) images are constructed and how we can use them to map neural function,
because these concepts come up repeatedly or have an overall influence over the theory and
practice of functional magnetic resonance imaging (fMRI). One very influential factor is the
construction of the MRI system itself, because it determines the limited space and environ-
ment that we have to work within. Another important concept to understand is how numeri-
cal data can be represented as images, since all of the data used for fMRI are in the form of
images. Furthermore, important mathematical concepts that occur throughout the theory
of how images are constructed, and how they are analyzed, are based on the common idea
of representing data as a sum of meaningful components. & ese concepts include separating
data into components (such as with simple linear fitting), the general linear model (GLM), and
the Fourier transform. Although the level of detail presented in this chapter might go beyond
what is needed to use these ideas for fMRI in practice, some readers may want to know the
details, and so they are included here.

2.1 Basic Anatomy of an MRI System

A good starting point is to understand the basic features of an MRI system, especially with
regard to how its shape and operation will affect how fMRI studies are done. Some people who
want to use fMRI may not have had the opportunity to look in detail at all of the components
of an MRI system. & is section briefly describes an MRI system’s key elements that are in the
MR “magnet room” and are seen by people who participate in fMRI studies. & is section also
describes the various magnetic fields, which typically cannot be sensed. & e descriptions include
how the various magnetic fields are created and basic principles of MR signal detection.

2.1.1 The Static Magnetic Field

One of the biggest factors that influences how functional MRI studies are carried out and what
functions are studied is the shape and size of the MRI system itself (Figure 2.1). Magnetic res-
onance imaging requires a very strong magnetic field that has precisely the same magnitude
(i.e., strength) and direction everywhere in the region we want to image. One of the key prop-
erties used to describe the quality of an MRI system is the uniformity, or homogeneity, of its
magnetic field. For example, today’s high-quality MRI systems made for clinical use in hospitals
will have magnetic fields that vary by less than 5 parts per million (ppm) over a 40 cm diameter
spherical volume in the region to be used for imaging (based on a manufacturer’s minimum
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FIGURE 2.1 A typical clinical MRI system, which is also used for fMRI.

specifications for 3 tesla MRI systems in 2004). & e strength of the magnetic field can be dif-
ficult to understand because we rarely encounter strong magnetic fields in everyday life. Unless
you have some metal in your body from surgery or an injury, or keys or coins in your pockets,
you may not be aware that you are in a magnetic field at all. To describe the strength of the field,
we use units of gauss (G) or tesla (T), where 10,000 gauss is equal to 1 tesla. Some examples to put
the magnetic field strength of a typical MRI system into perspective are as follows:

Earth's magnetic field 0.3 to 0.6 gauss, depending on your location
Limit considered safe for people with 5 gauss
implanted pacemakers or neurostimulators
Magnetic strip used to hold refrigerator ~20 gauss at the surface
doors shut
Electromagnets used on cranes for lifting Around 10,000 gauss or 1 tesla
scrap metal, such as cars
Common MRI systems currently used in 1.5 tesla to 3 tesla
hospitals

Research MRI systems for humans (so far) Up to 9.4 tesla for whole-body systems
Up to 11.7 tesla for head-only systems

Highest magnetic field (used for research, 45 tesla
not for MRI) (National High Magnetic Field Laboratory at
Florida State University, Gainesville)

& e purpose of having MRI systems with higher fields is to get a stronger signal, as described
in Chapter 3. & e downside of higher magnetic fields is that they take a lot of energy to create,
both in terms of electrical energy and in terms of the work to design and build the magnet. & is
observation is especially true if we want the magnetic field to be uniform over a volume large
enough for imaging a human body.

& e basic concept used both for creating the magnetic fields we need for MRI and for detect-
ing the MR signal is that if we run an electrical current through a wire, then a magnetic field
is created around the wire (Figure 2.2). If we change the direction of the current, then we also
change the direction of the magnetic field everywhere. Instead of using a straight wire, we can
bend it into a loop and create a region in the middle of the loop with a more uniform magnetic
field. For the design of MRI systems, this idea is extended further by wrapping wires in repeated
loops along the surface of a cylinder, which makes the magnetic field stronger and more uniform
over a larger volume at the center of the cylindrical coil of wire (Figure 2.3).

In practice, the coils of wire used to create the magnetic field for an MRI system are not
wrapped in evenly spaced loops, but the spacing and density of the windings are varied to create
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FIGURE 2.2 Magnetic fields created by passing an electrical current, I, through a straight conduct-
ing wire (left) or through a circular loop of wire (right). The arrows indicate the magnitude (length
of the arrow) and the direction of the magnetic field at each position. The contour lines run along
positions where the magnetic field magnitude is constant. The contour lines are further apart where
the magnetic field is more uniform.

Repeated loops wrapped to form a Similar to the shape of the coils used
cylindrical shape (perspective view) for an MRI system
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cylindrical coil from  through the cylindrical coil of wire, in a horizonatal plane
above

FIGURE 2.3 The magnetic field created by passing an electrical current through a continuous
conducting wire wrapped on the surface of a cylinder. The shape of this cylindrical coil of wire is the
basis for the general shape of most modern MRI systems.

the optimally uniform field at the center of the magnet. & is field is called B, and its direction
is through the long axis of the cylinder (i.e., the north pole of the magnet is at one end of the
cylinder, and the south pole is at the other end). To have consistency across descriptions of MR
systems, we define the z-axis of our coordinate system to be parallel to B,. If we have a person
laying supine in the magnet, then the z-axis is in the head-foot direction, the x-axis is right-left,
and the y-axis is anterior-posterior.
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& e wires used to create B, are also made of special alloys, which are superconducting (mean-
ing they have no electrical resistance) at very low temperatures. & e wires are contained in a
cryostat filled with liquid helium at roughly -270°C. & e specifics of the designs are propri-
etary information held by magnet manufacturers. & e key features of the magnet design, as
they impact on fMRI, are that the person being imaged must be placed at the center of the MR
magnet, which is typically around 2 meters (79 inches) long and typically has an inner opening
(called the bore) with a diameter of 65 cm (25.6 inches). All MRI experiments must be performed
within this confined space. In addition, since the magnet is superconducting, once it is powered
up to produce the desired magnetic field, it stays on without any additional electrical power. & 1is
is an important safety consideration because the magnet is generally never turned off.

As mentioned earlier, a key property of the static magnetic field of the MR system is its unifor-
mity, or homogeneity. But, anything we place inside the magnetic field, including a person, tends
to change the magnetic field slightly. To make the magnetic field as uniform as possible, and to
compensate for changes caused by putting different objects or people in the field, we shim the
field. Shimming is typically handled in one of two ways. One is done at the time the magnet is
first installed and powered up, by placing small amounts of iron at specific locations within long
trays that line the cylindrical magnetic field coil. Iron is magnetic, so the pieces of iron alter the
magnetic field around them. & is is called passive shimming and is usually a time-consuming,
iterative process. Once the shimming is complete, though, the magnetic field is highly uniform
over the center region where the imaging takes place. & e second method of shimming uses
several more sets of wire coils, like the one used to create the main magnetic field (B,), except
these are not superconducting and are designed to change the spatial distribution of the field in
a number of different patterns. Each time we place a person inside the magnet, the MR system
can quickly map the magnetic field and compute the electrical current needed in each shim coil
to make the magnetic field as uniform as possible. & is is called active shimming.

After all of this effort to make a highly uniform magnetic field, during imaging we alter the
magnetic field by turning on magnetic field gradients. & ese are magnetic fields that vary lin-
early with position, across the region we want to image, to get spatial information from the MR
signal. Exactly how and why we perform this procedure is explained in the next chapter. For
now, we want to focus on the equipment used to make these field gradients.

& ebasic principles used to produce the magnetic field gradients are exactly the same as those
used to create the main magnetic field. & e important difference is that now, instead of creating
a uniform magnetic field, we want to create one that changes perfectly linearly in strength across
the region we use for imaging. To create a gradient along the long axis of the magnet (defined as
the z-axis), we can use two simple loops as shown in Figure 2.4. If we place them some distance
apart and pass equal electrical currents through the two loops in opposite directions, then they
create two equal magnetic fields but with opposite directions. At the mid-point between the coils
their fields cancel out, and as you get closer to either loop the field gets larger in magnitude, but
the direction depends on which coil you are closest to, as shown in Figure 2.4. In the middle
region between these two loops the field varies almost perfectly linearly with position, creating
the gradient we want. Closer to either loop, the variation with position is no longer linear, and
we cannot use this region for imaging, as explained in Chapter 4.

Producing gradients in the other directions, perpendicular to the z-axis, such as horizontally
right-left (x-direction) or vertically (y-direction), is done in the same way only with differently
shaped loops of wire (called gradient coils). Still, the most important features are that the mag-
netic field produced by the gradient coils must be parallel to By, and the gradient direction is
the direction you would move along to have the field strength change. With gradient coils to
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FIGURE 2.4 The magnetic field produced by passing an electrical current in opposite directions
through two loops, spaced some distance apart. This is the basic idea used to create a gradient
through the long axis of the MR magnet (the z-axis, parallel to By). The plot on the right shows the
field variation through the pair of loops, with the numbers selected to show the example of a gradi-
ent of 1 gauss/cm. This example shows the linear region of the gradient has a span of about 60 cm,
in this case. This relationship does not hold for every MR system because it depends on the actual
gradient coil design.

produce linear gradients in each of the x, y, and z directions, we can produce a net gradient in
any direction we want simply by turning on two or more gradients at a time. For example, if we
put electrical currents through the x- and y-gradient coils to produce gradients of 1 gauss/cm in
each direction, the fields sum to produce a net gradient of 1.41 gauss/cm in the x-y plane, exactly
midway between x and y.

& e direct impact of the gradient coils on fMRI, in addition to producing the gradient fields
we need for imaging, is that they decrease the space available in the MR system. & e coils used
to create the main magnetic field, B, are often around 1 meter in diameter for whole-body MRI
systems. & e three gradient coils need to be positioned within the main magnet, and the cen-
ter points of the three gradient fields and of the main field must be at the same position. & is
is the isocenter of the MR system and is the point where the magnetic field does not change,
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regardless of which magnetic field gradients are turned on. & e space taken up by these coils
reduces the available space to a diameter of about 65 cm in many current MR systems, as men-
tioned earlier. Another significant impact of the gradient fields is that turning them on and oft
produces sounds because of the considerable forces between the static field and the gradient
fields. & e stronger the gradient, the louder the sound tends to be, and gradients that are turned
on and off more quickly produce sounds with a higher pitch. & e sounds produced are loud
enough that people being imaged generally need to wear hearing protection. Depending on
the nature of the fMRI study, these sounds can have a significant impact on the brain function
being studied if they cause distraction or interfere with audio cues or stimuli.

Yet another form of magnetic fields needed for MRI is one that oscillates or rotates at high
frequencies for excitation, as described in Chapter 3. Again, these magnetic fields are produced
by passing electrical currents through loops of wire. By rapidly changing the direction of the
current, the magnetic fields produced also oscillate at the same frequency. In practice these
fields are made to oscillate in what is termed the radio-frequency range of the electromagnetic
spectrum, so they are called radio-frequency, or RF, fields. & eloops of wire are referred to as RF
coils. As shown in Figure 2.2, the direction of the magnetic field is determined by the direction
of the current as well as the shape and orientation of the loop of wire. By using two loops of wire
oriented 90° to each other, we can produce a total magnetic field in any direction we choose, and
can also make this field rotate around in time (Figure 2.5).

& is concept can be extended by using combinations of more coils, and the designs are not
limited to circular loops. & e number and shape of loops can be designed as needed to produce
the desired volume with uniform magnetic field intensity. However, the combination of coils
also must be electrically tuned to function at the desired frequency, just like a radio antenna.
How to do so is beyond the scope of this description, but it is worth pointing out that this factor
limits the possible shape and size of the coils.

Another fairly obvious point is that the RF coils must be placed around the body part to
be imaged. For reasons to be explained later, we need the magnetic field to be as uniform as
possible across the region to be imaged. As in Figure 2.5, the magnetic field is weaker further
from the coils, but more uniform. In theory, we could just increase the current through the
coils to make the magnetic field stronger, if needed. However, there are limits to how much
current we can use without causing the coils to heat up and without reaching the limits of our
power supply.

An important factor that influences the coil design is that we need to use RF coils for detect-
ing, or receiving, the MR signal as well. Just as we can pass a current through a loop of wire to
make a magnetic field, any magnetic field that varies in time induces an electrical current in
a loop of wire. & e theorem of reciprocity states that the spatial distribution of the magnetic
field created by passing a current through a coil is the same as the distribution of its sensitivity
when used as a receiver (1). In other words, in order for the RF coils to be sensitive when detect-
ing the MR signal, they need to be as close as possible to the body part to be imaged. But, we
need the RF coils further away to produce uniform magnetic fields for excitation. In many cases
the RF coils are designed to balance these two requirements as much as possible (Figure 2.6),
or in some cases RF coils are designed for excitation-only or for receive-only, so that there is no
need to compromise the design of either. In the latter case, the result is that we need at least two
different RF coils around the area to be imaged.

For the purposes of fMRI, the necessity of the RF coils places additional restrictions on the
tasks that can be performed or the environments that can be presented for studying some neural
functions. For example, RF coils placed around the head for fMRI of the brain can affect the
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FIGURE 2.5 Magnetic fields created by passing electrical currents through two loops of wire. The
direction of the resulting magnetic field in the region between the loops can be varied by adjusting
the magnitude and direction of the current in each coil. The change in field between the left and
right figures is caused by reversing the current direction in one of the coils.

visibility of visual displays and can make participants feel more claustrophobic. However, in
many cases it is possible to use mirrors so that the participant can see outside of the magnet,
or visual displays may be built into goggles placed in front of the eyes so that the presence of
the RF coil is less noticeable. It is also an option on some MRI systems to use only the posterior
half of head or neck coils, as receivers only, to provide unobstructed vision, or to enable the
head to be in a slightly raised or turned position if needed, at the expense of some reduction in
sensitivity (2).

&4 e remaining components of a complete MRI system are typically computers, electronics,
and amplifiers, which are hidden away in an equipment room. Although they are essential to the
operation of the MRI system, they do not impact on how fMRI studies are done, are not visible
to a person participating in an fMRI study, and are not described in detail here. However, they
are shown schematically in Figure 2.7.

1
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FIGURE 2.6 Magnetic fields created by passing electrical currents through five square loops of
wire, arranged to fit around the back of a person’s head, similar to what might be used in a posterior
head coil (shown on the right). The direction of the resulting magnetic field in the region between
the loops can be varied by adjusting the magnitude and direction of the current in each coil, as can
be seen by comparing the two magnetic field plots (left and middle frames).
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FIGURE 2.7 Schematic of a complete typical MRI system, including the magnet components and
the electronic components and computers used to operate the system.

Key Points

1. A magnetic field is created when an electrical current is passed through a conduc-
tor, such as a wire.

2. If the wire is curved to form a closed loop (square, circular, oval, etc.), the magnetic
field created will be directed through the loop at the center.

3. A shape similar to a long wrap of wire around the surface of a cylinder is used to
make the very large static magnetic field of the MRI system, with typical strengths
of 15,000 to 70,400 gauss (equal to 1.5 tesla to 7.04 tesla).

4. Other shapes of loops are used to make magnetic fields with linear gradients, which
in most MRI systems can be up to around 4.5 gauss per cm. & ese gradient fields
are typically switched on and off quickly during imaging.

5. Smaller loops are used to make magnetic fields that oscillate rapidly in the radio-
frequency range (around 63 MHz to 300 MHz). & ese fields are pulsed briefly (for
a few msec) during imaging.

2.2 Representing Images with Numbers and Vice Versa

While we are familiar with looking at pictures on a page or canvas, or images on a computer
monitor or television, it is much less common to think about the numbers that an image repre-
sents. What is the connection between an image and numbers? All images that can be displayed
on a computer monitor or TV screen or stored in computer memory or on a disc are digital
images (Figure 2.8). In other words, they are represented as discrete points as opposed to a

13
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FIGURE 2.8 Examples of digital images (MRI) with progressively greater magnification to show details,
and the limits of spatial resolution. Note that magnifying the image does not tend to show greater detail
because we cannot know the finer details that are not represented in the original image data.

continuous surface such as you would see by looking closely at paint on a canvas. If you look
very closely at some types of computer monitors or television screens, you may see that the dis-
play is composed a large number of small dots of color. Each dot is called a picture element, or
pixel. It is also now common to hear about digital cameras being characterized by a number of
megapixels. & is refers to how many million pixels produced in the pictures you would get with
this camera. For example, if a camera produces digital photos that are 2048 pixels by 1536 pix-
els, then the total number of pixels used is 2048 x 1536 = 3,145,728, and it would be called a
3.1 megapixel camera. Each pixel within any digital image, regardless of how it is produced, is
assigned a color or shade of gray, which is indicated by one or more numbers.

& e colors used to represent MR images typically indicate only the strength of the MR sig-
nal from each point in a region of the body or an object. By displaying the signal in a two-
dimensional plane it looks like a picture of the anatomy, but we have to keep in mind that it
is not. & ere are ways in which the pictures we obtain with MRI may not accurately represent
the anatomy because of spatial distortions or limits of the fine details we can detect. & e pic-
tures can also just as easily show more details than we see with our eyes when looking at the
anatomy. & eir phenomenon is explained in more detail in Chapter 5. In a digital photograph
the measurement method detects colors, so they can be reflected accurately in the image. With
MRI we create what are termed false-color images because we don’t measure a visible quality of
tissues in the body—we measure a physical quality of the tissues and represent it visually. We
can therefore choose to assign colors to each value in an image in any way. If we assign the colors
randomly, then the resulting image tends to look like a random mess; instead, colors are typi-
cally applied in a smooth progression over the range of values, which is called a color scale (see
examples in Figure 2.9). We can apply any color scale as shown in Figure 2.10 without changing
the image information, but some features can be emphasized preferentially. However, in most
cases, especially when looking at the anatomy, colors can be misleading or distracting, and it is
best to stick with a gray scale so that images are displayed consistently.

& e color scales used in the examples in Figure 2.10 are only used when the image infor-
mation does not already indicate a specific color. To specify a color, we typically need three
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FIGURE 2.9 Examples of color scales used to label image values from O to 100.

FIGURE 2.10 Examples of the same magnified portion of the image shown in Figure 2.8 except
that here it is not smoothed and the individual square pixels are visible (this is called pixelated). The
same image is shown in gray scale on the left, and with three different color scales.
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FIGURE 2.11 Examples of an image shown with a color scale and as a surface, with the height of
the surface used to indicate the value of each pixel.

or four values per pixel, depending on the color-coding format we use. Some common color-
coding schemes are RGB for red-green-blue and CMYK for cyan-magenta-yellow-black. & e
RGB scheme uses three values for each pixel to indicate the amount of red, green, and blue,
respectively, to show for that pixel; and they combine by adding the wavelengths. For example,
with the RGB scale, yellow is created by mixing red and green, because yellow is between red and
green in the visible spectrum. However, we assume the color scale is cyclic (i.e., it wraps around),
and purple is made by adding blue and red (even though red is the longest visible wavelength
and purple is one of the shortest). Shades of gray are produced anytime all three color scales
have equal values, and brighter colors have higher values. In other words, black is created when
all three colors are set to zero; and to indicate white, we need to set all three color values to the
maximum value.

Returning to the numbers that are used to create digital images, we can see that each pixel
in an image really represents one or more numbers, and we can show these many different
ways, not just as images. For example, Figure 2.11 shows how a grayscale image could instead
be shown as a grid of colored rectangles or as a surface plot where the height of the surface
reflects the value of each pixel. & e surface plot of the image data more dramatically shows the
changes in pixel values between certain regions, but obscures some areas behind the peaks. It
also shows how we could plot the change in pixel values along selected lines to see structural
details in another way.

Each black line drawn across the surface plots in Figure 2.12 shows the variation of pixel val-
ues across a specific range of positions. We could choose a single line, as in Figure 2.6, and extract
the data to show it asaline plot. & e purpose of doing this is to demonstrate how there is nothing
particularly special about data in the form of an image—it just tends to have more dimensions
than other forms of data, such as physiological measurements. Image data, just like any other
data, can be characterized by applying statistical tests or can be modified by smoothing, filter-
ing, and so forth. Finally, an important idea to point out is that we can also acquire image data
repeatedly over time to add yet another dimension. Pixel values can just as easily be plotted as a
function of any component of spatial position or as a function of time.
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FIGURE 2.12 Example of extracting a single line of data from a surface plot, and showing it as a
line plot of the pixel values as a function of position.

Key Points

6. A digital image, such as an MR image, is simply a two-dimensional grid of numbers.

7. Each point in the grid is a picture element, or pixel.

8. If there is one number per pixel, the numeric data can be shown as an image, by assign-
ing a color or gray scale to the range of values. & ese are displayed in place of the
numeric values.

9. A true-color image has 3 numeric values per pixel, indicating the red, green, and
blue (RGB) components to display, or 4 values if the cyan, magenta, yellow, black
(CMYK) format is used.

Because images come in many different shapes and sizes, we need to get some information about
an image before we can read the data or load them into a computer program for display. & is
information includes the number of pixels spanned by the data in each direction and the format
in which the numbers are stored. Additional information might include the size of the field-of-
view (i.e., the distance spanned by the image data in each direction), the position coordinates
for the center or corners of the image so that it can be positioned in relation to other images,
details of how the image was acquired, and information about the person who was imaged. To
provide all this information and more, standard formats have been developed so images can be
shared, and software for reading and displaying images can be made for widespread use. & e
standard used for medical imaging is the DICOM standard, which stands for Digital Imaging
and Communications in Medicine. & is standard includes definitions for data file formats as
well as for how to store, print, and transmit images across computer networks. While most MRI
systems will output the image data in DICOM format, this is rarely used for fMRI data analysis,
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and so it is common to convert to some other format that is more convenient to work with. As
a result, it is useful to know some of the details of the common file formats because reading the
data is typically the first step in analyzing fMRI data (discussed in Chapter 8).

A typical feature of commonly used file formats, including the DICOM standard, is that
information about the image is appended to the beginning of the image data, in what is called a
header. Another option that is occasionally used is to divide the image data and header data into
two separate files, which must be assigned file names that reflect their link. & e data file itself is
really just a series of binary numbers, being zeros and ones, which are each called bits. Binary
numbers are used because the data are stored electronically, and each bit can only be set as being
on (one) or off (zero). Similarly, there is no way to record number symbols or otherwise indicate
larger numbers with a single piece of information. To read the data and to represent higher num-
bers, it is necessary to know how many bits are used to represent each number. For example, if
we were able to read ordinary base-10 numbers, we would read digits between 0 and 9. Reading
a string of numbers such as:

012345678901234567890123456789012

might mean: 01 23 45 67 89 01 23 45 67 89 01 23 45 67 89 01
or possibly: 0123 4567 8901 2345 6789 0123 4567 8901.

But, if we knew the numbers were defined in four-digit groups, we would know we could
read numbers between 0 and 9999, or =999 to +999 if one digit was used to indicate whether the
number was positive or negative. In the same way, a 4-bit binary number can be between 0 and
1111, or from -111 to +111. & e meaning of each bit is similar to the meaning of each digit in a
base-10 number. For example, we know that with a four-digit base-10 number, the digits repre-
sent {1000 100 10 1} in order from left to right. In binary, or base 2, the bits represent {8 4 2 1}.
Picking 101 as an arbitrary example of a binary number, we can see that this would equal 5 in
base-10 numbers, since it is equal to 4 + 1. In other words, an 8-bit binary number can be used
to represent numbers from 0 to 255, because the bits would represent {128 64 32 16 8 4 2 1}, or
could be -127 to 127 if we use the first bit to indicate positive or negative, that s, {+ 643216 842
1}. & is relationship does not give much range for numbers to represent images; instead, we can
use 16-bit or 32-bit numbers to represent much larger numbers. For reasons of computer archi-
tecture, numbers are typically defined in groups of 8, 16, 32, 64, ... bits because these numbers
are also powers of 2, and any group of 8 bits is called a byte. We can represent characters of the
alphabet as well, because each character of the alphabet and several symbols have been assigned
a number in the coding standard known as ASCII (American Standard Code for Information
Interchange). In fact, there are 95 ASCII characters defined, and these are assigned numbers 32
to 126. So, we can read in a long series of bits and convert them to a series of numbers or char-
acters, as long as we know in which form they are written.

We return now to the DICOM standard mentioned earlier. A DICOM image contains data
defined in blocks as follows:

Caroup | comen | vk | Lontinyos [ oo

2 bytes 2 bytes 2 bytes 2 bytes Variable length

& e value representation (VR) values are formatting codes consisting of two characters that,
together with the length of the data in bytes, indicate exactly how to read the data. & e meaning
of the formatting codes, and also other implicit formats that are occasionally used, are defined
in the DICOM standard. Each Group and Element combination also has an explicitly defined
name. For example, Element numbers 16 and 17 of Group 40 are 2-byte integers and are defined
as xsize and ysize, which are the two dimensions of the image data. In this way, all the details of
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how, where, and when the image was acquired, and details about the person who was imaged,
are included in the image header. Even if some elements are missing or out of order, each entry
in the header is identified by its Group and Element number that precedes it. & elast entry of the
DICOM data contains the size and format of the image data, followed by the image data itself.

While this format is very flexible and contains a great deal of information, it means that a lot
of header information is repeated with every image. Most MR image data contains multiple two-
dimensional image slices to span a range of anatomy, such as a brain. Each of the images would
be stored with its own header information. Functional MRI data requires images to be acquired
repeatedly over time, in order to describe a time course. So, with DICOM format images, we might
have 30 images to span the brain, each repeated 100 times to describe a time course, for a total
of 3000 images in one fMRI data set. Alternative formats for storing images have been devised,
such as the Analyze format, which is used by the ANALYZE image processing program (& e
Mayo Clinic, Rochester, New York) and was adopted by Statistical Parametric Mapping (SPM,
Wellcome Trust Centre for Neuroimaging). & is format uses one header file that is 348 bytes
long and a separate file containing only the image data for all of the slices that were acquired at
one time. For the example above, the fMRI data set would consist of 100 image data files and the
associated header files. & e trade-off is that the header cannot contain as much information about
how the image data were acquired or the person who was imaged as with the DICOM format.

However, a more recent development is an extension of the Analyze format called NIfTI-1.&4 e
Data Format Working Group (DFWG) of the Neuroimaging Informatics Technology Initiative
(NIfTT) (http://nifti.nimh.nih.gov/) developed this data format specification to make it easier to
use different fMRI data analysis software packages with the same data. For example, it may be
desirable to use a feature that is available in one software package, and continue the analysis or
display with features from another software package. Many of the widely used software packages
(as discussed in Chapter 8) support the NIfTI-1 format. & e basic structure is similar to the
Analyze format described briefly above but includes more information in the data header.

In practice, when doing fMRI, probably the only time we need to think about the image for-
mat is when trying to determine if we have the right format for a particular analysis software.
It is important to understand that all formats are not the same, and some conversion to another
format may be needed. Fortunately, many widely used fMRI analysis packages are able to read
DICOM format and can write output in NIfTI-1 format. Also, software options for converting
between various formats are available from sources such as NITRC (Neuroimaging Informatics
Tools and Resources Clearinghouse, http://www.nitrc.org/).

Key Points

10. MR images (like any digital images) must be stored in clearly defined formats so
that the image data can be read and loaded into computer software, for display
and analysis.

11. & e image data must be accompanied by information about the dimensions of the
image, in pixels, and the format and number of bits used to represent the value of
each pixel in the image.

12. & e information accompanying the image can also include details about how the
image was acquired, the person imaged, and so forth, and is called the image header.

13. & e header information can be stored before the image data in the same file or can
be stored as a separate, accompanying file.

14. & e standard format for digital medical images, as output by most MRI systems, is
the DICOM standard.

15. MR image data, such as for fMRI, are typically converted from DICOM to other
formats for convenience.
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2.3 Recurring Math Concepts: Representing Data

as Sums of Meaningful Components

& roughout the explanations of how MRI data are acquired, how images are constructed, and
how fMRI data are analyzed, are the math concepts described in the following sections. & ese
include (1) breaking down any data set into components, such as with curve fitting; (2) the gen-
eral linear model (GLM); and (3) the Fourier transform. While these might seem like separate
topics that are unrelated, the basic concept they have in common is very important: that is,
the idea that any data set can be represented as a sum of components, or data subsets, that can
explain features of the data or provide meaningful information.

A concept that is used repeatedly in MRI for constructing images and for fMRI data analysis
is that data with any number of dimensions can be represented as a sum of simpler patterns.
In the case of MRI data, we use the idea of summing patterns to create the total image because
the data are actually acquired as a set of patterns, which are summed to create an image. While
this idea is very vague for now, it is described in detail in Chapter 5, and for now we want to just
focus on how signals or images in general can be represented as a sum of simpler components
or patterns. In the case of fMRI data analysis, dividing the data into simpler patterns can make
it easier to understand. But, there are many examples of this idea throughout all forms of data
analysis methods.

One very simple and perhaps familiar example of decomposing data into simpler compo-
nents is fitting a line or a curve to values that are measured as a function of some independent
variable, such as time, position, and so forth. For example, if we have the following set of data:

X: 1 2 3 4 5 6 7 8 9 10
Y: 13.60 17.24 19.22 20.67 2294 23.20 2499 2220 2457 24.76

then simply looking at the progression of the values of Y, or plotting Y versus X in a graph, we
can see an increasing trend. To describe how Y changes, though, we need to fit some curve to the
data. A linear fit works quite well, as can be seen in Figure 2.13. & is graph shows that we can
describe the data as a sum of a constant function with Y = 15.34 at all values of X, and a linear
ramp function with Y increasing by 1.09 each time X increased by 1. However, we would obtain
a better match to the measured data if we used a curve of the form Y = g, + a,X + a;X%. & isisa
second-order polynomial, and the curve-fitting results would tell us the best values of a,, a,,
and a;. We can also think of it as a sum of three patterns: (1) a constant function with a value
of 11.2, (2) a linear ramp with Y increasing by 3.1 each time X is increased by 1, and (3) an X?
curve with a scale factor of -0.1861. & ese variations are shown in Figure 2.14. Depending on the
values being measured, the separate patterns that fit the data may have some physical meaning.
For example, they could each represent a specific effect that contributes to the measured values.
For the purposes of this discussion, this example only serves to illustrate the basic concept of
decomposing a set of measurements into sums of simpler patterns (or lines, or functions, or
whatever you prefer to call them).

Key Points

16. A sequence of measured values (i.e., a data set) can be expressed as a sum of pat-
terns that are easier to understand or interpret.

17. Examples of decomposing data into simpler patterns are very common, such as fit-
ting a line or a curve to data.
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FIGURE 2.13 A sample data set, with fits to two different functions, as examples of decomposing
data into simpler shapes or functions.
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FIGURE 2.14 Example of decomposing a pattern of measured data points into three simpler com-
ponents, which are the elements of a second-order polynomial: (1) a constant function, (2) a linear
function, and (3) a parabolic function (X2). The measured data (black line) is the sum of these
three patterns.
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In many cases it may be desirable to determine how; or if, a sequence of numbers or measurements
can be expressed as sums of other functions, such as other changing values in time, for example.
With the GLM (3) to decompose our measured data, S(t) we use the same idea as above:

S(t) =a,P, + a,P, + a;P; + e

In this formula, P, P,, and P; represent a set of predefined patterns of our choosing, and are
called the basis functions. In this example, three patterns were chosen, but any number can be
used. Together they form our basis set. & ese patterns must have the same number of points as
our measured data and are typically defined with a mean value of zero. As a result of setting
mean values to zero, the basis set must either include one constant function with a value of 1, or
S must be corrected to have a mean value of zero as well. For example, the GLM could be defined
as S(t) = a, + a,P, + a,P; + e, and then the average value of S does not need to be zero. & e values
a,, a,, and a, are the values that will be determined and are the output of the GLM in order to
give the best fit. & e value “e” is simply whatever is left over, called the residual, and the best fit
gives the values of a,, a,, and a, that minimize the sum of the squares of the valuesin “e.” & atis,
the best fit values of a,, a,, and a, make the values in “¢” as small as possible.

For example, say we have measured some physiological value such as a person’s heart rate
while exercising on a treadmill. It might be more useful in this case to see if the heart rate is
related to other changing patterns in time, such as the rate of breathing, the amount of work the
person is doing, and the slope of the treadmill. Fictional data are shown in Figure 2.15. Right
away it is clear that these patterns might also be related to each other. It wouldn’t make sense to
fit our measured values to all three of these patterns. Also, each of these patterns has a different
unit (beats/min, calories/min, etc.). Without showing yet how the GLM is done, it is useful to
look at a few examples of possible applications and what problems may occur. First, if we try
to express the heart rate as a sum of the other three patterns, we get this result:

heart rate = 2.55 x breathing rate + 2.66 x calorie burn rate - 0.33 x treadmill slope

Figure 2.16 shows that the GLM fit to the heart rate appears to be quite good, but the results do
not make much physical sense. & e results of the fit indicate that the heart rate decreases with
increasing treadmill slope. If we omit the treadmill slope from the GLM, then we get this result
(Figure 2.17):

heart rate = 2.99 x breathing rate + 1.86 x calorie burn rate

& e result of this fit appears to be just as good as the previous one. So, how do we know which
results to trust? Two key points that have been overlooked so far are that (1) we should include

140

13
3

T
1

Heart Rate (beats/min)

R et s " Breathing Rate (breaths/min)

20 F / 4 L : : Work Rate (calories/min)

= Treadmill Slope (degrees)

FIGURE 2.15 Sample data for use in an example of a GLM.
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2.3 Recurring Math Concepts: Representing Data as Sums of Meaningful Components

a constant function to account for the average value of the measured data, and (2) we need to
choose uncorrelated basis functions, with average values of zero (Figure 2.18).

heart rate = 3.27 x (calorie burn rate — avg. rate) + 122.3

(Here, avg. rate is used to indicate the average calorie burn rate, which we want to subtract to
make the basis function have a mean value of zero.)
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FIGURE 2.16 The red line shows the GLM fit to the measured heart rate, which is shown in blue.
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FIGURE 2.17 The red line shows the second GLM fit to the measured heart rate (plotted in blue).
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FIGURE 2.18 The GLM fit this time with linearly independent functions, with mean values of zero,
plus a constant function.
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FIGURE 2.19 Results of the GLM fit (red line) to the original data (blue line), with a basis set com-
posed of the four linearly independent functions in Figure 2.21.
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FIGURE 2.20 Linearly independent basis functions for the GLM.

& is fit to the example data demonstrates that the heart rate appears to be related to the calo-
rie burn rate, and that it changes by 3.27 beats/min for each change of 1 calorie/min. We can also
see that the average heart rate over the 20 min of exercise was 122.3 beats/min. Finally, we can
go further and use a principal components analysis (which we will not go into here, see instead
Section 8.2.4) to make four basis functions that are completely linearly independent, based on
the original three functions plus a constant function (Figures 2.19 and 2.20).

heart rate = 80.0 x P, - 79.2 x P, + 122.3 x P, + 1.1 X P,

& ese results again show that the measured heart rate values have a strong dependence on a
function matching the pattern of the calorie burn rate, and an average value of 122.3. & e other
two functions have relatively little contribution (such as for function P,), or the functions show
relatively little information (function P,).

Clearly, there are many more ways we could analyze these data if we wanted, and we have not
yet looked at the statistical significance of the fit values (i.e., how confident we can be that they
are not equal to zero). But, the purpose here is just to show the idea of how we could use the GLM
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and how the results of the GLM can give information about our data. & is example also serves
to demonstrate the importance of a good choice of basis functions.

& e GLM is frequently used for fMRI data analysis, in much the same way as shown in the
previous example, and is described in detail in Chapter 8. For fMRI, we use basis functions that
match the timing of when participants are resting or performing various tasks, so that we can
detect related signal changes in the MR image data. & is is the basis of many popular fMRI
analysis software packages such as Statistical Parametric Mapping (SPM), Brain Voyager, AFNI,
and others, also discussed in Chapter 8.

In most cases, people using fMRI do not need to explicitly perform the math involved with a
GLM, since the GLM is incorporated into the analysis software and it is sufficient just to under-
stand the meaning of the results. Nonetheless, it is useful to understand the basic ideas of the
underlying math because it is necessary to define the basis functions to use for fMRI analysis,
even if an advanced analysis software package is used. & e method for using the GLM to calcu-
late the weighting of each function in the basis set is relatively easy if you are very familiar with
matrix algebra. & e basic idea was mentioned above:

S(t)=a,P,+a,P,+a,P;+e

& is relationship can be expressed in matrix form:

S=AP+e
which means:
A1) R ..
S(t):[al a, 03] Pz(l) I)z(z) ...| te

p1)  P(2)

Here P,(1) means the first point in P,, P,(2) means the second point, and so forth. In these equa-
tions, we know S(f) because it is our measured data, and we know the basis functions because
we choose them. & e only values we do not know are a,, a,, a,, and e. In the most basic form, we
can determine A with:

A=S/P

and we can determine e with e = § - AP. However, dividing by matrices is not always straight-
forward, and it is usually more accurate to multiply by the inverse:

A =SP!

& ere may be other mathematical manipulations we need to perform to get the inverse, but
for the purposes of this description, the basic idea is sufficient. & e main point is that while
the GLM may seem quite complicated on the surface, the basic underlying ideas are quite easy
to understand.

Key Points

18. & e general linear model (GLM) is another method for decomposing data into
sums of other patterns, but for the GLM we use functions of our choosing, such as:

S(t) =a,P, + a,P, + a;P, + e

19. & e functions we use (P;, P,, and P;, in the equation above) are called the basis
functions, which together form the basis set.
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20. For the GLM to have a unique solution, the basis functions must be linearly
independent.

21. & evalue of e is the pattern of whatever is leftover, because the fit to the basis func-
tions is not expected to be perfect.

A special method of decomposing data into sums of other patterns is the use of sine and cosine
functions as the basis functions. & is approach is used frequently in MRI and fMRI. At first it
might seem like a strange choice, but as shown below, sine and cosine functions can actually be
summed to create almost any pattern of values.

Sine and cosine functions have values that oscillate between 1 and -1 and can be made to
have any time interval between the peaks. & e values can be viewed as the two-dimensional
coordinates of a point on a circle, with the specific point on the circle indicated by the angle from
the horizontal axis, specified by wt in Figure 2.21. Here, w is used to indicate the rate at which the
angle is changing. & e horizontal coordinate is the value of cos(w?), and the vertical coordinate
is the value of sin(wt?). If the angle wf increases in time, the point sweeps around the circle and
the values of cos(wt) and sin(wt) oscillate as shown in Figure 2.21. & e position of the point on
the circle in Figure 2.21 can be expressed as a complex number, cos(wt?) + i sin(wt), where i is the
imaginary number (i.., the nonreal part of a complex number) equal to +/—1, and indicates
the imaginary axis, or vertical axis in the figure. & e other axis is called the real axis (horizontal
axis in the figure). & e sum of cos(wt) + i sin(wt) can also be written as e'®, or exp(iwt), which
means the same thing. (& is value e is the constant equal to approximately 2.71828 and is not
the same as the e used in the previous section.) One complete cycle has the angle wt sweeping
through values spanning 360° or equivalently, 2rt radians. So, we can define a rate of oscillation
by setting wt to go through a complete cycle in whatever time interval we want, such as w = 2nf,
where fis the frequency of oscillation, in cycles per second (m is the constant 3.141592654).

Sine and cosine functions have two very important properties that make them particu-
larly useful for decomposing patterns into linear combinations of these functions. & e first is
that these functions are linearly independent if they are oscillating at different frequencies. In
other words, e at one frequency cannot be expressed as a linear combination of functions at
other frequencies. If two sequences of numbers are “orthogonal,” say a,, g, ... a,and b, b,, ...
b, thenab, +a,b, + ... + a,b, = 0, and they are also linearly independent. In the case of sine
and cosine functions, or e, if a(f) = e/ and b(t) = e'®2, then a(t)b(f) = e+, & is product
is simply an oscillating function at a different frequency than the original a(t) or b(f) and is
symmetric around zero as shown in Figure 2.22. & ere are as many positive values as negative

15
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FIGURE 2.21 Sine and cosine functions.
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FIGURE 2.22 Examples of multiplying rotating functions, exp(-iwt) at different frequencies. The sum of the values of all points in one or more complete
cycles is equal to zero, except in the special case when the two frequencies are exactly opposite, meaning o, = —,. In this special case, the product of
the two frequencies is equal to 1 at every point, and the sum of all points is equal to the number of points.

© 2011 by Taylor & Francis Group, LLC

sjuauodwon |ny3uluealy jo swng se eyeq sunuasaiday :sydasuo) yie sullnaady ¢



Essentials of Functional MRI

values in a complete cycle, so summing points spanning one or more complete cycles gives a
net total of zero, showing that a(f) and b(f) are linearly independent. & ere is only one special
case of this, when a(f) = e and b(t) = e, so a(t)b(t) = e® = 1 at every value of t, and the sum
of N values is equal to N.

& e second very useful property of sine and cosine functions is that they form a complete set.
& erefore, they can describe any sequence of numbers, as long as the sequence is continuous
and has a single value at each measured point. For example, a pattern such as the one shown
in Figure 2.21 is suitable, whereas a function such as 1/x for values of x from -10 to 10 is not,
because of the undefined value at x = 0. Accepting that within these limitations any sequence of
numbers, S, measured at N different points in time can be described as a sum of sine and cosine
functions, then this relationship can be written as:

S(t) = a, e + ... + a,e

& is equation may include any frequencies, w,, as needed. We could also write it out in long
form, listing terms for all frequencies, and allow for the fact that many of the values of a, may
be equal to zero.

So, making use of the two important properties mentioned above, if we multiply S(#) by the
function f(f) = e at each point in time, and sum the N values, then all of the components with
frequencies not equal to w, sum to zero, and the one with a frequency equal to w, sums to Na,.
& is outcome demonstrates how we can determine the value of a,, simply by dividing the result
by N. We could do the same thing at all frequencies and determine all of the values of g, to a,.
Once we know these values, then we can describe our measured values as a sum of e’ functions
over a range of frequencies. We can also describe the sequence of values and characterize some
of its properties by listing or plotting the values of a, to a,. & is is called the Fourier transform.

In the preceding description, there is a serious practical problem with attempting to test for val-
ues of g, at all frequencies, one at a time. Since there is a continuum of frequencies, testing would
take forever. Also, the measured values themselves are not continuous, but sampled at discrete
points, so we do not know the values between the measured points or outside of the measured
range. It is worth noting that sine and cosine functions extend forever in both directions (i.e., posi-
tive and negative values of time). So, what values should we model outside of the measured range?
To deal with these questions, we need to use the discrete form of the Fourier transform.

& e Fourier transform can be made discrete by treating the data as though they repeat forever
in both directions, as shown in Figure 2.23. A pattern of numbers that repeats cyclically forever
is much better suited to being described with functions that also repeat cyclically forever (i.e.,
sines and cosines). With the data repeating forever, a finite number of frequencies are sufficient
to completely describe the measured points at discrete values. Mathematically, this relationship

is written:
1 N
a :fzS(t)e_"‘”"t
‘ N t=1

Here, the symbol X indicates the sum over N points at different values of t ranging from 1 to N.
We can see that it is still the same idea as before—we multiply our series of numbers, S(t), by a
function €', add up the N values, and then divide by N.

To know the frequency of oscillation of any component of S(t), we need to have at least
two measured points within each complete cycle. So, if we have measured values every At
seconds, then the highest frequency that we can determine is 1/(2At) in cycles per second
(i.e., hertz, Hz), which is called the Nyquist frequency. With N measured points, the largest
number of frequency components we can determine is also equal to N. & e slowest oscil-
lation we can determine is O (i.e., a constant function), which means the spacing between
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FIGURE 2.23 Replication of a pattern of numbers in order to make the Fourier transform discrete.

frequencies (i.e., the resolution) is 1/(NAf), with frequencies spanning from —(N-1)/(2NAt)
to 1/(2At). If we try to determine the frequency of a function that oscillates at a frequency
higher than 1/(2NA?), it would actually appear to be at a lower frequency, because we are not
sampling fast enough. In fact, the frequencies -1/(2At) and 1/(2At) are indistinguishable.
When a frequency is outside the range we can determine, and as a result appears to be at a
different frequency, it is called aliasing (see Figure 2.24).

It is important to understand the Fourier transform (i.e., the decomposition of a set of data
into sums of oscillating functions) because it is a key principle involved in the construction of
MR images and in determining how the data must be sampled. & e effects of aliasing are often
visible in MR images as they produce a number of different image artifacts.

& e relationship between the sampled data, S(f), and its Fourier transform, s(w), (i.e., the list
of a, values described above) is shown in Figure 2.25. Since the frequency components are cyclic,
with wy,, equivalent to —w,,, we can represent the range of frequencies equally from -w,,_, to
Wy, or 0 to wy_;. When looking at a plot of the results of the Fourier transform, it is necessary
to know where the w = 0 value is plotted.

An example of how the Fourier transform might be applied to one line of data through an
MR image is shown in Figure 2.26. For most data, such as for a line of MRI data, the lower fre-
quencies always tend to have much higher amplitudes than the higher frequency components.
& e relative amplitudes of the oscillating functions are not shown to scale in Figure 2.26. If
they were drawn to scale, the higher frequency oscillations would be too small to be visible. & e
actual magnitudes of each frequency component are shown in Figure 2.27, and the much lower
amplitudes of the high-frequency components can be seen. & is figure also shows again how
the amplitudes of specific frequency components can be determined.

&4 e same concepts described above can be applied to two-dimensional image data as well,
simply by applying the Fourier transform line by line in one direction and then line by line in the
other direction. An example of the two-dimensional Fourier transform is shown in Figure 2.28.
Because the Fourier transform is a summation of components, the order of summation does not
matter. In other words, it does not matter in which direction we apply it first, when working with
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FIGURE 2.24 Examples of aliasing caused by sampling an oscillating function too slowly to be
able to accurately determine the frequency of oscillation. Blue lines show the actual functions, and
green lines show the frequency that would be determined by fitting to the points sampled at the
red circles.
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FIGURE 2.25 Relationship between the timing interval and number of sampled points, with the
frequency interval and span of the Fourier transform of the sampled points.

two-dimensional data. In exactly the same way, the Fourier transform can be applied to more
dimensions as well (3-D, 4-D, etc.).

Applications of the Fourier transform for MR image construction and for use in fMRI data
analysis arise repeatedly in later chapters. Also, important limitations of MRI capabilities and
sources of image artifacts and distortions are related to the Fourier transform and are discussed
in later chapters. For now, the main concept to understand is that the Fourier transform is a
useful way of decomposing any set of data, whether one-dimensional as in the examples above,
two-dimensional such as an image, or even higher, into sums of oscillating functions.
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FIGURE 2.26 Example of decomposing a set of sample data into a sum of sine and cosine functions. The amplitudes of the individual sine and cosine
functions are not shown to scale so that they are large enough to be visible. Also, not all frequencies are shown, for clarity.
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FIGURE 2.27 Example of the Fourier transform of one line of image data. The method for extracting the magnitude of a particular frequency component
is also demonstrated schematically in the lower half of the figure.
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2.3 Recurring Math Concepts: Representing Data as Sums of Meaningful Components

Original ~ FT of Original

Image ) Image
. - (real part only)
. shown in logarithmic scale
b for visibility

Four selected groupings of frequency components of the original image

FIGURE 2.28 Example of the two-dimensional Fourier transform of an MR image. The bottom row
shows four images reconstructed from selected portions of the Fourier transform to demonstrate
how the frequency components can be summed to create the original image.

Key Points

22. A special case of decomposing data into simpler patterns is to represent the data as
a weighted sum of sine and cosine functions, or more specifically e’*.

St) =a, e + ... +a,e®t

23. & is function might be more easily recognizable as e’ = cos(wt) + i sin(wt).

24. If functions are linearly independent, then one function cannot be represented as
a sum of the others. More specifically, if two functions are orthogonal, then if we
multiply them point-by-point, the resulting values sum to zero and they also form
a linearly independent set.

25. A complete set of functions is one that can be used to represent any set of data.

26. & e set of functions composed of all e functions (that is, at all values of w) is lin-
early independent and complete.

27. & is decomposition of data into oscillating functions is called the Fourier trans-
form and comes up repeatedly in MRI and fMRI.

28. & e outputs of the Fourier transform are the values of g, ... a, mentioned above.

29. & ediscrete Fourier transform can be applied to data sampled at discrete points (as
opposed to a continuum of values), by treating the data as though it repeats forever
outside of the measured range.

2.3.4 Useful Properties of the Fourier Transform

& e Fourier transform is used so frequently in MRI that it is helpful to be familiar with its properties.
Certain forms of functions also appear frequently and so are useful to know. & ese are (1) rectangu-
lar functions, meaning those with constant values over a range and some other baseline value other-
wise; (2) sinc functions, which are of the form sin(x)/x; (3) exponentially decaying functions; and
finally (4) Gaussian functions. & ese functions are used as examples below to illustrate the properties
of the Fourier transform. & ese will also be used as shortcuts in later descriptions for approximating
how various effects will influence the appearance of MR images and causes of image artifacts.
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& e key relationships between these functions are their Fourier transforms, which can be
summarized as follows and are demonstrated in Figure 2.29:
1. & e Fourier transform of a rectangular function is a sinc function.
2. & e Fourier transform of a sinc function is a rectangular function.

3. & eFourier transform of an exponential function is a Lorentzian function. (A Lorentzian
function of time, t, has the form 1/(1 + t?/6?) with the value o being a scaling factor.)

Q-

4. & e Fourier transform of a Gaussian function is also a Gaussian function (has the
form e/c).
& e functions and their Fourier transforms shown in Figure 2.29 show the following properties:

1. & e center point of the Fourier transform (i.e., the point at w = 0) is equal to the sum
of all of the values in the input data.

2. Input data with broad distributions have Fourier transforms with narrow distribu-
tions, and vice versa.

3. Shifting the position of the data in the input function results in a change in only the
phase of the Fourier transform of the input data, not the magnitude.

Another very useful property that is not obvious by looking at Figure 2.29 is known as the
Fourier convolution theorem. & is rule states that the Fourier transform of two functions when
multiplied together is equal to the convolution (Figure 2.30) of the Fourier transforms of the two
functions, and can be written mathematically as:

FT[AB] = FT[A] ® FT[B]

Here, the symbol ® indicates convolution, and FT indicates the Fourier transform operation.
Another consequence of this theorem is that the following is also true:

A ® B =FT! [FT[A] FT[B]]

In this equation, FT-! indicates the inverse Fourier transform operation.
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FIGURE 2.29 Examples of some key properties of the Fourier transform and transforms of func-
tions that come up often in MRI, including rectangular functions, sinc functions, and exponentially
decaying functions.
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FIGURE 2.30 An example of the convolution operation between two 2-D grids of numbers (top), or
alternatively, the same example shown as images (bottom). In this example the convolution results
in a spatial smoothing or blurring of the original image.
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Source of the MR Signal
and Its Properties

& e first step toward a complete understanding of how to apply and interpret functional mag-
netic resonance imaging (fMRI) data is to understand what the fMRI data really are. & at is,
where does the magnetic resonance (MR) signal come from, and how does it relate to anatomy
and physiology? & e concepts introduced in this chapter are essential to every MRI method,
whether for imaging structure, function, or any other physiological process. & ese concepts
include the origin of the MR signal, how it is detected, and how we use it to get physiologically
relevant information based on the relaxation times.

3.1 Origins of the MR Signal

& is section describes the origins of the signal that we use to create MR images and how we
detect the signal and also get information about the chemical environment of the fluids or tis-
sues in the body. At the very heart of all MRI methods is the source of the magnetic resonance
signal—the nucleus of the hydrogen atom, 'H—owing to its magnetic properties and its great
abundance in the body (1). In biological tissues hydrogen is mostly in water (H,0) (Figure 3.1)
and lipids (CH,(CH,),COOH, for example), both of which are important components of neu-
ral tissues. & ere are other sources of hydrogen, such as neurotransmitters and metabolites,
but these signal sources are miniscule compared with those from water and lipids (estimated
at ~0.03%) (2) and cannot be detected without specialized methods for MR spectroscopy. & e
discussions that follow will focus on the signal from hydrogen nuclei in water and lipids at body
temperature, in order to lead up to applications of functional MRI in humans.

& ehydrogen nucleus has two particular properties that determine all of the MRI methods to
follow. & e first is that it is magnetic, with a north and a south pole like any magnet, and the sec-
ond is that it spins on its axis (3). & ese properties are actually related, and the axis the nucleus
spins around is the same as the magnetic field axis, which runs between its north and south
magnetic poles. For MRI, we are interested in the total net magnetic field that is produced by
all of the hydrogen nuclei in a volume, since even 1 pL of water contains roughly 10?° hydrogen
nuclei. & is net magnetization is what we detect and record as the magnetic resonance signal.
Given that the hydrogen nucleus is composed of a single proton, one of the main factors deter-
mining the strength of the MR signal is referred to as the proton density, meaning the number of
hydrogen nuclei within a given volume to produce the MR signal. It is still necessary though to
begin by looking at the behavior of the individual hydrogen nuclei to lead up to describing the
signal we actually observe.
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FIGURE 3.1 A representation of a small sample of water (left), an individual water molecule with
the oxygen atom depicted in red and hydrogen in blue (middle), and a single hydrogen atom with the
nucleus (a single proton) depicted in blue and the distribution of the single electron indicated by
the gray cloud (right).

In order to describe the magnetic properties of a hydrogen nucleus, we refer to its magnetic
moment, which is an indication of how strong a magnet it is. Every hydrogen nucleus in the
universe (as far as we know) has the same magnetic moment and spins with the same speed
and direction. Typically in water, or lipids, or in any form, the hydrogen nuclei are randomly
oriented and their individual magnetic moments cancel each other out. However, when placed
inside the strong magnetic field of an MRI system (which we will call By), the nuclei tend to
align with the magnetic field. Now, it is important to keep in mind that this is only the hydro-
gen nuclei aligning; the orientation of chemical bonds and entire molecules are not affected,
nor is the motion of the molecules. A good analogy for this situation is a compass needle, which
tends to point north (Figure 3.2). & e compass itself is not pulled north; just the needle orienta-
tion is affected.

& ehydrogen nuclei are a little more complicated though, and they actually have two possible
orientations, being either parallel or antiparallel to the magnetic field of the MRI system. & is
would be like your compass needle being able to point either north or south. What determines
the direction of orientation of the hydrogen nuclei is their energy state, or the energy of the
interaction between the nucleus and the magnetic field. & ink of a magnet on the door of your
refrigerator. When you bring the magnet very close to the door, you can feel it pull and then it
sticks to the door. & e force you feel, and that keeps the magnet from falling to the ground, has
a certain amount of energy.

FIGURE 3.2 A typical compass as an analogy of how hydrogen nuclei align with the magnetic field
of an MRI system.
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3.1 Origins of the MR Signal

By
¢ E=%yhB,
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FIGURE 3.3 Energy of the interaction between a hydrogen nucleus and the magnetic field of an
MRI system, with strength B,. The values y and h are physical constants: the proton gyromagnetic
ratio and Planck’s constant divided by 21, respectively.

& e two possible orientations of a nucleus in a magnetic field do not have the same energy
though. & e energy (specifically the magnetic energy—called the Zeeman energy) depends on
the product of the magnetic moment and the magnetic field of the MRI system, as shown in
Figure 3.3. Since both of these quantities each have a magnitude and a direction, the energy
depends on the relative directions of the two. When the two are pointed the same direction, we
refer to them as being parallel, whereas when they are pointed in exactly opposite directions,
we call this antiparallel. When the magnetic moment is aligned parallel to B, then the energy
is at its minimum; and when they are antiparallel, the energy is at its maximum. It is the energy
difference between the two possible states that will become important later, as we have to deal
with transitions from one state to another. & e energy of the two states depends on the strength
of the magnetic field of the MRI system, B, and on physical constants that we cannot control. As
indicated in Figure 3.3, the physical constants that play a role are the proton gyromagnetic ratio,
v, and h which is Planck’s constant divided by 2n. & e proton gyromagnetic ratio is a constant
for all hydrogen nuclei, and this constant will come up repeatedly in the sections to follow, so it
is worth mentioning here. Its value depends on the units used, but it is commonly represented as
42.6 MHz/T, where T indicates the units tesla (for a full description of the units and their mean-
ing, refer to the “Glossary of Terms” at the end of the book).

Key Points

1. & e source of the signal used for MRI is the nucleus of the hydrogen atom, which is
abundant in water and lipids in biological tissues.

2. Ina strong magnetic field the hydrogen nucleus will align parallel or antiparallel to
the magnetic field, because the nucleus itself is magnetic.

3. & e two possible orientations of alignment have different energies, which depend
on the direction of alignment and the strength of the magnetic field.
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3.2 The Equilibrium State—Magnetization in Tissues

An important job now is to determine just how many of the hydrogen nuclei will be in the
higher energy state and how many will be in the lower energy state. Since there is always a ten-
dency to move toward greater disorder or randomness (second law of thermodynamics, which
we won’t go into here), the lower energy state is preferred. & at is, there will be more hydrogen
nuclei in the lower energy state than in the higher state. & e difference between the numbers
of nuclei in the two states depends on the energy difference between the states and on the
temperature. & e temperature matters because the hydrogen nuclei (and of course the water or
lipids they are in) also have thermal energy, and the random thermal motion tends to push the
nuclei out of alignment. When all of these forces are balanced, the hydrogen nuclei are in the
equilibrium state. & e actual difference between the two states, for water at body temperature,
is only about 10 parts per million (ppm) in a 1.5 tesla MRI system, 20 ppm in a 3 tesla system,
or 46 ppm at 7 tesla (according to Maxwell-Boltzmann statistics) (3). & is means that more
are aligned in one direction than the other, and the water in the body is magnetized, albeit
weakly, when inside an MRI system. Magnetization refers to the net magnetic moment per unit
volume and is the sum of all of the individual magnetic moments of the hydrogen nuclei. & e
resulting magnetization is parallel to the magnetic field of the MRI system, and we will refer
to its magnitude as M. Even though the tissues are magnetized, there are no net forces on the
tissues; and blood flow, water diffusion, and so forth, are all unaffected. & erefore, there are
no physiological effects (that we know of), and a person can be in a strong magnetic field and
not feel it.

Before going further, it is useful to point out that even though the nuclei are aligned either
parallel or antiparallel to the magnetic field of the MRI system, this does not mean they are fixed
in one orientation or the other. It is equally appropriate to think in terms of how many nuclei
are in each state at some instant in time as to think of what proportion of time one nucleus will
spend in each state. & e nuclei can jump between states, as long as the total energy of all of the
nuclei together remains constant. In addition, each individual nucleus has a component of its
magnetic moment that is transverse (i.e., at a 90° angle) to B,. & at is, the axis of the nucleus
does not align perfectly parallel to B,. & e transverse component of the magnetization can also
point in any direction within a 360° circle around By; there is no preferred transverse direction.
As mentioned before, even a very small volume of water, such as 1 puL, will contain almost 10%°
hydrogen nuclei; and the total transverse component of the magnetization, in the equilibrium
state, is exactly zero. In practice, for understanding the theory behind MR imaging, it is often
easier to think in terms of the net magnetization of a very small volume of water, as opposed to
thinking about how each individual nucleus behaves.

Key Points

4. When placed in the strong magnetic field of an MRI system, the tissues in the body
become weakly magnetized.

5. Once at equilibrium, the magnetization of the tissues depends on the strength of
the magnetic field, the temperature, and the number of hydrogen nuclei.

6. & is equilibrium magnetization has a magnitude M,, parallel to the magnetic field
of the MRI system, and has no transverse component.

3.3 Behavior of the Magnetization When Not at Equilibrium

So far, we have worked through how the tissues become weakly magnetized when placed in
the strong magnetic field of the MRI system, as a result of the magnetic properties of the
hydrogen nuclei. This does not explain how we measure the MR signal, though. To do this,
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M, parallel to B
0 transverse to B
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FIGURE 3.4 Schematic of the process of excitation from equilibrium and the return to equilibrium
by means of relaxation.

itis necessary to understand another important concept, that is, how the magnetic moments
behave when they are not parallel to the magnetic field. This might seem to contradict the
last section, because the magnetization was described as having a particular direction and
magnitude. But, a key point is that the tissues in the body become magnetized when placed
inside an MRI system (Figure 3.4)—we haven’t talked about how long this takes. Actually,
it only takes a few seconds, but still it is not an instantaneous process. The process of get-
ting the hydrogen nuclei into the equilibrium state is called relaxation and is the topic of
Section 3.6.

For now, let’s just imagine we have a hydrogen nucleus that is inside the magnetic field, B,,
of an MRI system. But, the nucleus is not yet in equilibrium, so it is not aligned with B,. Even
though there are forces tending to pull the two into alignment, the nucleus does not just snap
into place. & is is prevented by the fact that it is spinning and so it has angular momentum.
Angular momentum is much like the more familiar linear momentum, such as that which
makes it difficult to stop your car quickly when driving, or what you feel when standing on a bus
or subway that changes speed quickly. Angular momentum, however, is the momentum carried
by a rotating object. You can feel the effects of angular momentum any time you ride a bicycle,
because the momentum of the wheels keeps you stable and upright. You can also see its effects
when you spin a top and it does not fall over; instead it wobbles around, as shown in Figure 3.5.

In the same manner as the spinning top in Figure 3.5, the angular momentum of the hydro-
gen nucleus causes it to wobble or precess around the direction of B, when it is placed inside
the MRI system (Figure 3.6). & is is because the angular momentum of the spinning top would
remain constant if there were no friction, and the angular momentum of the hydrogen nucleus
does remain constant. Instead of causing the hydrogen nucleus to rotate into alignment with B,

FIGURE 3.5 A gyroscope with its heavy red disc at the center spinning rapidly on its axis. The
sequence of pictures shows the gyroscope wobbling, or precessing, due to its angular momentum,
instead of simply falling over under the force of gravity.
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FIGURE 3.6 Precession of a hydrogen nucleus under the influence of a magnetic field, B,,.

the force causes it to precess around the direction of B and its total angular momentum stays
constant. For the purposes of MR, a property that is very useful is that the speed of the preces-
sion is known and depends on the strength of the magnetic field. & e frequency of rotation, @, is
equal to yB where yis the gyromagnetic ratio discussed above and B is the magnetic field. & isis
the Larmor equation and is probably the most useful equation to remember for understanding
MRI theory. & e frequency of precession is also called the Larmor frequency. So far we have only
talked about the magnetic field being B, but in later chapters methods for spatial encoding will
use additional magnetic fields, so it is useful to leave this equation in its general form.

&4 e precessing magnetization can induce an electrical current in a receiver coil, as discussed
in Chapter 2. & is is the MR signal that we actually measure. But, there are still a few important
steps to understand before the description of the MR signal is complete. In its simplest form, the
signal, S, can be described (as introduced in Chapter 2) with

S=§, e
or equivalently,
S=3S§, [cos(ot) + i sin(wt)]

where S, is the magnitude of the signal, ® is the frequency of rotation, and ¢ represents time. & e
exponential term (e7'®’) describes the rotation of the signal.

Key Points

7. When placed inside a magnetic field, a hydrogen nucleus does not snap into align-
ment with B; instead it precesses around the direction of B, at a fixed frequency.

8. & e Larmor equation, m = VB, gives the frequency of precession ®, in any magnetic
field, B. & e value vis the gyromagnetic ratio, which is a constant.

3.4 Pushing the Magnetization Away from Equilibrium—The RF Pulse

& e descriptions to this point have covered how the hydrogen nuclei behave at equilibrium and
when not at equilibrium, but have not yet explained how the nuclei move between these two
conditions—that is, the transitions indicated by the arrows in Figure 3.4.
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First, the transition from equilibrium to another condition can be accomplished by applying
a second magnetic field in addition to B,. However, this second magnetic field must oscillate,
or rotate, in time. One way of describing the effect of this second magnetic field is to think
about how much energy is needed to have a single hydrogen nucleus transition from the lower
energy state to the higher energy state. & e energy difference between the two states is described
above and is equal to YhB,. & e energy of a magnetic field oscillating at a frequency, , is equal to
h. & is means that an oscillating magnetic field at the frequency ® = yB, has the exact amount
of energy needed to allow the transition from the low state to the high state. & is equation might
look familiar because it is also exactly the Larmor frequency at which the hydrogen nuclei pre-
cess when in a magnetic field of B,

Another way of thinking of how we can push the magnetization out of equilibrium is to look
at the total effect of adding a second magnetic field to B, on the total magnetization from a very
small volume of tissue. Starting at equilibrium, the magnetization is M, directed parallel to B,
and so to simplify the following discussion we will call this the z-axis of our three-dimensional
(3D) coordinate system. Initially, when we add the second magnetic field, which we will call B,,
we can see two things right away. & e first is that B, has to be directed 90° to B,. Since we need
to turn B, on and off quickly, there is no practical way we can make it as strong as B,. Most MRI
systems today have magnetic field strengths between 1.5 T and 7 T, whereas the B, field we can
turn on and off quickly is only around 1 gauss, which is equal to 0.0001 T. If we applied B, paral-
lel to By, then the two would just sum and the result would be essentially the same as B,. If, on
the other hand, B, is 90° to B, as shown in Figure 3.7, then the sum of the two is at a very slight
angle to B; and to M,. Immediately after B, is applied, M, will therefore precess around the sum
of B, + B, and will move away from alignment with B,

Adding a constant B, field to B, will not have much effect if we did nothing else but just let
M, precess around the net magnetic field that is ever so slightly at an angle to B,. & e trick is to
make B, rotate around B, at the Larmor frequency. A rotating B, field also meets the requirement
of providing the exact energy needed to make the hydrogen nuclei transition from the lower
energy state to the higher one. If B, oscillates or rotates at the frequency ®,, it has energy equal
to h,, which is the same as the energy difference between the states that the nuclei can be in.
& e total magnetic field, the sum of B, + By, will change in time as B, rotates, and M, will precess
around this moving target. As M, moves around the total magnetic field, the angle between M,
and the total field continually increases. In effect, the total field keeps moving away from M,,.
& is effect makes it possible to rotate M, a large angle away from its original position. In fact, if
B, rotates at the Larmor frequency, then we could rotate the magnetization a full 180° and invert
it. It is easiest to see how M, will behave with B, applied if we use a frame of reference that also

BO r B0+B1

M, 4

B,

FIGURE 3.7 |Initial effect of adding a second magnetic field, B,, to magnetization already in equi-
librium with a field, B,,.
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w=YB,

FIGURE 3.8 Rotating frame of reference for describing the effects of a B, field rotating at the
Larmor frequency.

FIGURE 3.9 Precession of M, around the sum of B, and B, in the stationary frame (left) and in
the rotating frame (right).

rotates at the Larmor frequency, as in Figure 3.8. If this rotating frame and the stationary frame
have the same z-axis, but the x- and y-axes rotate around z at the Larmor frequency, then our B,
magnetic field will look stationary in this rotating frame.

In the rotating frame of reference, M, does not appear to be rotating around B,. & is is
similar to the situation when you are riding in a car and you look at another person in the
car with you. Compared with yourself, this person does not appear to be moving. A more
dramatic example is to look at the room around you right now. It probably looks stationary,
even though you, it, and the rest of the earth are traveling at 107,300 km/h around the sun.
Similarly, in the rotating frame we see only M,, looking stationary and initially along the
z-axis, and we see B,, somewhere in the x"-y” plane. For now we can just choose to have B, to
be along the x"-axis as we continue this example. In any frame of reference the behavior has to
be consistent, so we will see M, precess around B, at the frequency m = yB, (this is the Larmor
equation again) (Figure 3.9).

As a specific example, we could choose a B, field with a magnitude of 0.5 gauss, or 5 x 10> T.
Even though the unit of tesla is a bit cumbersome in this case, we need it because earlier we had our
gyromagnetic ratio expressed as 42.6 MHz/T. & is means that M, will precess around B, at 2130
Hz, and to rotate the magnetization 90° from B, then we have to turn off B, after only 0.12 msec.

& is is a good time to review what we have so far. If we turn on a magnetic field, B;, that is
directed 90° to B, and if B, rotates at the Larmor frequency, then we can rotate M, away from
alignment with B. & is occurs even if B, is tiny compared with B, and this is the resonance con-
dition that gives rise to the name magnetic resonance. In magnetic fields of 1.5 tesla to 7 tesla, the
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Larmor frequency is approximately 64 MHz to 300 MHz, respectively. A reference from every-
day life is when you turn on a radio and choose a station at around 100 FM, you are detecting
a radio signal at 100 MHz. & ese frequencies are in what is called the radio-frequency range of
the electromagnetic spectrum, and since we apply B, only briefly, we called it a radio-frequency,
or RF, pulse. We can also see from the description above that B, has to rotate at very close to the
Larmor frequency or it will have no effect. If M is able to precess all the way around the sum
of B, + By, then it will start to move back toward where it started. With the example above, this
would mean M, would have to rotate only one extra revolution in 0.12 msec. & is could occur
with a frequency difference of 8333 Hz between B, and the Larmor frequency, which, as men-
tioned above, is typically between 64 MHz and 300 MHz. & is is only an estimate of how close
the frequencies need to be, but it shows that if the frequencies are not quite similar, then the RF
pulse will have no effect. & is turns out to be a very useful property that we will use later for
spatially selective RF pulses. Another useful point is that we can rotate M, by whatever angle
we choose from alignment with B, called the flip angle, simply by applying B, for just the right
duration. How this B, pulse is created in practice in an MRI system is described in Chapter 2
(Section 2.1.3).

Key Points

9. & emagnetization can be pushed away from equilibrium by a brief pulse of a small

magnetic field, B;, which rotates at the Larmor frequency.

10. B, must be oriented 90° degrees to By, it will rotate the magnetization at the fre-
quency YB,, and its duration can be set to rotate the magnetization as needed.

11. & e angle the magnetization is rotated away from alignment with B, is called the
flip angle.

12. Since this magnetic field rotates at the Larmor frequency and is applied only briefly,
it is called a radio-frequency, or RF, pulse.

3.5 Detecting the MR Signal

After the RF pulse has been applied and turned off, we now have the situation that the mag-
netization has been tipped some angle away from B, and this magnetization will now precess
around B at the Larmor frequency. It is worth noting that all of the hydrogen nuclei would have
been tipped the same way if they all experienced the same B, field, and so, at least initially, they
are all pointing the same direction. & e total magnetization has the same magnitude that it
did at equilibrium, namely M,, but it is now at an angle to B,. & is rotating magnetization can
induce an electrical signal in a receiver coil, as described in Chapter 2, and this is the MR signal
that we record. & e signal will oscillate at the same frequency that the magnetization rotates, as
mentioned in Section 3.3, and its strength depends on the angle of the magnetization from B,
& e angle matters because the signal depends on how much the magnetization oscillates. For
example, if the magnetization was tipped only 5° from By, then its precession around B, would
not cause much of a changing magnetic field. It would just have a slight wobble. If the magneti-
zation was tipped by 45° though, then the magnetization would wobble in a large cone. If it was
tipped by 90°, the magnetization would lie completely in the x-y plane (i.e., the transverse plane)
and it would sweep around in a flat circle and would produce the largest possible fluctuation in
the magnetic field and the largest MR signal. Tipping the magnetization by 180° would again
result in no signal at all, because the magnetization would be back on the z-axis, just inverted
from its original position. & e strength of the signal detected therefore depends on the equilib-
rium magnetization (which depends on the field strength and the number of hydrogen nuclei)
and on the sine of the flip angle (Figure 3.10).
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FIGURE 3.10 Transverse and longitudinal components of the magnetization after being tipped an
angle o from B,

It is worth noting that the MR signal induced in a receiver coil is caused by the rotation of the
magnetization. It is not caused by the hydrogen nuclei changing to the lower energy state and
emitting energy as they relax back to equilibrium (4). & e energy lost during relaxation is trans-
formed into thermal energy, and the rate of relaxation does not determine the strength of the
signal that is detected. It is the magnitude of the component of magnetization that is transverse
to B, at any instant in time that determines the strength of the MR signal.

Key Points

13. & e MR signal is the electrical signal induced in a receiver coil by the rotating
magnetization.
14. & e MR signal strength depends on the magnitude of M, and on the flip angle.

3.6 Relaxation Back to Equilibrium

When a body is first put inside an MRI system, the tissues become weakly magnetized, as
described earlier. & is means there has to be some process for the hydrogen nuclei to change
energy and settle into the equilibrium state. & e same process also has to return the magnetiza-
tion to equilibrium after it has been disturbed by an RF pulse. Since the RF pulse puts energy
into the hydrogen nuclei, this return to equilibrium involves the hydrogen nuclei losing energy to
relax back to equilibrium, and so it is called relaxation.

An important concept to understand is that relaxation is not a rotation of the magnetiza-
tion back to equilibrium. It is not the opposite of the effect of the RF pulse, with the magneti-
zation rotating through a given angle. Instead, keep in mind that even 1 pL of water contains
roughly 10%° hydrogen nuclei, and they all act independently, and we observe only the sum of
all of their magnetic moments. It is necessary to describe the relaxation as two components,
one being parallel to By, and the other transverse to B,. & e component parallel to By, called the
longitudinal relaxation, will cause the magnetization to grow to its equilibrium value of M, and
it is characterized by the time T,. & e transverse relaxation will cause the transverse magnetiza-
tion to decay to its equilibrium value of zero and has the characteristic time T,. & e two com-
ponents of relaxation do not occur at the same rate; the transverse (T,) relaxation always occurs
more quickly than the longitudinal (T,) relaxation.

&4 e most common mechanism for relaxation is through interactions between the hydrogen
nuclei. As a side note, since each nucleus is a magnetic dipole (i.e., has two poles, north and
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south), these are called dipole-dipole interactions (3). When two hydrogen nuclei move close
together, the total magnetic field around each one is affected slightly. & e field experienced by
one nucleus as it moves near another one could be higher or lower, depending on how the two are
orientated. If you have ever had a chance to play with two magnets, you might have noticed that
they will attract each other when aligned one way and repel each other when aligned the oppo-
site way. & is is because the north pole of a magnet will repel the north pole of another magnet
but will be attracted to its south pole. All molecules move around and also rotate because of their
thermal energy, and so there are a number of ways that hydrogen nuclei, such as those in water,
can move around relative to each other. As a result, each nucleus experiences a total magnetic
field that has a small random fluctuation in time, and this is the key to relaxation.

In the last section, we saw how a magnetic field rotating at the Larmor frequency can have a
large effect on the magnetization, even if the magnetic field is quite weak (as with the RF pulse).
In the same way we will see that if these small field fluctuations are at the Larmor frequency, they
can cause the hydrogen nuclei to change energy. To see how this is possible, we first need to look
at the different ways that two interacting hydrogen nuclei can change their magnetic energy, as
shown in Figure 3.11.

& e energy changes for the possible transitions shown in Figure 3.11 are 0, hryB,, or 2hyB,,.
& is is the exact amount of energy that must be gained or lost by this pair of hydrogen nuclei
for each transition. One big question is then, where does the energy go, or where does it come
from? & eanswer is that the magnetic energy is lost to, or provided by, the thermal energy of the
system. & ermal energy is the kinetic energy of the randomly moving molecules, and the link
between the thermal energy and the magnetic energy is that the random movement provides the
necessary fluctuations in magnetic fields that are needed to cause the nuclei to change magnetic
energy states. & e energy changes of 0, hyB,, or 2hyB, mentioned above correspond to oscillat-
ing magnetic fields (or to be more general we could say electromagnetic fields) at frequencies of
0, YB,, or 2YB,. In terms of the Larmor frequencies these are oscillations of 0, ®,, and 2®,. An
example of this can be visualized by imagining two nuclei coming close together so that their

Etotal = hYBg

\

I )
N/

Etotal = _hYBO

FIGURE 3.11 Possible energy levels, and transitions between them, for two interacting hydrogen
nuclei in an MRI system with a magnetic field of By.
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magnetic fields repel, resulting in one or both moving away more quickly than they were mov-
ing before, but one having flipped to the lower magnetic energy state. So, the total energy has
not changed, it has just changed form from magnetic energy to thermal energy. & e amount of
magnetic energy is very small compared with the total thermal energy though, and the change
in temperature of the hydrogen nuclei tends to be negligible.

Among the possible energy transitions shown in Figure 3.11, there are two that would not
cause a net change in energy. & ese are shown in the middle row of Figure 3.11, with the two
hydrogen nuclei simply exchanging energy. & ere are also two transitions that would have either
both nuclei gaining energy or both losing energy, with a jump in either direction between the
top and bottom rows of Figure 3.11. But, there are eight possible transitions that have only one
nucleus gaining or losing energy (5). & e higher number of possible interactions means that
the single-level transitions are more likely to happen than the other possible transitions. Also,
downward transitions are more likely to occur than upward transitions, and the nuclei will tend
to lose magnetic energy. & is is how they settle back to the equilibrium state.

Molecules are continually moving and interacting, and this is characterized by the tempera-
ture, which is a measure of the average kinetic energy, as mentioned above. Even though this
movement is random, it is nonetheless limited by the physical properties of the liquid, tissues,
and so forth. Somewhat similar to what we call white noise, which has equal components at all
frequencies, the random movements of molecules have equal components at all frequencies, but
onlybelow a certain threshold frequency. & ere are physical limits to how often the molecules will
interact with their surroundings to change direction of travel or rotation. & is means that above
a certain frequency the amplitude of the motion components drops oft quickly, and there are no
components of the motion at higher frequencies. & e frequency where the motion contribution
drops off, that is, the threshold frequency, can be used to characterize the random motion. If you
are going to study this in more detail in more advanced papers or books, it is useful to know that
this threshold frequency is 1/t,, where 7. is the correlation time that is used to characterize the
random movements. For now, we can just use a qualitative description and compare two types of
molecules with different movements. Molecules with relatively unrestricted movement will have
motion with contributions from higher frequency components. Because the motion is made
up of a wide range of frequencies, the contribution from each frequency is relatively small. In
contrast, molecules with restricted movement will have a lower threshold frequency, meaning
the movement will have little to no contribution from higher frequency components, but the
amplitude of motion will be larger in each of the frequency components that contribute.

For relaxation of magnetization, this means that it is possible that molecules with unrestricted
motion (short correlation time) will have frequency contributions well above the Larmor fre-
quency. Since the motion includes all frequencies below the threshold, it will also have a compo-
nent at exactly the Larmor frequency. However, molecules with slower motion (more restricted)
and a lower threshold frequency, although still above the Larmor frequency, would have an even
larger component of motion at exactly the Larmor frequency. In this case the more restricted
movement would cause relaxation to occur more quickly. Taking this example further, if the
motion was even more restricted, so that the threshold frequency was below the Larmor fre-
quency, the motion might have a much smaller or even zero component of movement at the
Larmor frequency. In this case the relaxation due to transitions at the Larmor frequency might
not be able to occur. Real-life examples of these three situations are intracellular water, water
in blood plasma, and water in cerebrospinal fluid (CSF). In these examples the movement of
the water would be affected by the organelles, structural elements, proteins, and so on inside the
cell; in the case of blood plasma would be affected to a lesser degree by the plasma proteins; or
finally in the CSF water would have much lower concentrations of macromolecules to interact
with. & e water in each of these three situations has different rates of relaxation, and we will look
at these in more detail below.
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FIGURE 3.12 Comparisons of T;- and T,-values at a given Larmor frequency (w) for hydrogen
nuclei with different rates of movement, as characterized by the correlation time, t,. Movement
with more frequent interactions is represented by shorter correlation times, toward the left of the
horizontal axis, and movement with less frequent interactions has longer correlation times and Is
represented further to the right on the horizontal axis. The yellow band indicates the typical ranges
of movement encountered in biological tissues.

At this point it is necessary to understand how the different frequency components of motion
can affect the relaxation times. When a hydrogen nucleus flips its orientation and changes its
energy state, both its transverse and longitudinal magnetic components are flipped. & is might
seem obvious, but it is worth noticing. & e transition in the middle row of Figure 3.11, with the
two nuclei simply exchanging energy, has a total change in magnetic energy of zero. & is tran-
sition does not result in a change in the total longitudinal magnetization, but there is a change
in the transverse magnetization. Why? Because the longitudinal components are only up or
down, and the two nuclei simply trade orientations; but the transverse magnetization compo-
nents can be distributed in all directions in the transverse plane and are unlikely to have been
in exactly opposite directions before the two nuclei flipped. Only the interactions at frequen-
cies of m, and 2m, contribute to the longitudinal relaxation, but interactions at 0, ®,, and 2,
contribute to transverse relaxation. As a result, the transverse relaxation is always faster than
longitudinal relaxation, as shown in Figure 3.12. Another consequence is that the longitudinal
relaxation is most efficient, or in other words, occurs most quickly, when the threshold fre-
quency of the movement (i.e., 1/t,) is similar to the Larmor frequency (the actual minimum is
when ®,T, equals approximately 0.62). If the movement of the hydrogen nuclei is either more
restricted or less restricted, the longitudinal relaxation tends to happen more slowly. & e trade-
oftis between (1) having lower amplitude contributions at higher frequencies with less restricted
motion, and (2) having higher amplitude motion contributions at lower frequencies with more
restricted motion. Similarly, longitudinal relaxation tends to occur more slowly in biological
tissues at higher magnetic fields simply because the Larmor frequency is higher. Transverse
relaxation behaves differently, and tends to be faster for hydrogen nuclei with more restricted
movement. It also tends to occur a little more slowly at higher fields, but in practice the trans-
verse relaxation rates can be considered to be fairly consistent across the range of magnetic fields
from1.5Tto 7 T.

Approximate expressions for T, and T, in water were first developed by Bloembergen et al. (5)
(and a brief account of the work appeared in Nature 1947;160:475). & e expression for T is there-
fore known as the BPP expression. Another derivation of equations describing T, and T, is given
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by Solomon (6). & ese are good resources for anyone wanting to have a deeper understanding of
the underlying relaxation theory.

Another important factor that can influence how two hydrogen nuclei will interact is the
average distance between them, and this is demonstrated in the practical examples that follow.
If the nuclei tend to spend more time in close proximity, they will have more frequent and/or
stronger interactions. & is will facilitate the exchange of energy. In biological tissues this is
a significant effect; generally, more mobile water environments tends to have longer T,- and
T,-values, and more restricted water environments tend to have shorter values. Similarly, lipids
tend to have shorter T,- and T,-values.

Key Points

15. Relaxation refers to the return of the hydrogen nuclei to the equilibrium state.

16. & ere are two separate components of relaxation: longitudinal—the recovery of
the magnetization parallel to B, characterized by the time T; and transverse—the
decay of the transverse magnetization to zero, characterized by the time T,.

17. Relaxation occurs as a result of magnetic interactions between hydrogen nuclei,
enabling them to lose energy.

18. Random thermal motion causes fluctuations in the magnetic field experienced by
each nucleus.

19. & e random motion can have the specific frequency components that permit the
exchange of energy between nuclei and from magnetic energy to thermal energy.

Actual T,- and T,-values measured in 3 T and 1.5 T MRI systems are listed in Table 3.1. & e
trends in these values reflect the influence of the mobility of the hydrogen nuclei on the relax-
ation times, as well as the influence of being bound into lipids. & e key difference between white
matter and gray matter is the myelin sheaths surrounding axons in white matter, and these
myelin layers are composed largely of lipids. For imaging the brain and spinal cord, the differ-
ences in relaxation properties between white matter and gray matter are extremely useful, both
for anatomical imaging, and for detecting de-myelinating diseases such as multiple sclerosis.

Table 3.1 Relaxation Times Measured at 1.5 T and 3 T for Various Tissues

Adipose tissue 258 84 282 84
White matter
Frontal lobe 556 + 20 79 2 699 + 38 69 + 2
Occipital lobe 616 + 32 92 +4 758 + 49 81 +3
Gray matter
Frontal lobe 1048 + 61 99+ 4 1209 = 109 88 + 3
Occipital lobe 989 + 44 90 +4 1122 £ 117 795
Cerebrospinal fluid 4300 1442 4300 1442

Sources: Bottomley, P.A. et al., Med Phys 11, 4, 425-448, 1984 (8); Donahue,
M.J. et al., Magn Reson Med 56, 6, 1261-1273, 2006 (9); Lu, H. et al.,
J Magn Reson Imaging 22, 1, 13-22, 2005 (7).
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& eidea of having more than one relaxation environment, such as in the myelin sheaths and
in the intracellular and extracellular water, is extremely important for understanding relaxation
in biological tissues (10-12). In fact, all tissues have a considerable number of different relax-
ation environments. Water will adsorb to the surfaces of many molecules in solution, forming a
hydration layer around each. & e mobility of the water in a hydration layer is determined by the
molecule that the hydration layer is formed around, thereby creating a different relaxation envi-
ronment for the water. However, water molecules exchange rapidly between the hydration layers
and the surrounding “free” water. Hydrogen nuclei will also exchange rapidly between water
molecules. Over a brief interval of time, a hydrogen nucleus can therefore experience many dif-
ferent relaxation environments. & is is known as the rapid-exchange case. & e netrelaxation rate
we observe in this situation is a weighted average of the relaxation rates in each of the environ-
ments. & e weighting for this average is the proportion of hydrogen nuclei in each environment,
or equivalently, the proportion of time a hydrogen nucleus spends in each environment. For
example, the transverse relaxation time, T,, of the free water is estimated to be about 350 msec,
and the T, of the water in a hydration sphere around macromolecules might be only 1 msec. At
any given time, perhaps only 1% of the water is in the hydration layers around the macromol-
ecules, and the remainder is in the free water. & is of course depends on the concentration of the
macromolecules. & e resulting net transverse relaxation rate in this case is given by:

1 0.99 0.01
+

—= =12.83 sec”'
T, 0.350sec 0.001 sec

T, =78 msec

& is example demonstrates the dramatic effect that a relatively small proportion of water in
hydration layers can have on the relaxation times in tissues, and how increasing the concentra-
tion of macromolecules would decrease the value of T,. & e relaxation rate, 1/T,, also called
R,, has been shown to be linearly proportional to the concentration of macromolecules in
solution (12).

& e alternative to the rapid-exchange case is the slow-exchange case. & is occurs when
physical boundaries prevent water molecules or individual hydrogen atoms from moving freely
between different relaxation environments. For example, the MR signal from neural tissues can
arise from water in intracellular and extracellular spaces, blood plasma, and CSF. Within each
of these spaces there are many different relaxation environments as well, and hydrogen nuclei
can exchange rapidly between them. However, hydrogen nuclei cannot move rapidly, relative to
the time scale of relaxation, across cellular membranes or across membranes into or out of the
CSF or blood. & e total MR signal we detect is a mix of the signals from these various environ-
ments, and each environment can have unique transverse and longitudinal relaxation times. In
practice, the MR signal from neural tissues in the brain is typically composed of signals from
three environments, which are distinguishable because of their different relaxation properties.
& ese have been identified as CSF, intracellular and extracellular water, and water trapped in
myelin sheaths (13). Within each of these three groups there are also different environments,
but their relaxation times are too similar to be identified separately. In gray matter and white
matter in the brain, the two main components are attributed to myelin water with a T, of around
15 msec, and the other is attributed to intracellular and extracellular water with a T, of approxi-
mately 80 msec. & e difference is that gray matter has roughly 3% of the signal in the faster
relaxing component (T, = 15 msec), whereas white matter has about 11% of its signal in this
component (13,14). It is also worth noting, for comparisons of the signals, that the gray matter
and white matter differ slightly in their proton densities, with 0.832 g of water per mL of tissue
in gray matter, compared with 0.708 g/mL in white matter.
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Key Points

20. Both longitudinal and transverse relaxation times, T, and T,, generally tend to be
longer for more mobile water and shorter for water with more restricted mobility
and for lipids.

21. In biological tissues there are many different relaxation environments, and we see
the net effect of these environments on the MR signal.

22. In the rapid-exchange case, each hydrogen nucleus spends time in more than one
relaxation environment. & e MR signal has transverse and longitudinal relaxation
rates that are, respectively, weighted averages of the transverse and longitudinal
relaxation rates of each environment.

23. In the slow-exchange case, we observe the sum of MR signals from different envi-
ronments, and we can observe components of the MR signal with different trans-
verse and longitudinal relaxation rates.

3.7 Observing the Effects of Relaxation

Relaxation times are extremely useful because they can demonstrate differences in environ-
ments between tissues or changes between healthy and damaged or diseased tissues. As you
may have noticed in the previous section, relaxation times are determined almost entirely by
the mobility of the hydrogen nuclei and the materials they interact with. & e only other factor
is the magnetic field strength of the MRI system. & is means that, for example, normal healthy
gray matter in the motor cortex of the brain will have the same transverse and longitudinal
relaxation times in any 3 tesla MRI system in the world. & e difference in the relaxation times
if instead we used a 7 tesla MRI system is also very predictable. If something was to cause local
edema (15), for example, the accumulation of fluid would alter the chemical environment of the
water in the tissues. From the explanations in the previous section of how relaxation occurs, we
can predict that this would likely cause T- and T,-values to increase because there would be
more free water. Similarly, we could predict how relaxation times would be expected to change
for almost any damage or disease process if we know how the tissue environment is altered.
Conversely, from the changes in relaxation times we can interpret the likely changes in the tis-
sues that have occurred, and the relaxation times therefore have diagnostic value (16-21).

We can observe the effects of the relaxation times in two different ways, corresponding to
the two different modes of relaxation: transverse and longitudinal. If initially the magnetization
is at equilibrium and we apply an RF pulse, then the magnetization will be tipped some angle
away from B, toward the transverse plane. Now the magnetization will precess around By, and
as described above, we could detect the transverse component of the magnetization. But, if we
were to wait a bit of time before detecting the MR signal, then the transverse component will
have decayed some amount due to transverse relaxation, and we will detect a weaker signal. If
we wait too long, then the transverse magnetization will have decayed completely to zero, and
we will not detect a signal, as illustrated in Figure 3.13.

& e relaxation processes result in exponential return of the magnetization to its equilibrium
values, and so the signal that would be measured at some time, ¢, after the excitation pulse is
given by:

S(t) =S, e/

& evalue of S is related to the equilibrium magnetization, and so it is proportional to the pro-
ton density. S, is the signal magnitude that would be measured if there was no relaxation; or we
could measure the signal instantaneously after the RF pulse, and this equation describes how
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FIGURE 3.13 The timeline of disturbing, or exciting, the magnetization from its equilibrium posi-
tion with an RF pulse, and then the return to equilibrium through the processes of relaxation.
After the RF pulse, the resulting transverse component of the magnetization can be detected as it
precesses around B,. The rate of transverse relaxation, and the time allowed between applying the
RF pulse and measuring the MR signal, determines how much the signal will have decayed due to
transverse relaxation. The longitudinal relaxation rate determines how long it takes for the magneti-
zation to recover to equilibrium, parallel to B,,.
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FIGURE 3.14 Examples of relaxation of transverse magnetization at two different values of T,.

quickly the magnetization will decay, relative to T,. For example, if T, = 90 msec, and we wait
90 msec after the RF pulse to measure the signal, then the signal will have decayed to 0.37 S,,.
However, if we wait only 45 msec, then we have 0.61 S,. In either case, the signal we measure
would be weighted depending on the value of T, (Figure 3.14).

Another important factor is the recovery of the magnetization parallel to B,. In practice we
will need to apply RF pulses many times in order to measure the MR signal with different spa-
tial encoding applied, as will be discussed in Chapter 5. Or, we may want to acquire images
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FIGURE 3.15 Examples of the recovery of longitudinal magnetization for two values of T, and two
different flip angles.

repeatedly to monitor changes in time, such as for fMRI. After the RF pulse we could wait long
enough for the magnetization to relax completely back to equilibrium. We could then apply an
RF pulse again and measure the signal, and the signal strength would have no dependence at
all on T,. However, if we wait a shorter time after the RF pulse, then the magnetization may not
have time to relax fully, depending on whether T, is long or short (Figure 3.15). & e longitudinal
magnetization at this point in time will depend on the value of T,. If we were to apply another
RF pulse at this instant, then the magnetization that is tipped toward the transverse plane would
also depend on the value of T,, and so would the signal we detect. As a result, we can make the
signal strength depend on T,. Another factor that plays a role is how far we tip the magnetization
away from By in the first place. If we tip it only a small angle, then the longitudinal magnetiza-
tion does not have far to recover. Taking both of these factors into consideration, the longitu-
dinal magnetization at a time, t, after an RF pulse that has tipped the magnetization an angle a
from B, is given by:
M(t) = My[1-(1 - cos a)e™

Looking at this equation we can see that if the time, t, is much longer than T,, then M(f) = M,,
regardless of the flip angle. At a very short time after the RF pulse (i.e., t is very small), then
M(¢) = 0 for a = 90° and M(t) = -M, for a = 180°.

We can choose the time between repeated RF pulses (called the repetition time, TR) and the
flip angle to select the sensitivity of the MR signal to differences in T, between different tissues
or fluids. We can also choose the time interval between the RF pulse and when we record the
MR signal to select the sensitivity to differences in T, between different tissues or fluids. It is
important to remember the distinction that with transverse relaxation the decay of the magne-
tization relates directly to the decay of the MR signal. But, with longitudinal relaxation, we are
talking about the recovery of magnetization parallel to B, and we would have to apply another
RF pulse to tip this magnetization toward the transverse plane to see the effects of the longitu-
dinal relaxation.

One final factor to take into consideration is that the magnetic field inside any material tends
to be different than outside the material. & is effect can be very large for magnetic materials, but
there are subtle but very important differences between air, tissues, bone, and blood. & e relative
change in the magnetic field between inside and outside a material is termed its magnetic sus-
ceptibility and in tissues is typically only around -9 ppm, meaning that the field inside is slightly
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Table 3.2 Selected Values (in Sl Units) of Volume
Magnetic Susceptibilities of Various Fluids and Tissues

m Volume Magnetic Susceptibility

Free space 0.00 ppm
Air 0.40 ppm
Water —9.04 ppm
Fat —7.79 ppm
Bone -8.44 ppm
Blood -8.47 ppm
Gray matter -8.97 ppm
White matter -8.80 ppm
Blood 98% O, saturation -9.12 ppm
Blood 75% O, saturation -8.79 ppm

Sources: Collins, C.M. et al., Magn Reson Imaging 20, 5,
413-424, 2002 (22); Spees, W.M. et al., Magn
Reson Med 45, 4, 533-542, 2001 (23).

lower than outside. For the purposes of MR imaging of the brain or spinal cord, there may be a
number of different materials within the region being imaged, with the magnetic susceptibilities
listed in Table 3.2.

At the boundaries between materials the magnetic fields do not change abruptly but instead
have smooth transitions. Observations from MR images and from numerical simulations (22)
show that the shape of the head and the air spaces in the sinuses and ear canals produce mag-
netic field variations across the brain and brainstem. Similarly, imaging of the spinal cord and
brainstem are affected by the bone in the spine and the proximity to the lungs.

& e effect of magnetic susceptibility differences between the various tissues produces a mag-
netic field that is typically not perfectly uniform, even across a relatively small volume. We can
think of the magnetic field as being B+ AB, where the AB refers to the relatively tiny variation in
the magnetic field across different positions. & e Larmor frequency then also has tiny variations
(again, ® = YB), and the hydrogen nuclei do not precess at exactly the same speed. Frequency
differences between hydrogen nuclei in different materials and between different positions
within molecules are called chemical shift effects and can be used to obtain chemical informa-
tion about materials by means of spectroscopy or chemical shift imaging. & e term chemical
shift is often used to refer to frequency differences within materials, but does include the bulk
magnetic susceptibility, such as between water and lipids. & e influence these effects have on the
appearance of an image is discussed in Chapter 5 (Section 5.6). Returning to magnetic suscep-
tibility differences in particular, imagine a small cubic volume of tissue, just 1 or 2 mm across
each side, which is near an air/tissue interface. & e volume might have a magnetic field variation
of 0.1 ppm across it, from one side to the other. & is means that in a 3 tesla MRI system, having
a Larmor frequency of 127.7 MHz, the frequency would vary by 12.77 Hz across the volume. In
the time span of only 78 msec (in this specific example) the hydrogen nuclei on one side of the
volume will have completed one more full rotation (precession) around B, than the hydrogen
nuclei on the other side. & e magnetic field is continuous and so all of the hydrogen nuclei across
the volume will be spread out to point equally in all directions in the transverse plane, resulting
in a net total transverse magnetization of zero. As this spreading out occurs over time we would
therefore see the total transverse magnetization decaying more quickly than under the influence
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of transverse relaxation alone. It is necessary to characterize the effective transverse relaxation
time, T. & is reflects both the true transverse relaxation, characterized by T,, and the effects of
non-uniform magnetic fields:

1 1
—=—+7AB
T, T ¥

2 2

& e influence of inhomogeneous magnetic fields on the MR signal is of particular interest for
fMRI, because the magnetic susceptibility of blood depends on its oxygen saturation, as indi-
cated in Table 3.2. As will be discussed in Chapter 6, this is the basis of blood oxygenation-level
dependent (BOLD) fMRI (24,25).

Key Points

24. Magnetization in tissues can be detected only after it has been tipped toward the
transverse plane by an RF pulse.

25. After the magnetization has been tipped from equilibrium, the transverse com-
ponent decays toward zero, and the longitudinal component grows to its equilib-
rium value.

26. At the same time, the magnetization precesses around B and can be detected.

27. If we wait a time between the RF pulse and measuring the MR signal, the signal
strength will depend on the decay rate, T,.

28. If the signal is not allowed to recover fully to its equilibrium value parallel to B,
before the next RF pulse is applied, then the signal after the next RF pulse will
depend on T,.

29. Magnetic susceptibility differences between tissues create spatial distortions in By,
resulting in different rates of precession. & is effect adds to the rate of transverse
decay and has the characteristic decay time, T,, which is shorter than T,.

30. Chemical shift refers to frequency differences between nuclei due to adjacent nuclei
within the molecular structure and can therefore depend on the position within
a molecule.
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The Fundamental Building
Blocks of MRI Methods
Spin Echoes and Gradient Echoes

To use the magnetic resonance (MR) signal that was described in Chapter 3, we need it to last long
enough to be measured, and we need to be able to detect differences in relaxation times between
different tissues or between different points in time. & isisaccomplished by creating an echo of the
signal, by bringing the signal back briefly. & ere are two different techniques for creating an echo,
as will be described in this chapter, and these are at the heart of every MR imaging method.

4.1 The Need for Echoes

In spite of the apparently wide variety of MR imaging methods and the abundance of jargon
and acronyms used to name different methods, there are actually only two fundamental imag-
ing methods: the spin echo (SE) and the gradient echo (GE). With very few exceptions, every
MR imaging method is a simple variation of one of these two fundamental methods. Because it
comes up often in relation to functional magnetic resonance imaging (fMRI), it is worth men-
tioning here that echo-planar imaging (EPI) is not a distinct imaging method but is one of the
ways that spatial encoding is imposed onto the MR signal. EPI can be used with a spin echo or
with a gradient echo and is discussed in detail in Chapter 5. & e distinction between the imag-
ing method and spatial encoding is important because the imaging method (GE or SE) deter-
mines the overall image appearance and determines how well different anatomical features, or
neural functions, are contrasted from their surroundings. & e spatial encoding method, on the
other hand, affects the acquisition time and image quality, but not the contrast between features
in the image.

In magnetic resonance, the term echo refers to the return of the MR signal after it has decayed.
As the name implies, the idea is similar to echoes produced by sounds reflecting off walls or other
large surfaces and that are probably more familiar. & e MR signal decays quickly after a radio-
frequency (RF) pulse, as described in Chapter 3, because all of the hydrogen nuclei in an object
are not in exactly the same magnetic field (due to field imperfections, magnetic susceptibility
differences, interactions between hydrogen nuclei, etc., which contribute to T, as described in
Chapter 3). As a result, the nuclei precess at different speeds, and the directions of the transverse
magnetization at different points in the object spread out, or the magnetization dephases, in the
transverse plane. An echo can be produced by reversing this dephasing.
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Equilibrium RF pulse Relaxation
excitation

FIGURE 4.1 Schematic of the initial steps needed to produce the MR signal by tipping the mag-
netization away from alignment with B,

& e spin echo was first described by Erwin L. Hahn in 1950 (1,2), long before MR imaging
was invented. & e spin echo has been described as “a phenomenon of monumental significance”
(3) because of its impact on a range of fields, in addition to MRI. & e use of gradient-echoes
did not appear until the development of MR imaging, more than 20 years later (4,5). & e great
advantage of producing echoes is that they enable measurement of much stronger signals and
allow more time for the measurements than would be possible if we could only apply an RF pulse
and then measure the signal before the transverse magnetization decayed to zero.

As described in Chapter 3 (and repeated in Figure 4.1), the magnetization in the object to
be imaged (such as a head, arm, leg, etc.) must first be tipped away from alignment with B, by
means of an RF pulse. Immediately after the RF pulse, the magnetization at all points is oriented
in the same direction (i.e., it is in phase). & is produces the greatest MR signal, and as the mag-
netization from different locations gets out of phase over time, the total net signal is reduced.
In practice, steps must be taken to ensure that the magnetization is in phase as much as pos-
sible immediately after the RF pulse, because the B, field of the RF pulse is not always perfectly
uniform, and magnetic field gradients and other field distortions cause the Larmor frequency
to vary with position. Nonetheless, it is possible to compensate for the bulk of these effects, and
for the purposes of this discussion we can assume that the magnetization is perfectly in phase
immediately after the RF pulse.

It is helpful to clarify two points here to help with the descriptions that follow. First, we are
concerned primarily with the transverse component of the magnetization, because this is the
part of the magnetization that we can detect. To reiterate from Chapter 3, this is the component
of the magnetization that is 90° to B,. Second, it is easiest to think of the total net magnetiza-
tion from tiny localized volumes (some texts will refer to these as isochromats). Each of these
small volumes is small enough that the magnetic fields are perfectly uniform everywhere in the
volume, and all of the hydrogen nuclei have exactly the same Larmor frequency. Even if these
volumes are only 10 um cubes, they may still contain roughly 10" hydrogen nuclei, and we can
consider the total net magnetization of the volume. To describe the total behavior of the magne-
tization within tissues, we can compare the Larmor frequencies and properties of small volumes
at different locations.

Now, back to what happens to the magnetization immediately after the RF pulse. In a mag-
netic field, B,, we know from the Larmor equation that the magnetization will precess at the
frequency ®, = YB,. But, imperfections in the static magnetic field, magnetic susceptibility differ-
ences between tissues, bone, air, and so forth, and also interactions between individual hydrogen
nuclei all cause subtle variations in the frequency (this was discussed in detail in Chapter 3). As
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FIGURE 4.2 Schematic demonstration of the decay of the total transverse magnetization after an
RF pulse. Each colored arrow represents the direction of the magnetization in a small volume, in the
rotating frame of reference (rotating at the Larmor frequency), and shows how the magnetization
spreads out in phase (dephases) over time. This results in the decay of the total net magnetiza-
tion, and therefore the MR signal, with the characteristic decay time, T,". In reality, the magneti-
zation would be spread out in a continuum and not at a few discrete values as shown.

a result, the total magnetization summed across a large number of small volumes decays expo-
nentially with the characteristic time T, as shown schematically in Figure 4.2. & is is called free
induction decay, and the curve shown in Figure 4.2 is therefore called the F. I. D. (pronounced
by reading each letter, as opposed to reading it as a single word). Recall that the decay time, T,,
depends on the transverse relaxation time, T,, and also the magnetic field variation across the
entire volume of fluid or tissue that gives rise to the MR signal (6). & e value of T, can therefore
depend on the proximity to bone/tissue or air/tissue interfaces because of magnetic susceptibil-
ity differences between the materials and can be changed by applying a magnetic field gradient.

11
= +7AB
T T

2 2

& e transverse relaxation characterized by the time T, occurs because of random thermal
motion and interactions between individual hydrogen nuclei or with magnetic materials. & e
added effect of the magnetic field variations, on the other hand, is constant (unless we change
the magnetic field). & is difference will be shown in the following sections to be very important
to the differences between a spin echo and a gradient echo.

& e importance of creating signal echoes is demonstrated by the value of T in the brain,
around 50-60 msec at 1.5 tesla, 30 msec at 3 tesla, and 15 msec at 7 tesla. If we also apply a mag-
netic field gradient, such as to encode spatial information into the MR signal, then the value of
T, is reduced significantly (depending on the gradient strength). Immediately after an RF pulse,
we may have only a few milliseconds to measure the MR signal before it decays to zero. For
example, if T, = 90 msec and T, = 30 msec, then YAB = 22.2 sec™!. With the addition of a typical
gradient of 0.5 gauss/cm (equal to 2130 Hz/cm or 13380 sec™! cm™), in the span of 1 mm then
YAB = 1338 sec™!, and the new effective value of T} is 0.74 msec.
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Key Points

1. Immediately after an RF excitation pulse, the MR signal decays exponentially due
to transverse relaxation and dephasing caused by spatial variations in the static
magnetic field and magnetic field gradients.

2. A signal “echo” can be produced by temporarily reversing this dephasing.

3. Creating an echo provides more time to measure the MR signal before it decays
to zero.

4.2 Spin Echo

A spin echo is formed by applying a second RF pulse some time, 7, after the initial excitation
RF pulse, as shown in Figure 4.3. It is important to note that the value of t is typically much
shorter than the value of T|. Each RF pulse is applied over a very short duration (typically a few
milliseconds) and is essentially instantaneous compared with the relaxation of the magnetiza-
tion. & e second pulse is designed to rotate the magnetization 180° around any axis in the trans-
verse plane. For example, if the initial excitation pulse rotates the magnetization 90° around
the x-axis, it is designated as a 904 pulse, and its effect is to rotate the magnetization onto the
—y-axis. (& e rotation is counterclockwise when looking along the direction of the B, field of the
RF pulse.) & e 180° pulse that follows can be a 180y or 180y pulse (i.e., rotation around x or y)
with equal effect. Immediately after the 180° pulse, both the transverse and longitudinal mag-
netization components at every point in the object being imaged are inverted compared with the
axis they were rotated around. & 1is process also inverts the phase distribution of the transverse
magnetization relative to what it was before the 180° RF pulse. In order to avoid producing a
large longitudinal magnetization component, the initial RF excitation pulse is typically set to
rotate the magnetization 90°, so that the magnetization is entirely in the transverse plane both
before and after the 180° RF pulse.

Now, the same magnetic field distribution that made the magnetization spread out in phase
after the 90° RF pulse causes it to come back into phase after the 180° RF pulse, as shown in
Figures 4.4 and 4.5. & e field distribution could include the effects of magnetic field gradients
we have applied, in addition to the inherent spatial magnetic field distribution that exists in
the absence of any applied gradients. If we think of the magnetization in three small volumes,

Spin Echo Gradient Echo
3 Any angle
190° o
n ! 180 RF Pulses
E H
i S Gradient on one direction and then reversed
0 -
T~ | S=Se T2 Magnetic Field —
Gradients e PO -
|'| So \ il
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! LL!-;"——_':"-A{ (! P~ MR Signal |] |"i
| | | Al
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FIGURE 4.3 Schematic representations of the time sequences of RF pulses and gradients required
to produce a spin echo and a gradient echo.
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FIGURE 4.4 Graphical representation of the formation of a spin echo. Each sphere represents
the magnetization in a very small volume of water. Under the influence of spatial variations in the
static magnetic field (which may include a magnetic field gradient), the magnetization in the small
volumes spreads out in phase (i.e., the direction they are pointing in the x—y plane). A 180° RF pulse
inverts this phase distribution, and the same spatial magnetic field variations now cause the mag-
netization to come back into phase, briefly producing a net total larger magnetization and larger MR
signal (the echo), until the magnetization from the small volumes goes back out of phase again.

chosen to be at locations with slightly different magnetic fields, then the magnetization is pre-
cessing at slightly different speeds after the initial excitation pulse. At some time, 7, later, the
magnetization in the three volumes is at angles A, B, and C from the x-axis, for example (we
could also have chosen some other axis). Now immediately after we apply the RF pulse to rotate
the magnetization 180° around the x-axis, the magnetization will be at angles -A, -B, and -C,
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Precession around B, plus magnetic field gradient along y-axis
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FIGURE 4.5 Graphical representation of the formation of a spin echo, as in Figure 4.3, except it
is now shown in the rotating frame of reference. The sphere at the center is shown precessing at
the same frequency as the rotating frame, and therefore appears to be stationary. An asterisk (*)
marks one of the spheres so its position can be tracked from the point of view of the rotating frame
of reference.

respectively, from the x-axis. & e magnetization in the three small volumes continues to pre-
cess at the same speeds as before the 180° RF pulse, and after another time, T, the magnetiza-
tion directions in the three volumes are once again the same (i.e., the magnetization is back in
phase). When the magnetization is back in phase, we can again detect an MR signal, and this is
the spin echo.

However, it is important to note that the magnetization does not return to being perfectly
in phase, and we do not recover the entire MR signal at the peak of the spin echo. & e action of
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the 180° RF pulse cancels out the effects of any constant magnetic field variations. It does not
alter the effects of transverse relaxation, characterized by the time, T,, because the relaxation
is caused by random interactions between hydrogen nuclei. At the peak of the echo (the point
of the maximum MR signal), the signal magnitude, S, will have decayed from the value S, that
would have been measured immediately after the RF pulse:

§=8,eTHT,

& e time, TE, is the echo time and is equal to 27, the time from the first RF excitation pulse
to the center of the spin echo. & e time 7 is exactly the time between the RF excitation pulse and
the 180° RF pulse, and so the value of TE is easily controlled by choosing the timing between
the RF pulses.

After the peak of the spin echo, the magnetization in each small volume continues to precess
at the same speed. After a relatively short time the magnetization becomes out of phase again
and the total MR signal decays to zero. At this point we could apply another 180° RF pulse to
invert the phase distribution again and form another spin echo. & is would again cancel out the
effects of the constant magnetic field variations but would not reverse the effects of transverse
relaxation. & e maximum signal at the center of the second echo would be reduced by the trans-
verse relaxation that has occurred since the first RF excitation pulse.

As mentioned above, possible variations of the spin echo include rotating the magnetization
around two different axes with the two RF pulses. For example, the initial excitation pulse may
be a 90y pulse to rotate the magnetization onto the -y-axis or a 90y pulse to rotate the magne-
tization onto the x-axis. & e 180° pulse can be 180,y or 180,y. In every case, a spin echo is still
formed exactly as described above. Two advantages of altering the direction of the 180° rotation
are that (1) we can control the direction of the magnetization in the transverse plane, and (2) we
can rotate the magnetization in one direction (such as 180y) to produce the first spin echo, and
in the opposite direction (such as 180-4) to produce a second spin echo (2,7-9). By rotating the
magnetization in two different directions, any imperfections in the RF pulse (such as rotating
too much or too little in some places) are canceled out for every second echo that is formed, and
the errors do not accumulate. Finally, it is also possible to form a spin echo by using RF pulses
with lower flip angles than 90° and 180°. In this case the signal intensity is lower at the peak of
the spin echo, but the amount of energy that is needed to produce the signal is much lower. & is
can be important when a large number of echoes must be formed in a short time for fast imaging
methods, such as may be used for fMRI.

Key Points

4. Immediately after an RF excitation pulse, the MR signal decays exponentially due
to transverse relaxation and dephasing caused by spatial variations in the static
magnetic field and magnetic field gradients.

5. & edephasing caused by static spatial field variations, and by any gradients that are
applied, can be canceled out after a 180° pulse.

6. & e spin echo is T,-weighted as a result.

7. Mnemonic for how a spin echo is created: SPICE

Send it down 90°

Precess around

Invert the magnetization (180° pulse)
Coherence returns

Echo is formed
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4.3 Gradient Echo

A gradient echo is formed after an excitation RF pulse by applying a magnetic field gradient for
a brief time, and then applying a gradient in the opposite direction (Figure 4.3). Shortly after the
gradient direction is reversed, the effects of the two gradients will cancel each other out, bring-
ing the transverse magnetization back into phase as shown in Figures 4.6 and 4.7. When the
magnetization is in phase, we can again detect a strong MR signal, and this is a gradient echo.
& e time between the RF pulse and the peak of the echo is called the echo time, TE, as it is with
a spin echo.

Precession around B, plus magnetic field gradient along x-axis

Time
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FIGURE 4.6 Graphical representation of the formation of a gradient echo. Each sphere represents
the magnetization in a very small volume of water. Under the influence of a magnetic field gradient,
the magnetization in the small volumes spreads out in phase (i.e., the direction they are pointing in
the x—y plane). When the gradient direction is reversed, the magnetization comes back into phase,
briefly producing a net total larger magnetization and larger MR signal (the echo), until the mag-
netization from the small volumes goes back out of phase again. With the gradient echo, only the
effect of the gradient is canceled out, but the effects of constant spatial magnetic field variations
are not.
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Precession around B, plus magnetic field gradient along x-axis

o ? Time

Initially in same orientation
v & )
v 9 =

~ ;
=~
" P4 ' /‘ P, ,‘
[ &
Continued precession around By, plus reversed field gradient

@ Return to same orientation
Reverse the

. * -~ ~/
magnetic field L [
gradient ) f‘ # /‘ /.f ~ - ;
- o

~
§

FIGURE 4.7 Graphical representation of the formation of a gradient echo, as in Figure 4.6, except
it is now shown in the rotating frame of reference. The sphere at the center is shown precessing at
the same frequency as the rotating frame and at the center of the MRI system so that the gradient
has no effect, and therefore appears to be stationary.

&4 e most important distinction between a gradient echo and a spin echo is that the inherent
magnetic field variations are not canceled out with a gradient echo. Only the dephasing caused
by the applied gradients is reversed. & e peak signal therefore decays exponentially with the
characteristic time, T, inherent to the tissues, in the absence of any applied gradient fields. At
the peak of the gradient echo, the signal amplitude, S, will have decayed from the value S, that
would have been measured immediately after the RF pulse:

S$=3S, e~ TE/T;

As with the spin echo, we can easily set the value of TE simply by choosing when to apply the
gradient and when to reverse it. After the peak of the echo, the magnetization again dephases
and the signal decays quickly, under the influence of the gradient and the inherent magnetic
field variations. It is also possible to reverse the gradient a second time and form another gra-
dient-echo. & e peak of the next echo will again be reduced according to the decay with the
characteristic time T, from the time of the RF excitation pulse.
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Key Points

8. A gradient echo is formed after a single RF excitation pulse by applying a magnetic
field gradient and then reversing it until the effects of the two gradients cancel out.
9. Only the gradients are canceled out; the dephasing caused by static spatial field
variations are not affected.
10. A gradient echo is T,-weighted as a result.
11. Mnemonic for how a gradient echo is created: SUGAR
Single RF pulse
Under 90° (typically)
Gradient
And
Reverse

4.4 Steady-State Methods and Stimulated Echoes

Whenever RF excitation pulses are applied repeatedly at a rate that does not permit the magnetiza-
tion to fully relax back to equilibrium between each pulse (such as TR < T)), the signal intensity
after each excitation reaches a new steady state that is different from that of a single excitation. & e
signal in this case depends on the repetition time, TR, and on the value of T}, and so is T,-weighted.
A special case occurs when TR is very short (such as TR < T,). & is situation only occurs in prac-
tice when gradient-echo methods are used, with excitation flip angles that are reduced from 90°,
because otherwise the longitudinal magnetization has insufficient time to recover and little to no
signal is produced by each excitation. A very important factor contributing to the signal is whether
or not the transverse magnetization just prior to each excitation is (1) completely dephased so that
it cannot contribute to later echoes, (2) partially dephased, or in a regular pattern, so that it could
be recovered later, or (3) brought completely back into phase. When the magnetization is com-
pletely dephased prior to each subsequent excitation, then the transverse magnetization prior to
each RF excitation pulse is zero. In this case the echo signals are simply gradient echoes, possibly
with T,-weighting, as described above. If instead the transverse magnetization is in phase, or is in
a pattern that can be reversed, then it could add to the signal in later echoes.

To describe the MR signal that would be produced by repeated RF pulses, we can picture a
specific example of repeated RF excitation pulses that tip the magnetization by 30°, applied every
20 msec. Simulations of the echo signals produced by this sequence are shown in Figure 4.8. If
the magnetization starts at equilibrium and we apply a 30° RF pulse, then a proportion of the
magnetization is in the transverse component (M, = M, sin o =0.50 M,) and the longitudinal
component is slightly reduced (M, = M, cos o0 = 0.866 M,). A gradient echo could be created by
applying a gradient and reversing it. After the signal in the gradient echo has again decayed to
zero, there is no transverse magnetization remaining.

In one situation we could simply apply the RF pulse and gradients again to produce another
gradient echo. However, if we use a short repetition time between excitation pulses, the longi-
tudinal magnetization does not fully relax to equilibrium. Assuming T is around 1 sec, as with
most tissues, with a very short repetition time, TR, of 20 msec as in this example, the longitudi-
nal magnetization prior to the second RF pulse is:

M, = M,y[1-(1 - cos a)e™™1] = 0.869 M,

& e second RF pulse therefore does not act on the same magnetization that was affected by the
first RF pulse. Another 30° RF pulse will again rotate a small amount of magnetization into
the transverse plane (M, = 0.869 M, sin o = 0.435 M,) and further reduce the longitudinal mag-
netization (M = 0.869 M, cos 0. = 0.753 M,). As can be seen, each subsequent RF pulse rotates
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FIGURE 4.8 Simulations of the transverse magnetization that would be produced by 30° RF exci-
tation pulses with a repetition time of 20 msec. The direction of the RF pulses are alternated, 30y
30_, 304 30_4 and so on, to avoid eliminating the longitudinal magnetization entirely, given the very
short TR. After each RF pulse a gradient echo is formed by applying a magnetic field gradient and
then reversing it. The red lines indicate the echoes that are produced when the transverse magne-
tization is completely dephased after each gradient echo. The blue lines indicate the echoes pro-
duced when the transverse magnetization is refocused (by making the total gradient effects equal to
zero), after each gradient echo, thereby creating a new (larger) steady-state magnetization.

less magnetization into the transverse plane. However, the Bloch equations (10) demonstrate a
key point with the portion of the equations that relates to longitudinal relaxation:

d t Tl

My _ M- M,

& e rate of change of the longitudinal magnetization (dM/dt.) is greater the further M,. is
from the equilibrium value of M,. & at is, the longitudinal magnetization changes faster when
M, is smaller (or even more negative). After several identical RF pulses have been applied, the
transverse magnetization produced by each pulse is balanced by the recovery due to relaxation
between pulses. As a result, the magnetization reaches a new steady state. & e longitudinal mag-
netization prior to each RF pulse in the steady state is:

(1 — e TR )
M” = MO

(1 —cosoe” VI )

& e signal at the center of the gradient echo that would be produced by the next RF pulse,
including the effects of transverse relaxation, is (11-13):

(1 T )

~TE/T,
—~TR/Ty ) e

S(GE)y, =S, sinot (1_ "

3

& is method is termed a spoiled or incoherent gradient echo, because the transverse magnetiza-
tion is not brought back into phase prior to each subsequent RF pulse and does not contribute
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to later echoes. Although a new steady state is reached and the resulting echoes are T,-weighted,
this method does not fall into the category of what is generally termed a steady-state method, as
described below.

In a second situation that follows from the above example, if instead we refocused the magne-
tization after each gradient echo, just prior to each subsequent RF pulse, then the transverse
magnetization can contribute to later echoes. Another important difference between the steady-
state and the spoiled methods described in the previous section is that the steady-state methods
require the RF pulses to be alternated in direction (14). & at is, if the first RF pulse is 30y, then
the second one must be 30_y, the third is again 30y, and so on. After the first RF pulse, the trans-
verse and longitudinal magnetization components are exactly as described above. However, it
is now important to take into consideration the direction of the magnetization, being along
the —y-axis after the first pulse (assuming a 30y pulse in this example). Just prior to the second
RF pulse, the longitudinal magnetization has recovered slightly (depending on TR and T)), but
the refocused transverse magnetization has an amplitude equal to M,.,sin o, e ™72, & e second
RF pulse again does not act on the same magnetization that was affected by the first RF pulse,
as in the example above, and now both the transverse and longitudinal components must be
taken into consideration. & e second RF pulse rotates the longitudinal magnetization toward
the +y-axis and rotates the transverse magnetization 30° back toward the longitudinal axis.
As a result, in the transverse plane these two components partially cancel each other out. But,
the component that was rotated from the longitudinal axis is the larger of the two, primarily
because the transverse component had undergone relaxation with the characteristic time T;.
& e magnitude of the second gradient echo that can be produced is therefore much smaller than
that of the first echo (Figure 4.8). But, the longitudinal magnetization that remains after the
second RF pulse is larger than after the first pulse, because it also has a contribution from the
magnetization that was rotated out of the transverse plane. Continuing this process, the trans-
verse component of the magnetization after the third RF pulse is again along the -y-axis and is
not as large as after the first RF pulse, but is larger than that after the second RF pulse, and will
settle into a steady state after several more pulses. From this progression of the magnetization
after each pulse, it can be seen that the net signal produced in the steady state will depend on
the TR and flip angle, and on both T, and T;. & e signal amplitude at the center of each gradient
echo will eventually settle into a new steady state, given by (14):

(1 — e TV )

1— (e-Tml _ T )cos(x _ o~ TR TR

—TE/T,

S=8§sinc
e

Note, however, that this equation has been modified slightly from the original source, by replac-
ing T, with T, in the denominator. & is change is needed because the original text (14) refers to
transverse relaxation in general. In the case of RF pulses that are alternated in phase, the phase
distribution of the magnetization is never inverted, and so the effects of the static spatial field
variations are not canceled out and must be taken into consideration for MRI of the body. In
addition, the term T,, to differentiate the total observed transverse relaxation from the true T,
relaxation, does not appear to have been defined until a few years after this equation was first
published (6).

& emagnitude of the gradient echoes that can be produced after each RF pulse with a steady-
state method and a spoiled gradient-echo method are shown in Figure 4.8. & e signals shown
are simulations, based on a repetition time of 20 msec and a flip angle of 30°.
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A key feature of steady-state methods is that the transverse magnetization needs to be brought
back into phase prior to each RF excitation pulse for it to contribute to later echoes as much as
possible. & e effects of all of the magnetic field gradients must therefore total zero prior to each
successive RF pulse. & ere are a number of jargon terms to describe this, for example, making
the net gradient effect equal to zero is called gradient moment nulling, and methods of this type
are sometimes called balanced acquisitions, meaning the gradients are balanced to sum to zero
net effect. Several steady-state imaging methods use completely balanced gradients and have
TE = TR/2, so that the RF excitation pulses and the signal echoes are evenly spaced in time. & is
particular method has several names, such as FISP (fast imaging with steady-state precession),
SSEP (steady-state free precession) and True SSFP, balanced FFE (balanced fast field echo), and
FIESTA (fast imaging employing steady-state acquisition).

&4 eadvantage of the steady-state method is that it enables very frequent or rapid sampling of
the MR signal, with a larger signal than would be obtained with a spoiled (or incoherent) gradi-
ent echo, as shown in Figure 4.8. & e trade-off is that the resulting signal strength depends on
both T, and T,. & e details of the signal dependences with various methods are summarized in
Table 4.1.

Table 4.1 Summary of the Signal Magnitudes Produced by Conventional Spin-Echo

and Spoiled Gradient-Echo Methods, and with Methods Employing Repeated Identical
Excitations with Short Repetition Times

S(SE)gg 180 = Sp€ ™2 Conventional spin echo,
ignoring T,-weighting

S(GE), = Sssino eTET2 Conventional spoiled gradient
echo, ignoring T,-weighting

(1 _ e‘TR’T‘) ; Spoiled gradient echo with
e TEM magnetization spoiled
between pulses (i.e.,
incoherent gradient echo),
accounting for the effects of
T,-weighting

S(GE), = Sy sina

(1 —coso. e TR/M )

(1 . e’TR’T‘) ; FLASH (fast low-angle shot)
i _ ¢ ¥m  coherent gradient echo, with
= (e‘TR’T1 = @ e )cosoc — g TRMg-TR/ very short TR, and TE, and
the special case of TrueFISP
with TE = TR/2

S(TF) = S, sina.
1

1o ., T et Stimulated echo produced by

S(STE) o0 = 530 sin’(a) e e 3 identical RF pulses with
flip angle o (as described in
Section 4.4.2). This
equation assumes TM >t

Sources: Hahn, E.L., Phys Rev 80, 4, 580-594, 1950 (1); Tkach, J.A., and Haacke, E.M., Magn
Reson Imaging 6, 4, 373-389, 1988 (6); Ernst, R.R., and Anderson, W.A., Rev Sci
Instrum 37, 93-102, 1966 (12); Edelstein, W.A. et al., J Comp Assist Tomogr 7, 3,
391-401, 1983 (13); Haase, A., Magn Reson Med 13, 1, 77-89, 1990 (15); Scheffler,
K., and Hennig, J., Magn Reson Med 49, 2, 395-397, 2003 (16).
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Key Points

12. Steady-state methods, in contrast to spoiled methods, return the transverse mag-
netization to being in phase prior to each subsequent RF pulse, although static field
variations are not canceled out.

13. & e refocused transverse magnetization contributes to the signal after subsequent
RF pulses. & e transverse component is T,-weighted, and so the steady-state mag-
netization is both T,- and T,-weighted.

14. Steady-state methods produce transverse magnetization that can be used to create
a gradient echo after each RF pulse but do not spontaneously produce an echo, such
as a spin-echo method would.

15. Steady-state methods also require that the RF pulses alternate in direction between
successive pulses.

A different situation from that described above arises when repeated RF pulses are applied that
rotate the magnetization in the same direction. Steady-state methods described in the previous
section use pulses that alternate in direction, in order to avoid reducing the longitudinal mag-
netization to zero as a result of repeated low-to-medium flip angle pulses and inadequate time
for relaxation between pulses. However, with large flip angle pulses such as 90°, the cumulative
effect of repeated pulses can rotate the magnetization through a large enough angle to return
the magnetization again toward the transverse plane, thereby reversing the transverse phase dis-
tribution and producing an effect similar to a spin echo, called a stimulated echo. Recall that to
produce a spin echo, an initial 90° pulse is applied, and after a brief time the resulting transverse
magnetization spreads out in phase due to spatial field variations. A 180° pulse is then used to
invert the magnetization and the phase distribution. & e same spatial field variations then cause
the magnetization to come back into phase, producing a spin echo.

To produce a stimulated echo we replace the 180° pulse with two identical 90° pulses, being
now the second and third pulses in the sequence (Figure 4.9). If these two 90° pulses are in very
rapid succession, they produce the same effect as a 180° pulse, and a spin echo is formed as usual.
However, allowing time between the second and third 90° pulses changes the amplitude and
weighting of the echo that is produced. & e action of the second RF pulse rotates the transverse
magnetization onto the longitudinal axis in the negative direction (i.e., it is inverted), as shown
in Figure 4.10. More accurately though, it is necessary to consider that not all of the magneti-
zation was along one axis prior to the second pulse, but was spread out in the transverse (x-y)
plane. Assuming 90, pulses are used, the magnetization distribution is rotated around the x-axis
into the y-z plane (recall that the z-axis is the longitudinal axis). & e magnetization undergoes
longitudinal relaxation, and the transverse components of the magnetization spread out in the
transverse plane, as a result of the static spatial field variations that are always present.

& e third 90° RF pulse rotates the magnetization back into the transverse (x-y) plane, revers-
ing the phase distribution that existed immediately prior to the second RF pulse. & e longitu-
dinal magnetization to be rotated into the transverse plane depends on the time between the
second and third RF pulses (the interval allowed for longitudinal relaxation), and the value of
T,. If the time between the first and second RF pulses is T, then at the time 7T after the third RF
pulse the static spatial field variations cause a portion of the magnetization to come back into
phase, and a stimulated echo is formed.

A key feature of the stimulated echo that makes it distinct from steady-state methods or a
spoiled gradient echo is that the magnetization comes back into phase spontaneously and an
echo is formed. & at is, gradients are not necessary to produce an echo; the inherent spatial
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FIGURE 4.9 The relationship between the spin echo (top two rows) and the stimulated echo
(bottom two rows) is shown by the continuity in the transition from one to the other. If the second
and third 90° pulses rotate the magnetization in the same direction, then they sum to the effect of
a 180° degree pulse when the mixing time, TM, is very close to zero. In this case, the spin echo and
the stimulated echo are indistinguishable. As TM is increased, the differences become apparent,
as described in the text.

magnetic field variations are sufficient. A stimulated echo can be produced with lower flip angle
pulses as well, and the echo amplitude depends on the flip angle, o, the timing between the RF
pulses, and as on T, and T5:

S(STE) - = %So sin®(0r) e ™/ 2e/Te

For this equation, the times between the three pulses are as indicated in Figure 4.9, and the
time between the second and third pulses, TM, is assumed to be at least as long as the time
between the first and second pulses, indicated by T (1). An assumption used for this equation is
that the times between pulses (particularly TM) are long enough that the transverse magnetiza-
tion becomes uniformly spread out in phase in the transverse plane between each pulse, due to
the inherent spatial magnetic field variations. & is is as shown in the lower row of Figure 4.10.
&4 e magnetization is therefore assumed to be uniformly distributed in phase in the y-z plane
immediately after the second RF pulse, meaning that half of the magnetization components
are along the y-axis and half along the z-axis. & e transverse components (those parallel to the
y-axis after the second pulse) then again become uniformly distributed in the transverse plane.
After the third RF pulse, the magnetization components that were rotated onto the z-axis by the

73

© 2011 by Taylor & Francis Group, LLC



L

Immediately after

Immediately after

Immediately after

I4I [eUOIIOUNS JO S|BIIUASST

1st 90° RF pulse 2nd 90° RF pulse 3rd 90° RF pulse
o 1 1 1 1 1 1 1
5
Z 05 05 05 05 05 05 05
<=
S0 : 0 0 0 —_— 0 —— 0 0
&)
> 05 -05 -05 -05 -05 -05 -05
)
= a1 -1 -1 -1 -1 -1 -1
1 0 1 0 1 0 1 0 1 0 1o 0 1o 0 1
w1 1 1 1 1 1 1
5
Z 05 0.5 0.5 0.5 0.5 e 0.5 0.5 \"
< A .
a )
S o . 0 o] =.-_— 0 — 0 0 0
: A
= 05 -05 -05 -05 -05 -05 -05
S0
T -1 -1 -1 -1 -1 -1 -1
-1 0 1o 0 1 0 1 0 1o 0 1 0 1 0 1
Magnetization Magnetization Dephasing in Rotated into Transverse Rotated toward Maximally
along the z-axis ~ on the —y-axis transverse plane  the yz plane dephasing and  the xy plane refocused:
longitudinal Stimulated echo
relaxation

FIGURE 4.10 Simulations of the effects of three identical 90° RF pulses, resulting in a stimulated echo. The top row shows the case of short times
between pulses relative to transverse dephasing due to static spatial field variations, resulting in little dephasing, whereas the bottom row shows the more
general case of complete transverse dephasing between pulses. The bottom row also demonstrates the classic figure-eight pattern described by Hahn in
1950, just prior to, and after, the third RF pulse. (Hahn, E.L., Phys Rev 80, 4, 580-594, 1950 [1].)
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second pulse are rotated back into the transverse plane, with the phase distribution reversed.
& e inherent spatial field variations that caused the dephasing now cause the magnetization to
come back into phase, producing the stimulated echo, as described above. However, a key point
is that only half of the magnetization is refocused, and this is the reason for the 1/2 factor in
the equation above. & e time interval between the first RF pulse and the second pulse is when
the transverse dephasing occurs. & e peak of the stimulated echo therefore occurs at this exact
amount of the time again, after the third RF pulse. & e echo time for the stimulated echo is
therefore twice the time between the first and second RF pulses. & e time interval between the
second and third pulse, TM, is not included in the echo time. However, TM is a factor in the echo
amplitude above, in relation to the longitudinal relaxation that occurs in this interval.

If between the RF pulses the magnetization does not become completely dephased (i.e., uni-
formly distributed in all directions in the transverse plane), then the situation is similar to that
shown in the upper row of Figure 4.10. A stimulated echo is still produced and even has a higher
peak amplitude. In the extreme case, when no time is allowed between the second and third
pulses, then no transverse dephasing occurs in this interval, and the resulting echo formed after
the third RF pulse is a spin echo.

In the more general case, similar to the steady-state methods described in the previous sec-
tion, we can consider a sequence of RF pulses applied at equal intervals, with flip angles that may
be 90° or less. & e first three pulses in the sequence produce a stimulated echo, midway between
the third and fourth pulses. However, the second, third, and fourth pulses do not produce
another stimulated echo, because this set of three pulses does not begin in an initial state with
magnetization along the longitudinal axis. Continuing the parallel to a spin-echo sequence, we
can see that a spin echo requires a second 180° pulse to be applied to produce a second echo,
and therefore two more 90° degree pulses would be expected to produce a second stimulated
echo. A continuous sequence of RF pulses therefore does not produce a steady-state sequence of
stimulated echoes. At best, it may be possible to produce repeated stimulated echoes after every
second RF pulse in the sequence, similar to a train of spin echoes. A train of spin echoes is not
a steady-state method either and cannot be sustained indefinitely. Each echo is attenuated by
transverse relaxation, with the characteristic time, T,. A repeated train of stimulated echoes
would be similarly attenuated.

As described above for steady-state methods, however, a sequence of repeated RF pulses will
eventually reach a new steady state, and a constant amount of transverse magnetization will be
rotated into the transverse plane with each RF pulse. Simultaneously, the transverse magnetiza-
tion that was produced by a prior RF pulse is rotated back into the transverse plane in a negative
sense and can produce a stimulated echo. & ese two sources of transverse magnetization will be
opposite in phase and will therefore tend to cancel each other out. & e magnetization that has
been rotated into the transverse plane by the most recent pulse may produce a larger amplitude
gradient echo than the stimulated echo (depending on the echo time, repetition time, and flip
angle), but in any case the net effect will be a reduced echo amplitude. & e stimulated echo
therefore can be a detriment to the total signal that is produced in this situation. But, it can be
avoided simply by leaving the transverse magnetization out of phase in the transverse plane,
or even applying strong spoiling gradients, prior to each subsequent RF pulse. & is dephasing
will eliminate the possibility of the formation of a stimulated echo by later RF pulses, and the
net effect is identical to that of the spoiled gradient echo described above.

Key Points

16. & ree RF pulses in a row can spontaneously produce a stimulated echo without the
use of gradients.

17. & etime, T, between the first and second RF pulses is equal to the time between the
third pulse and the center of the stimulated echo, and TE = 21.
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18. & e time between the second and third pulses is called the mixing time, TM, and is
not included in the echo time.

19. A stimulated echo produced by three identical 90° RF pulses with very short TM is
essentially identical to a spin echo produced by a 90° pulse and a 180° pulse.

20. Typically, the mixing time, TM, is sufficiently long to allow the transverse magne-
tization to become uniformly distributed in all directions in the transverse plane,
resulting in a stimulated echo that is half as large as a comparable spin-echo.

21. A stimulated echo can be produced with flip angles of less than 90°, but repeated
identical pulses at regular intervals will not produce repeated identical stimulated
echoes similar to a steady-state method. A steady-state method based on identical
RF pulses (i.e., not alternated in phase) may produce undesirable stimulated echoes
that diminish the primary gradient-echo amplitude.

4.5 Signal Weighting and Contrast

& e MR signal that is recorded with a spin echo or a gradient echo is weighted depending on
the values of T, or T,, respectively, of the tissues (cells, connective tissues, fluids, etc.) within
the regions being imaged (Figure 4.11). & e signal from each type of tissue also depends on the
number of hydrogen nuclei that contribute to the signal (i.e., the proton density). & e relaxation
times and proton densities tell us something about the physical properties of the tissues. & e
magnitude of the MR signal also depends on the flip angle, which is the angle the magnetization
is rotated away from B, by the RF excitation pulse. & is dependence occurs for two reasons: the
flip angle affects (1) the magnitude of the transverse magnetization that we detect to get the MR
signal, and (2) the longitudinal magnetization that is available the next time the RF excitation
pulse is applied. As described in Chapter 3, however, the longitudinal magnetization addition-
ally depends on the time between successive applications of the RF excitation pulse (the repeti-
tion time, TR) and on the longitudinal relaxation times, T, of the tissues being imaged.

As a result, spin-echo and gradient-echo methods can both produce echo signals with peak
amplitudes that are T,-weighted, depending on the flip angle used for the RF excitation pulse,
and on the repetition time, TR, as summarized in Table 4.2. A spin echo can also produce echo
signals with peak amplitudes that are T,-weighted, whereas a gradient echo produces echo sig-
nals that are T;-weighted, and the amount of weighting in both cases is determined by the echo
time, TE. For applications of MRI, critical imaging parameters to be selected are the choice of
a spin-echo or a gradient-echo method, and the values of flip angle, TE, and TR. Although the
MR signal can be made to be a combination of T,- and either T,- or T;-weighting, typically
parameters are selected so that one type of weighting is dominant. With the choice of a long
TE, and long TR, the signal will be predominantly T,- or T,-weighted (depending on whether a

| Echo Time, TE |

_— Next RF
RF excitation: Transverse Decay, Echo Formation exec)i(tation'
Tip M, the T, or Ty Tip T '
ags ” -
flip angle weighted M

away from By,

away from By,

Repetition Time, TR

Longitudinal Recovery, T

FIGURE 4.11 Schematic representation of how transverse (T, or T,) and longitudinal (T;)
relaxation-time weighting can be imposed on the MR signal.
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Table 4.2 Summary of Signal Weighting Factors for Spin Echoes and Gradient Echoes

Flip Angle, Resulting
TE TR o Weighting

Spin Echo
Attenuation related to TE is: Long TE Long TR Fixed at
T,w= e Tt (>T,) (>2xT,) 90°
Attenuation related to TR and T,w<0.37 T,w> 0.86 T,-weighted, little
flip angle, o, is (12,19): T,-weighting
. . (1 _ e—TRITz)
w =sino
' (1 —cosa e‘TR”‘)
Short TE Short TR 90° Little T,-
(<¥%T, (<¥T) weighting,
T,w>0.72 T,w<0.39 T,-weighted
Gradient Echo Long TE Long TR Examples:
(>T5) (>T,) 68°
Attenuation related to TE is: T,w<0.37 T,w>0.68 T,-weighted, little
Tow= e TET" T,-weighting
Attenuation related to TR and Long TR 76°
flip angle, a, is (12,20): (>1.5%T,;)
T,w > 0.80
o (1=e™)
W =sino
' (1 —cosal e‘TR”‘)
Short TE Short TR Examples:  Little T,-
(<%T)) (<10% T,)  68° weighting,
T,w>0.72 T,w<0.13 25° T,-weighted
T,w < 0.22

spin echo or a gradient echo is used), and not T,-weighted. On the other hand, setting the TE as
small as possible, and using a shorter TR and flip angle combination, will make the echo signal
predominantly T,-weighted, and not T,- or T,-weighted. Finally, if we instead choose a short
TE value and a long TR value, then the signal is neither T,- nor T,- or T;-weighted, and so is
predominantly proton-density weighted.

& e actual TE and TR values that are used in practice vary for different applications, and
the need to balance signal strength, imaging speed, quality, and so forth will be discussed in
Chapter 5. However, the following gives very rough ideas of the ranges of values that might be
used (summarized in Table 4.2). A TE value could be considered long if it is greater than T, or
T, of the tissues being imaged, and short if it is less than 50% of T, or T, depending on if a spin
echo or a gradient echo is used, respectively. Many tissues in the body, such as the brain, have
T,-values around 90 msec and T-values around 60 msec, 30 msec, and 15 msec at 1.5 T, 3 T, and
7 T, respectively. As a result, what would be considered a long or short value for TE is very dif-
ferent for a spin echo than for a gradient echo. Similarly, a TR value could be considered long if
it is more than two times T}, and short if it is half of T . In the body, many tissues have T ,-values
around 1 sec, and these also depend on the magnetic field strength. & e flip angle must be set
depending on the repetition time, to get the degree of T,-weighting that is desired. When excita-
tion pulses are applied repeatedly at a regular rate, the flip angle that will give the maximum
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signal after each pulse is called the Ernst angle, o, and can be found with the equation cosa. =
e"™VT1 (12). Higher flip angles will make the signal more T,-weighted. Again, these values are by
no means definitive; a range of values is used in practice, and what is considered a long or a short
value can depend on the imaging application.

Another important consideration is the contrast (i.e., signal intensity difference) between
different tissues. For example, when imaging the brain it is often desirable to distinguish gray
matter and white matter, with T,-values of approximately 1200 msec and 700 msec, respectively;
T,-values of around 99 msec and 79 msec, respectively; and T,-values of around 30 msec for
both. & e maximum T,- or T,-weighted contrast will be obtained when the echo time, TE, is
roughly midway between the T,- or T;-values of the tissues being contrasted. In the case of
gray matter and white matter with the relaxation values assumed here, T;-weighting will not
provide any contrast, and T,-weighting will provide some contrast at TE values around 80 to
90 msec, as shown in Figure 4.12. With T,-weighting provided by repeated excitation, a spin
echo will provide the greatest contrast at a repetition time, TR, which is approximately equal to
the T,-values of the tissues. A gradient echo can also be made to be T,-weighted and provides the
option of using lower flip angles and shorter repetition times. While the contrast is maximum
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FIGURE 4.12 Examples of contrasts (i.e., signal differences) between tissues with different T,-
and T,-values, depending on the echo time, repetition time, and flip angle. The signal differences
are expressed as a proportion of the overall signal intensity from each tissue, assuming the tissues
have the same proton density.
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with a flip angle of 90° and a repetition time around 920 msec as with the spin echo, about half
as much contrast remains with a flip angle of 45° and a repetition time of only 280 msec. As will
be described in Chapter 5, this shorter repetition time translates to much faster imaging (taking
30% of the time). However, one very important factor that affects the overall contrast that we
have not yet considered is the proton density of the tissues. & e optimal contrast will be obtained
when all of the differences in proton density and relaxation times are taken into consideration.

& e method of T,-weighting employed in the example above involves repeated stimulation
without allowing time for complete recovery of the longitudinal magnetization to equilibrium,
whereas the transverse magnetization is assumed to relax completely to zero between excita-
tions. & e transverse magnetization can be easily eliminated either by allowing enough time
for transverse relaxation or by applying magnetic field gradients to dephase the magnetization.
In the steady-state case described in Section 4.4, “Steady-State Methods and Stimulated Echoes,”
the signal instead tends to have a combination of T,- and T,-weighting, because the transverse
magnetization is not eliminated between excitations (16).

Key Points

22. When then MR signal amplitude depends predominantly on one of the relax-
ation times, T}, T,, or T, then the signal is called T, weighted, T,-weighted, or T;-
weighted, respectively; otherwise the signal is proton-density weighted.

23. & e amount of T,-weighting of the signal depends on the choice of TR and flip
angle.

24. & eamount of T,- or T,-weighting of the signal depends on the choice of TE.

4.6 Inversion-Recovery Methods

One common modification to imaging methods is the addition of a 180° RF pulse prior to the
start of the conventional gradient-echo or spin-echo method. & is is typically done only with
the repetition time set long enough to allow full relaxation of the longitudinal magnetization
before the sequence of RF pulses and gradients are applied. & e action of the 180° RF pulse is to
invert the longitudinal magnetization, and so it is called an inversion pulse. After the inversion
pulse, the magnetization undergoes longitudinal relaxation:

M, =M, (1 - 2T

Here M indicates the magnitude of the longitudinal magnetization.

Before the magnetization has time to fully relax back to equilibrium though, the conven-
tional gradient echo or spin echo is applied. & e time between the inversion pulse and the RF
excitation pulse is called the inversion time, abbreviated TI. & is imposes T,-weighting on the
echo signal, in addition to any T,- or T,-weighting it would normally have if the inversion
pulse had not been applied. For this reason, the echo time, TE, is typically set to be as short as
possible, so that the T,- or T,-weighting is minimal and can be ignored.

& eresulting T,-weighting is a bit different from the weighting obtained by setting the repeti-
tion time, TR, too short to allow full relaxation between repeated excitations. With an inversion
pulse, tissues or fluids with very short or very long T,-values can give higher signals, whereas
those with intermediate T,-values can have lower signal, as shown in Figure 4.13.

One specific application of the inversion-recovery method is to selectively eliminate the sig-
nal from cerebrospinal fluid (CSF) for images of the brain or spinal cord. CSF has a much longer
T,-value (4300 msec at 3 T; refer to Table 3.1) than gray matter or white matter (~1200 msec
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FIGURE 4.13 Inversion-recovery curves for tissues with two different T,;-values of 500 msec and
1000 msec. With an RF pulse applied at an inversion time, Tl, as indicated, the tissues with T, =
1000 msec would have no longitudinal magnetization to be rotated into the transverse plane, and
so this tissue would not produce any MR signal. The tissues with T, = 500 msec, however, would
produce a signal that is roughly 50% of the signal magnitude it would have with no T,;-weighting
at all. This difference could be reversed if the Tl value was shortened to about 300 msec, to be at
the point where the longitudinal magnetization from tissues with T, = 500 msec is passing through
zero. At this point the longitudinal magnetization from the other tissues (with T; = 1000 msec) is
at roughly —0.5, but only the magnitude of the longitudinal magnetization matters, and the signal it
produces would still be roughly 50% of that with no relaxation weighting.

and ~700 msec at 3 T, respectively). At an inversion time of 2980 msec, the signal from CSF is
essentially zero, while the signals from gray matter and white matter are at 83% and 97% of the
amplitudes they would have in the absence of relaxation weighting, respectively. & is method is
termed fluid-attenuating inversion recovery, or FLAIR.

Key Points

25. An inversion pulse is a 180° RF pulse that is typically applied prior to a conventional
imaging method, such as a gradient-echo or a spin-echo.

26. & etime between the center of the inversion pulse and the center of the subsequent
RF excitation pulse is called the inversion time, or T1.

27. & e effect of the inversion pulse is to impose T,-weighting on the longitudinal
magnetization.

28. With the appropriate selection of inversion time, signals from tissues with a par-
ticular T,-value can be selectively nulled at the time the imaging method is applied,
as long as the T,-values of the other tissues to be imaged are sufficiently different.

4.7 Magnetization Transfer Contrast

Contrast between different tissues can be produced by making use of the multiple relaxation
environments that exchange quickly on the time scale of relaxation, as described in Chapter 3
(Section 3.6) (17,18). Even though hydrogen nuclei may move between two or more relaxation
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FIGURE 4.14 The estimated frequency spectrum of MR signal from tissues, with both bound and
free signal components. This plot shows the relative amount of water at each precession frequency
for the two water components.

environments and exchange energy between nuclei in different environments, each environ-
ment has specific properties that can be exploited. & e water in hydration spheres around
macromolecules and lipids relaxes very quickly because of strong interactions between adjacent
nuclei and because of the altered movement of the water molecules. & ese interactions also cre-
ate a broader spread of magnetic field intensities, and therefore a broader spread of precession
frequencies, than in the “free” water. & e distribution of precession frequencies for all of the
hydrogen nuclei (i.e., the MR spectrum) has a Lorentzian line shape for exponentially decaying
signals, and the peak width at half height is equal to 1/(2 T,). & e free component has a rela-
tively narrow peak because the T,-value is estimated to be about 350 msec, whereas the “bound”
component (the water in hydration spheres around macromolecules) has a very broad spectrum
because the T, of this component is less than 1 msec (on the order of 10 usec to 100 psec) (17)
(Figure 4.14). Both of these components will contribute to the total spectrum. As a result, it is
possible to excite the entire system of hydrogen nuclei with an RF pulse that is at a frequency of
1000 Hz to 2000 Hz different from the Larmor frequency (®,), and it will affect only the bound
component. & e RF pulse is typically very long, or has a specially designed shape, so that it acts
on only a very narrow frequency range. & e pulse also produces a very high flip angle (several
full rotations) so that it saturates the spins. & is means the spins are evenly distributed along
the + z-axis and do not produce any net signal. Because hydrogen nuclei will exchange rapidly
between different water components and will also exchange magnetic energy, the saturation
becomes distributed throughout all of the water quite rapidly. & e rate of exchange between the
different water components is a key factor in determining the total effect of the RF pulse, but it
also depends on the relative amounts of water and the relaxation times of each component. & e
amount of signal reduction that is produced is called the magnetization transfer ratio, or MTR,
and it varies between different tissues and fluids. & e effect of this frequency-selective excitation
is termed magnetization transfer contrast, and it is particularly useful for contrasting tissues
and fluids with different amounts of bound water and/or different exchange rates. For example,
whereas gray matter and white matter have MTRs of 40% to 60%, in skeletal muscle it is 75%;
and in blood, CSF, bile, and urine it is less than 5%.

4.8 Summary
Understanding the myriad of methods, or the key concepts behind a new method encountered
in a scientific paper, is drastically simplified by first asking the question “Is it a spin echo, or is
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ita gradient echo?” Once you know the answer to this question, you know the key concepts that
will influence the signal and tissue contrast that can be obtained with the imaging method.
& e MR signal is always inherently proton-density weighted, but relaxation-time weightings
can be made to dominate. If the imaging method involves a 90° excitation pulse followed by
one or more refocusing pulses (rotating the magnetization 180° or less), then it produces a spin
echo, which can be T;- and/or T,-weighted. If the method instead involves a single excitation
pulse, rotating the magnetization less than 90° in most cases, and a combination of gradients
that are at some point in time reversed, then the method is a gradient echo. & e echo signal
that is produced can be T,- and/or T;-weighted. However, if the gradients used in this method
are designed to refocus the transverse magnetization prior to the next RF excitation pulse,
then it is likely a steady-state method. In this case, the signal that is produced is both T,- and
T,-weighted. All other additions, such as an echo-planar imaging scheme for spatial encoding
(discussed in detail in Chapter 5) or a preceding 180° inversion pulse, are simply variations
superimposed on the two key underlying concepts, namely, the spin echo and gradient echo.

& e acronyms used to describe the various MR imaging methods differ between MR system
manufacturers, and a list of many of the common methods and their definitions is provided in
Table 4.3. & e classification of these methods in terms of spin echo or gradient echo is shown
schematically in Figure 4.15.

FIGURE 4.15 Flowchart of common MR imaging methods and the classification of each method.
Gradient-echo methods are shown in green, spin-echo methods are shown in dark blue, and steady-
state methods are shown in light blue.
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Table 4.3 List of Acronyms Used to Name Common MR Imaging Methods
and the Fundamental Type of Each Method

GRE Gradient-recalled echo Gradient echo
FFE Fast-field echo Gradient echo
TFE Turbo-field echo Gradient echo
GRASS Gradient recall acquisition using steady states Gradient echo
SPGR/Spoiled Spoiled gradient recalled echo Gradient echo
GRASS
FLASH/Turbo Fast imaging using low-angle shot Gradient echo
FLASH

FastSPGR Fast SPGR Gradient echo
FISP Fast imaging with steady-state precession Gradient echo*
PSIF Reversed FISP Gradient echo*
SSFP Steady-state free precession Gradient echo
TrueFISP True FISP Gradient echo*
FIESTA Fast imaging employing steady-state acquisition  Gradient echo*
b-FFE Balanced fast field echo Gradient echo*
SE Spin echo Spin echo

FSE Fast spin echo Spin echo
Turbo-SE Turbo spin echo Spin echo
RARE Rapid acquisition with relaxation enhancement Spin echo
SSFSE Single-shot fast spin echo Spin echo
HASTE Half-Fourier single-shot turbo-spin echo Spin echo

IR Inversion recovery SE or GRE
STIR Short tau (inversion time) inversion recovery SE or GRE
FLAIR Fluid attenuation inversion recovery SE or GRE

EPI Echo-planar imaging SE or GRE

Source (for RARE): Hennig, J. et al., Magn Reson Med 3, 6, 823-833, 1986 (19).
*Indicates a steady-state free-precession method producing a mix of T,- and T,-
weighting.
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Creating an Image from the
Magnetic Resonance Signal

& e ideas presented in the previous chapters have covered how the magnetic resonance (MR)
signal is produced and how we can get physiologically relevant information from it, and now it is
necessary to introduce spatial information. By making the signal depend on the position of the
tissues and the like from where it originates, we can map out the spatial distribution of the signal
and create an image. & e spatial information that is encoded into the signal does not interfere
with the physiological information that we need, and so we can create images that reflect both
anatomical (spatial) and physiological information. In this chapter the basic methods for creat-
ing MR images are described, as well as the choices that are available for the imaging parameters,
such as the time it takes to acquire an image, spatial resolution, and relaxation-time weighting.

An image is a representation of the spatial distribution of objects, structures, materials, and
so forth within a region. & is might seem somewhat obvious, but it is worthwhile to begin by
recalling exactly what it is we are trying to accomplish. In Chapter 3 it was shown how differ-
ent materials, or more specifically, tissues or fluids for MR imaging (MRI) of the body, have
different proton densities and relaxation times and can be distinguished by their different MR
signal intensities as a result. To create an image it is therefore necessary to put (or encode) spatial
information into the MR signal as well. & at is, the signal we detect must somehow reflect where
it originated; otherwise, we will not be able to create an image.

& e easiest way to make the MR signal depend on the position in space where it originates
is to apply magnetic field gradients. Linear magnetic field gradients, and how they are created,
are described in Chapter 2. A gradient can be produced in any direction and is defined in terms
of how much the magnetic field changes between two positions. For example, a typical gradient
strength is around 1 gauss/cm, meaning that the field changes by 1 gauss for every difference in
position of 1 cm. Gradient fields are designed to have zero effect at the exact center of the MRI
system, and so the position within the MRI system is defined in terms of displacement from the
center. It is also important to recall that the magnetic field is always parallel to the static mag-
netic field of the MRI system, B,, so the gradient field adds to or subtracts from B,. & e gradient
direction, however, refers to the direction in which the magnetic field changes. As a result, the
total magnetic field now depends on the position when a gradient is applied:

B=B,+GX
for a gradient in the X-direction, and
B=B,+ G X+ G, Y+G,Z
for the general case of a net gradient in any direction.
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In the first example above, the gradient is applied in the x direction, and the value of x is the
distance (in cm) from the center of the MRI system. Standard definitions for positive and nega-
tive have to be used for consistency, and these are usually specified. For example, the RAS con-
vention means the positive directions are to the right (R), in the anterior direction (A), and in the
superior direction (S) (i.e., toward the head). Negative values would therefore mean toward the
left, posterior, or inferior, directions. & e second equation above is for the more general case of a
gradient in any direction in three dimensions. To produce a gradient 45° from the x-axis in the
x-y plane, for example, we could apply equal gradients in the x and y directions at the same time,
and no gradient in the z direction. In the general case, the total gradient magnitude, G, is:

Gy =\Gx + Gy +G;,

& e effect of the gradient is to change the Larmor frequency of the precessing nuclei, depend-
ing on their position. Again we rely on the Larmor equation:

o =7YB

When we explicitly write out the fact that the total field, B, is the sum of B, and the gradient
field, then:

©="Y(B, + GXX)
=0, + 76X

Now, we need to apply this spatial encoding in three dimensions, in a way that we can use to
create the desired image.

Key Points

1. Spatial information can be encoded into the MR signal by measuring the signal
while a magnetic field gradient is applied.

2. & e gradient causes the frequency of the signal, or the phase of the signal at any
fixed point in time, to depend on the position where the signal originates.

3. & e gradient can be in any direction by applying simultaneous x, y, and/or z
gradients.

5.1 Spatially Selective Radio-Frequency Pulses

One of the ways we can encode spatial information into the MR signal in one dimension, is by
acquiring the signal from only a thin slice—meaning a narrow range of space in one direction,
but spanning all space in the other two directions. A slice can also be thought of as a plane,
except that it has some small thickness. & e slice can be in any orientation, but the primary
anatomical slice orientations are as follows (Figure 5.1):

Axial (or Transverse)  Slice plane is right-left (R/L) x anterior—posterior (A/P)
Sagittal Slice plane is superior—inferior (S/I) x anterior—posterior (A/P).
Coronal Slice plane is right-left (R/L) x superior—inferior (S/I).

Note: The superior—inferior direction is also known as the head—foot direction.

To acquire the signal from only a thin slice, we need to make the radio-frequency (RF) exci-
tation pulse affect only the nuclei within a narrow range of a space in one direction. In brief
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Sagittal

FIGURE 5.1 Definition of slices with respect to MRI. In this example, each 2D slice represents
a 3-mm section through the head, as shown by the cutaway sections of the 3D head. One slice is
shown for each of the three principal anatomical directions: Sagittal—an A/P x S/I plane; Axial—an
R/L x A/P plane; and Coronal—an S/l x R/L plane.

terms, this selective excitation is accomplished by using two facts: (1) an RF pulse affects only
the nuclei within a narrow range of Larmor frequencies, and (2) when a gradient is applied, the
nuclei have a range of Larmor frequencies related to their positions along the gradient direction.
We can therefore apply an RF pulse while a gradient is applied and excite only the nuclei within
a selected range of frequencies. Since the frequency depends on the position, this is the same as
exciting the nuclei only within a selected range of positions.

& e frequency range that is affected by an RF pulse can be tailored to our needs (with some
limitations) with the selection of the duration and amplitude envelope of the pulse. & ink of
the RF pulse as having two components that are multiplied together (Figure 5.2): (1) a magnetic
field of constant amplitude that oscillates or rotates at the frequency we choose (at the Larmor
frequency), and (2) the amplitude envelope that specifies the amplitude and phase of the pulse
at each instant in time. & e frequency of oscillation of the first of these two components deter-
mines the center of the narrow range of Larmor frequencies that will be affected. & e shape and
duration of the second component (the amplitude envelope) determines the frequency span,

Rotating magnetic field at Amplitude envelope RF pulse
Larmor frequency
m m f \

! \ /- i!;\ ‘ ' ' E{M ot
L \mwwm\h o A

FIGURE 5.2 Components of an RF pulse.
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and how the effect of the pulse varies across this span. Ideally, for exciting only a thin slice, the
RF pulse would affect all nuclei equally (i.e., tip them through the same flip angle) across some
frequency span and have no effect at all on nuclei with Larmor frequencies outside this span. In
practice, this ideal case is impractical to achieve, and we have to be satisfied with getting as close
as is reasonably possible, for reasons described below.

In Chapter 3 (Section 3.4) it was mentioned that the frequency of the RF pulse (i.e., the fre-
quency of the rotating magnetic field) had to be very close to the Larmor frequency for the
pulse to have any effect. Here we will have to be much more specific because we need to know
exactly what range of frequencies is affected and whether or not nuclei at all frequencies within
this range will be affected exactly the same. It turns out that the frequency span that is affected
by an RF pulse can be approximated by the Fourier transform (FT) of the amplitude envelope.
& is approximation is most accurate for lower flip angle pulses, is fairly good for pulses of 90° or
less, and is fairly poor for higher flip angle pulses such as 180°. Nonetheless, the effects of higher
flip angle pulses can be accurately modeled by other means. & e FT approximation also helps to
demonstrate some consistent features for all pulses, such as the fact that narrower pulses affect
a wider frequency span. For now we can use the FT approximation for the general discussion
of how RF pulses behave. Using this estimate, we can also see that to get a perfectly rectangular
frequency response (i.e., uniform over some range and zero everywhere else), we should use a
pulse with an amplitude envelope that is the inverse FT of a rectangular function.

Figure 5.3 shows that the FT of the rectangular function is a sinc function (i.e., has the form
of sin(x)/x). Two key problems with the sinc function as an amplitude envelope are (1) it extends
infinitely in both positive and negative directions from the center, and (2) most of the rotation
of nuclei from alignment with B, is accomplished within a very narrow central lobe. & e nuclei
will be rotated at the frequency given by ®, = YB, as described in Chapter 3, and the total rota-
tion angle (the flip angle) depends on how long the pulse is applied. If almost all of the rotation is
accomplished in the narrow central lobe, then this lobe needs to have a very high peak B, value,
or else the RF pulse must have a very long duration. & ese two problems make the sinc function
impractical for use as an RF pulse amplitude envelope.

However, a practical solution is to multiply the ideal sinc function with a Gaussian func-
tion. & e FT of these two functions multiplied together is equal to the convolution of the FT of
the sinc function with the FT of the Gaussian function (this is the Fourier convolution theorem
described in Chapter 2). We know from above that the FT of the sinc function is the ideal rectan-
gular response that we want, and the FT of a Gaussian function is itself a Gaussian function. & e
convolution results in an effective smoothing of the rectangular function (Figure 5.4). & e exam-
ple in Figure 5.4 (bottom row) shows an amplitude envelope that is practical and is commonly
used in practice. By multiplying the sinc function with a Gaussian function, we can use only the
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FIGURE 5.3 The ideal RF pulse frequency response profile (left), and its Fourier transform, which
approximates the amplitude envelope needed to obtain this frequency response (middle) for a pulse
with a duration of 3 msec. The panel on the right shows the detail of the center portion of the
Fourier transform.
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FIGURE 5.4 The top row shows the effect of multiplying a sinc function (left) with a Gaussian
function (center). Note the different horizontal axis scales on the three panels. The resulting sinc x
Gaussian function is zero outside the range displayed. In the bottom row this shape is shown as
an amplitude envelope for an RF pulse with a duration of 3 msec. The Fourier transform of this
shape is a slightly smoothed rectangular function (the convolution of a narrow Gaussian function
and the original ideal rectangular function). In this example, since 200 points are used to describe
a pulse with a duration of 3 msec, each point represents 15 usec, and so the frequency range
spanned after the FT is 1/15 usec = 66.7 kHz (as shown in Chapter 2).

nonzero portions of the result as our amplitude envelope and ignore the rest. & is new amplitude
envelope can be scaled to span a practical duration for an RF pulse, such as 3 msec. & e central
lobe, where most of the work of rotating the magnetization is done, is now a larger proportion
of the amplitude envelope, and the peak B, amplitude that is needed to rotate the magnetization
has a realistic value. & e resulting frequency response (i.e., the FT of the amplitude envelope) is
also a reasonably good approximation of the ideal rectangular response shape.

& e slice profile shown in this specific example will excite a frequency range of approximately
4.3 kHz, which is relatively large. In most cases the RF pulses used on current MRI systems
will have narrower frequency responses, such as 1.5 to 2 kHz. In the example above we could
apply this RF pulse while a magnetic field gradient is also applied, and only those nuclei with
Larmor frequencies within this 4.3 kHz range would be rotated away from alignment with B,
& e Larmor frequency at the center of the slice is equal to the frequency of the rotating mag-
netic field, B,, whereas the frequency spread that is affected is determined by the amplitude
envelope shape. We could therefore choose to apply a gradient that makes the Larmor frequency
change by 5 kHz/cm. In other words, a gradient of 1.17 gauss/cm (recall ® = yB and ® equals
4257 Hz/gauss). We could select the center frequency of the RF pulse to be at the Larmor fre-
quency at the center of the MRI system, ®, (equal to YB,), and the pulse would affect a slice
through the center of the MRI system. Alternatively, increasing the frequency to ®, + 10 kHz
would shift the slice by 2 cm to one side. If the gradient was in the right-left direction relative to
a person inside the MRI system, then this would be a shift of 2 cm to the right. Because we have
chosen a gradient of 5 kHz/cm to use with a pulse that affects a span of 4.3 kHz, the pulse will
excite a slice with a thickness of 0.86 cm (equal to 4.3 4.3 kHz/(5 kHz/cm)). Clearly any direction
and strength of the gradient field, and center frequency of the RF pulse, can be used (within the
limits of the MRI system). & e key point here is that we are quite easily able to control the exact
orientation, slice thickness, and location of the slice we wish to excite.
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In practice, on most current MRI systems, you will rarely need to think about the shape of
the RF pulse amplitude envelope, the frequency response, or the direction and amplitude of the
gradients that are applied. & ese will be computed automatically by the MRI system depending
on your specified slice position and so forth. However, you will need to consider related effects of
the characteristic features of the RF pulse. & e frequency response of the RF pulse relates directly
to the thickness of the slice that is excited and to the consistency of the flip angles across this
slice thickness. For example, if the peak of the response function varies in amplitude by 5%, then
the flip angles across the slice thickness vary by approximately 5% as well. Recall that depend-
ing on the imaging method being used, the signal intensity and the degree of T;-weighting can
both depend on the flip angle. As a result, some portions of the slice thickness (such as the cen-
ter) could be more represented in the total signal than the portions of the slice near the edges.
Ideally, the variation in flip angles across the slice will be very small to negligible.

A greater concern for functional MRI (fMRI) and anatomical imaging that is unavoidable is
that the transition at the edge of the slice has some width that is greater than zero. In the exam-
ple shown in Figure 5.4, the transition at the edge of the pulse spans 1340 Hz. & is is roughly
30% of the width of the profile, and would be rather poor performance for a RF pulse. & e width
of the resulting slice is typically defined as the span that receives at least 50% of the full effect of
the RF pulse, as shown in Figure 5.5. Modern MRI systems typically provide RF pulse shapes
that have only 5% to 10% transition widths or less. Nonetheless, at the edge of every slice there is
a very narrow region with a range of flip angles. If contiguous slices are desired, then there will
inevitably be a region between any two slices that is affected, at least partially, by the RF pulses
for both slices. & e transition edge can be a concern for multi-slice imaging and time-series
imaging, such as for MR, if there is no gap allowed between the slices. In most cases, images of
multiple slices will be obtained in order to span the three-dimensional (3D) extent of a region of
the body, and a gap may not be desired in case details of the anatomy are missed. If the slices are
acquired sequentially, from one side of the body to the other, then the edge of the second slice
that is excited may be affected by the preceding excitation of the first slice (and the third slice
will be affected by the second slice, etc.). & is will generally cause the lower signal to be detected
from the zone of overlap between the slices, unless there is sufficient time allowed between the
excitations for the longitudinal magnetization to relax to equilibrium. In practice, it is assumed
that there is no cross-excitation between slices (or that it is small enough that it can be ignored),

Max == pull width at
half maximum
1/2 Max - ele
0
H—) H—)
Transition width Zone of overlap between

contiguous slices

FIGURE 5.5 Schematic showing the definition of the pulse width and transition width, given that
the transition between “inside” the slice to “outside” the slice has some spatial span that is greater
than zero. The slice width is therefore defined as the full width at half-maximum (FWHM), or the
span that has at least 50% of the full effect of the RF pulse. Two contiguous slices (i.e., with no
gap between them) would therefore produce a region that is affected by both of the RF pulses that
excited the two slices. Note that the transition width and overlap between slices are grossly exag-
gerated for demonstration purposes. In practice, the transition width is typically less than 10% of
the slice width.
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Position

FIGURE 5.6 Schematic of multiple slice profiles in an interleaved acquisition order, to reduce
cross-excitation effects between slices. Again, the slice profiles are shown with exaggerated widths
of the transition edges, to demonstrate the problem of cross-excitation between adjacent slices.

and multiple slices are imaged in each repetition time, TR, period. & is approach is to make
efficient use of time and enable large volumes to be imaged at a reasonable rate. An alternative
approach that is commonly used is to image the slices in an interleaved order (Figure 5.6). For
example, every other slice will be excited, and the signal from each will be detected; and then the
remaining slices will be excited, and the signal detected.

Interleaved acquisitions reduce the cross-excitation effects in the zone of overlap between
slices because one-half of a TR period can pass between excitation of adjacent slices, allowing
time for relaxation. For example, the excitation of the even-numbered slices can be distributed
in time to span the first half of the TR period, and then the excitation of the odd-numbered slices
can span the second half of the TR period. Because the region in the transition width does not
receive the full effect of the RF pulse, the nuclei are not tipped as far from the longitudinal axis
as at the center of the slice, and therefore the transition zone requires less time to relax toward
equilibrium. & e extra time allowed for relaxation by the interleaved acquisition can therefore
reduce the cross-excitation effects, although perhaps not entirely, depending on the repetition
time and the flip angle of the RF pulses. In practice, the effect of cross-excitation between slices
can be observed, even with interleaved slices, because the slices that are excited after their imme-
diate neighbors may have slightly lower signal intensity.

For repeated multiple-slice acquisitions, such as to acquire a time series for fMR], it is also
necessary to consider the previous excitations of the adjacent slices (in the preceding TR period).
& esecond and subsequent excitations of the slices can reach a steady state, with the zone of over-
lap between slices potentially having slightly more T,-weighting than the center portions of the
slices. However, the outer edges of the outermost two slices are not affected by cross-excitation
(because these edges have no adjacent slices being excited), and so only these outer slices may
have slightly higher signal intensity. Another way to avoid the cross-excitation is to leave a gap
between the slices. In practice this gap would only need to be 5%-10% of the slice thickness
(depending on the capabilities of the MRI system). However, this gap can present other prob-
lems for time-series acquisitions if the person being imaged moves slightly between TR periods,
or with blood flow, because some nuclei may move between the slices and the gap. & is effect is
discussed in detail in Chapter 6 in relation to imaging methods specifically for fMRI.

Some MRI systems also provide options for the type of slice-selective RF pulses to use. & ese
are typically specified as being normal or sharp, and sometimes there are options for quiet or
whisper pulses. A sharp pulse means that it has a narrower transition width, so the slice profile
is more rectangular. & is is achieved usually with a longer RF pulse (e.g., perhaps 5 or 6 msec
instead of 3 msec) and/or a broader frequency span being affected by the pulse. As a result, the RF
pulse may take a bit more time to apply, and stronger magnetic field gradients may be required

91

© 2011 by Taylor & Francis Group, LLC



Essentials of Functional MRI
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FIGURE 5.7 Schematic representation of a spatially selective RF pulse with a shaped amplitude
envelope to produce the desired slice profile, the slice gradient that creates a frequency span across
the object being imaged, and the subsequent slice rewind gradient to bring the magnetization in the
slice into phase. The height of the green line indicates the strength of the gradient, as a function of
time, and the height of the blue line indicates the amplitude of the B, field of the RF pulse.

to achieve the same slice thickness as with a normal pulse. Stronger gradients produce louder
sounds in the MRI system when they are applied, and the minimum slice thickness that can be
achieved may be increased. Whisper pulses, on the other hand, are designed to be quieter, mean-
ing that they use weaker magnetic field gradients. & e trade-off is that the whisper RF pulses may
take longer to apply than the normal pulses, and/or they may have a wider transition width.

One last point to mention is that after the RF pulse has been completed and the gradient has
been turned off, there is one very important job left to do before a signal can be detected. & e
gradient provided a frequency span across the object so that a specific frequency range, and
therefore a specific position range, could be selectively excited. As a consequence, the frequency
varied across the thickness of the slice, leaving the magnetization spread out in phase across the
slice thickness after the RF pulse has been completed. After the RF pulse it is therefore necessary
to apply a gradient again in the slice direction, but reversed from that used to select the slice.
When this slice rewind gradient has been applied for the correct duration, it brings the magne-
tization in the slice into phase, and then a strong MR signal can be detected. As an interesting
historical note, the need for the subsequent gradient to bring the magnetization back into phase
was the subject of strong debate (1-3), but the necessity of this gradient is now well known. A
schematic representation of the spatially selective RF pulse and gradient combination is shown
in Figure 5.7.

Key Points

4. One dimension of spatial encoding can be applied with the use of RF pulses that
affect only the magnetization within a thin range in one direction, or a slice.

5. A spatially selective RF pulse is created by applying the RF pulse while a gradient is
also applied.

6. An RF pulse only affects the magnetization precessing at frequencies within a nar-
row range around the frequency of rotation of the B, field.

7. & e frequency range that is affected is determined by the shape of the RF pulse
amplitude envelope, meaning the pattern in time of the amplitude of the B, field.

8. At the edges of the slice region that is affected by the RF pulse is a narrow transition
zone between the full effect of the RF pulse and zero effect outside of the slice.
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5.2 Encoding Spatial Information into the MR Signal to Create an Image
Spatial encoding within the plane of a slice is also accomplished with the use of magnetic field
gradients. For this discussion we consider the signal that we can detect after a slice-selective
RF pulse has been applied. Now, we also apply a magnetic field gradient in one direction in the
plane of the slice. Recall that the effect of a gradient in the x direction is to change the net mag-
netic field, and so it also changes the Larmor frequency:

O =0yt VG X

& e signal will therefore have a range of frequencies, depending on how the nuclei are
distributed in the x direction. If we record the MR signal for a period of time, then we can
apply the Fourier transform to determine the magnitude of the signal at each frequency.
Since the frequency and the position are directly related (because of the linear gradient)
this process is equivalent to determining the magnitude of the signal at each position. & is
is part of the information that we need to create an image. If we knew the magnitude of the
signal at every position in two dimensions within the plane of the slice, we could represent
the magnitude with a gray scale and display it as an MR image. However, we cannot simply
apply two gradients at once to get two-dimensional (2D) spatial information; we have to
resort to other methods.

First, it is useful to consider again how we can get spatial information in one direction at
a time. & e effect of a gradient depends on both the gradient strength and the duration it is
applied. Ignoring the constant component of the frequency, ®,, and focusing on the change in
frequency A that is caused by the gradient (remember that A is used to indicate a change in a
value), we can see that Aw = YGX. After the gradient has been applied for a time, t, the trans-
verse component of the magnetization has changed in phase, ¢, by the amount A¢ = yGX t. To
put this into more familiar terms, imagine you are traveling some distance (walking, cycling,
driving, etc.) and you want to keep track of your progress to your destination. & e frequency
is analogous to your speed of travel, and the change in phase is analogous to how far you have
traveled since you began. & e total phase depends on the initial phase, just as your position at
any point in time would depend on where you started from.

& e effect of a gradient on the magnetization in the transverse plane is shown in Figures 5.8
and 5.9, for a sample object. In the first of these two examples, two different gradients are applied,
and in the other, the same gradient is applied for two different durations, producing the same
net effects in the two cases. & e total signal that would be detected is shown to decrease with a
stronger gradient, or when applied for a longer duration, in this example.

However, these examples also demonstrate that there may be certain gradient strengths and
durations that can return the magnetization in the transverse plane to having similar phases,
thereby producing a stronger signal. & is effect can only occur when the spacing of the features
of the object being imaged matches the distance between full rotations of the magnetization.
For example, if two features in an object are 5 cm apart, and the gradient and duration cause
a phase change of 360° (or 27 radians) over a 5 cm span, then the magnetization in these two
features is in phase. Figure 5.10 shows the same object as in the previous example, and the evo-
lution of the transverse magnetization while a gradient is applied for increasingly long dura-
tions. Initially, the magnetization is in phase and the total magnetization (and therefore the
MR signal) is very large. After the gradient is applied, the magnetization spreads out in phase,
but at one specific duration the magnetization returns to being somewhat in phase because of
the spacing of the features in the object. At this duration the total magnetization is larger than
at shorter or longer durations, although not as large as when the magnetization was completely
in phase, because the features are not point objects but have some width as well. & e varia-
tion in phase across the width of the object also demonstrates that the oscillating pattern that is
identified by the total signal is a sine or cosine function. Figure 5.11 illustrates this point, since
a model function composed of a single sine wave oscillation has nonzero total signal at only one
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Model 2D distribution | Magnetization in the
of MR signal transverse plane in
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Magnetic Field Gradient Magnetic Field Gradient
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MR signal in each voxel after a gradient (shown on the MR signal in each voxel after a stronger gradient has been
right) has been applied for a fixed duration, T applied for a fixed duration, T

FIGURE 5.8 Simulations of the effects of gradients with two different strengths, applied for a
fixed duration, T. The effect of the gradient is shown on the simulated MR signal in the transverse
plane for a model object, as shown in the upper left of the figure. The grayscale image represents a
simple set of three rectangular objects, each with different proton density (and therefore MR signal
strength). The arrows in the illustrations of the MR signal at each voxel indicate the signal strength
(corresponding to the arrow length) and the direction. The total signal measured at any instant in
time is the sum over all voxels, and therefore depends on the gradient that is applied.

Model 2D distribution
of MR signal

| Magnetization in the
transverse plane in
| each voxel

Magnetic Field Gradient Magnetic Field Gradient

Position
Position

] ]
B field B field

MR signal in each voxel after a fixed gradient has been MR signal in each voxel after the same gradient has been
applied for a duration, t applied for a longer duration, 2t

FIGURE 5.9 Simulations of the effects of one gradient applied for two different durations, t and 2t.
The effect of the gradient is shown on the simulated MR signal in the transverse plane for a model
object, as shown in the upper left of the figure. As in Figure 5.8, the arrows represent the magnitude
and direction of the signal in each voxel.
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FIGURE 5.10 Simulations of the transverse magnetization in a sample object (shown in upper right
corner), with a fixed gradient G, applied for a range of durations, t. The net effect of the gradient is
quantified with k = yGt and is indicated below each frame (arranged diagonally across the center
of the figure) in units of radians/pixel. The total magnitude of the magnetization at each value of k,
and the horizontal and vertical components (equivalent to the real and imaginary components), are
shown in the bottom left part of the figure.

specific combination of gradient strength and duration, and zero for other combinations. & e
total signal at each duration and gradient strength therefore gives information about the spac-
ing of the features of the object. In fact, this duration and gradient strength gives information
about only a specific spacing of features. & at is, it demonstrates whether or not the features in
the object have a spatial component that repeats at a specific spacing.

& etotal effect of the gradient and duration is quantified by ky = YGyt, or in the second direc-
tion we would instead use k, = YGyt, where now X and Y can be any two orthogonal directions,
such as R/L and A/P for a transverse slice, or R/L and S/I for a coronal slice. When we measure
the signal over a period of time, at many different values of t, we are therefore recording at many
different values of k, or k,. Alternatively, we could get the exact same effect by measuring the
signal at one fixed duration, after applying different gradient strengths. As long as the prod-
uct of YGt has the same value, we get the same sensitivity to spatial components of the object,
regardless of how the gradients and timing are applied. Spatial information can therefore be
encoded into the signal in two directions, by first applying a gradient in the y direction for a
fixed duration, T, before removing the gradient, and then applying a gradient in an orthogonal
direction, x, while we record the MR signal across a range of times, t. & e resulting data would
be at one value of k, = YG,T and over a range of values of ky = yGyt. Since the values of ky are
measured by making the frequency of the precession depend on the position, ky is called the
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FIGURE 5.11 Simulations of the transverse magnetization in an object composed of a single sinu-
soidal oscillation in one direction (upper left corner) under the influence of a fixed gradient, G,
applied for a range of durations, t. The total magnetization is shown to be zero, except at one
particular value of k = yGt. This result demonstrates that the total magnetization at each value
of k reflects the component of the features in the object that varies sinusoidally at one specific
frequency. Moreover, the total magnetization at this value of k reveals both the magnitude and the
phase of the sinusoidal variation.

[frequency-encoding direction, or the readout direction. & e values of k, are imposed by making
the phase of the signal depend on the position, and so this is called the phase-encoding direc-
tion. Finally, recall that the Fourier transform demonstrates the magnitude and phase of each
frequency component in an image, and therefore k, and k, are exactly the elements of the FT of
the image we are trying to construct.

& eunits of k, and k, help to demonstrate what is physically represented by these values. & e
product YGt includes y with units of [(radians/sec)/gauss], G with units of [gauss/cm], and t with
units in [seconds]. & erefore, the result (k, or k) has units of [radians/cm]. & is indicates an
angle of phase change across a given distance, exactly as described above. & e magnitude and
phase of the MR signal at each value of k, and k, therefore show the contribution from a pattern
that varies with position as a sine or cosine function with a specific spacing between the peaks
(i.e., a specific spatial frequency). Again, k, and k are exactly the elements of the FT of the image
that we are trying to construct.

Key Points

9. Spatial information in one direction is encoded by measuring the signal at the
same time that a magnetic field gradient is applied—called the frequency-encoding
direction.

10. Spatial information in a second direction, orthogonal to the first direction, is
encoded by applying a magnetic field gradient for a fixed duration, T, and then
turning off the gradient before the signal is measured—called the phase-encoding
direction.
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11. & eeffect of the gradient is determined by the gradient strength (i.e., how much the
field changes over a given distance), and how long the gradient is applied before the
signal is measured.

12. & e effect of the spatial encoding gradients in two directions, x and y, is quantified
with the values ky and k,, respectively, where ky = YGyt and k, = YG,T.

13. & e MR signal is sampled at different values of ky by using a fixed value of G, and
measuring at different points in time, t. & e signal is sampled at different values of
k, by using different values of Gy, and keeping time T fixed.

14. & e two-dimensional space spanned by values of ky and ky is called k-space, and
the MR signal measured at all points on a two-dimensional grid spanning k-space
is equal to the Fourier transform of the MR image we wish to construct.

5.3 Constructing an Image from k-Space

All of the preceding discussion shows that if we measure the total transverse magnetization at
enough values of k, and k,, then we can apply the inverse FT and get the image. & e big question
is, then, how many different values of k, and k, need to be sampled? & e answer is provided by
the general explanation of the Fourier transform in Chapter 2. First, we need to recognize that
we record the MR signal at discrete points in time, and therefore at discrete values of k, and ky.
Naturally this means we will be using the discrete form of the Fourier transform and using the
key underlying assumption of the discrete FT, as described in Chapter 2. One key feature of the
discrete FT is that to create a 2D image represented with N, pixels by N, pixels, then we must
have data recorded at the same number of k, and k, values, respectively. For example, if we want
a 256 x 256 image then we need to sample 256 ky, values at each of 256 different values of k. & e
distances spanned by the image in each direction, called the field of view (FOV), are given by
2n/Aky and 21/Aky, where Aky and Ak, are the spacing between the sampled ky and k, values.
For example, in the previous examples, if the MR signal was recorded at ky values 0, 0.049, 0.098,
0.147 ... radians/mm, then the spacing is 0.049 radians/mm and the FOV in the x direction
would be 128 mm. & e distance represented by each pixel is the size of the field of view, divided
by the number of pixels, Ny and Ny, in each direction. If we had 128 pixels in each direction, then
continuing the previous example, 1 pixel would span 1 mm in each direction. & e size of each
pixel in the resulting image can therefore also be calculated with 2r/(NyAk,) and 2n/(N,Ak,).
& is assumes that k, and k, values are sampled symmetrically from -k,,,,, to +k,,,,,, and from
~Kymax t0 koo where k. and k. are the highest values of k, and k, that are sampled, at
values of Aky(Ny/2) and Ak, (N,/2). & e value of NyAky is the total span of measured ky values,
and N,Aky is the span of k, values. Putting this together, we can now see that if we want to image
a region with (for example) a 20 cm x 20 cm field of view, with 1 mm X 2 mm per pixel, then we
need to sample 200 x 100 values of ky and k,, respectively. & e spacing between k-points needs to
be 21t/200 mm in each direction, so Ak, and Ak, are both 0.0314 radians/mm. & e total range of
k-values is 6.28 radians/mm for ky and 3.14 radians/mm for k;. Choosing 2 msec for the duration
of the gradient for ky, then G, needs to range from -0.0294 gauss/mm to 0.0294 gauss/mm, in
steps of 0.000587 gauss/mm, since Ak, = YAG,T. We can only apply one value of k, each time we
record the MR signal, so we will have to record the signal 100 times to get 100 different values of
ky. In each acquisition, after G, has been applied for the selected duration, it is then turned off,
Gy is turned on, and we sample the MR signal at 200 values of k,. We have to choose the sam-
pling rate, so we will use 20 usec/point for this example, and the total sampling time is 4 msec
for 200 points. Because Ak, = YGyAt, the value of Gy needs to be 0.0587 gauss/mm. As a check
on these values, we can use the fact that the frequency range, BW (i.e., the bandwidth), that we
are measuring is related to the sampling rate, DW (the dwell time), with BW = 21t/DW. (Refer to
Chapter 2 for an explanation of the frequency range we can accurately measure.) At a sampling
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Table 5.1 Summary of Gradients and Durations Calculated from Selected
Image Properties

Choose parameters:
1. Field of view (FOV) 3. Frequency range to sample (bandwidth, BW)

2. Desired pixel size, AX by AY 4. Value of T (duration of Gy) is typically fixed in
the MRI pulse program at a suitable value

To determine:
Ny = FOV,/AX DW = 2r/BW for BW in units of rad/sec
Ny = FOV,/AY DW = 1/BW for BW in units of Hz
DW is the time between measured points
Teaa= DW N, total time to read Ny values
Aky = 2nFOVy Aky = yGy DW
Aky = 2nFOVy Aky = YAG,T
Gy = 2n/(y DW FOV,)
AGy = 2n/(y T FOV,)

Note: Use y= 4257 Hz/gauss, gradients in units of gauss/cm, FOV and pixel size values
in cm, and seconds for the times DW and T, in order to have consistent units.

rate of 20 LLsec, we are then sensitive to a frequency span of 27 radians/20 pLsec or approximately
314,000 rad/sec (equivalent to 50 kHz given that 1 Hz is 21t rad/sec). Instead of choosing the sam-
pling rate above, we could have chosen the bandwidth if it was more convenient, to get the same
result. With a gradient of 0.0587 gauss/mm for Gy (equivalent to 1570 rad/sec/mm), then the fre-
quency range we create with this gradient over a 200-mm span is 314,000 rad/sec. & is confirms
that we have calculated the correct value for G, because the frequency range created by this gra-
dient matches the frequency range we can measure at our chosen sampling rate, as expected.

& is example demonstrates that we can choose the physical parameters of the image we want
to construct (field of view, pixel size, and bandwidth) and from these values determine the gradi-
ent strengths needed and the durations they must be applied, as summarized in Table 5.1. & e
order the points of k-space are sampled is irrelevant, making a wide range of k-space sampling
schemes possible.

& e zero point of k-space (ky = 0 and ky = 0) corresponds to the center of the FT of the image
we are trying to construct, and is at the center of k-space, with points measured on all sides. In
the preceding description, it is obvious that we can sample negative and positive values of k,
simply by making G, positive or negative, since k, = YG,T. It is not obvious, though, how we
can sample negative and positive values of ky, since ky = YGyt, and t in this equation is time. & e
solution is to first apply a negative Gy gradient to set ky to a negative value, and then switch to a
positive Gy gradient while the MR signal is recorded. While we are recording the MR signal with
a gradient on, the points in k-space that we are sampling are changing in time, so we can think
of this as traveling through k-space as we record the MR signal. & e value of YG is then the speed
and direction of the travel in k-space. We can use this idea as a tool to graphically represent the
method and order we use for sampling points in k-space (Figure 5.12).

Using this form of graphical representation of k-space, we can now see how data points can
be sampled everywhere within a 2D grid spanning N, by N, points to complete the data needed
to construct an image. It also shows how the formation of spin echoes and gradient echoes
(described in Chapter 4) are essential to sampling the data at all values of k-space. & e example
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FIGURE 5.12 Graphical representation of how the application of gradients changes the value of
k-space as a function of time. Immediately after the RF pulse, both k,and k, are equal to zero. When
a gradient is applied, the coordinates of the point that could be sampled in k-space change at a rate
that depends on the gradient strength and direction, analogous to “traveling” through k-space. The
sequence of gradients therefore can be displayed in a plot of k-space, along with the k-space values
for each of the data points when the MR signal is recorded.

in Figure 5.12 actually shows the production of a gradient echo, since a gradient is applied, and
then reversed, bringing the magnetization briefly back into phase, as it crosses ky = 0. However,
the magnetization in this example would not be completely in phase at the center of the echo
because of the G gradient (causing a nonzero ky value). & e resulting gradient echo would there-
fore have a lower peak amplitude than one that passes through the very center of k-space, but is
nonetheless a gradient echo.

A more general k-space depiction of a gradient-echo imaging method is shown in Figure 5.13,
along with a schematic of the sequence of the RF pulse and gradients (called the pulse sequence).
Immediately after the RF pulse, no spatial encoding has been applied, and therefore ky and k,
are both zero, and we are at the origin in k-space. When the negative Gy gradient is applied, we
travel in the negative direction along the ky axis. & e gradient is then reversed, and we travel in

Gradient Echo Represented in k-space Gradient Echo Timing Sequence
(L) starting point in % .
~Gy / k-space after RF pulse {_l_j 2) (3) Time
— 4 3 v
- Flip angle, ¢
4 +Gy B ky
, X 1 & RF pulse \f:\b
2] Reverse the Ky = 0N 3)  Peak of gradient echo G
gradient X (magnetization back in phase) X :
5 I
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1(Y A L 1
W
€ - MR signal
-Gy and -G, ky : ol !"f -
i

+Gy 3

FIGURE 5.13 Representation of gradient-echo acquisitions in k-space (left), and the corresponding
gradient-echo sequence of RF pulse and gradients (right).
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the positive direction along the ky axis. At some point ky = 0 again, meaning that any dephasing
caused by the negative gradient has been canceled out by the positive gradient, and a gradient
echo is formed. It is not necessary for the speed of travel in the negative direction (the magni-
tude of the -G, value) to have been the same as the speed of travel when moving in the positive
direction (the magnitude of the +Gy value). For example, we could apply a strong negative gra-
dient for a brief duration, followed by a weaker positive gradient for a much longer duration, to
get the same effect. & at is, at some point ky = 0 and a gradient echo is formed. In the left panel
of Figure 5.13 the effects of two different G, gradient amplitudes are shown, one zero and one
negative. From these examples it can be seen how k; can be set at any one value after each RF
excitation pulse, whereas ky is spanned over a range of values while the MR signal is sampled.
Repeated acquisitions of the MR data are required so that different k, values can be set with each
value of ky, and all of the 2D range of k-space can be spanned. At the very center of k-space,
when the value of k, = 0 and the gradient echo is formed when the k, value returns to zero, the
signal peak is T,-weighted.

& e k-space representation of a spin echo is shown in Figure 5.14, along with the correspond-
ing pulse sequence. & e key difference from the gradient echo is the addition of the 180° pulse
that inverts the values of both ky and k,. Immediately after the 90° excitation pulse, k, and k, are
equal to zero. With the first G gradient we travel in the positive direction along the ky axis to
ky = kymaw and the 180° pulse flips the position in k-space onto the —ky axis at ky = —ky,.,. & €
Gy gradient is typically applied after the 180° pulse so that imperfections in the 180° pulse do
not cause errors in the value of ky. In Figure 5.14 two examples are shown with different values
of Gy; one is equal to zero and the other is negative, to set two different values of k. & e Gy gra-
dient after the 180° pulse causes the k, value to increase once again, and at some point ky = 0. If
the timing of the gradients is set specifically so that ky = 0 (i.e., the gradients are canceled out)
exactly at the point in time when the spin echo forms, then both the gradients and the static spa-
tial magnetic field variations are canceled out. In this case the MR signal measured at the center
of k-space is T,-weighted. As with the gradient echo, ky can be set at any one value after each RF
excitation pulse, whereas ky is spanned over a range of values while the MR signal is sampled.
Repeated acquisitions of the MR data are required so that different k, values can be set with each
value of ky, and all of the 2D range of k-space can be spanned.

& e final outcome of the measurements described above is a complete two-dimensional grid
of the MR signal magnitude and phase, at each (ky, k,) coordinate (Figure 5.15). & e inverse
Fourier transform can now be applied to this data to construct the image of the slice that was
excited with the spatially selective RF pulse. & e resulting image has a field of view that is
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FIGURE 5.14 Representation of spin-echo acquisitions in k-space (left), and the corresponding
spin-echo sequence of RF pulses and gradients (right).
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5.3 Constructing an Image from k-Space
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FIGURE 5.15 Two-dimensional grid of regularly spaced points sampled in k-space, with the center
at ky=0and k,=0.

determined by the spacing between the points in k-space, and the size of each point (pixel) in
the image is determined by the highest magnitude of k, and k, values that are measured. & e
image weighting (i.e., T|, T,, T, or proton density) is determined by the weighting of the point at
the center of k-space (ky and k, both equal to zero), whereas the other points in k-space provide
spatial information.

& e spatial resolution of the resulting image is defined as the minimum separation required
between two objects for them to be distinguishable in the image. & e image resolution is there-
fore typically the size of 1 pixel. A common exception to this rule occurs when images are inter-
polated to change the size for display purposes, or to make two images the same size, and so
forth. In this case the actual image resolution is still determined by the highest magnitude of
ky and k, values that were sampled to create the image, even though the end result might have
smaller pixels. Interpolating images is fairly common, partly because it is easily done in k-space
before the FT is applied. It is useful to discuss here because it helps to demonstrate how the
sampling space and range in k-space affects the resulting image. If we were to sample a regular
2D grid of points in k-space and then fill in a larger range of k-space with zeros (called zero fill-
ing), then the resulting image would be constructed with smaller pixels. Because the measured
MR signal at higher absolute values (meaning large positive or large negative values) of ky and
ky is quite small, the approximation made by replacing these values with zero is only a small
deviation from the actual values. However, replacing the values with zero instead of measuring
them still means we lose information about the image. Similarly, filling in more k-space than we
have measured does not add more information about the image. & e effects of zero filling are
demonstrated in Figure 5.16.

& e opposite action to zero filling is to crop the k-space image data by replacing the outer
regions, furthest from the center of k-space, with zeros. & is has the same effect as measuring
the MR signal over a small range of k-space values and zero filling to a larger range, as shown
in Figure 5.17. In the examples shown in this figure it appears that a relatively small portion of
k-space is really needed to construct a rather detailed image. However, the ability to resolve fine
details can be noticeable with even a partial loss of k-space information. For example, if an image
has a resolution of 1 mm x 1 mm, then cropping the k-space data by 50% will reduce this resolu-
tion to 2 mm x 2 mm, and small features such as blood vessels, small tumors, small lesions from
multiple sclerosis, and the like may be obscured. Similarly, for the purposes of fMRI, sampling
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900 x 900 point 900 x 900 pixel 1800 x 1800 pixel 1800 x 1800 points of
of k-space image interpolated image  k-space, created with
zero-filling

FIGURE 5.16 k-space data for a sample 900 x 900 pixel MR image, and the resulting interpolated
image after zero-filling k-space to 1800 x 1800 data points. The resulting interpolated image is essen-
tially identical to the original image, except that the dimensions of each pixel are half as large.

50%
450 x 450 points

25%
225 x 225 points

10%
90 x 90 points

Images constructed
from only a portion of
k-space data

8 x 8 points

FIGURE 5.17 Examples of the effects of cropping the k-space data (i.e., replacing outer values
with zeros). The resulting images are identical to what would be obtained by only sampling a small
portion of k-space data and zero filling to a larger size of k-space before applying the FT to construct
the image.

a smaller portion of k-space can make it possible to acquire images faster, as will be discussed in
more detail in later sections, but will be at the expense of spatial resolution.

& e same methods that are used to produce 2D images can also be extended to three dimen-
sions. A very thick slice, or slab, can be excited with a spatially selective RF pulse, and then spa-
tial encoding can be applied in three dimensions within this slab. Frequency encoding is applied
in the x direction exactly as with 2D images, and two phase-encoding gradients are applied in
y and z, to sample all k values at all combinations of k, and k, values. Again, X, y, and z can be
any three orthogonal axes as needed for the desired image orientation. If we want to image a 3D
volume that is 20 cm X 15 cm X 10 cm, for example, with pixels that are ] mm x 1 mm x 1 mm,
then we need to sample a 3D k-space matrix that is 200 x 150 x 100 points. It makes the most
sense to sample 200 k values each time the data are sampled (each TR period), and this must be
repeated 150 times for each k, value and 100 times for each k, value, meaning that 15,000 TR
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5.4 Signal Strength, Imaging Speed, and Spatial Resolution—You Cannot Have It All

periods will be needed to sample all of the necessary data. If a gradient echo method is used with
a very short TR value and low flip angle, then the data can be acquired in a reasonable amount
time. For example, a 30-msec repetition time can be used with a 13° flip angle, to produce a total
image acquisition time of 7.5 minutes.

Key Points

15. & e spacing of the sampled points in k-space, Ak, and Ak,, determines the size of
the field of view of the resulting image in the x and y directions, respectively.

16. & e upper limits of the ranges of k, and k, values that are sampled determine the
dimensions of the pixels, AX and AY, in the resulting image.

17. & e center of k-space, where ky and k, are both equal to zero, determines the relax-
ation-time weighting and contrast for the entire resulting image.

5.4 Signal Strength, Imaging Speed, and Spatial

Resolution—You Cannot Have It All
& e limit of the spatial resolution that can be achieved is an important issue for all applications
of MR], including fMRI. One might ask, why don’t we image at high enough resolution to see
individual neurons for fMRI? & ere are several reasons why this is not currently possible, and
may never be, even with advances in technology. One key concept that has not yet been intro-
duced is that of noise in the MR data that are recorded. & e standard definition of noise, with
respect to electronic equipment, is an unwanted random component of a signal. For MRI, the
term noise is often extended to include both the random fluctuations in the measured signal as
well as unwanted signal components that arise due to physiological motion, such as breathing
and heartbeat, and are therefore not entirely random. & e effects of physiological motion can
be avoided or reduced somewhat, and will be discussed more in detail in relation to fMRI in the
chapters that follow. Here we will focus on the random noise that cannot be avoided.

& e cause of the random fluctuations (i.e., noise) in the MR signal is thermally driven move-
ment (Brownian motion) of electrons (4) in the body being imaged and in the receiver electron-
ics of the MR equipment. Electrical noise can be generated at all stages of the receiver chain
from the MR receiver coil, the preamplifier to the analog-to-digital (A/D) converter (5-8). For
this reason, modern MRI systems are designed to convert the signal from analog to digital as
close as possible to the receiver coil. Independent of the distance between the receiver coil and
the A/D converter, the noise generated by the body is the dominant noise source for human
MRI. Efforts to further reduce noise generated by the receiver electronics therefore yield only
minor improvements in the resulting image quality (owing to the very high quality of the elec-
tronics in modern MRI systems). & e noise generated by a live human body depends on several
factors, including the frequency range that is measured (i.e., the bandwidth, BW), the B, field
strength, and factors relating to the shape and sensitivity of the MR coil (4,6). & e coil(s) used
to detect the MR signal should be fit close to the area being imaged to be sensitive to the least
possible volume of tissue and, as a result, detect less noise from the body. For example, when
imaging a person’s head, using a coil designed to fit around the head will produce a signal with
less noise than would a large body coil. In this example the head coil would also produce a
stronger signal because the elements of the head coil are closer to the precessing magnetiza-
tion in the head. In addition to factors of the coil design and shape, the strength of the MR
signal that is measured immediately after a 90° RF pulse depends on B, and the number of
protons contributing to the signal. Note that here we are assuming the signal is from tissues
at body temperature, and we are ignoring relaxation effects. Because the MR signal, S
increases approximately as a function of BZ, and the noise, S

signal>

increases approximately with

noise>
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By, the signal-to-noise ratio, S,.1/S i (also called SNR) increases approximately linearly with
the field strength, B, (4). Another factor that must be considered, though, is how many times
the signal is measured to contribute to the result. For example, we could measure the same
signal several times, N,,,.;., and sum the results. & e random noise increases with the square
root of the number of measurements (S,.;. X \/Nample )» but the constant signal increases the
same amount with each measurement, (S5, X Ngympie)- & erefore, Sg..1/S,;. increases with
\/Nampie - If we measure the same signal four times and sum the measurements, we increase the
SNR by a factor of 2. & e strength of the MR signal that we measure is more easily manipulated
than the noise because it depends on the number of hydrogen nuclei that are contributing, and
therefore on the volume of tissue we are measuring from. & is point brings us to how the SNR
and the image resolution are intertwined.

When measuring the MR signal to construct an image, we measure the signal from the entire
slice or volume that was excited by the RF pulse. Each measured point in k-space contributes
to the entire image, but the signal is effectively distributed among all of the pixels in the image.
& e physical volume that is represented by one pixel in an MR image is called a voxel and is
determined by the pixel dimensions and the slice thickness, and directly affects the number of
hydrogen nuclei that are contributing to the signal for that pixel. & e SNR of the resulting image
therefore depends on the pixel dimensions and slice thickness, and on the number of k-space
points that are measured. & e number of k-space points that are measured has a direct effect on
how long it takes to acquire all of the data to construct an image. & e time to acquire the data
of course also depends on the sampling rate, and the sampling rate determines the frequency
range that is measured (the bandwidth). As mentioned above, the noise in the measured signal
also increases as a function of a square root of the bandwidth. Now, this description might seem
to be going in circles, but the key point here is that the image resolution, the time to acquire the
image data, and the SNR are all inextricably linked. & is interaction will be shown in Chapter 7
to be extremely important for fMRI, when we want to obtain images with very high SNR and
high resolution in a very short time.

Fortunately, there is a way to summarize these interactions and estimate how a change in
the resolution, the imaging speed, or the SNR will require (or cause) a change in the other two
values. & e SNR is proportional to the square root of the number of measurements that con-
tribute, ./(Nx Ny), because the MRI signal measured at each point in k-space contributes to the
entire image. & e noise in each pixel of the resulting image is therefore the average of the noise
across all of the points in k-space. & e noise itself is proportional to the square root of the band-
width, ~/BW, and so the SNR is proportional to(Ny Ny/BW). & is equation can be simplified
slightly because the sampling rate, DW (recall it is also called the dwell time) is related to the
bandwidth: DW = 2n/BW. & e SNR is therefore proportional to \/(Nx Ny DW), which is equal
to \/(total sampling time). Now we also need to include the dependence on the voxel volume, V,
and so:

SNR o< V\/(total sampling time)
In some cases, it is useful (but perhaps less intuitive) to expand this expression into all of the

contributing terms:

FOVy y FOVy

X Y

SNR o< ( X slice thickness) (Nx Ny/BW)

FOVy x FOVy X slice thickness)
(Nx Ny BW)

SNRoc(

Total imaging volume

J(Nx Ny BW)

SNR
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While this latter equation is simply another way of expressing the same dependence of the
SNR on the imaging parameters, it can be helpful when choosing the imaging parameters in
order to be able to see exactly how they will affect the SNR. For example, the total time required
to sample the k-space data can be reduced by increasing BW or by decreasing the total number
of sampled k-space points (i.e., Ny X Ny). & is reduction in total sampling time could be achieved
without also suffering a reduction in SNR, by balancing the increase in BW with a decrease in
Ny x Ny or a reduction of the total imaging volume. In any case, the equations above show that
the total sampling time cannot be reduced without decreasing the SNR or increasing the voxel
volume (reducing the image resolution).

& ereis an important distinction between the total sampling time and the total time it takes
to acquire an image, which we will call the acquisition time. & e total sampling time is only the
time spent actually recording the k-space data and does not include the time required to apply
RF pulses and gradients and to allow for relaxation between repeated RF excitation pulses. As
discussed in preceding sections, the k-space sampling is centered on the formation of the echo,
at the time TE from the center of the RF excitation pulse. A longer total sampling time there-
fore means the minimum TE that can be used is also longer. Subsequently, longer times for TE
and the sampling time cause a longer minimum repetition time, TR. & e total acquisition time
depends on the repetition time, TR, and the number of TR periods that will be needed to collect
all Ny lines of data spanning Ny points in k-space. & e total acquisition time may also depend
on the number of slices being imaged.

With conventional imaging methods, as opposed to fast imaging methods, which will be
described in the next section, one line of data consisting of multiple ky values at a single value
of ky is sampled in each TR period. & e time needed to excite one slice and sample the data
is approximately equal to the echo time, TE, plus one half of the sampling time, as shown in
Figure 5.18. If the TR is several times longer than this minimum time needed for one slice,
then other slices can be excited and sampled during the same TR period. For example, if the
echo time is 75 msec and the sampling time is 8 msec, then at least 79 msec are needed for each
slice, and in reality a few more msec are needed. If the TR is set at 1 sec, then it may be possible
to acquire data from 12 slices. If the data are to be sampled over a k-space grid, ky x ky, that is
256 x 128 points, then 128 TR periods are needed to sample all of the data, for a total acquisition
time of 128 sec. However, if 13 to 24 slices are to be imaged in this example, then the slices must
be imaged in two separate series of images and concatenated to produce one series. & e total
acquisition time would therefore be twice as long. Most MRI systems will automatically divide
the acquisition into the necessary number of concatenations and will acquire adjacent slices as
far apart in time as possible in order to avoid cross-excitation effects. For example, if two sets of
images are acquired, the odd-numbered slices would be imaged in the first set of images, tak-
ing Ny x TR seconds, and the even-numbered slices would be imaged in the second set, taking
another N, x TR seconds. In practice, in some cases the total acquisition time can be reduced by

H H il 1 H
iSlice3 ‘Slices | | I| Slide 1 |

A -‘»'I | Iy .._‘-' 'u'_.. H | |

: ' | Other |

1 | slices |

FIGURE 5.18 Schematic of the sampling scheme for multiple slices.
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increasing the TR to reduce the number of concatenations that are needed. Of course, this is only
possible if the increase in TR still meets the desired conditions for T,-weighting the images.

Technical limitations of the image resolution and field of view are imposed because there are
upper limits to the gradient strengths that can be produced and the bandwidth that can be sam-
pled. Many of the current commercial MRI systems produce maximum gradients of 4.5 gauss/
cm or 19.2 kHz/cm. With a slice-selective RF pulse affecting a frequency range of 1500 Hz, then
the absolute minimum slice thickness that can be excited is 0.8 mm. In theory, with a 19.2 kHz
bandwidth for the measured signal, then a 1-cm field of view could be imaged. However, this
would mean that the data points are measured every 8.3 usec (1/(2m 19,200 cycles/sec)), taking
only 0.53 msec to measure 64 points of k-space in the frequency-encoding direction. Each voxel
would span only 0.156 mm in the x direction. In the phase-encoding direction, the gradient
steps between ky lines is 0.141 gauss/cm in order to span the maximum range from 4.5 gauss/
cm to —4.5 gauss/cm in 64 steps. & e phase-encoding gradient would have to be applied for 10.5
msec to achieve a field of view of 1 cm (recall that AG, = 2rn/y T FOV). (Limiting the gradient
duration to a more reasonable value of 2 msec, then the minimum field of view that can be
achieved is 5.23 cm.) & us the upper limits of the gradients create lower limits on the slice thick-
ness and image resolution that can be achieved, independent of the limits imposed by the need
for an adequate SNR.

In order to estimate the SNR we can compare this image acquisition with 64 x 64 points,
0.8-mm slices, 1 cm x 1 cm FOV, and 19.2 kHz bandwidth, to a more conventional image acqui-
sition with 256 x 256 points, 2-mm slices, 22 cm x 22 cm FOV, and a 19.2 kHz bandwidth, and
we must assume that the TE, TR, and flip angles are identical for the two acquisitions. While
the more conventional acquisition might be expected to have an SNR in the vicinity of 100, the
high-resolution acquisition we are considering would have an SNR of roughly 0.33. (Recall that
oc Total imaging volume//(Nx Ny BW)). To produce images with an adequate SNR to reliably
detect features in the anatomy, we would therefore have to acquire the same data multiple times.
As discussed above, summing (or averaging) the data from repeated acquisitions will increase
the SNR as a function of the square root of the number of acquisitions. & erefore, if we want to
increase the SNR to the modest value of 33, we would have to sum the data from 10,000 identical
acquisitions of all Ny by Ny points, and this is not practical.

As a bit of an aside, it is interesting to see how the SNR is affected by 3D acquisitions. We
can look again at the previous 3D example with a 20 cm x 15 cm x 10 cm field of view, with
1-mm cubic voxels (recall that a voxel is the volume represented by a pixel in an image). In this
example we set the TR to 30 msec and the flip angle to 13° to attain a reasonable acquisition time
of 7.5 minutes. For comparison, we can look at a conventional 2D acquisition with the same TR,
flip angle, and bandwidth, but with a 1-mm slice and 20 cm x 15 cm field of view, with a 200 x
150 point sampling matrix in ky and k. & e image resolution is therefore identical in the two
cases, and the time to image of one slice in two dimensions will be 4.5 sec. & e SNR of the 3D
image data in this example is therefore 10 times higher than the SNR of the 2D image, because
of the factor of 100 in the total imaging volume and in the number of k, points, N,. (Extending
the expression for the SNR to 3D: o< Total imaging volume/ \/(Nx Ny N, BW)).

Returning to the small field of view imaging example, another problem with trying to image
only a 1-cm field of view within part of the body, as in the previous example, is that the body
will surely extend beyond this field of view. When the k, gradient is applied, the parts of the
body that are outside of the desired field of view will be precessing at frequencies that are outside
the frequency range that can be measured with a sampling interval of 8.3 usec. & is problem
is avoided by filtering the signal to exclude any frequency components outside of the desired
range. However, in the phase-encoding direction a filter cannot be applied, since only one value
of ky is sampled at a time. & e signal from hydrogen nuclei that are outside of the field of view in
the Y direction will be changed in phase by more than 180° (or  radians) between each succes-
sive value of ky, and is therefore indistinguishable from a smaller phase change in the opposite
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FIGURE 5.19 Example of aliasing (wrap-around) caused by selecting a field of view that is smaller
in the phase-encoding direction than the anatomy being imaged. The unaliased image is shown on
the left, followed by two examples of different amounts of aliasing in the middle and right frames.

direction. For example, a phase change of 185° is identical to one of -175°. In successive steps
of k, the phase change would be indistinguishable from a rotation at a lower frequency in the
opposite direction. After the FT is applied to the k-space data, the signal from outside of the field
of view is misrepresented at a location within the field of view. & is type of error is called aliasing
and is described in detail in Chapter 2 (Section 2.3.3) and shown in the example in Figure 5.19.
To avoid aliasing in the phase-encoding direction, we need to eliminate the signal from out-
side of the field of view by applying spatially selective RF pulses to tip the magnetization in
these regions away from equilibrium prior to each RF excitation in the imaging sequence. & ese
pulses are called suppression pulses or saturation pulses, depending on how they are designed to
eliminate the signal. & e saturation method is to use a long-duration, low-power pulse to rotate
the magnetization through a very large flip angle (several times 360°) while relaxation processes
also occur, in order to produce zero net transverse and longitudinal magnetization. & e other
method, the suppression method, is to rotate the magnetization through a flip angle such that
the added effect of the subsequent RF excitation pulse in the imaging sequence will rotate the
magnetization onto the longitudinal axis (for a total flip angle of either 0° or 180°).

We could use a different approach to obtain very high resolution images and also use a large
field of view of 22 cm to span the entire brain (for example), and thereby avoid the problem of
aliasing. If we use the full capabilities of the gradients, assuming a limit of 4.5 gauss/cm, then
we must sample the data points every 14.9 usec (this is the value of DW). (Recall that G, = 2r/
YDW FOV,)). & e resulting bandwidth is 67.1 kHz. To achieve a pixel size of 0.150 mm in the
x direction, then we will have to sample 1467 points to span the 22-cm field of view, and this will
take 21.9 msec. To achieve the same resolution and field of view in the phase-encoding direction,
the phase gradient will have to span from -4.5 gauss/cm to 4.5 gauss/cm in 1467 steps and will
have to be applied for 10.9 msec. As discussed above, the minimum slice thickness is expected
to be around 0.8 mm, and so the resolution of 0.15 mm will not be achieved in all three direc-
tions. & e minimum echo time possible with a gradient-echo sequence would be approximately
23.4 msec (1/2 of the RF pulse + phase gradient duration + % of data sampling time), and the
time to acquire data from each slice (RF pulse + phase gradient duration + data sampling time)
would be at least 35.8 msec. If we use a long repetition time of 5 sec, we will have time to sample
data from 139 slices in each TR period to span 11.1 cm. & is would provide quite good coverage
of the 3D volume of the brain but would require a total imaging time of 7335 sec (5 sec x 1467
TR periods), or just over 2 hours. To estimate the SNR, again we can compare this image acquisi-
tion with 1467 x 1467 points, 0.8-mm slices, and 67.1 kHz bandwidth with a more conventional
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image acquisition with 256 x 256 points, 2 mm thick slices, and a 20 kHz bandwidth, and we
must assume that the TE, TR, and flip angles are identical for the two acquisitions. While the
more conventional acquisition might be expected to have an SNR in the vicinity of 100, the high-
resolution acquisition we are considering would have an SNR of roughly 3.8. & e end result
is therefore that we would spend two hours to acquire an image with poor SNR. We have not
even yet considered the challenge of asking a person to lie motionless inside the MRI system
for this length of time, tolerating the considerable acoustic noise that would be produced by the
rapid switching of the gradients at the upper limits of their design capabilities. Rapid gradient
switching can also induce peripheral nerve stimulation, resulting in a slight feeling of tingling
or pressure in the brief time that the gradients are turned on or off (9). Stimulation occurs more
often when the person’s body forms a closed conducting loop such as when their hands are
clasped together or their ankles are crossed and the skin makes contact. As an example of the
gradient strength needed to produce this effect, the stimulation threshold has been estimated
to be approximately 2.2 gauss/cm when the time to switch on the gradient was 300 psec (9).
At extremely high rates of changing magnetic fields, the sensations may be uncomfortable or
painful, and cardiac stimulation is also possible (10). Safety guidelines are set by the Food and
Drug Administration (FDA) and International Electrotechnical Commission (IEC) to limit the
gradient switching to approximately 20 tesla/second, although this is scaled for different modes
of operation and with the duration of the gradient. & e upper limit of magnetic field gradients
that can be applied is therefore not strictly a limitation of the MRI hardware design.

In summary, the answer to the question why don’t we image at high enough resolution to see
individual neurons for functional MRI is that (1) it is not practical to try to acquire the amount
of data that would be needed while a person lies motionless inside an MRI system, (2) the body
cannot comfortably tolerate the changing magnetic fields that would be needed to acquire this
data faster, and (3) the MR signal is too small compared with the electrical noise that is gener-
ated by the body.

Key Points

18. Noise is random fluctuations in the MR signal, and it originates primarily from
motion of electrons in the body being imaged.

19. & eimpact of the noise, N, depends on its magnitude relative to the strength of the
MR signal, S, and is quantified by the ratio S/N. & is value is called the signal-to-
noise ratio, or SNR.

20. & e signal strength changes with the voxel volume, and the SNR increases when

more data points are sampled. As a result, SNR o< V\/total sampling time, where V
is the voxel volume and the total sampling time refers to the time spent recording
the data.

21. Since the time spent recording the data is determined by the number of points
sampled (N x Ny for the two-dimensional grid of points), and the frequency range
(i.e., bandwidth) that is sampled, BW, the SNR can also be estimated with SNR o<

(total imaging volume)/(\J N .NyBW).

5.5 Fast Imaging Methods

A limitation of the methods discussed above is that one line of k-space data, at a single k, value,
is measured after each RF excitation pulse. It is possible to acquire the k-space data faster by
(1) using a shorter repetition time, TR, (2) sampling data at fewer k, values, or (3) sampling
data at more than one k; value in each TR period. Typically, such “fast” imaging methods gain
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imaging speed at the expense of image quality, such as susceptibility to image artifacts (to be
discussed in the following section), lower spatial resolution, and/or lower SNR.

Speeding up the image acquisition by reducing the TR is quite easily done but changes the
T,-weighting of the resulting images. Spin-echo methods have a fixed excitation pulse of 90°,
and at TR values of 2 sec, 0.5 sec, and 0.1 sec will result in relative signal intensities of 100%,
44%, and 10% (assuming T, = 1100 msec), respectively, as discussed in Chapter 4. Gradient
echoes with the optimal flip angle (the Ernst angle), however, will have relative signal intensities
of 100%, 56%, and 25% at the same respective values of TR (with flip angles of 81°, 51°, and 24°,
respectively). & is approach is therefore much better suited for use with gradient echoes and can
provide a substantial reduction in imaging time, but at a considerable cost in signal intensity
and therefore in the SNR.

Sampling fewer lines of k-space data can be accomplished by decreasing the field of view in
the phase-encoding direction, by increasing the pixel size in the phase-encoding direction, or
by simply not sampling data at some k, values and filling in the data values with zeros (i.e., zero
filling). It is often the case when imaging some regions of human anatomy that one dimension
is smaller than another, and a rectangular field of view is a better fit than a square one. In this
situation the frequency-encoding (x) direction should be along the larger dimension, and the
phase-encoding (y) direction be along the smaller dimension. For example, a transverse section
of the brain will often fit into a 22 cm x 18 c¢m field of view, and then k-space can be sampled
with a 256 x 209 matrix (ky X ky) so that the pixel size is 0.86 mm x 0.86 mm. Compared with a
square field of view of 22 cm x 22 cm sampled with a 256 x 256 matrix, this approach will reduce
the total acquisition time by almost 20% with no loss of image resolution. However, it will also
reduce the SNR by about 10%, because fewer data points are measured and used to construct the
image (recall that o< Total imaging volume/,/(Nx Ny BW)). Alternatively, if we decrease N, by
20% (such as decreasing from 256 to 205) without changing the field of view, then the SNR will
be increased by 12%. & ese two approaches therefore achieve almost the same effect of reducing
the imaging time, while one is at the expense of a loss of field-of-view size and decrease in SNR,
and the other is at the expense of image resolution with a gain in SNR.

& e third option, omitting some data and replacing it with zeros, will also result in
a reduction in SNR but without a loss of field-of-view size or image resolution. Data must
still be sampled at k, values up to m/AY on one side of the center of k-space (where Ay is the
pixel size in the y dimension), or the image resolution will be decreased, as with zero filling
described earlier. However, because of the symmetry of k-space the corresponding values on
the other side of center (such as the value at k, = -m/Ay) can be replaced by zeroes, up to a
limit. Figure 5.20 shows examples of the effects of replacing portions of k-space with zeros
(based on the same original image as in the examples in Figures 5.16 and 5.17). It can be seen
in the example shown that up to 45% of the k-space data on one side of k-space center can be
replaced with zeroes with no apparent change in image quality. In practice, MR images are
commonly acquired with sampling matrices of 256 x 256 (i.e., k, points x k, points), and up
to 116 lines can be replaced by zeros, with good resulting image quality. & e number of lines
that are sampled symmetrically on both side of k-space center is called the oversampling. With
12 lines of oversampling to fill out a 256 line matrix of points, then 116 out of 256, or 45% are
filled with zeros, in agreement with the example shown in Figure 5.20. Nonetheless, with less
data sampled, the SNR is reduced accordingly. & e method of increasing the imaging speed
is termed partial-Fourier, or half-Fourier when almost half (but never fully half) of k-space is
zero-filled.

& e third option mentioned above, sampling data at more than one k, value in each TR
period, can be achieved by producing more than one echo after each RF excitation pulse. In
the case of a spin echo, 180° refocusing pulses can be applied repeatedly to create multiple spin
echoes sequentially, as shown in Figure 5.21. Each echo must be produced while the same x gra-
dient is applied so that the effects of the x gradients are canceled out exactly at the center of
each echo. In effect, the ky value passes through zero exactly at the center of each spin echo, as
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Images constructed 50% zero filled
from only a portion of

k-space data
51% zero filled

FIGURE 5.20 Examples of the effects of sampling only a portion of k-space and replacing the
missing portions with zeros (i.e., zero filling). The original image is identical to that shown in Figures
5.16 and 5.17. Each row shows the k-space data on the right, and the resulting image created by
the Fourier transform of the k-space data on the left.
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FIGURE 5.21 Schematic representations of the fast spin-echo imaging method in k-space (left)
and with the timing of the RF pulses and gradients (right). The reduction of imaging time, making
the method fast, is achieved by sampling the full range of ky values at a different value of k, for each
echo, thus providing data for more than one line of k-space in each TR period.

with a conventional spin-echo method. In addition, a y gradient must be applied prior to each
echo to set a value of k, for each line of ky values to be sampled, and then after the echo the
opposite y gradient is applied to set the value of k, back to zero. A new value of k, is then set for
each subsequent echo. In this manner, almost any number of lines of data at different values of
ky can be acquired after each RF pulse, and the k; values need not be sequential but can be in
any order desired. However, each echo is T,-weighted from the time of the initial RF excitation
pulse, and so later echoes are increasingly reduced in amplitude due to relaxation effects. & e
effects of this variable T,-weighting across lines of k-space is discussed in detail in Section 5.6 on
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image artifacts and distortions. & is method is typically termed a fast spin echo or a turbo spin
echo, and the number of lines of k-space, and therefore the number of echoes, that are sampled
after each RF excitation pulse is called the echo train-length or the turbo factor. A special case of
this approach is when all of the k-space data for a complete image is acquired after a single RF
excitation pulse, and this is called a single-shot fast spin echo. However, the single-shot method
would require an exceedingly large number of echoes to be produced if every k; line of k-space
was to be sampled. & is method is therefore typically combined with the partial-Fourier method
to reduce the number of echoes that are needed. For example, the first echo could be sampled
at ky = -12 Ak,, the second echo at k, = -11 Ak, and so on, so that the 13th echo is at k-space
center, ky = 0. & is sequence continues until the 141st echo, when k, = 128 Ak,. & is approach
would give a half-Fourier acquisition with 12 lines of over-sampling as described above. It is
called a half-Fourier single-shot turbo spin echo, or HASTE on some MRI systems, or SSFSE for
single-shot fast spin echo.

& e corresponding approach with a gradient-echo sequence is achieved by repeatedly revers-
ing the x gradient (i.e., frequency-encoding gradient) to produce repeated gradient echoes.
Recall that to produce one gradient echo we apply a gradient, and then reverse it to bring
the transverse magnetization back into phase briefly while we record the MR signal. Here we
simply reverse the gradient again to produce another echo, and again if we wish, and so on.
Between the formation of each echo, while the x gradient is being reversed, an additional y gra-
dient (i.e., phase-encoding gradient) is applied to change the k; value. However, because there
is little time available, the k, value cannot be changed very much and so small incremental
shifts in k, are applied. Typically, a large initial y gradient is applied before the formation of
the first gradient echo to set k, at a large negative value, —ky,,,. & e incremental shifts between
each successive echo then increase k, sequentially through the desired values to span k-space,
until it arrives at +ky,,,. Returning to the idea of traveling through k-space as we apply the
gradients (as shown in Figure 5.22), we can see that this method of applying the gradients will
cause the k-space values to sweep back and forth across k-space in the k, direction, and we
slowly also move across k-space in the k, direction, to span every point in the 2D plane. As a

Gradient-Echo EPI Represented in k-space Gradient-Echo EPI Timing Sequence
O OOO@ mm
ky | >
@ RE pulse Flip angle, ¢
ieh "

-Gx1 -Gy i Ky
,‘jj -Gxo G slice I
. +Gy; I-"A.
s / Y2 K G,

|

|

¥ |

\ Gy |
|

[

|

)

MR signal

FIGURE 5.22 Schematic representations of the echo-planar spatial encoding scheme with a gradi-
ent-echo imaging method, shown in k-space (left) and with the timing of the RF pulse and gradients
(right). Again, the reduction of imaging time is achieved by sampling the full range of k, values at a
different value of k, for each echo, thus providing data for more than one line of k-space in each TR
period. In practice it is common to produce a string of 64 echoes to sample a complete 64 x 64
2D grid of points in k-space, sufficient to construct a complete image, after a single RF excitation
pulse. For clarity, only two echoes are shown in these schematics, and so a complete EPI acquisi-
tion is not shown.

m

© 2011 by Taylor & Francis Group, LLC



Essentials of Functional MRI

result, this method is called an echo-planar sampling scheme to produce echo-planar images or
EPI. However, as with the fast spin echo described above, each successive echo is increasingly
diminished in amplitude due to relaxation effects. In this case the echo amplitudes decay expo-
nentially with the characteristic time T; from the time of the RF excitation pulse. As a result,
the MR signal at all points of k-space must be measured very quickly before the transverse
magnetization decays to zero, and so smaller sampling matrices are typically used, such as
64 x 64, as opposed to the more common 256 x 256 for conventional spatial-encoding meth-
ods. & e smaller matrix size generally means that a larger pixel size (lower spatial resolution)
is obtained, but this is offset by the gain in SNR and the fact that images can be obtained very
quickly, often in well under 1 sec per imaging slice. An alternative to the single-shot approach
in which all of k-space is sampled after one RF excitation pulse is to segment the acquisition
and only sample a portion of k-space (such as one-fourth) after each excitation, with several
excitations (such as four) then required to complete the sampling. However, the single-shot and
segmented approaches are each susceptible to image artifacts to different degrees, as will be
discussed in the next section.

& e same approach used for gradient-echo imaging with an EPI scheme for spatial encod-
ing can be used with spin-echo imaging. & is method is quite different from the fast spin echo
described above because only one spin echo is produced. But, just like with the gradient echo EPI,
the x gradient is applied in a positive direction, then negative, then positive, and so forth, to
sweep back and forth across k-space in the k direction (Figure 5.23). At the same time, the value
of ky is stepped across k-space with a small y gradient that is applied each time the x gradient is
reversed. As a result, the data sampling sweeps across all values of ky and k, in a 2D plane, to
produce the same echo-planar sampling as described above for the gradient echo. A key point,
however, is that the gradients must be applied so that the center point of k-space, ky = 0 and
ky = 0, is reached exactly at the center of the spin echo. In this way, the center point of k-space,
and therefore the entire resulting image, is T,-weighted instead of T;-weighted. Some sources
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FIGURE 5.23 Schematic representations of the echo-planar spatial encoding scheme applied with
a spin-echo imaging method, shown in k-space (left) and with the timing of the RF pulse and gradi-
ents (right). Again, the reduction of imaging time is achieved by sampling the full range of k values
at a different value of k, for each echo, thus providing data for more than one line of k-space in each
TR period. In contrast with the fast spin echo, only one spin echo is produced and the gradients are
applied so that the center of k-space is sampled at the center of the spin echo. Again, for clarity,
only three lines of space are shown being sampled; a complete EPI acquisition is not shown. In this
example the second line of k-space that is sampled passes through k, = O and is aligned with the
center of the spin echo.
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5.6 Parallel Imaging

describe the resulting images as having a combination of T,- and T,-weighting, but this is a
misconception that is explained in Section 5.7.

Key Points

22. Fastimaging methods are designed to shorten the time needed to acquire an image,
usually at the expense of image quality (spatial resolution, signal-to-noise ratio,
sensitivity to image artifacts).

23. One approach is to use a gradient-echo method with a small flip angle and very
short repetition time, TR, in order to achieve a short total image acquisition time.

24. Another approach is to sample multiple lines of k-space data at different values of
ky, where each line spans the full range of ky values, after each RF excitation pulse.

25. With the fast spin-echo method, multiple echoes are produced and one line of
k-space data (spanning a range of ky values) is sampled at a different value of k, for
each echo.

26. With echo-planar imaging (EPI), gradients are applied to sweep the ky values back
and forth across k-space while also stepping across ky values.

27. & e EPI spatial-encoding method can be used with a gradient-echo or a spin-echo.

28. Single-shot methods sample all values of k-space after a single RF excitation pulse
and can therefore produce an image with a single excitation.

5.6 Parallel Imaging

& e term parallel imaging refers to acquiring different parts of k-space data at the same time to
reduce the time taken to acquire an image. & is approach is very different from the fast imaging
methods described in the previous section, and it can be used in combination with most other
imaging methods, whether or not they are considered fast. & e fundamental idea behind paral-
lel imaging methods is to combine the signals from multiple receiver coils, making use of the fact
that the receivers have different spatial distributions of sensitivity, to obtain more image dataina
given amount of time. & ere are generally two different approaches to take, one in which recon-
struction takes place in image space (SENSE, PILS), and the other in which reconstruction is done
in k-space (SMASH, GRAPPA), with the acronyms for each method defined as follows (11):

SENSE Sensitivity encoding

PILS Partially parallel imaging with localized sensitivities
SMASH  Simultaneous acquisition of spatial harmonics

GRAPPA Generalized autocalibrating partially parallel acquisitions

& e underlying idea for the PILS method can be illustrated by looking at a typical image
(Figure 5.24a, left) and the corresponding k-space data (Figure 5.24a, right). If the k-space was instead
sampled only in every second phase-encoding line to reduce the acquisition time, then the effect
would be a field of view that is half as large in the phase-encoding direction, as shown in Figure 5.24b.
Because the field of view is reduced, the resulting image suffers severe aliasing (wrap-around).

Two receiver coils can be used instead, each of which is sensitive to a smaller portion of space,
as shown in Figure 5.24c. If the coils could be designed to be sensitive to precisely half of the field
of view, then the two images could be combined to form a complete image. In practice, how-
ever, the coil sensitivity drops off gradually, and some aliasing remains that must be corrected.
Figure 5.24d shows the k-space data sampled with each coil with the reduced acquisition time,
and the resulting half field-of-view image from each coil. If the area of sensitivity of each coil
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Images of the same
brain slice, acquired
with two different
coils with different
spatial sensitivity
patterns

Axial brain image  Corresponding k-space
data (logarithmic scale
for visibility)

The “aliased” image constructed from 1/2
of the k-space data (by taking every 2nd line)

The “aliased” images
constructed from
1/2 of the k-space
data for each coil

(b)

All of the spatial information needed to construct a complete image is obtained
:c from 1/2 of the k-space data measured with the two different coils

FIGURE 5.24 The concepts underlying parallel imaging methods. If the number of phase-encoded
lines that are acquired is reduced by a factor of 2 (panel a compared with b) then the field of view
in the phase-encoding direction is reduced by 2, and the image is likely to be aliased (wrapped
around). If the image data are acquired with coils that are more sensitive to one-half of the field
of view (panel c), then the appearance of the aliasing is reduced (panel d). It can be seen that by
combining the k-space data that is under-sampled by a factor of 2, from two coils with sensitivities
to different halves of the field of view, then all of the information that is needed to construct the
complete 