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PREFACE

It is now over ten years since the first edition of Eukaryotic Transcription Factors

was published. It is obvious that in that time an enormous amount of informa-

tion about transcription factors has accumulated and this has been reflected

in subsequent editions of the book. However, over the past years, we have

moved from a situation where only a few transcription factors had been

characterized in any detail, to a situation where a very large number of tran-

scription factors have been extensively characterized. This has led to the deci-

sion in this new edition to abandon the dual structure of previous editions in

which the role of a few transcription factors in inducible, cell-type specific and

developmental gene regulation was extensively discussed, followed by

chapters dealing with the mechanistic aspects of transcription factors.

In the new edition therefore, the book adopts a single approach of dealing

in turn with the specific properties of transcription factors, using a range of

examples including those which were extensively discussed in previous edi-

tions but also others as appropriate. This has allowed a much more detailed

analysis of various mechanistic aspects which have become of increasing

importance in recent years.

As before, the work begins with a chapter on DNA sequences and chroma-

tin structure in which the section on the modulation of chromatin structure by

chromatin remodelling complexes and histone modifying enzymes has been

considerably expanded to reflect recent work. This is followed, as before, by a

chapter describing the methods used to analyse the properties of transcrip-

tion factors which now has an additional section dealing with the methods of

identifying target genes for previously uncharacterized transcription factors.

As before, this is followed by a chapter dealing with RNA polymerase enzymes

and the basal transcriptional complex.

Following these three initial chapters, however, the format of the book has

dramatically changed. Thus, Chapter 4 now deals extensively with specific

transcription factor families. Moreover, since these families are defined pri-

marily on the basis of their DNA binding domain, this chapter also deals with

the features which allow these various factors to bind to DNA. Subsequently,

separate chapters deal with activation and repression of transcription respec-

tively, replacing the single chapter which previously dealt with both these



processes. This has allowed a considerable expansion of the discussion of

these topics, allowing subjects such as the mediator complex, co-activators

and the activation or repression of transcription by alterations in chromatin

structure, to be discussed in much greater depth.

Similarly, the single chapter in the previous edition dealing with the reg-

ulation of transcription factor synthesis and activity, has now been split into

two chapters dealing respectively with the regulation of transcription factor

synthesis and the regulation of transcription factor activity. Again, this has

allowed a number of topics, such as the regulation of transcription factor

activity by a variety of different post-translational modifications, to be dis-

cussed in greater depth. As part of these changes, the chapter on transcription

factors and human disease has been moved to the end of the work and is

followed by a final conclusion chapter.

It is hoped that these changes will avoid the increasing duplication which

would have been necessary if the initial approach had been maintained and

will allow the work to build on the success of its predecessors, by providing an

up-to-date account of this critically important topic.

Finally, I would like to thank Miss Maruschka Malacos for typing the text

and coping with the necessity to move around large and small sections, to

reflect the change in the structure of the book. I am also most grateful to

Dr Tessa Picknett and the staff at Elsevier Academic Press for commissioning

this new edition and producing it with their customary efficiency.

David S. Latchman

xvii i PREFACE



PREFACE TO THE TH IRD ED IT ION

As in previous years, the period between the publication of the second and

third editions of this book has been marked by a considerable further

accumulation of information about individual transcription factors and the

manner in which they act. This new edition has therefore been extensively

updated to reflect this and several sections have been completely rewritten.

As well as such increased general understanding of transcription factors, a

major new theme unifying much of this information has emerged. This

involves the role of co-activator molecules such as CBP in the action of a

number of different activating transcription factors as well as the finding

that such co-activators frequently possess histone acetyltransferase activity

indicating that they may act by modulating chromatin structure. In addition

to discussion of co-activators in the appropriate sections on individual tran-

scription factors, the new edition of this work now includes specific new

sections dealing with this important topic. Thus the role of chromatin struc-

ture and histone acetylation in the regulation of gene expression is now

introduced in Chapter one (section 1.4), the role of CBP in cyclic AMP

mediated gene activation where it was originally discovered is discussed in

Chapter four together with other aspects of this signalling pathway (section

4.3) and the interaction of transcriptional activators with co-activators is

discussed in a separate section of Chapter nine (section 9.2.4).

In addition to these new sections on this aspect, other new sections have

been added describing topics which are now of sufficient importance to merit a

separate section. These are the methods used to determine the DNA binding

specificity of an uncharacterized transcription factor (Chapter two, section

2.3.4), the Pax family transcription factors (Chapter six, section 6.3.2), anti-

oncogenic transcription factors other than p53 or Rb (Chapter seven, section

7.3.4) and the regulation of transcription factor activity by protein degradation

and processing (Chapter ten, section 10.3.5). Similarly, Chapter seven now

includes an extensive discussion of the role of transcription factors in diseases

other than cancer and its title has therefore been changed to ‘Transcription

factors and human disease’ (from ‘Transcription factors and cancer’).

As well as these changes in the text, we have been able to include, for the

first time, a special section of colour illustrations illustrating various aspects of



transcription factor structure which are being progressively elucidated. It is

hoped that all these changes will allow this new edition, like its predecessors,

to provide an up-to-date overview of the important area of transcription

factors and their vital role in regulating transcription in different cell

types, during development and in disease.

Finally, I would like to thank Mrs Sarah Franklin for her efficiency in

producing the text and dealing with the need to make numerous changes

from the previous edition as well as Mrs Jane Templeman for continuing to

use her outstanding skills in the preparation of the numerous new illustrations

in this edition. Thanks are also due to Tessa Picknett and the staff at Academic

Press for producing this new edition with their customary efficiency.

David S. Latchman
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PREFACE TO THE SECOND ED IT ION

In the four years since the first edition of this work was published, the explo-

sion of information about transcription factors has continued. The genes

encoding many more transcription factors have been cloned and this informa-

tion used to analyse their structure and function culminating in many cases

with the use of inactivating mutations to prepare so called ‘knock out’ mice,

thereby testing directly the role of these factors in development. Nonetheless,

the examples used in the first part of this book to illustrate the role of tran-

scription factors in processes as diverse as inducible gene expression and

development still remain among the best understood. The discussion of

these factors has therefore been considerably updated to reflect the progress

made in the last few years. In addition new sections have been added on topics

such as TBP; the myc oncogene and anti-oncogenes where the degree of

additional information now warrants a separate section.

Even greater changes have been necessary in the second part of the book

which deals with the mechanisms by which transcription factors act. Thus, for

example, the sections in Chapter nine on the mechanisms of transcriptional

activation and on transcriptional repression have been completely rewritten.

In addition, the increasing emphasis on transcriptional repression discussed

in Chapter nine has led to a change in the title of Chapter ten to ‘What

regulates the regulators?’ (from ‘What activates the activators?’). Moreover,

this chapter now includes a much more extensive section on the interaction

between different factors which is another major theme to have emerged in

the last few years. It is hoped that these changes will allow the new edition to

build on the success of the first edition in providing an overview of these vital

factors and the role they play in gene regulation.

Finally I would like to thank Jane Templeman who has prepared a large

number of new illustrations to complement the excellent ones she provided

for the first edition and Sarah Chinn for coping with the necessity of adding,

deleting or amending large sections of the first edition. I am also grateful to

Tessa Picknett and the staff at Academic Press for commissioning this new

edition and their efficiency in producing it.

David S. Latchman



PREFACE TO THE F IRST ED IT ION

In my previous book, Gene Regulation: A Eukaryotic Perspective (Unwin-Hyman,

1990); I described the mechanisms by which the expression of eukaryotic

genes is regulated during processes as diverse as steroid treatment and

embryonic development. Although some of this regulation occurs at the

post-transcriptional level, it is clear that the process of gene transcription itself

is the major point at which gene expression is regulated. In turn this has

focused attention on the protein factors, known as transcription factors,

which control both the basal processes of transcription and its regulation in

response to specific stimuli or developmental processes. The characterization

of many of these factors and, in particular, the cloning of the genes encoding

them has resulted in the availability of a bewildering array of information on

these factors, their mechanism of action and their relationship to each other.

Despite its evident interest and importance, however, this information could

be discussed only relatively briefly in Gene Regulation whose primary purpose

was to provide an overview of the process of gene regulation and the various

mechanisms by which this is achieved.

It is the purpose of this book therefore to discuss in detail the available

information on transcription factors emphasizing common themes and

mechanisms to which new information can be related as it becomes available.

As such it is hoped the work will appeal to final year undergraduates and

postgraduate students entering the field as well as to those moving into the

area from other scientific or clinical fields who wish to know how transcrip-

tion factors may regulate the gene in which they are interested.

In order to provide a basis for the discussion of transcription factors, the

first two chapters focus respectively on the DNA sequences with which the

factors interact and on the experimental methods that are used to study these

factors and obtain the information about them provided in subsequent chap-

ters. The remainder of the work is divided into two distinct portions. Thus

Chapters three to seven focus on the role of transcription factors in particular

processes. These include constitutive and inducible gene expression, cell type-

specific and developmentally regulated gene expression and the role of tran-

scription factors in cancer. Subsequently Chapters eight to ten adopt a more

mechanistic approach and consider the features of transcription factors which



allow them to fulfil their function. These include the ability to bind to DNA

and modulate transcription either positively or negatively as well as the ability

to respond to specific stimuli and thereby activate gene expression in a regu-

lated manner.

Although this dual approach to transcription factors from both a process-

oriented and mechanistic point of view may lead to some duplication, it is the

most efficient means of providing the necessary overview both of the nature

of transcription factors and the manner in which they achieve their role of

modulating gene expression in many diverse situations.

Finally I would like to thank Mrs Rose Lang for typing the text and coping

with the continual additions necessary in this fast moving field and Mrs Jane

Templeman for her outstanding skill in preparing the illustrations.

David S. Latchman
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CHAPTER 1

DNA SEQUENCES , TRANSCR IPT ION
FACTORS AND CHROMAT IN

STRUCTURE

1.1 THE IMPORTANCE OF TRANSCRIPTION

The fundamental dogma of molecular biology is that DNA produces RNA

which, in turn, produces protein. Hence if the genetic information that

each individual inherits as DNA (the genotype) is to be converted into the

proteins which produce the corresponding characteristics of the individual

(the phenotype), it must first be converted into an RNA product. The process

of transcription, whereby an RNA product is produced from the DNA, is

therefore an essential element in gene expression. The failure of this process

to occur will obviously render redundant all the other steps that follow the

production of the initial RNA transcript in eukaryotes, such as RNA splicing,

transport to the cytoplasm or translation into protein (for review of these

stages see Nevins, 1983; Latchman, 2002).

The central role of transcription in the process of gene expression also

renders it an attractive control point for regulating the expression of genes

in particular cell types or in response to a particular signal. Indeed, it is now

clear that, in the vast majority of cases, where a particular protein is produced

only in a particular tissue or in response to a particular signal, this is achieved

by control processes which ensure that its corresponding gene is transcribed

only in that tissue or in response to such a signal (for reviews see Darnell,

1982; Latchman, 2002). For example, the genes encoding the immunoglobu-

lin heavy and light chains of the antibody molecule are transcribed at high

level only in the antibody-producing B cells while the increase in somatostatin

production in response to treatment of cells with cyclic AMP is mediated by

increased transcription of the corresponding gene. Therefore, while post-tran-

scriptional regulation affecting for example, RNA splicing or stability plays

some role in the regulation of gene expression (for reviews see Bashirullah

et al., 2001; Graveley, 2001) the major control point lies at the level of

transcription.



1.2 CHROMATIN STRUCTURE AND ITS REMODELLING

1.2.1 CHROMATIN STRUCTURE AND GENE REGULATION

The central role of transcription, both in the basic process of gene expression

and its regulation in particular tissues, has led to considerable study of this

process. Initially such studies focused on the nature of the DNA sequences

within individual genes which were essential for either basal or regulated gene

expression. These sequences will be discussed in section 1.3. It is now clear,

however, that the accessibility of these DNA sequences and hence their ability

to regulate gene expression is controlled by the manner in which they are

packaged in the cell. The packaging of DNA will therefore be discussed in this

section.

It has been known for some time that the DNA in eukaryotic cells is pack-

aged by association with specific proteins, such as the histones, into a struc-

ture known as chromatin (for reviews see Wolffe, 1995; Latchman, 2002;

Felsenfeld and Groudine, 2003). The fundamental unit of this structure is

the nucleosome in which the DNA is wrapped twice around a unit of eight

histone molecules (two each of histones H2A, H2B, H3 and H4) (for review

see Kornberg and Lorch, 1999). This structure is compacted further into the

so-called solenoid structure in genes which are not transcriptionally active or

about to become active. In contrast, active or potentially active genes exist in

the simple nucleosomal structure. Moreover, in the regulatory regions of

these genes nucleosomes are either removed altogether or undergo a struc-

tural alteration which facilitates the binding of specific transcription factors to

their binding sites in these regions (Fig. 1.1).

Interestingly, the tightly packed solenoid structure can be compacted even

further, by extensive looping, to form the chromosomes which are visible

during cell division. These loops are linked at their bases to a protein scaffold

known as the nuclear matrix, with such linkage occurring via specific DNA

sequences, known as matrix attachment regions (MARs) (Fig. 1.2; for review

see Horn and Peterson, 2002).
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Figure 1.1

Levels of chromatin

structure in active or

inactive DNA.



Clearly, the access of a transcription factor to its appropriate binding site

will be affected by the manner in which that site is packaged within the

chromatin structure. Evidently, therefore, genes that are about to be tran-

scribed must undergo changes in chromatin structure which facilitate such

transcription by allowing access of activating transcription factors to their

binding sites. Although a detailed discussion of these changes is beyond the

scope of this book (for reviews see Aalfs and Kingston, 2000; Wu and

Grunstein, 2000; Bradbury, 2002; Latchman, 2002; Richards and Elgin,

2002; Felsenfeld and Groudine, 2003), at least two mechanisms which can

alter chromatin structure are of particular importance in terms of transcrip-

tion factor regulation and these will be discussed in turn.

1.2.2 CHROMATIN REMODELLING FACTORS

A number of studies have identified protein complexes which are capable of

binding to DNA, hydrolysing ATP and using the energy generated to disrupt

the nucleosomal structure. The best characterized of these is the SWI/SNF

complex which contains a number of different polypeptides. It was originally

defined in yeast but has now been identified in a range of organisms including

humans (for review see Aalfs and Kingston, 2000; Sudarsanam and Winston,

2000). The critical role of this complex in regulating gene expression is indi-

cated by the phenotype of the brahma mutation in Drosophila which inacti-

vates the SWI2 component of the complex. Thus, in this mutant the genes
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regions.



encoding several homeobox-containing genes, which control the correct pat-

terning of the body (see Chapter 4, section 4.2), remain in an inactive chro-

matin structure and are hence not transcribed. This results in a mutant fly

with a grossly abnormal body structure (for review see Simon, 1995).

It is likely that SWI/SNF and other chromatin remodelling complexes can

act by three different methods to alter the accessibility of the DNA. Thus, they

may act by altering the association of the histone molecules within the nucleo-

some so that the nucleosome structure is changed in such a way as to allow

other factors to bind to DNA (nucleosome remodelling: Fig. 1.3a). Secondly,

they may act by causing the nucleosome to move along the DNA, so exposing

a particular DNA sequence (nucleosome sliding: Fig. 1.3b). Finally, they may

act by displacing a nucleosome so that it leaves the target DNA and binds to

another DNA molecule (nucleosome displacement: Fig.1.3c). All these meth-

ods have in common the use of ATP hydrolysis to alter the nucleosome in

some way so as to allow a particular region of DNA to become more accessible

and hence bind specific regulatory factors.

Evidently, these mechanisms beg the question of how the SWI/SNF com-

plex is itself recruited to the genes which need to be activated. This can occur

via its association with the RNA polymerase complex or by its association with

other transcription factors which can bind to their specific DNA binding sites

even in tightly packed, non-remodelled chromatin. These processes are

discussed in subsequent chapters.

Interestingly, it has recently been shown that chromatin remodelling com-

plexes can also be recruited to the DNA by the SATBI protein which is

involved in the looping of the chromatin into a highly compact structure
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Figure 1.3
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(Yasui et al., 2002) (see section 1.2.1). This provides a link between the looping

process and chromatin remodelling/gene regulation and suggests that such

remodelling processes can target the large regions of DNA (20–80 000 bases

of DNA) contained in individual loops.

1.2.3 HISTONE ACETYLATION

The histone molecules which play a key role in chromatin structure are subject

to a number of post-translational modifications such as phosphorylation, ubi-

quitination or acetylation (for reviews see Strahl and Allis, 2000; Wu and

Grunstein, 2000; Jenuwein and Allis, 2001; Felsenfeld and Groudine, 2003).

In particular, the addition of an acetyl group to a free amino group in lysine

residues in the histone molecule reduces its net positive charge. Such acety-

lated forms of the histones have been found preferentially in active or poten-

tially active genes where the chromatin is less tightly packed. Moreover,

treatments which enhance histone acetylation, such as addition of sodium

butyrate to cultured cells, result in a less tightly packed chromatin structure

and the activation of previously silent cellular genes. This suggests that hyper-

acetylation of histones could play a causal role in producing the more open

chromatin structure characteristic of active or potentially active genes.

Hence, activation of gene expression could be achieved by factors with

histone acetyltransferase activity which were able to acetylate histones and

hence open up the chromatin structure, whereas inhibition of gene expres-

sion would be achieved by histone deacetylases which would have the opposite

effect (Fig. 1.4). Most interestingly, recent studies have identified both com-

ponents of the basal transcriptional complex and specific activating transcrip-

tion factors with histone acetyltransferase activity as well as specific inhibitory

transcription factors with histone deacetylase activity (for review see Brown et

al., 2000). These findings, which link studies on modulation of chromatin

structure with those on activating and inhibitory transcription factors, are

discussed further in later chapters.

It is clear, therefore, that histone acetylation plays a key role in regulating

chromatin structure. However, in the last few years it has become increasingly

clear that other histone modifications, such as methylation, phosphorylation

or the addition of the small protein, ubiquitin (ubiquitination) are also

involved in this process and that these modifications interact with one another

and with acetylation. Thus, for example, demethylation of the lysine amino

acid at position 9 in histone H3 facilitates phosphorylation of serine 10 and

acetylation of lysine 14 of H3 leading to opening of the chromatin and gene

activation (Paro, 2000) (Fig. 1.5). Such interaction can also occur between

modifications on one histone molecule and those on another. Thus, ubiqui-
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Figure 1.4
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histones thereby having
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chromatin structure.

Figure 1.5
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tination of histone H2B facilitates subsequent methylation of histone H3

on the lysines at positions 4 and 79 leading to a tightly packed chromatin

structure and gene silencing (Briggs et al., 2002; Sun and Allis, 2002).

This complex pattern of modification has led to the idea of a ‘histone

code’ in which the chromatin structure of a particular gene is specified by

the pattern of different modifications of the histones that package it (for

reviews see Strahl and Allis, 2000; Berger, 2001; Goll and Bestor, 2002;

Turner, 2002).

Hence, both ATP-dependent chromatin remodelling complexes and

alterations in histone acetylation/modification play a vital role in regulating

the chromatin structure of specific genes. Although these two processes have

been discussed separately, it is likely that chromatin remodelling and histone

modification enzymes cooperate. Thus, for example, it has been shown that

acetylation of histones can allow recruitment of SWI/SNF to a promoter

(Agalioti et al., 2002) as well as preventing it from dissociating once it has

bound (Hassan et al., 2001). Hence, it appears that these two processes act

together to ensure that the DNA sequences involved in transcription control

become accessible at the correct time in development or in response to

appropriate signals (for review see Wu and Grunstein, 2000; Narlikor et

al., 2002). The nature of these DNA sequences is discussed in the next

section.

1.3 DNA SEQUENCE ELEMENTS

1.3.1 THE GENE PROMOTER

The primary aim of chromatin remodelling processes is to expose specific

DNA sequences so that these can be targeted by transcription factors involved

in the process of gene transcription. In prokaryotes, such sequences are found

immediately upstream of the start site of transcription and form part of the

promoter directing expression of the genes. Sequences found at this position

include both elements found in all genes which are involved in the basic

process of transcription itself and those found in a more limited number of

genes which mediate their response to a particular signal (for review see

Muller-Hill, 1996).

Early studies of cloned eukaryotic genes, therefore, concentrated on the

region immediately upstream of the transcribed region where, by analogy,

sequences involved in transcription and its regulation should be located.

Putative regulatory sequences were identified by comparison between differ-

ent genes and the conclusions reached in this way confirmed either by
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destroying these sequences by deletion or mutation or by transferring them to

another gene in an attempt to alter its pattern of regulation.

This work carried out on a number of different genes encoding specific

proteins identified many short sequence elements involved in transcriptional

control (for reviews see Davidson et al., 1983; Jones et al., 1988). The elements

of this type present in two typical examples, the human gene encoding the

70 kd heat inducible (heat shock) protein (Williams et al., 1989) and the human

metallothionein IIA gene (Lee et al., 1987), are illustrated in Figure 1.6.

Comparisons of these and many other genes revealed that, as in bacteria,

their upstream regions contain two types of elements. First, sequences found

in very many genes exhibiting distinct patterns of regulation which are likely

to be involved in the basic process of transcription itself and secondly those

found only in genes transcribed in a particular tissue or in response to a

specific signal which are likely to produce this specific pattern of expression.

These will be discussed in turn.

1.3.2 SEQUENCES INVOLVED IN THE BASIC PROCESS OF

TRANSCRIPTION

Although they are regulated very differently, the hsp70 and metallothionein

genes both contain a TATA box. This is an AT-rich sequence (consensus

TATAA/TAA/T) which is found about thirty base pairs upstream of the

transcriptional start site in very many but not all genes. Mutagenesis or reloca-

tion of this sequence has shown that it plays an essential role in accurately

positioning the start site of transcription (Breathnach and Chambon, 1981).

The region of the gene bracketed by the TATA box and the site of transcrip-

tional initiation (the Cap site) has been operationally defined as the gene

promoter or core promoter (Goodwin et al., 1990). It is likely that this region
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Figure 1.6
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binds several proteins essential for transcription, as well as RNA polymerase II

itself which is the enzyme responsible for transcribing protein coding genes.

Although the TATA box is found in most eukaryotic genes, it is absent in

some genes, notably housekeeping genes expressed in all tissues and in some

tissue-specific genes (for reviews of the different classes of core promoters see

Smale, 2001; Butler and Kadonaga, 2002). In these promoters, a sequence

known as the initiator element, which is located over the start site of transcrip-

tion itself, appears to play a critical role in determining the initiation point

and acts as a minimal promoter capable of producing basal levels of trans-

cription (see Chapter 3, section 3.6 for a discussion of transcription from

promoters containing or lacking a TATA box).

In promoters which contain a TATA box and in those which lack it, the

very low activity of the promoter itself is dramatically increased by other

elements located upstream of the promoter. These elements are found in a

very wide variety of genes with different patterns of expression indicating that

they play a role in stimulating the constitutive activity of promoters. Thus

inspection of the hsp70 and metallothionein IIA genes reveals that both con-

tain one or more copies of a GC-rich sequence, known as the Sp1 box, which

is found upstream of the promoter in many genes both with and without

TATA boxes (for review see Lania et al., 1997).

In addition, the hsp70 promoter but not the metallothionein promoter

contains another sequence, the CCAAT box, which is also found in very

many genes with disparate patterns of regulation. Both the CCAAT box

and the Sp1 box are typically found upstream of the TATA box as in the

metallothionein and hsp70 genes. Some genes, as in the case of hsp70 may

have both of these elements, whereas others such as the metallothionein gene

have single or multiple copies of one or the other. In every case, however,

these elements are essential for transcription of the genes and their elimina-

tion by deletion or mutation abolishes transcription. Hence these sequences

play an essential role in efficient transcription of the gene and have been

termed upstream promoter elements (UPE: Goodwin et al., 1990).

1.3.3 SEQUENCES INVOLVED IN REGULATED TRANSCRIPTION

Inspection of the hsp70 promoter (see Fig.1.6) reveals several other sequence

elements which are only shared with a much more limited number of other

genes and which are interdigitated with the upstream promoter elements

discussed above. Indeed, one of these, which is located approximately ninety

bases upstream of the transcriptional start site, is shared only with other heat

shock genes whose transcription is increased in response to elevated tempera-

DNA SEQUENCES, TRANSCRIPTION FACTORS AND CHROMATIN STRUCTURE 9



ture. This suggests that this heat shock element may be essential for the

regulated transcription of the hsp70 gene in response to heat.

To prove this directly, however, it is necessary to transfer this sequence to a

non-heat-inducible gene and show that this transfer renders the recipient gene

heat inducible. Pelham (1982) successfully achieved this by linking the heat

shock element to the non-heat-inducible thymidine kinase gene of the

eukaryotic virus herpes simplex. This hybrid gene could be activated following

its introduction into mammalian cells by raising the temperature (Fig. 1.7).

Hence the heat shock element can confer heat inducibility on another gene,

directly proving that its presence in the hsp gene promoters is responsible for

their heat inducibility.

Moreover, although these experiments used a heat shock element taken

from the hsp70 gene of the fruit fly Drosophila melanogaster, the hybrid gene

was introduced into mammalian cells. Not only does the successful function-

ing of the fly element in mammalian cells indicate that this process is evolu-

tionarily conserved, but it permits a further conclusion about the way in which

the effect operates. Thus, in the cold-blooded Drosophila, 378C represents a

thermally stressful temperature and the heat shock response would normally

be active at this temperature. The hybrid gene was inactive at 378C in the

mammalian cells, however, and was only induced at 428C, the heat shock

10 EUKARYOTIC TRANSCRIPTION FACTORS

Figure 1.7

Demonstration that the

heat shock element

mediates heat inducibility.

Transfer of this sequence

to a gene (thymidine

kinase) which is not

normally inducible renders

this gene heat inducible.



temperature characteristic of the cell into which it was introduced. Hence this

sequence does not act as a thermostat, set to go off at a particular temperature

since this would occur at the Drosophila heat shock temperature (Fig. 1.8a).

Rather, this sequence must act by being recognized by a cellular protein which

is activated only at an elevated temperature characteristic of the mammalian

cell heat shock response (Fig.1.8b).

This experiment therefore not only directly proves the importance of the

heat shock element in producing the heat inducibility of the hsp70 gene, but

also shows that this sequence acts by binding a cellular protein which is acti-

vated in response to elevated temperature. The binding of this transcription

factor then activates transcription of the hsp70 gene. The manner in which

this factor activates transcription of the hsp70 gene and the other heat shock

genes is discussed further in Chapter 8 (section 8.3.1).

The presence of specific DNA sequences which can bind particular pro-

teins, will therefore confer on a specific gene the ability to respond to parti-

cular stimuli. Thus, the lack of a heat shock element in the metallothionein

IIA gene (see Fig.1.6) means that this gene is not heat inducible. In contrast,

however, this gene, unlike the hsp70 gene, contains a glucocorticoid response

element (GRE). Hence it can bind the complex of the glucocorticoid receptor

and the hormone itself, which forms following treatment of cells with gluco-

corticoid. Its transcription is therefore activated in response to glucocorticoid
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whereas that of the hsp70 gene is not (see Chapter 4, section 4.4). Similarly,

only the metallothionein gene contains metal response elements (MRE) allow-

ing it to be activated in response to treatment with heavy metals such as zinc

and cadmium (Thiele, 1992). In contrast both genes contain binding sites for

the transcription factor AP2 which mediates gene activation in response to

cyclic AMP and phorbol esters.

Similar DNA sequence elements in the promoters of tissue specific genes

play a critical role in producing their tissue specific pattern of expression by

binding transcription factors which are present in an active form only in a

particular tissue where the gene will be activated. For example, the promoters

of the immunoglobulin heavy and light chain genes contain a sequence known

as the octamer motif (ATGCAAAT) which can confer B-cell specific expres-

sion on an unrelated promoter (Wirth et al., 1987). Similarly, the related

sequence ATGAATAA/T is found in genes expressed specifically in the ante-

rior pituitary gland, such as the prolactin gene and the growth hormone gene,

and binds a transcription factor known as Pit-1 which is expressed only in the

anterior pituitary (for review see Andersen and Rosenfeld, 1994). If this short

sequence is inserted upstream of a promoter, the gene is expressed only in

pituitary cells. In contrast the octamer motif which differs by only two bases

will direct expression only in B cells when inserted upstream of the same

promoter (Elsholtz et al., 1990; Fig. 1.9). Hence small differences in control

element sequences can produce radically different patterns of gene ex-

pression.
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Figure 1.9
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1.3.4 SEQUENCES WHICH ACT AT A DISTANCE

(a) Enhancers

One of the characteristic features of eukaryotic gene expression is the exis-

tence of sequence elements located at great distances from the start site of

transcription which can influence the level of gene expression. These ele-

ments can be located upstream, downstream or within a transcription unit

and function in either orientation relative to the start site of transcription

(Fig. 1.10). They act by increasing the activity of a promoter, although they
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lack promoter activity themselves and are hence referred to as enhancers (for

reviews see Hatzopoulos et al., 1988; Muller et al., 1988). Some enhancers are

active in all tissues and increase the activity of a promoter in all cell types,

while others function as tissue specific enhancers which activate a particular

promoter only in a specific cell type. Thus the enhancer located in the inter-

vening region of the immunoglobulin genes is active only in B cells and the B-

cell-specific expression of the immunoglobulin genes is produced by the inter-

action of this enhancer and the immunoglobulin promoter which, as we have

previously seen, is also B-cell specific (Garcia et al., 1986).

As with promoter elements, enhancers contain multiple binding sites for

transcription factors which interact together to mediate enhancer function.

This has led to the idea that a multi-protein complex, known as the enhanceo-

some, assembles on the enhancer and induces transcriptional activation of the

target gene (for reviews see Merika and Thanos, 2001; Strahl, 2001). In many

cases the elements within enhancers are identical to those contained imme-

diately upstream of gene promoters. Thus, the immunoglobulin heavy chain

enhancer contains a copy of the octamer sequence (Sen and Baltimore, 1986)

which is also found in the immunoglobulin promoters (section 1.3.3).

Similarly multiple copies of the heat shock element are located far upstream

of the start site in the Xenopus hsp70 gene and function as a heat inducible

enhancer when transferred to another gene (Bienz and Pelham, 1986).

Enhancers therefore consist of sequence elements which are also present

in similarly regulated promoters and may be found within the enhancer

associated with other control elements or in multiple copies.

(b) Locus control regions

The genes encoding the �-globin component of haemoglobin and other

related molecules are found clustered together in the genome with five func-

tional genes located adjacent to one another. All of these genes are expressed

in erythroid (red blood cell) precursors and not in other cell types and this

pattern of expression is dependent on an element located 10–20 kilo-bases

upstream of the gene cluster which is known as a locus control region (LCR)

(Fig. 1.11). In the absence of this element, none of the genes is expressed in

the correct erythroid-specific manner (for reviews of LCRs see Bulger and

Groudine, 1999; Li et al., 1999).

It is likely that the LCR functions by regulating chromatin structure so that

the entire region of the genome containing �-globin-like genes is opened up

in red blood cell precursors. Each of the genes within the region can then be

individually regulated in the red blood cell lineage by their own individual

enhancer and promoter elements with, for example, the �-globin gene being
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expressed in the embryo and the �- and �-globin genes in the adult (see

Fig. 1.11).

Since its original identification in the �-globin locus, LCRs have been found

regulating the expression of a number of other gene clusters expressed in

different cell types. Interestingly, in several cases, LCRs contain matrix attach-

ment regions (see section 1.2.1). This suggests that a region controlled by an

LCR, such as the �-globin cluster, may form a single large loop attached to the

nuclear matrix whose chromatin structure is regulated as a single unit.

The typical eukaryotic gene will therefore consist of multiple distinct tran-

scriptional control elements (Fig. 1.12). These are first, the promoter itself,

secondly upstream promoter elements (UPE) located close to it, which are

required for efficient transcription in any cell type, thirdly, other elements

adjacent to the promoter which are interdigitated with the UPEs and which

activate the gene in particular tissues or in response to particular stimuli and,

lastly, elements such as enhancers or locus control regions which act at a

distance to regulate gene expression.

Such sequences often act by binding positively acting factors which then

stimulate transcription (Fig. 1.13a). As will be discussed in later chapters, this

could involve the DNA binding protein either altering chromatin structure to

make the DNA more accessible to other positively-acting regulatory factors or
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direct stimulation of transcription by the DNA binding protein interacting

with RNA polymerase or its associated molecules. Interestingly, however,

although most sequences act in such a positive way, some sequences do

appear to act in a negative manner to inhibit transcription and these are

discussed in the next section.

1.3.5 NEGATIVELY ACTING DNA SEQUENCES

(a) Silencers

Silencer elements, which act to inhibit gene transcription, have been defined

in a number of genes including the cellular oncogene c-myc (Chapter 7, sec-

tion 7.2.3) and those encoding proteins such as growth hormone or collagen

type II. As with activating sequences, some silencer elements are constitutively

active while others display cell-type specific activity. Thus, for example, the

silencer in the gene encoding the T-lymphocyte marker CD4 represses its

expression in most T cells where CD4 is not expressed but is inactive in a

subset of T cells allowing these cells actively to express the CD4 protein

(Sawada et al., 1994). In many cases silencer elements have been shown to

act by binding regulatory factors which then act to reduce the rate of tran-

scription (Fig. 1.13b) either by promoting a more tightly packed chromatin

structure or by interacting with RNA polymerase and its associated molecules

in an inhibitory manner.

(b) Insulators

The ability of sequences such as enhancers or LCRs to act over large distances

evidently begs the question of how their activity is limited to the genes that

they need to regulate and does not affect other genes in adjacent regions. This
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is achieved by DNA elements known as insulators which act to block the

spread of enhancer or silencer activity (Fig. 1.14) (for reviews see Bell et al.,

2001; Labrador and Corces, 2002; West et al., 2002).

It is likely that insulators act by blocking the alterations in DNA structure

induced by enhancers or silencers. In some cases this involves a direct effect on

chromatin structure preventing the opening of chromatin structure induced

by enhancers (or the production of a more tightly packed chromatin structure

induced by silencers) from spreading to a particular region of chromatin. In

other cases an insulator may prevent the looping of DNA which is required to

bring together regulatory proteins bound at the enhancer/silencer with their

target proteins bound to the promoter (see below section 1.3.6).

1.3.6 INTERACTION BETWEEN FACTORS BOUND AT VARIOUS

SITES

Obviously the balance between positively and negatively acting transcription

factors which bind to the regulatory regions of a particular gene will deter-

mine the rate of gene transcription in any particular situation. In some cases

binding of the RNA polymerase and associated factors to the promoter and of

other positive factors to the UPEs will be sufficient for transcription to occur

and the gene will be expressed constitutively. In other cases, however, such

interactions will be insufficient and transcription of the gene will occur only in

response to the binding, to another DNA sequence, of a factor which is

activated in response to a particular stimulus or is present only in a particular

tissue. These regulatory factors will then interact with the constitutive factors

allowing transcription to occur. Hence their binding will result in the

observed tissue specific or inducible pattern of gene expression.

Such interaction is well illustrated by the metallothionein IIA gene. As

illustrated in Figure 1.6 this gene contains a binding site for the transcription

factor AP1 which produces induction of gene expression in response to phor-

bol ester treatment. The action of AP1 on the expression of the metallothio-

nein gene is abolished, however, both by mutations in its binding site and by
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mutations in the adjacent Sp1 motif which prevent this motif binding its

corresponding transcription factor Sp1 (Lee et al., 1987). Although these

mutations in the Sp1 motif do not abolish AP1 binding they do prevent its

action, indicating that the inducible AP1 factor interacts with the constitutive

Sp1 factor to activate transcription.

Clearly such interactions between bound transcription factors need not be

confined to factors bound to regions adjacent to the promoter but can also

involve the similar factors bound to more distant enhancers. It is likely that

this is achieved by a looping out of the intervening DNA allowing contact

between factors bound at the promoter and those bound at the enhancer

(Fig. 1.15) (for further discussion see Bulger and Groudine, 1999;

Latchman, 2002).

This need for transcription factors to interact with one another to stimulate

transcription means that transcription can also be stimulated by a class of

factors which act indirectly by binding to the DNA and bending it so that

other DNA bound factors can interact with one another (Fig. 1.16). Thus, the

LEF-1 factor, which is specifically expressed in T lymphocytes, binds to the
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enhancer of the T-cell receptor � gene and bends the DNA so that other

constitutively expressed transcription factors can interact with one another,

thereby allowing them to activate transcription. This results in the T-cell spe-

cific expression of the gene even though the directly activating factors are not

expressed in a T-cell specific manner (for review see Werner and Burley,

1997). Similarly, the DNA binding transcription factor HMGI (Y) plays a

critical role in the multi-protein enhanceosome which assembles on the inter-

feron � gene enhancer and is essential for the inducibility of this gene follow-

ing viral infection (for review see Merika and Thanos, 2001) (for further

discussion of the processes involved in the activation of this promoter see

Chapter 5, section 5.6).

1.4 CONCLUSIONS

It is clear that both the process of transcription itself and its regulation in

particular tissues or in response to particular signals are controlled by short

DNA sequence elements located adjacent to the promoter or in enhancers. In

turn such sequences act by binding proteins which are either active constitu-

tively or are present in an active form only in a specific tissue or following a

specific inducing signal. Such DNA bound transcription factors then interact

with each other and the RNA polymerase itself in order to produce constitu-

tive or regulated transcription. The nature of these factors, the manner in

which they function and their role in different biological processes form the

subject of this book.

REFERENCES

Aalfs, J. D. and Kingston, R. E. (2000) What does ‘chromatin remodelling’ mean? Trends in

Biochemical Sciences 25, 548–555.

Agalioti, T., Chen, G. and Thanos, D. (2002) Deciphering the transcriptional histone acet-

ylation code for a human gene. Cell 111, 381–392.

Andersen, B. and Rosenfeld, M.G. (1994) Pit-1 determines cell types during the develop-

ment of the anterior pituitary gland. Journal of Biological Chemistry 269,

29335–29338.

Bashirullah, A., Cooperstock, R. L. and Lipshitz, H. D. (2001) Spatial and temporal control

of RNA stability. Proceedings of the National Academy of Sciences USA 98,

7025–7028.

Bell, A. C., West, A. G. and Felsenfeld, G. (2001) Insulators and boundaries: versatile

regulatory elements in the eukaryotic genome. Science 291, 447–450.

DNA SEQUENCES, TRANSCRIPTION FACTORS AND CHROMATIN STRUCTURE 19



20 EUKARYOTIC TRANSCRIPTION FACTORS

Berger, S. L. (2001) The histone modification circus. Science 292, 64–65.

Bienz, M. and Pelham, H.R.B. (1986) Heat shock regulatory elements function as an

inducible enhancer when linked to a heterologous promoter. Cell 45, 753–760.

Bradbury, E. M. (2002) Chromatin structure and dynamics: state-of-the-art. Molecular Cell

10, 13–19.

Breathnach, R. and Chambon, P. (1981) Organization and expression of eukaryotic split

genes coding for proteins. Annual Review of Biochemistry 50, 349–383.

Briggs, S. D., Xiao, T., Sun, Z-W. et al. (2002) Trans-histone regulatory pathway in chro-

matin. Nature 418, 498.

Brown, C. E., Lechner, T., Howe, L. and Workman, J. L. (2000) The many HATs of

transcription coactivators. Trends in Biochemical Sciences 25, 15–19.

Bulger, M. and Groudine, M. (1999) Looping versus linking: toward a model for long-

distance gene activation. Genes and Development 13, 2465–2477.

Butler, J. E. F. and Kadonaga, J. T. (2002) The RNA polymerase II core promoter: a key

component in the regulation of gene expression. Genes and Development 16,

2583–2592.

Darnell, J.E. (1982) Variety in the level of gene control in eukaryotic cells. Nature 297,

365–371.

Davidson, E. H., Jacobs, H. T. and Britten, R. J. (1983) Very short repeats and co-ordinate

induction of genes. Nature 301, 468–470.

Elsholtz, H.P., Albert, V.R., Treacy, M. N. and Rosenfeld, M.G. (1990) A two-base change

in a POU factor binding site switches pituitary-specific to lymphoid-specific gene

expression. Genes and Development 4, 43–51.

Felsenfeld, G. and Groudine, M. (2003) Controlling the double helix. Nature 421, 448–

453.

Garcia, J.V., Bich-Thuy, L., Stafford, J. and Queen, C. (1986) Synergism between immu-

noglobulin enhancers and promoters. Nature 322, 383–385.

Goll, M. G. and Bestor, T. H. (2002) Histone modification and replacement in chromatin

activation. Genes and Development 16, 1739–1742.

Goodwin, G.H., Partington, G.A. and Perkins, N.D. (1990) Sequence specific DNA bind-

ing proteins involved in gene transcription. In: Chromosomes: eukaryotic, prokaryo-

tic and viral. Adolph, K.W. (ed) vol. 1 pp. 31–85, CRC Press.

Graveley, B. R. (2001) Alternative splicing: increasing diversity in the proteomic world.

Trends in Genetics 17, 100–107.

Hassan, A.H., Neely, K.E. and Workman, J.L. (2001) Histone acetyltransferase complexes

stabilise SWI/SNF binding to promoter nucleosomes. Cell 104, 817–827.

Hatzopoulos, A.K., Schlokat, U. and Gruss, P. (1988) Enhancers and other cis-acting

sequences In: Transcription and splicing, Hames, B.D. and Glover, D.M. (eds),

pp. 43–96, IRL Press.



Horn, P. J. and Peterson, C. L. (2002) Chromatin higher order folding: wrapping up

transcription. Science 297, 1824–1827.

Jenuwein, T. and Allis, C. D. (2001) Translating the histone code. Science 293,

1074–1080.

Jones, N.C., Rigby, P.W.J. and Ziff, E.G. (1988) Trans-acting protein factors and the

regulation of eukaryotic transcription. Genes and Development 2, 267–281.

Kornberg, R. D. and Lorch, Y. (1999) Twenty-five years of the nucleosome, fundamental

particle of the eukaryote chromosome. Cell 98, 285–294.

Labrador, M. and Corces, V.G. (2002) Setting the boundaries of chromatin domains and

nuclear organisation. Cell 111, 151–154.

Lania, L., Majello, B. and de Luca, P. (1997) Transcriptional regulation by the Sp family

proteins. International Journal of Biochemistry and Cell Biology 29, 1313–1323.

Latchman, D.S. (2002) Gene Regulation: A eukaryotic perspective. Fourth Edition. Nelson

Thornes Ltd.

Lee, W., Haslinger, A., Karin, M. and Tjian, R. (1987) Activation of transcription by two

factors that bind promoter and enhancer sequences of the human metallothionein

gene and SV40. Nature 325, 369–372.

Li, Q., Harju, S. and Peterson, K. R. (1999) Locus control regions coming of age at a

decade plus. Trends in Genetics 15, 403–408.

Maniatis, T., Goodboun, S. and Fischer, J.A. (1987) Regulation of inducible and tissue

specific gene expression. Science 236, 1237–1245.

Merika, M. and Thanos, D. (2001) Enhanceosomes. Current Opinion in Genetics and

Development 11, 205–208.

Muller, M.M., Gerster, T. and Schaffner, W. (1988) Enhancer sequences and the regula-

tion of gene transcription. European Journal of Biochemistry 176, 485–495.

Muller-Hill, B.W. (ed) (1996) The lac operon: a short history of a genetic paradigm. de

Grayler Co. Berlin.

Narlikor, G. J., Fan, H-Y. and Kingston, R. E. (2002) Co-operation between complexes that

regulate chromatin structure and transcription. Cell 108, 475–487.

Nevins, J.R. (1983) The pathway of eukaryotic mRNA transcription. Annual Review of

Biochemistry 52, 441–446.

Paro, R. (2000) Formatting genetic text. Nature 406, 579–580.

Pelham, H.R.B. (1982) A regulatory upstream promoter element in the Drosophila hsp70

heat-shock gene. Cell 30, 517–528.

Richards, E. J. and Elgin, S. C. R. (2002) Epigenetic codes for heterochromatin formation

and silencing: rounding up the usual suspects. Cell 108, 489–500.

DNA SEQUENCES, TRANSCRIPTION FACTORS AND CHROMATIN STRUCTURE 21



Sawada, S., Scarborough, J.D., Kileen, N. and Littman, D.R. (1994) A lineage-specific

transcriptional silencer regulates CD4 gene expression during T lymphocyte devel-

opment. Cell 77, 917–929.

Sen, R. and Baltimore, D. (1986) Multiple nuclear factors interact with the immunoglobulin

enhancer sequences. Cell 46, 705–716.

Simon, J. (1995) Locking in stable states of gene expression: transcriptional control during

Drosophila development. Current Opinion in Cell Biology 7, 376–385.

Smale, S.T. (2001) Core promoters: active contributors to combinatorial gene regulation.

Genes and Development 15, 2503–2508.

Strahl, B. D. and Allis, C. D. (2000) The language of covalent histone modifications. Nature

403, 41–45.

Strahl, K. (2001) A paradigm for precision. Science 293, 1054–1055.

Sudarsanam, P. and Winston, F. (2000) The Swi/Snf family nucleosome-remodelling com-

plexes and transcriptional control. Trends in Genetics 16, 345–351.

Sun, Z-W. and Allis, C. D. (2002) Ubiquitination of histone H2B regulates H3 methylation

and gene silencing in yeast. Nature 418, 104–108.

Thiele, D.J. (1992) Metal regulated transcription in eukaryotes. Nucleic Acids Research

20, 1183–1191.

Turner, B.M. (2002) Cellular memory and the histone code. Cell 111, 285–291.

Wang, J. and Manley, J.L. (1997) Regulation of pre-mRNA splicing in metazoa. Current

Opinion in Genetics and Development 7, 205–211.

Werner, M.H. and Burley, S.K. (1997) Architectural transcription factors: proteins that

remodel DNA. Cell 88, 733–736.

West, A. G., Gaszner, M. and Felsenfeld, G. (2002) Insulators: many functions, many

mechanisms. Genes and Development 16, 271–288.

Williams, G.T., McClanahan, T.K. and Morimoto, R. I. (1989) E1a transactivation of the

human hsp70 promoter is mediated through the basal transcriptional complex.

Molecular and Cellular Biology 9, 2574–2587.

Wirth, T., Staudt, L. and Baltimore, D. (1987) An octamer oligonucleotide upstream of a

TATA motif is sufficient for lymphoid specific promoter activity. Nature 329,

174–178.

Wolffe, A. (1995) Chromatin: structure and function, Second Edition. Academic Press.

Wu, J. and Grunstein, M. (2000) 25 years after the nucleosome model: chromatin

modifications. Trends in Biochemical Sciences 25, 619–623.

Yasui, D., Miyano, M., Cal, S. et al. (2002) SATB1 targets chromatin remodelling to

regulate genes over long distances. Nature 419, 641–645.

22 EUKARYOTIC TRANSCRIPTION FACTORS



CHAPTER 2

METHODS FOR STUDY ING
TRANSCR IPT ION FACTORS

2.1 INTRODUCTION

The explosion in the available information on transcription factors that has

occurred in recent years has arisen primarily because of the availability of new

or improved methods for studying these factors. Initially such studies may

focus on identifying a factor that interacts with a particular DNA sequence

and characterizing this interaction and the methods for doing this are dis-

cussed in section 2.2. Subsequently, the protein identified in this way is

further characterized and purified and its corresponding gene isolated. The

methods involved in the purification and/or cloning of transcription factors

are considered in section 2.3, while section 2.4 analyses the methods used to

characterize such cloned transcription factors including the methods for

determining the DNA binding site or gene targets of a transcription factor

which is initially identified by means other than its DNA binding character-

istics. (For details of the methodologies involved see Latchman, 1999.)

2.2 METHODS FOR STUDYING DNA–PROTEIN

INTERACTIONS

2.2.1 DNA MOBILITY SHIFT ASSAY

As discussed in Chapter 1 (section 1.3), the initial stimulus to identify a tran-

scription factor frequently comes from the identification of a particular DNA

sequence that confers a specific pattern of expression on a gene which carries

it. The next step therefore following the identification of such a sequence will

be to define the protein factors that bind to it. This can be readily achieved by

the DNA mobility shift or gel retardation assay (Fried and Crothers, 1981;

Garner and Revzin, 1981).

This method relies on the obvious principle that a fragment of DNA to

which a protein has bound will move more slowly in gel electrophoresis than



the same DNA fragment without bound protein. The DNA mobility shift assay

is carried out therefore by first radioactively labelling the specific DNA

sequence whose protein binding properties are being investigated. The

labelled DNA is then incubated with a nuclear (Dignam et al., 1983) or

whole cell (Manley et al., 1980) extract of cells prepared in such a way as to

contain the DNA binding proteins. In this way DNA–protein complexes are

allowed to form. The complexes are then electrophoresed on a non-denatur-

ing polyacrylamide gel and the position of the radioactive DNA visualized by

autoradiography. If no protein has bound to the DNA, all the radioactive label

will be at the bottom of the gel, whereas if a protein–DNA complex has

formed, radioactive DNA to which the protein has bound will migrate more

slowly and hence will be visualized near the top of the gel (Fig. 2.1). (For

methodological details see Smith et al., 1999.)

This technique can be used therefore to identify proteins which can bind to

a particular DNA sequence in extracts prepared from specific cell types. Thus,
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Figure 2.1

DNA mobility shift or gel

retardation assay. Binding

of a cellular protein (B) to

the radioactively-labelled

DNA causes it to move

more slowly upon gel

electrophoresis and

hence results in the

appearance of a retarded

band upon

autoradiography to detect

the radioactive label.



for example, in the case of the octamer sequence discussed in Chapter 1,

(section 1.3.3), a single retarded band is detected when this sequence is

mixed, for example, with a fibroblast extract. In contrast, when an extract

from immunoglobulin-producing B cells is used, two distinct retarded

bands are seen (Fig. 2.2). Since each band is produced by a distinct protein

binding to the DNA, this indicates that, in addition to the ubiquitous octamer

binding protein Oct-1 which is present in most cell types, B cells also contain

an additional octamer binding protein, Oct-2, which is absent in many other

cells.

As well as defining the proteins binding to a particular sequence, the DNA

mobility shift assay can also be used to investigate the precise sequence spe-

cificity of this binding. This can be done by including in the binding reaction a

large excess of a second DNA sequence which has not been labelled. If this

DNA sequence can also bind the protein bound by the labelled DNA, it will do

so. Moreover, binding to the unlabelled DNA will predominate since it is

present in large excess. Hence the retarded band will not appear in the

presence of the unlabelled competitor since only protein–DNA complexes

containing labelled DNA are visualized on autoradiography (Fig. 2.3b). In

contrast if the competitor cannot bind the same sequence as the labelled
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Figure 2.2

DNA mobility shift assay

using a radioactively-

labelled probe containing

the binding site for

octamer binding proteins

(ATGCAAAT) and extracts

prepared from fibroblast

cells (1) or B cells (2).

Note that fibroblast cells

contain only one protein

Oct-1 (01) capable of

producing a retarded

band, whereas B cells

contain both Oct-1 and an

additional tissue-specific

protein Oct-2 (02). The

complexes formed by

Oct-1 and Oct-2 on the

labelled oligonucleotide in

the absence of unlabelled

oligonucleotide (track a)

are readily removed by a

one hundredfold excess of

unlabelled octamer

oligonucleotide (track b).

They are not removed,

however, by a similar

excess of a mutant

octamer oligonucleotide

(ATAATAAT) which is

known not to bind

octamer binding proteins

(track c), or of the binding

site for the unrelated

transcription factor Sp1

(track d: Dynan and Tjian,

1983). This indicates that

the retarded bands are

produced by sequence

specific DNA binding

proteins which bind

specifically to the octamer

motif and not to mutant or

unrelated motifs.



DNA, the complex with the labelled DNA will form and the labelled band will

be visualized as before (Fig. 2.3c).

Thus, by using competitor DNAs which contain the binding sites for pre-

viously described transcription factors, it can be established whether the pro-

tein detected in a particular mobility shift experiment is identical or related to

any of these factors. Similarly, if competitor DNAs are used which differ in

only one or a few bases from the original binding site the effect of such base

changes on the efficiency of the competitor DNA and hence on binding of the

transcription factor can be assessed. Figure 2.2 illustrates an example of this

type of competition approach showing that the octamer binding proteins Oct-
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Figure 2.3

Use of unlabelled

competitor DNAs in the

DNA mobility shift assay.

If an unlabelled DNA

sequence is capable of

binding the same protein

as is bound by the

labelled probe, it will do

so (B) and the radioactive

retarded band will not be

observed, whereas if it

cannot bind the same

protein (C), the

radioactive retarded band

will form exactly as in the

absence of competitor

(A).



1 and Oct-2 are efficiently competed away from the labelled octamer probe by

an excess of identical unlabelled competitor but not by a competitor contain-

ing three base changes in this sequence which prevents binding (ATGCAAAT

to ATAATAAT). Similarly no competition is observed, as expected, when the

binding site of an unrelated transcription factor Sp1 is used as the competitor

DNA.

The DNA mobility shift assay therefore provides an excellent means of

initially identifying a particular factor binding to a specific sequence and

characterizing both its tissue distribution and its sequence specificity.

2.2.2 DNAseI FOOTPRINTING ASSAY

Although the mobility shift assay provides a means of obtaining information

on DNA–protein interaction, it cannot be used directly to localize the area of

the contact between protein and DNA. For this purpose, the DNAseI foot-

print assay is used (Galas and Schmitz, 1978; Dynan and Tjian, 1983).

In this assay, DNA and protein are mixed as before, the DNA being labelled

however, only at the end of one strand of the double-stranded molecule.

Following binding, the DNA is treated with a small amount of the enzyme

deoxyribonuclease I (DNAseI) which will digest DNA. The digestion condi-

tions are chosen, however, so that each molecule of DNA will be cut once or a

very few times by the enzyme. Following digestion, the bound protein is

removed and the DNA fragments separated by electrophoresis on a polyacryl-

amide gel capable of resolving DNA fragments differing in size by only one

base. This produces a ladder of bands representing the products of DNAseI

cutting either one or two or three or four etc., bases from the labelled end.

Where a particular piece of the DNA has bound a protein, however, it will be

protected from digestion and hence the bands corresponding to cleavage at

these points will be absent. This will be visualized on electrophoresis as a

blank area on the gel lacking labelled fragments and is referred to as the

footprint of the protein (Fig. 2.4). Similar labelling of the other strand of

the DNA molecule will allow the interaction of the protein with the other

strand of the DNA to be assessed.

The footprinting technique therefore allows a visualization of the interac-

tion of a particular factor with a specific piece of DNA. By using a sufficiently

large piece of DNA, the binding of different proteins to different DNA

sequences within the same fragment can be assessed. An analysis of this

type is shown in Figure 2.5. This shows the footprints (A and B) produced

by two cellular proteins binding to two distinct sequences within a region of

the human immunodeficiency virus (HIV) control element which has an inhi-

biting effect on promoter activity (Orchard et al., 1990). Interestingly some
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insights into the topology of the DNA–protein interaction are also obtained in

this experiment since bands adjacent to the protected region appear more

intense in the presence of the protein. These regions of hypersensitivity to

cutting are likely to represent a change in the structure of the DNA in this

region when the protein has bound rendering the DNA more susceptible to

enzyme cleavage.

As with the mobility shift assay, unlabelled competitor sequences can be

used to remove a particular footprint and determine its sequence specificity.

In the HIV case illustrated in Figure 2.5, short DNA competitors containing

the sequence of one or other of the footprinted areas were used specifically to

remove each footprint without affecting the other, indicating that two distinct

proteins produce the two footprints.

As well as footprinting using DNAseI, other footprinting techniques have

been developed which rely on the protection of DNA which has bound pro-

tein from cleavage by other reagents that normally cleave the DNA. These

include hydroxyl radical footprinting and phenanthroline-copper footprinting
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Figure 2.4

DNAseI footprinting

assay. If a protein binds

at a specific site within a

DNA fragment labelled at

one end, the region of

DNA at which the protein

binds will be protected

from digestion with

DNAseI. Hence this

region will appear as a

footprint in the ladder of

bands produced by the

DNA being cut at all

other points by DNAseI.



which, like DNAseI footprinting, rely on the ability of the reagents to cleave

the DNA in a non-sequence specific manner (for further details see Kreale,

1994; Papavassilou, 1995).

Of greater interest, however, is the technique of dimethyl sulphate (DMS)

protection footprinting since it can provide information on the exact bases

within the binding site which are contacted by the protein. Thus, this method

relies on the ability of DMS to specifically methylate guanine residues in the

DNA. These methylated G residues can then be cleaved by exposure to
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Figure 2.5

Panel (a): DNAseI footprinting assay

carried out on a region of the human

immunodeficiency virus (HIV) control

element. The two footprints (A and

B) are not observed when no cell

extract is added to the reaction

(track A) but are observed when

cellular extract is added in the

absence of competitor (track B).

Addition of unlabelled oligonucleotide

competitor containing the DNA

sequence of site A removes the site

A footprint without affecting site B

(track C) while an unlabelled

oligonucleotide containing the site B

DNA sequence has the opposite

effect (track D). Both footprints are

removed by a mixture of unlabelled

site A and B oligonucleotides (track

E). Arrows indicate the position of

sites at which cleavage with DNAseI

is enhanced in the presence of

protein bound to an adjacent site

indicating the existence of

conformational changes induced by

protein binding. The track labelled G

represents a marker track consisting

of the same DNA fragment

chemically cleaved at every guanine

residue. Panel (b): Position of sites

A and B within the HIV control

element. The arrow indicates the

start site of transcription.



piperidene, whereas no cleavage occurs at unmethylated G residues (Maxam

and Gilbert, 1980). A protein bound to the DNA will protect the guanine

residues which it contacts from methylation and hence they will not be cleaved

upon subsequent piperidene treatment. As in the other footprinting techni-

ques, therefore, specific bands produced by such treatment of naked DNA are

absent in the protein–DNA sample. Unlike the other methods, however,

because cleavage occurs at specific guanine residues, this method identifies

specific bases within the DNA that are contacted by the transcription factor

protein.

These footprinting techniques therefore offer an advance on the mobility

shift assay, allowing a more precise visualization of the DNA–protein interac-

tion. (For methodological details see Spiro and McMurray, 1999.)

2.2.3 METHYLATION INTERFERENCE ASSAY

The pattern of DNA–protein interaction can also be studied in more detail

using the methylation interference assay (Siebenlist and Gilbert, 1980). Like

methylation protection, this method relies on the ability of DMS to methylate

G residues which can then be cleaved with piperidene. However, methylation

interference is based on assessing whether the prior methylation of specific G

residues in the target DNA affects subsequent protein binding. Thus, the

target DNA is first partially methylated using DMS so that on average only

one G residue per DNA molecule is methylated (Maxam and Gilbert, 1980).

Each individual DNA molecule will therefore contain some methylated G

residues with the particular residues which are methylated being different

in each molecule. These partially methylated DNAs are then used in a DNA

mobility shift experiment with an appropriate cell extract containing the DNA

binding protein. Following electrophoresis the band produced by the DNA

which has bound protein and that produced by the DNA which has not, are

excised from the gel and treated with piperidine to cleave the DNA at the

methylated G residues and not at unmethylated Gs. Clearly, if methylation of

a particular G prevents protein binding then cleavage at this particular methy-

lated G will be observed only in the DNA which failed to bind the protein.

Conversely, if a particular G residue plays no role in binding, then cleavage at

this G residue will be observed equally in both the DNA which bound the

protein and that which failed to do so (Fig. 2.6).

Figure 2.7 shows this type of analysis applied to the protein binding to site

B within the negatively acting element in the human immunodeficiency virus

promoter (for the footprint produced by the binding of this protein see

Fig. 2.5). In this case the footprinted sequence was palindromic (Fig. 2.7)

suggesting that the DNA–protein interaction may involve similar binding to
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the two halves of the palindrome. The methylation interference analysis of site

B confirms this by showing that methylation of equivalent G residues in each

half of the palindrome interferes with binding of the protein, indicating that

these residues are critical for binding.

Although the DMS method only studies contacts of the protein with G

residues, interference analysis can also be used to study the interaction of

DNA binding proteins with A residues in the binding site. This can be done

either by methylating all purines to allow study of interference at A and G

residues simultaneously (see for example Ares et al., 1987) or by using diethyl-

pyrocarbonate specifically to modify A residues (probably by carboxyethyla-

tion) rendering them susceptible to piperidine cleavage (see for example
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Figure 2.6

Methylation interference

assay. Partially

methylated DNA is used

in a DNA mobility shift

assay and both the DNA

that has failed to bind

protein and that which

has bound protein and

formed a retarded band

are subsequently cleaved

at methylated G residues

with piperidine. If

methylation at a specific

G residue has no effect

on protein binding (types

A and C) the bound and

unbound DNA will

contain equal amounts of

methylated G at this

position. In contrast, if

methylation at a particular

G prevents binding of the

protein (type B), only the

unbound DNA will

contain methylated G at

this position.



Sturm et al., 1988). These techniques are of particular value when studying

sequences such as the octamer motif in which there are relatively few G

residues, hence limiting the information which can be obtained by studying

interference at G residues alone (Sturm et al., 1987; Baumruker et al., 1988).

Chemical interference techniques can therefore be used to supplement foot-

printing methodologies and identify the precise DNA–protein interactions

within the footprinted region. (For methodological details see Spiro and

McMurray, 1999.)

2.2.4 IN VIVO FOOTPRINTING ASSAY

Although the methods described so far can provide considerable information

about DNA–protein contacts they all suffer from the deficiency that the DNA–

protein interaction occurs in vitro when cell extract and the DNA are mixed.
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Figure 2.7

Panel (a): Methylation

interference assay applied

to the DNA of site B in

the HIV control element

as defined in the

footprinting experiment

shown in Figure 2.5.

Both the upper (tracks A

and B) and lower (tracks

C and D) strands of the

double-stranded DNA

sequence were analysed.

Tracks B and C show the

methylation pattern of the

unbound DNA that failed

to bind protein, whereas

tracks A and D show the

methylation pattern of

DNA that has bound

protein. The arrows show

G residues whose

methylation is

considerably lower in the

bound compared to the

unbound DNA and which

are therefore critical for

binding the specific

cellular protein that

interacts with this DNA

sequence. Panel (b):

DNA sequence of site B.

The extent of the

footprint region is

indicated by the square

brackets and the critical

G residues defined by the

methylation interference

assay in panel (a) are

asterisked. Note the

symmetrical pattern of

critical G residues within

the palindromic DNA

sequence.



Hence they indicate what factors can bind to the DNA rather than whether

such factors actually do bind to the DNA in the intact cell where a particular

factor may be sequestered in the cytoplasm or where its binding may be

impeded by the association of DNA with other proteins such as histones.

These problems are overcome by the technique of in vivo footprinting,

which is an extension of the in vitro DMS protection footprinting technique

described in section 2.2.2. Thus intact cells are freely permeable to DMS

which can therefore be used to methylate the DNA within its native chromatin

structure in such cells. Exactly as in the in vitro technique, G residues, to which

a protein has bound, will be protected from such methylation and will there-

fore not be cleaved when the DNA is subsequently isolated and treated with

piperidene. Hence the bands produced by cleavage at these residues will be

absent when the pattern produced by intact chromatin is compared to that

produced by naked DNA (Fig. 2.8).

METHODS FOR STUDYING TRANSCRIPTION FACTORS 33

Figure 2.8

In vivo footprinting using

the methylation

protection assay in which

specific G residues are

protected by bound

protein (X) from

methylation by DMS

treatment of intact cells.

Hence following DNA

isolation, cleavage of

methylated G residues

with piperidine and

subsequent amplification

by the polymerase chain

reaction (PCR), the band

corresponding to

cleavage at this protected

residue will be absent. In

contrast, cleavage at this

position will be observed

in naked DNA where no

protein protects this

residue from methylation.



Obviously the amounts of any specific DNA sequence obtained from total

chromatin in this procedure are vanishingly small compared to when a cloned

DNA fragment is used in the in vitro procedure. It is thus necessary to amplify

the DNA of interest from within total chromatin by the polymerase chain

reaction in order to obtain sufficient material for analysis by this method.

When this is done, however, in vivo footprinting provides an excellent

means for analysing DNA–protein contacts within intact cells in vivo as well

as determining the changes in such contacts which occur in response to

specific treatments (see Herrera et al., 1989; Mueller and Wold, 1989 for

examples of this approach and Spiro and McMurray, 1999 for a full descrip-

tion of the methodologies involved).

Taken together, therefore, the three methods of DNA mobility shift, foot-

printing and methylation interference can provide considerable information

on the nature of the interaction between a particular DNA sequence and a

transcription factor. They serve as an essential prelude to a detailed study of

the transcription factor itself.

2.3 METHODS FOR PURIFYING AND/OR CLONING

TRANSCRIPTION FACTORS

2.3.1 PROTEIN PURIFICATION

As discussed above, once a particular DNA sequence has been shown to be

involved in transcriptional regulation, a number of techniques are available

for characterizing the binding of transcription factors to this sequence.

Although such studies can be carried out on crude cellular extracts containing

the protein, ultimately they need to be supplemented by studies on the pro-

tein itself. This can be achieved by purifying the transcription factor from

extracts of cells containing it. Unfortunately, however, conventional protein

purification techniques such as conventional chromatography and high pres-

sure liquid chromatography (HPLC) result in the isolation of transcription

factors at only 1–2% purity (Kadonaga and Tjian, 1986).

To overcome this problem and purify the transcription factor Sp1,

Kadonaga and Tjian (1986) devised a method involving DNA affinity chroma-

tography. In this method (Fig. 2.9), a DNA sequence containing a high affinity

binding site for the transcription factor is synthesized and the individual

molecules joined to form a multimeric molecule. This very high affinity bind-

ing site is then coupled to an activated sepharose support on a column and

total cellular protein passed down the column. The Sp1 protein binds speci-

fically to its corresponding DNA sequence while all other cellular proteins do
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not bind. The bound Sp1 can be eluted simply by raising the salt concentra-

tion. Two successive affinity chromatography steps of this type successfully

resulted in the isolation of Sp1 at 90% purity, 30% of the Sp1 in the original

extract being recovered, representing a 500–1000-fold purification (Kadonaga

and Tjian, 1986).

Although this simple one step method was successful in this case, it relies

critically on the addition of exactly the right amount of non-specific DNA

carrier to the cell extract. Thus this added carrier acts to remove proteins

which bind to DNA in a non-sequence specific manner and which would

hence bind non-specifically to the Sp1 affinity column and contaminate the

resulting Sp1 preparation. This contamination will occur if too little carrier is

added. If too much carrier is added, however, it will bind out the Sp1 since,

like all sequence specific proteins, Sp1 can bind with low affinity to any DNA

sequence. Hence in this case no Sp1 will bind to the column itself (Fig. 2.10).

To overcome this problem Rosenfeld and Kelley (1986) devised a method

in which proteins capable of binding to DNA with high affinity in a non-

sequence specific manner are removed prior to the affinity column. To do

this the bulk of cellular protein was removed on a Biorex 70 high capacity ion
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Figure 2.9

Purification of

transcription factor Sp1

on an affinity column in

which multiple copies of

the DNA sequence

binding Sp1 have been

coupled to a sepharose

support (Kadonaga and

Tjian, 1986).



exchange column and proteins which can bind to any DNA with high affinity

were then removed on a cellulose column to which total bacterial DNA had

been bound. Subsequently the remaining proteins which had bound to non-

sequence specific DNA only with low affinity were applied to a column con-

taining a high affinity binding site for transcription factor NF-1 (Fig. 2.11).

NF-1 bound to this site with high affinity and could be eluted in essentially

pure form by raising the salt concentration (Table 2.1). It should be noted

that in this and other purification procedures the fractions containing the

transcription factor can readily be identified by carrying out a DNA

mobility shift or footprinting assay with each fraction using the specific

DNA binding site of the transcription factor.

The purified protein obtained in this way can obviously be used to char-

acterize the protein, for example, by determining its molecular weight or by

raising an antibody to it to characterize its expression pattern in different cell

types. Similarly the activity of the protein can be assessed by adding it to

cellular extracts and assessing its effect on their ability to transcribe an exo-

genously added DNA in an in vitro transcription assay. Unfortunately, how-

ever, because of the very low abundance of transcription factors in the cell,

these purification procedures yield very small amounts of protein. For exam-
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Figure 2.10

Consequences of adding

different amounts of non-

specific carrier DNA to

the protein passing

through the Sp1 affinity

column. If the correct

amount of non-specific

carrier is added it will bind

proteins which interact

with DNA in a non-

sequence specific manner

allowing Sp1 to bind to

the column (A). However,

addition of too little carrier

will result in non-

sequence specific

proteins binding to the

column thereby

preventing the binding of

Sp1 (B), whereas in the

presence of too much

carrier both the non-

specific proteins and Sp1

will bind to the carrier (C).
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Figure 2.11

Purification of

transcription factor NF-1

(Rosenfeld and Kelley,

1986). Following removal

of most cellular proteins

on a Biorex 70 ion

exchange column,

proteins that bind to all

DNA sequences with high

affinity were removed on

a bacterial DNA-cellulose

column. Subsequent

application of the

remaining proteins to a

column containing the

NF-1 binding site results

in the purification of NF-1

since it is the only protein

which binds with low

affinity to random DNA

but with high affinity to an

NF-1 site.

Table 2.1

Purification of transcription factor NF1 from HeLa cells

Total protein
(mg)

Specific binding of
32P DNA (fmol/
mg protein)� 10�3

Purification
(fold)

Yield
(%)

HeLa cell
extract*

4590 3.1 1.0 100

Biorex 70 column 550 27.1 8.7 104

E. coli DNA
cellulose

65.2 181 58.4 83

NF1 affinity
matrix
1st passage 2.1 4510 1455 67
2nd passage 1.1 7517 2425 57

* Prepared from 6 � 1010 cells or 120 g cells



ple Treisman (1987) succeeded in purifying only 1.6 �g of the serum response

factor starting with 2 � 1010 cells or 40 g of cells. Such difficulties clearly limit

the experiments that can be done with purified material. Indeed, the primary

use of purified factor in most cases has simply been to provide material to

isolate the gene encoding the protein. This gene can then be expressed either

in vitro or in bacteria to provide a far more abundant source of the corre-

sponding protein than could be obtained from cells that naturally express it.

2.3.2 GENE CLONING

Several methods are available for cloning the gene encoding a particular

transcription factor and these will be discussed in turn.

(a) Use of oligonucleotide probes predicted from the protein

sequence of the factor

If a particular transcription factor has been purified, it is possible to obtain

portions of its amino acid sequence. In turn, such sequences can be used to

predict oligonucleotides containing DNA sequences capable of encoding

these protein fragments. Due to the redundancy of the genetic code, whereby

several different DNA codons can encode a particular amino acid, there will

be multiple different oligonucleotides capable of encoding a particular amino

acid sequence. All these possible oligonucleotides are synthesized chemically,

made radioactive and used to screen a cDNA library prepared from mRNA

isolated from a cell type expressing the factor. The oligonucleotide in the

mixture which does correspond to the transcription factor amino acid

sequence will hybridize to the corresponding sequence in a cDNA clone

derived from mRNA encoding the factor. Hence such a clone can be readily

identified in the cDNA library (Fig. 2.12).

In cases where purified protein is available as in those discussed in the

previous section, this approach represents a relatively simple method for iso-

lating cDNA clones. It has therefore been widely used to isolate cDNA clones

corresponding to purified factors such as Sp1 (Kadonaga et al., 1987: Fig.

2.12), NF1 (Santoro et al., 1988) and the serum response factor (Norman

et al., 1988) (for methodological details see Nicolas et al., 1999).

(b) Use of oligonucleotide probes derived from the DNA binding site

of the factor

Although relatively simple, the use of oligonucleotides derived from protein

sequences does require purified protein. As we have seen, purification of a

transcription factor requires a vast quantity of cells and is technically difficult.
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Moreover, eventual determination of the partial amino acid sequence of the

protein requires access to expensive protein sequencing apparatus.

To bypass these problems Singh et al. (1988) devised a procedure which is

based on the fact that information is usually available about the specific DNA

sequence to which a particular transcription factor binds. Hence a cDNA

clone expressing the factor can be identified in a library by its ability to

bind the appropriate DNA sequence. This method relies therefore on

DNA–protein binding rather than DNA–DNA binding. Hence the library

must be prepared in such a way that the cloned cDNA inserts are translated

by the bacteria into their corresponding proteins. This is normally achieved by

inserting the cDNA into the coding region of the bacteriophage lambda beta-

galactosidase gene resulting in its translation as part of the bacteriophage

protein. The resulting fusion protein binds DNA with the same sequence

specificity as the original factor. Hence a cDNA clone encoding a particular

factor can be identified in the library by screening with a radioactive oligo-

nucleotide containing the binding site (Fig. 2.13).

This technique has been used to isolate cDNA clones encoding several

transcription factors, such as the CCAAT box binding factor C/EBP
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(Vinson et al., 1988) and the octamer binding proteins Oct-1 (Sturm et al.,

1988) and Oct-2 (Staudt et al., 1988) (for methodological details see Cowell

and Hurst, 1999).

(c) Cloning of novel transcription factors by homology to known

factors

The development of the two methods described above involving screening

with oligonucleotides derived from the protein sequence or oligonucleotides

derived from the binding site has therefore resulted in the isolation of cDNA

clones corresponding to very many transcription factors.
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More recently, however, novel transcription factors are increasingly being

cloned on the basis of their relationship to previously characterized factors. In

an early example of this approach He et al. (1989) identified short amino acid

sequences which were highly conserved in the known members of the POU

family of transcription factors (Fig. 2.14) (see Chapter 4, section 4.2.6 for a

description of this family of proteins). They then prepared degenerate oligo-

nucleotides which contained all the possible DNA sequences able to encode

these sequences. Two of these degenerate oligonucleotides were then used in

a polymerase chain reaction (PCR) to amplify cDNA prepared from the

mRNA of different tissues. Evidently, cDNAs derived from mRNAs encoding

novel POU proteins which contain these sequences will be amplified in the

PCR procedure and can be isolated and characterized. Indeed, He et al. (1989)

cloned several novel POU factors by this means and this approach has been

applied by a number of others to both the POU family and other transcription

factor families (for review and full description of the methods involved see

Ashworth, 1999).

Of course, as more and more genomes, including the human genome, are

fully sequenced, this approach can now be conducted in silico by using the

DNA sequences of known transcription factors to search for related

sequences in computer databases and this is now perhaps the most common

means by which DNA sequences able to encode novel transcription factors are

identified.

2.4 USE OF CLONED GENES

2.4.1 DOMAIN MAPPING OF TRANSCRIPTION FACTORS

The cloning of transcription factors by the means described above has, in

turn, resulted in an explosion of information on these factors. Thus, once a
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clone has been isolated, its DNA sequence can be obtained allowing predic-

tion of the corresponding protein sequence and comparison with other fac-

tors. Similarly, the clone can be used to identify the mRNA encoding the

protein and examine its expression in various tissues by Northern blotting,

to study the structure of the gene itself within genomic DNA by Southern

blotting and as a probe to search for related genes expressed in other tissues

or other organisms.

Most importantly, however, the isolation of cDNA clones provides a means

of obtaining large amounts of the corresponding protein for functional study.

This can be achieved either by coupled in vitro transcription and translation

(Fig. 2.15a: see for example Sturm et al., 1988) or by expressing the gene in

bacteria either in the original expression vector used in the screening proce-

dure (see above section 2.3.2b) or more commonly by sub-cloning the cDNA

into a plasmid expression vector (Fig. 2.15b: see for example Kadonaga et al.,

1987).
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The protein produced in this way has similar activity to the natural protein,

being capable of binding to DNA in footprinting or mobility shift assays (see

for example, Kadonaga et al., 1987) and of stimulating the transcription of

appropriate DNAs containing its binding site when added to a cell free tran-

scription system (see for example Mueller et al., 1990).

Moreover, once a particular activity has been identified in a protein pro-

duced in this way, it is possible to analyse the features of the protein which

produce this activity in a way that would not be possible using the factor

purified from cells which normally express it. Thus, because the cDNA

clone of the factor can be readily cut into fragments and each fragment

expressed as a protein in isolation, particular features exhibited by the intact

protein can readily be mapped to a particular region. Using the approach

outlined in Figure 2.16 for example, it has proved possible to map the DNA

binding abilities of specific transcription factors such as the octamer binding

proteins Oct-1 (Sturm et al., 1987) and Oct-2 (Clerc et al., 1988) to a specific

short region of the protein. Once this has been done, particular bases in the

DNA encoding the DNA binding domain of the factor can then be mutated so

as to alter its amino acid sequence and the effect of these mutations on DNA

binding can be assessed as before by expressing the mutant protein and

measuring its ability to bind to DNA.

Approaches of this type have proved particularly valuable in defining DNA

binding motifs present in many factors and in analysing how differences in the

protein sequence of related factors define which DNA sequence they bind.

This is discussed in Chapter 4.

One other piece of information to emerge from these studies is that the

binding to DNA of a small fragment of the factor does not normally result in

the activation of transcription. Thus, a sixty amino acid region of the yeast

transcription factor GCN4 can bind to DNA in a sequence specific manner

but does not activate transcription of genes bearing its binding site (Hope and

Struhl, 1986). Although DNA binding is necessary for transcription therefore,

it is not sufficient. This indicates that transcription factors have a modular

structure in which the DNA binding domain is distinct from another domain

of the protein which mediates transcriptional activation.

The identification of the activation domain in a particular factor is compli-

cated by the fact that DNA binding is necessary prior to activation. Hence the

activation domain cannot be identified simply by expressing fragments of the

protein and monitoring their activity. Rather the various regions of the cDNA

encoding the factor must each be linked to the region encoding the DNA

binding domain of another factor and the hybrid proteins produced. The

ability of the hybrid factor to activate a target gene bearing the DNA binding

site of the factor supplying the DNA binding domain is then assessed
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(Fig. 2.17). In these so called ‘domain swap’ experiments binding of the factor

to the appropriate DNA binding site will be followed by gene activation only if

the hybrid factor contains the region encoding the activation domain of the

factor under test, allowing the activation domain to be identified.

Thus, if another sixty amino acid region of GCN4 distinct from the DNA

binding domain is linked to the DNA binding domain of the bacterial Lex A

protein, it can activate transcription in yeast from a gene containing a binding

site for Lex A. This cannot be achieved by the Lex A DNA binding domain or

this region of GCN4 alone indicating that this region of GCN4 contains the

activation domain of the protein which can activate transcription following
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DNA binding and is distinct from the GCN4 protein DNA binding domain

(Hope and Struhl, 1986).

As with DNA binding domains, the identification of activation domains and

comparisons between the domains in different factors has provided consider-

able information on the nature of activation domains and the manner in

which they function. This is discussed in Chapter 5.

2.4.2 DETERMINING THE DNA BINDING SPECIFICITY OF AN

UNCHARACTERIZED FACTOR

As indicated above it is common for a transcription factor to be identified on

the basis of its binding to a known DNA sequence and the gene encoding the

factor then cloned. It is also possible, however, for a novel gene to be cloned

on the basis, for example that its expression changes in response to a parti-

cular stimulus (see Chapter 7) or that it is mutated in a specific disease (see

Chapter 9). On inspection of the DNA sequence and predicted protein

sequence, it then appears that this gene encodes a transcription factor either

because it is homologous to known transcription factors or because it contains
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regions with structures similar to those known to mediate DNA binding (see

Chapter 4) or transcriptional activation (see Chapter 5). Alternatively, as

described above (section 2.3.2c) the novel factor may have been identified

by experimental or computer methods simply on the basis of its homology to

known transcription factors.

Obviously all the techniques for analysing a cloned factor in section 2.4.1

above can be applied to analysing this factor examining for example, its

expression pattern or determining whether regions within it mediate tran-

scriptional activation when linked to the DNA binding domain of another

factor. Unlike the situation for transcription factors which were identified

on the basis of their DNA binding specificity, however, no information will

be available on the DNA sequences to which this novel factor binds. It is

evidently essential for the further study of this novel factor that such

sequences are identified so allowing, for example, an analysis of the effect

of the factor on artificial promoters carrying its binding site and the identifi-

cation of its target genes.

To do this, Pollock and Treisman (1990) used a method in which oligonu-

cleotides containing a randomized central twenty-six base pair sequence

flanked by two defined twenty-five nucleotide sequences were prepared

(Fig. 2.18). These sequences were then mixed with transcription factor pro-

tein. An antibody to the transcription factor was then used to immunopreci-

pitate the factor together with the oligonucleotides to which it had bound.

This procedure should select from the pool of random oligonucleotides those

which contain the binding site for the factor within their central twenty-six

base pair sequence while removing those which contain all other sequences.

However, after a single round of immunoprecipitation these oligonucleotides

will be present in insufficient amounts and purity for further analysis. The

immunoprecipitated sequences are therefore amplified by the polymerase

chain reaction (PCR) using primers corresponding to the defined twenty-

five base pair sequences at the ends of each oligonucleotide. Further cycles

of transcription factor binding, immunoprecipitation and PCR are then

carried out to purify further the binding sequences. Ultimately, the oligo-

nucleotides which bind the factor are cloned and subjected to sequence

analysis to identify the common sequence which they contain and which is

therefore the binding site for the factor.

This method thus allows the identification of specific binding sites for the

transcription factor and has been used, for example, to identify the DNA

binding site for the Brn-3 POU family transcription factors (Gruber et al.,

1997) which were originally isolated on the basis of homology to other mem-

bers of the POU family as described in section 2.3.2c (He et al., 1989) (see

Chapter 4, section 4.2.6 for further discussion of POU family transcription
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factors). Binding sites identified in this way can then, for example, be linked

to a gene promoter and introduced into cells with an expression vector encod-

ing the transcription factor itself to determine whether the factor acts as an

activator or repressor of gene expression. Similarly, by inspecting the

sequences of promoter or enhancer elements of known genes, it may be

possible to identify putative target genes for the factor.

2.4.3 IDENTIFICATION OF TARGET GENES FOR TRANSCRIPTION

FACTORS

(a) In vitro analysis of transcription factor binding to genomic DNA

fragments

Although the approach described above can identify binding sites for tran-

scription factors, it does not directly identify their target genes. A direct

approach to identify such target genes for a previously uncharacterized factor

was devised by Kinzler and Vogelstein (1989). This method is essentially the

same as that of Pollock and Treisman (1990) except that the starting material

is not random oligonucleotides but total genomic DNA. This DNA is digested

with a restriction enzyme and small defined DNA sequences are added to the

ends of the fragments. The transcription factor binding and immunoprecipi-
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tation steps are carried out as before, resulting in the purification of pieces of

genomic DNA containing the binding site for the transcription factor. These

are then PCR amplified as before using primers corresponding to the defined

DNA sequences which were added at the fragment ends and are then cloned.

Although this method is more technically difficult than the use of oligonu-

cleotides due to the complexity of genomic DNA, it has the great advantage

that the DNA binding sites are obtained linked to the sequences to which they

are normally joined in the genome rather than in isolation (Fig. 2.19). Hence

these linked sequences can immediately be characterized and used to identify

a target gene for the factor. This method has thus been used for example to

identify novel target genes for members of the nuclear receptor transcription

factor family discussed in Chapter 4 (section 4.4) such as the oestrogen recep-

tor (Inoue et al., 1993) and the thyroid hormone receptor (Caubin et al., 1994).

(b) Chromatin immunoprecipitation (ChIP)

The above method using genomic fragments thus represents an advance over

the oligonucleotide method in the identification of potential target genes

for a specific factor. However, since the genome DNA fragments and the

transcription factor are mixed in the test tube, it indicates which genomic

fragments can bind the factor of interest in vitro rather than identifying

those genes to which it actually binds in the cell.

In a further advance, the chromatin immunoprecipitation method (ChIP)

actually involves the direct identification of target genes for known or

unknown factors in the intact cell. In this method (for review see Orlando,

2000), living cells are first fixed with formaldehyde. This has the effect of

stably cross-linking transcription factors to the DNA sequences to which

they are bound in the cell (Fig. 2.20). The chromatin in the cell is then broken

up into small pieces and isolated. An antibody to the transcription factor is
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then added to immunoprecipitate it, together with the target DNA to which it

is cross-linked.

Following breakage of the cross-links and release of the immunoprecipi-

tated DNA from the transcription factor protein, the DNA can be analysed in

a number of ways. In the simplest method (Fig. 2.20A), one can test whether a

particular gene has been immunoprecipitated by carrying out a PCR amplifi-

cation with primers for that gene. This will test whether a particular transcrip-

tion factor binds to a specific gene in intact cells as well as in vitro. Similarly, by

carrying out the ChIP assay in cells incubated under different conditions or in
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different cell types, one can detect the changes in such binding which occur in

these situations.

In addition, however, methods exist to identify all the genes immuno-

precipitated by the ChIP assay rather than testing for the presence of indivi-

dual genes (for review see Weinmann and Farnham, 2002). Thus, the

immunoprecipitated DNA can be cloned and subjected to DNA sequence

analysis to identify all the different DNA fragments (Fig. 2.20B).

Alternatively, it is now possible to prepare microarrays containing thousands

of DNA sequences representing the entire genome of an organism. The

immunoprecipitated DNA can be labelled and hybridized to such an array,

allowing all the genes to which the protein is bound in the cell to be identified

(Fig. 2.20C). This extraordinarily powerful method of using the ChIP assay has

been used, for example, to identify all the genes bound by specific transcrip-

tion factors in yeast under different conditions so as to define global

transcriptional regulatory networks (Ren et al., 2000; Lee et al., 2002).

2.5 CONCLUSIONS

This chapter has described a number of methods which allow the investigation

of the interaction of a transcription factor with DNA, its purification, gene

cloning and dissection of its functional domains as well as the identification

of its DNA binding site and its target genes. The information obtained by

the application of these procedures to particular factors is discussed in

subsequent chapters.
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CHAPTER 3

RNA POLYMERASES AND THE BASAL
TRANSCR IPT IONAL COMPLEX

3.1 RNA POLYMERASES

Transcription involves the polymerization of ribonucleotide precursors into

an RNA molecule using a DNA template. The enzymes that carry out this

reaction are known as RNA polymerases. In eukaryotes three different

enzymes of this type exist which are active on different sets of genes and

can be distinguished on the basis of their different sensitivities to the fungal

toxin alpha-amanitin (Table 3.1, for review see Sentenac, 1985). All the genes

that code for proteins, as well as those encoding some of the small nuclear

RNAs involved in splicing, are transcribed by RNA polymerase II. Because of

the very wide variety of regulatory processes that these genes exhibit, much of

this book is concerned with the interaction of different transcription factors

with RNA polymerase II. Information is also available, however, on the inter-

action of such factors with RNA polymerase I which transcribes the genes

encoding the 28S, 18S and 5.8S ribosomal RNAs (Sommerville, 1984) and

with RNA polymerase III which transcribes the transfer RNA and 5S ribo-

somal RNA genes (Cilberto et al., 1983). These interactions are therefore

discussed where appropriate.

Table 3.1

Eukaryotic RNA polymerases

Genes transcribed Sensitivity to �-amanitin

I Ribosomal RNA (45S precursor of
28S, 18S and 5.8S rRNA)

Insensitive

II All protein-coding genes, small
nuclear RNAs U1, U2, U3, etc.

Very sensitive (inhibited 1 �g/ml)

III Transfer RNA, 5S ribosomal RNA,
small nuclear RNA U6, repeated
DNA sequences: Alu, B1, B2 etc.,
7SK, 7SL RNA

Moderately sensitive (inhibited 10 �g/ml)



All three RNA polymerases are large multi-subunit enzymes, RNA polymer-

ase II for example having 10–14 subunits with sizes ranging from 220 to 10

kilo-daltons (Sentenac, 1985; Saltzman and Weinmann, 1989), which interact

with one another to form a highly complex multimeric molecule that has

recently been crystallized allowing structural analysis (for review see Klug,

2001; Landick, 2001). Interestingly, the cloning of the genes encoding the

largest subunits of each of the three polymerases has revealed that they

show homology to one another (Memet et al., 1988). Similarly chemical label-

ling experiments have indicated that the second largest subunit of each poly-

merase contains the active site of the enzyme (Riva et al., 1987) while at least

three smaller, non-catalytic subunits are shared by the three yeast polymerases

(Woychik et al., 1990). Such relationships evidently indicate a basic functional

similarity between the three eukaryotic RNA polymerases and may also be

indicative of a common evolutionary origin.

In addition to the conservation of function between the three eukaryotic

enzymes, each individual enzyme exhibits a strong conservation between dif-

ferent organisms. Thus the largest subunit of the mammalian RNA polymer-

ase II enzyme is 75% homologous to that of the fruit fly Drosophila (Saltzman

and Weinmann, 1989) and also shows homology to the equivalent enzymes in

yeast (Memet et al., 1988) and even E. coli (Ahearn et al., 1987). All the eukary-

otic RNA polymerase II enzymes contain a repeated region at the carboxyl

end of the largest subunit which contains multiple copies of the sequence Tyr-

Ser-Pro-Thr-Ser-Pro-Ser. This sequence is unique to the largest subunit of

RNA polymerase II and is present in multiple copies being repeated fifty-

two times in the mouse protein and twenty-six times in the yeast protein.

This repeated region is highly evolutionarily conserved (for review see

Stiller and Hall, 2002) and, as expected from this, is essential for the proper

functioning of the enzyme and hence for cell viability, although its size can be

reduced to some extent without affecting the activity of the enzyme (for

review see Young, 1991).

Interestingly, this repeated region serves as a site for phosphorylation and

it is likely that such phosphorylation is critical for functioning of the polymer-

ase (for review see Drapkin et al., 1993). Thus it appears that the dephosphory-

lated form of RNA polymerase II is the form which enters the basal

transcriptional complex (see section 3.5.1), while its phosphorylation triggers

the start of transcriptional elongation to produce the RNA product. Such

phosphorylation appears to be a means of regulating the rate of transcription

with specific stimuli, such as growth factors resulting in enhanced phos-

phorylation of the polymerase (Dubois et al., 1994).

In addition, as will be discussed in Chapter 5 (section 5.3.3), this region

may be a target for transcriptional activators either directly or, more probably,
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indirectly via intermediate proteins. Moreover, recent studies have indicated

that factors involved in post-transcriptional processes such as RNA splicing,

associate with this region of the polymerase so that the nascent RNA tran-

script produced by the polymerase can actually be spliced by factors which are

bound to the polymerase itself (for review see Hirose and Manley, 2000;

Proudfoot, et al., 2002). Hence this region appears to represent a critical

target for cellular transcriptional and post-transcriptional regulatory pro-

cesses.

Whether this is the case or not, it is clear that while the RNA polymerases

possess the enzymatic activity necessary for transcription, they cannot func-

tion independently. Rather transcription involves numerous transcription

factors which must interact with the polymerase and with each other if tran-

scription is to occur. The role of these factors is to organize a stable transcrip-

tional complex containing the RNA polymerase and which is capable of

repeated rounds of transcription.

3.2 THE STABLE TRANSCRIPTIONAL COMPLEX

For all three eukaryotic polymerases, the initiation of transcription requires

a multi-component complex containing the RNA polymerase and trans-

cription factors. This complex has several characteristics which have led to

it being referred to as a stable transcriptional complex (Brown, 1984). These

are:

1 The assembled complex is stable to treatment with low concentrations of

specific detergents or to the presence of a competing DNA template,

both of which would prevent its assembly.

2 The complex contains factors which are necessary for its assembly but

not for transcription itself. These factors can therefore be dissociated

once the complex has formed without affecting transcription.

3 The complex of RNA polymerase and other factors necessary for tran-

scription is stable through many rounds of transcription, resulting in the

production of many RNA copies from the gene.

These characteristics are illustrated in Figure 3.1.

Much of the information on these complexes has been obtained by study-

ing the relatively simple systems of RNA polymerases I and III and applying

the information obtained to the RNA polymerase II situation. The stable

complex formed by each of these enzymes will therefore be discussed in

turn.
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3.3 RNA POLYMERASE I

The simplest complex known for the transcription of the ribosomal RNA

genes by RNA polymerase I is found in Acanthamoeba (for review see Paule,

1990; Paule and White, 2000). In this organism only one transcription factor,

known as TIF-1, is required for transcription by the polymerase. This factor

binds to the ribosomal RNA promoter protecting a region from twelve to

seventy bases upstream of the transcriptional start site from DNAseI diges-

tion. Subsequently, the polymerase itself binds to the DNA just downstream of

TIF-1 protecting a region between eighteen and fifty-two bases upstream of

the start site. Interestingly, binding of the polymerase is not dependent on the

specific DNA sequence within this region since it can be replaced with a

completely random sequence without affecting binding of the polymerase.

Hence RNA polymerase is positioned on the promoter by protein–protein
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interaction with TIF-1 which has previously bound in a sequence specific

manner (Fig. 3.2). When the RNA polymerase moves along the DNA tran-

scribing the gene, TIF-1 remains bound at the promoter allowing subsequent

rounds of transcription to occur following binding of another polymerase

molecule.

This system therefore represents a simple one in which one single factor is

necessary for transcription and is active through multiple rounds of transcrip-

tion. In vertebrate rRNA gene transcription, the situation is more complex,

however, with an additional factor UBF (upstream binding factor) also being

involved (for review see Jacob, 1995). UBF binds specifically to the promoter

and upstream elements of the ribosomal RNA genes and stimulates transcrip-

tion. This is achieved, however, by interaction with the vertebrate TIF-1 homo-

logue, known as SL1. Thus, although a low basal rate of transcription is

observed in the absence of UBF, no transcription is detectable unless SL1 is
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present. Unlike TIF-1, SL1 does not exhibit sequence specific binding to the

ribosomal RNA promoter. Hence UBF acts by binding to the DNA in a

sequence specific manner and facilitating the binding of SL1. Thus, while

both SL1 and its homologue TIF-1 act as transcription factors necessary for

polymerase I binding, UBF is an additional assembly factor required for bind-

ing of SL1 in vertebrates but not of TIF-1 in Acanthamoeba. This example

therefore illustrates the distinction between factors required only for assembly

of the complex or for binding of the polymerase and transcription itself

(Fig. 3.3).

3.4 RNA POLYMERASE III

The different roles of transcription factors and assembly factors are also well

illustrated by the RNA polymerase III system (for reviews see Geiduschek and

Kassavetis, 2001; Paule and White, 2000; Schramm and Hernandez, 2002).

Thus three different classes (I–III) of RNA polymerase III transcription unit

exist, all of which require the essential factor TFIIIB for transcription (for

review see Hernandez, 1993).

In the case of class I transcription units encoding the 5S ribosomal RNAs,

transcription by RNA polymerase III requires the binding of three additional
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factors TFIIIA, TFIIIB and TFIIIC. Although both TFIIIA and TFIIIC exhibit

the ability to bind to 5S DNA in a sequence specific manner, TFIIIB like SL1

cannot do so unless TFIIIC has already bound. Once the complex of all these

factors has formed and the RNA polymerase has bound, TFIIIA and TFIIIC

can be removed and transcription continues with only TFIIIB and the poly-

merase bound to the DNA. Hence like UBF, TFIIIA and TFIIIC are assembly

factors which are required for the binding of the transcription factor TFIIIB.

In turn, bound TFIIIB is recognized by the polymerase itself and transcription

begins (Fig. 3.4). As with RNA polymerase I, RNA polymerase III binds to the

region of DNA adjacent to that which has bound the transcription factor,

binding of the polymerase being independent of the DNA sequence in this

region.

Although the transcription of the class II RNA polymerase III transcription

units, such as those encoding the tRNAs, is similar to that described for the 5S

RNA genes, TFIIIA is not required. Rather transcription is dependent only

upon TFIIIB and TFIIIC with binding of TFIIIC being sufficient for subse-

quent binding of TFIIIB and the polymerase. Similarly, the class III RNA

polymerase III transcription units, which have a TATA box in the promoter

(for review see Sollner-Webb, 1988) that resembles that found in RNA poly-
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merase II promoters (see Chapter 1, section 1.3.2) also require TFIIIB for

transcription together with other accessory factors (for discussion see

Hernandez, 1993).

The process of transcription by RNA polymerases I and III therefore

involves the binding of a single transcription factor to the promoter, allowing

subsequent binding of the RNA polymerase to an adjacent region of DNA.

The transcription factor remains bound at the promoter as the polymerase

moves down the DNA allowing repeated binding of polymerase molecules

and hence repeated rounds of transcription. Binding of the polymerase to

the promoter requires prior binding of the transcription factor since the

polymerase does not recognize a specific sequence in the promoter but rather

makes protein–protein contact with the transcription factor and binds to the

adjacent region of the DNA.

In different systems, however, different requirements exist for the binding

of the transcription factor itself. Thus in the Acanthamoeba system, TIF-1 can

bind to DNA in a sequence specific manner and hence is the only factor

required. In most other systems, this is not the case and the transcription

factors do not bind to the DNA unless other assembly factors, which exhibit

sequence specific DNA binding, are present. Once the transcription factor has

bound, these assembly factors can be removed, for example, by detergent

treatment without affecting subsequent transcription. It is unclear, however,

whether these factors do actually dissociate from the complex under normal

conditions in vivo once the transcription factor has bound (for discussion see

Paule, 1990). Whatever the case, the transcription factor itself remains bound

at the promoter even after the polymerase has moved down the gene, allowing

repeated binding of polymerase molecules and hence repeated rounds of

transcription.

Although assembly factors play only an accessory role in transcription

itself, they are essential if the complex is to assemble. Hence both assembly

factors and transcription factors can be the target for processes which reg-

ulate the rate of transcription (for review see Brown et al., 2000). Thus, while

the high rate of polymerase III transcription in embryonal carcinoma cells is

dependent on a high level of transcription factor TFIIIB, the increase in

transcription by this polymerase following adenovirus infection is due to an

increase in the activity of the assembly factor TFIIIC. Similarly, alterations in

the level of TFIIIA during Xenopus development control the nature of the 5S

rRNA genes that are transcribed at different developmental stages. In

addition, as will be discussed in Chapter 9 (section 9.4.3) the retinoblastoma

anti-oncoprotein inhibits cellular growth by interacting with UBF to inhibit

RNA polymerase I activity and with TFIIIB to inhibit RNA polymerase III

activity.
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3.5 RNA POLYMERASE II

3.5.1 STEPWISE ASSEMBLY OF THE RNA POLYMERASE II

BASAL TRANSCRIPTIONAL COMPLEX

Although some regulation of RNA polymerase I and III activity does occur

therefore, this is much less extensive compared to the very wide variety of

regulatory events affecting the activity of genes transcribed by RNA poly-

merase II. As discussed above, this results in a bewildering array of tran-

scription factors interacting with this enzyme and conferring particular

patterns of regulation. Interestingly, however, even the basal transcriptional

complex, which is essential for any transcription by this enzyme, contains far

more components than is the case for the other RNA polymerases (for

reviews see Orphanides et al., 1996; Roeder, 1996; Woychick and

Hampsey, 2002).

One component of this complex which has been intensively studied and

plays an essential role in RNA polymerase II mediated transcription is TFIID

(for review see Burley and Roeder, 1996). In promoters containing a TATA

box (see Chapter 1, section 1.3.2), TFIID binds to this element, protecting a

region from thirty-five bases to nineteen bases upstream of the start site of

transcription in the human hsp70 promoter, for example. The binding of

TFIID to the TATA box or equivalent region is the earliest step in the forma-

tion of the stable transcriptional complex, such binding being facilitated by

another factor TFIIA (Fig. 3.5a).

Interestingly, as TFIID is progressively purified, its requirement for TFIIA

to aid its activity decreases. This is because in less purified preparations and in

the intact cell, TFIID is associated with a number of inhibitory factors such as

Dr1 and Dr2 (for review see Drapkin et al., 1993) which act by preventing its

binding to the DNA and/or its interaction with other components of the basal

complex such as TFIIB (see below) (for further discussion of the role of Dr1,

see Chapter 6, section 6.3.3). One role of TFIIA appears to be to bind to

TFIID and overcome this inhibition, thereby stimulating the activity of TFIID.

Hence the need for TFIIA decreases as TFIID is purified away from these

inhibitory factors, although it is likely to play a critical role in the intact cell. In

addition, TFIIA may also play a role in the response to transcriptional activa-

tors acting as a co-activator molecule linking DNA-bound activators and the

basal transcriptional complex.

Hence rather than acting as a basal transcription factor essential for all

transcription, TFIIA appears to play a key role in the response of the complex

to activating and inhibiting molecules. Such a role is of particular importance

since the antagonism between positively and negatively acting factors in the

assembly of the basal transcriptional complex may play a critical role in reg-



ulating the rate of transcription, representing a major target for activators and

repressors of transcription (see Chapters 5 and 6, for a further discussion of

the mechanisms by which specific factors activate or inhibit transcription).

Once TFIID has bound to the DNA, another transcription factor TFIIB,

joins the complex by binding to TFIID (Fig. 3.5b). This binding of TFIIB is an

essential step in initiation complex formation since, as well as binding to

TFIID, TFIIB can also bind to the RNA polymerase itself. Hence it acts as a
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bridging factor allowing the recruitment of RNA polymerase to the complex

in association with another factor TFIIF (Fig. 3.5c). Following polymerase

binding, three other transcription factors TFIIE, TFIIH and TFIIJ, rapidly

associate with the complex (Fig. 3.5d). At this point, TFIIH, which has a

DNA helicase activity, unwinds the double-stranded DNA so allowing it to

be copied into RNA. Subsequently, the kinase activity of TFIIH, which allows

it to phosphorylate other proteins, phosphorylates the C-terminal domain of

RNA polymerase (for review see Orphanides et al., 1996). This converts it

from the non-phosphorylated form which joins the complex to the phosphory-

lated form which is capable of transcriptional elongation to produce the RNA

product (Fig. 3.6) (see section 3.1).

Hence TFIIH, via its kinase and helicase activities, plays a critical role in

allowing the basal transcriptional complex to initiate transcription. Moreover,

TFIIH also plays a critical role in the repair of damaged DNA, providing a

possible link between the processes of DNA repair and transcription (for

reviews of TFIIH see Hoeijmakers et al., 1996; Svejstrup et al., 1996).

Interestingly, it has recently been shown that the kinase activity associated

with TFIIH can also phosphorylate the retinoic acid receptor which is a mem-
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ber of the nuclear receptor transcription factor family discussed in Chapter 4

(section 4.4). This phosphorylation stimulates the ability of the retinoic acid

receptor to activate transcription (Rochette-Egly et al., 1997) indicating that

TFIIH may play a role in the regulation of transcription factor activity by

phosphorylation (see Chapter 8, section 8.4.2).

The complex of the seven factors (TFIIA, B, D, E, F, H and J) and the

polymerase is thus sufficient for transcription to occur. As the polymerase

moves down the gene during this process TFIIF remains associated with it

while TFIIA and TFIID remain bound at the promoter and are capable of

binding another molecule of polymerase allowing repeated rounds of tran-

scription as with the other polymerases (see Fig. 3.5e).

3.5.2 THE RNA POLYMERASE HOLOENZYME

Although the step-by-step pathway of assembling the basal transcriptional

complex described above was proposed on the basis of a number of studies,

an alternative pathway has also been identified based on the finding that some

RNA polymerase is found in solution already associated with TFIIB, TFIIF

and TFIIH in the absence of DNA. This so-called RNA polymerase holoen-

zyme has now been observed in a wide range of organisms ranging from yeast

to man. It is clear therefore that, in some cases, following binding of TFIIA

and TFIID to the promoter, this complex of RNA polymerase and associated

factors may bind resulting in a reduced number of steps being required for

complex formation (Fig. 3.7) (for discussion see Pugh, 1996; Greenblatt, 1997;

Myer and Young, 1998).

Interestingly, the RNA polymerase holoenzyme also contains a number of

other components apart from RNA polymerase itself and the basal transcrip-

tion factors. Thus it includes a complex of proteins, known as the mediator

complex, which appears to be required, at least in yeast, for the response to

transcriptional activators (see Chapter 5, section 5.4.1). Hence the mediator

may serve as a link between these activators and the components of the basal

transcriptional complex whose activity they stimulate. In addition, the holoen-

zyme can also associate with the SWI/SNF complex discussed in Chapter 1

(section 1.2.2) whose role is to remodel the chromatin into a form which

allows the binding of transcriptional activators and transcription itself.

Hence, at least in some cases, this remodelling complex can be recruited to

DNA together with the RNA polymerase and its associated proteins.

The RNA polymerase holoenzyme is thus a highly complex structure which,

as well as RNA polymerase itself and basal transcription factors, also contains

factors involved in the response to transcriptional activators and others which

remodel chromatin structure. Although this holoenzyme represents only one
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of the two possible methods by which the basal transcription complex assem-

bles on the DNA, it is clear that regardless of its method of assembly the basic

stable transcriptional complex for RNA polymerase II requires a number

of factors in addition to the polymerase itself and is therefore much more

complex than that of RNA polymerase I or III.

3.6 TBP, THE UNIVERSAL TRANSCRIPTION FACTOR?

Most of the transcription factors described in the previous sections were

isolated by the biochemical fractionation of cellular extracts and were then

shown to have a particular functional activity in modulating the rate of tran-

scription when mixed with RNA polymerase and other subcellular fractions.

When these factors were characterized in more detail by further fractionation

and subsequent cloning, however, many of them were shown to consist of

several different proteins which together are responsible for the properties

ascribed to the original factor. Thus, although these factors have been dealt
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with for simplicity in the previous sections as single factors, most of them are

in fact complexes of several different proteins, for example, TFIIE and TFIIF

both contain two distinct proteins. Similarly, TFIIH is a multi-protein complex

whose structure has been determined (Chang and Kornbeg, 2000; Schultz et

al., 2000) with one of the component proteins having the kinase activity which

results in phosphorylation of the RNA polymerase while another has the heli-

case activity which unwinds the DNA (see section 3.5.1) (for review see

Hoeijmakers et al., 1996; Svejstrup et al., 1996).

This responsibility of one component of the complex for an activity for-

merly ascribed to the whole complex is seen most clearly in TFIID. Thus,

TFIID is a multi-protein complex in which only one protein known as TBP

(TATA-binding protein) directs the binding to the TATA box while the other

components of the complex, known as TAFs (TBP-associated factors), do not

bind directly to the TATA box and appear to allow TFIID to respond to

stimulation by transcriptional activators (see Chapter 5, section 5.4.2)

(for review see Hahn, 1998; Green, 2000). They thus represent co-activator

molecules, linking transcriptional activators and the basal transcriptional

complex.

Hence TBP plays a critical role in the transcription of TATA box-contain-

ing RNA polymerase II promoters by binding to the TATA box as the first

step in assembly of the basal transcriptional complex. In view of this critical

role, it is not surprising that TBP is one of the most highly conserved eukary-

otic proteins. The structure of this protein has been defined by X-ray crystal-

lography and shown to have a saddle structure in which the concave underside

binds to DNA and the convex outer surface is accessible for interactions with

other factors. Most interestingly, binding of TBP to the DNA deforms the

DNA so that it follows the concave curve of the saddle (Fig. 3.8). Moreover,

structural studies of the TFIID complex (consisting of TBP and the TAFs)

bound to DNA have indicated that it resembles the complex of the eight

histone molecules around which DNA is wound in the nucleosome to form

the normal chromatin structure (see Chapter 1, section 1.2.1). Hence the

DNA may bend around TFIID at the promoter in a similar manner to the

folding of the rest of DNA in the basic nucleosome structure of chromatin (for

reviews see Hoffmann et al., 1997; Gangloff et al., 2001). This role for TFIID in

altering nucleosome structure at the promoter is also supported by the find-

ing that TAFII250, one of the subunits of TFIID, has histone acetyltransferase

activity (Mizzen et al., 1996), since acetylation of histones appears to play a key

role in modulating chromatin structure (see Chapter 1, section 1.2.3).

The bent DNA with TFIID bound to it serves as the central platform on

which the basal transcriptional complex assembles. Thus, structural studies

have shown that TFIIA binds to the amino terminal stirrup of the TBP saddle
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and interacts only with the DNA upstream of the TATA box. This allows it to

fulfil its role of protecting TFIID from inhibition by transcriptional repressors

and allowing it to respond to activators bound to upstream DNA sequences

(see section 3.5.1). In contrast, TFIIB binds to the carboxyl-terminal stirrup of

the TBP saddle and binds to the DNA downstream (as well as upstream) of the

TATA box (Andel et al., 1999). This allows it to fulfill its role of acting as a

bridge between TBP and RNA polymerase II so positioning the start site of

transcription by the polymerase relative to the TATA box (see Plate 1; Geiger

et al., 1996) (for reviews see Roeder, 1996; Nikolov and Burley, 1997;

Woychick and Hampsey, 2002). Interestingly, a recent study indicates that

binding of TFIIB promotes bending of the DNA by TBP, indicating that

TFIIB acts by interacting with the partially assembled complex as well as by

recruiting new factors to the complex (Zhao and Herr, 2002).

Paradoxically, in view of its TATA box binding ability, TBP also plays a

critical role in the transcription of the subset of RNA polymerase II genes

which do not contain a TATA box (see Chapter 1, section 1.3.2). In this case,

however, TBP does not bind to the DNA but is recruited to the promoter by

another DNA binding protein which binds to the initiator element overlap-

ping the transcriptional start site. TBP then binds to this initiator binding

protein allowing the recruitment of TFIIB and the RNA polymerase itself as

for promoters containing a TATA box. Hence TBP plays a critical role in the

assembly of the transcription complex for RNA polymerase II, although it

joins the complex by binding to DNA in the case of TATA-box-containing

promoters (Fig. 3.9a) and is recruited by protein–protein interactions in the

case of promoters which lack a TATA-box (Fig. 3.9b).
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follows the concave

under surface of the

saddle. See also colour

plate 1.



These findings have led to the suggestion that TBP represents the basic

transcription factor for RNA polymerase II, paralleling the role of SL1 for

RNA polymerase I and TFIIIB for RNA polymerase III. This idea was sup-

ported by the amazing finding that TBP is actually also a component of both

SL1 and TFIIIB (for review see White and Jackson, 1992). Thus the SL1 factor

is actually a complex of four factors, one of which is TBP. Hence when SL1 is

recruited to the promoter by UBF (see section 3.3) TBP is delivered to the

DNA exactly as in the non-TATA-box containing RNA polymerase II promo-

ters where TBP is recruited by the prior binding of another protein to the

initiator element.

Similarly, in the case of RNA polymerase III transcription where TBP is

part of the multi-component TFIIIB complex (for review see Rigby, 1993),

TBP is delivered to class I polymerase III promoters by protein–protein inter-

action following the prior binding of TFIIIA and TFIIIC and is delivered to

class II polymerase III promoters by the prior binding of TFIIIC (section 3.4)

(Fig. 3.10a). Interestingly, however, as noted in section 3.4, the class III group

of RNA polymerase III promoters contains a TATA box and hence in this case

TBP can bind directly (Fig. 3.10b). As in RNA polymerase II promoters,

distinct mechanisms therefore ensure the recruitment of TBP to all RNA

polymerase III promoters.
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Figure 3.9

Transcription of

promoters by RNA

polymerase II involves the

recruitment of TBP (and

associated factors (X)

forming the TFIID

complex) to the promoter.

This may be achieved by

direct DNA binding to the

TATA box where this is

present (panel a) or by

protein–protein interaction

with a factor (IN) bound

to the initiator element

where the TATA box is

absent (panel b).



The similarities between the three RNA polymerases discussed in section

3.1 are therefore paralleled by the involvement of a common factor, TBP, in

transcription by all three RNA polymerases (Fig. 3.11). Interestingly, this rela-

tionship has been extended further by the recent finding that TFIIH also plays

an essential role in transcription by RNA polymerase I as well as that mediated

by RNA polymerase II (Iben et al., 2002).

In all three RNA polymerase complexes, TBP forms a part of the multi-

protein complexes which have been shown to be essential for transcription

itself, binding via the TATA box or by protein–protein interactions with
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Figure 3.10

Transcription of

promoters by RNA

polymerase III involves

the recruitment of TBP

(and associated factors

(Y) forming the TFIIIB

complex) to the

promoter. This may be

achieved by protein–

protein interactions with

TFIIIA and TFIIIC in the

case of class I

promoters, with TFIIIC

alone in the case of

class II promoters (panel

a) or by direct DNA

binding to the TATA box

in class III promoters

where the TATA box is

present (panel b).

Figure 3.11

TBP is involved in

transcription by all three

RNA polymerases.



assembly factors (for review see Struhl, 1994). In view of this it has been

suggested that TBP represents an evolutionarily ancient transcription factor

preceding the division of the three RNA polymerases and having a universal

and essential role in eukaryotic transcription (for review see Hernandez,

1993). Indeed, a TBP homologue is also found in the archaebacteria, which

constitutes a separate kingdom distinct from the eukaryotes and the eubac-

teria. Hence the existence of TBP appears to predate, not only the divergence

of the three RNA polymerases but also the divergence of the eukaryotic and

archaebacterial kingdoms (for review of archaebacterial transcription see

Reeve et al., 1997).

It was initially believed that each organism would have only one form of

TBP encoded by a single gene. However, studies of the genomes of multi-

cellular organisms have identified genes encoding other TBP-related pro-

teins with humans, for example, having one such TBP-like factor (TLF)

whereas Drosophila has two (for reviews see Berk, 2000; Veenstra and

Wolfe, 2001).

It has been shown that, in some cases, the basal transcriptional complex

contains a TLF rather than a TBP. For example, specific stages of develop-

ment in the amphibian Xenopus require a TLF activity which cannot be sub-

stituted by TBP (Veenstra et al., 2000). Similarly, the Drosophila PCNA gene

has two promoters, one of which is recognized by a basal transcriptional

complex containing TBP and the other by a complex containing TRF2

which is a TLF (Hochheimer et al., 2002). Hence, it is clear that some specific

transcription complexes contain a TLF rather than TBP and that this is

required for their proper functioning (Fig. 3.12b). The existence of the

TLFs thus offers a further means of regulating gene transcription in specific

situations.

Interestingly, as well as basal transcriptional complexes containing either

TBP or a TLF, it has also been shown that RNA polymerase II transcription

can be driven by a complex which does not contain TBP or a TLF (Wieczorek

et al., 1998). This suggests that, under some circumstances, neither TBP or

TLF is required for transcription. In agreement with this, some RNA poly-

merase II transcription occurs in early stage embryos from knock out mice

lacking functional TBP, although transcription by RNA polymerases I and III

does not occur. As early stage mouse embryos do not express a TLF, this

indicates the existence of TBP/TLF independent transcription, at least for

RNA polymerase II (Martianov et al., 2002) (Fig. 3.12c).

Hence, TBP is a highly ancient transcription factor which is involved in

transcription by all three RNA polymerases (see Fig. 3.11). However, in some

situations transcription can occur in a TBP-independent manner involving

either a TBP-like factor or a complex which lacks TBP or a TLF (Fig. 3.12).
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3.7 CONCLUSIONS

The binding of each of the three eukaryotic RNA polymerases to appropriate

gene promoters and subsequent transcription is dependent on the prior bind-

ing of a specific transcription factor to the promoter. Binding of the polymer-

ase to the DNA adjacent to this factor occurs by recognition of the bound

protein rather than by recognition of the specific DNA sequence in this

region. In most cases, the binding of the transcription factor itself requires

the prior binding of other factors to the DNA. These assembly factors there-

fore play a critical role in the formation of the stable transcriptional complex,

but can be dissociated once the complex has formed without affecting its

activity. In the case of RNA polymerase II transcription, either the stability

of the complex or its activity is greatly affected by the binding of other pro-

teins to sequences upstream of the promoter. The roles of these transcription

factors and the mechanisms by which they function are described in the

remainder of this book.
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CHAPTER 4

FAMIL IES OF DNA B IND ING
TRANSCR IPT ION FACTORS

4.1 INTRODUCTION

In previous chapters we have considered the role of chromatin structure,

DNA sequences and RNA polymerase in the process of transcription and its

regulation. The remaining aspect of this process, and the major subject of this

book, are the transcription factors which bind to specific DNA sequences that

have been exposed by changes in chromatin structure and then alter transcrip-

tion by interacting directly or indirectly with RNA polymerase. To fulfil this

role, transcription factors must possess certain features allowing them to

modulate gene expression.

Clearly the first feature that many of these factors require is the ability to

bind to DNA in a sequence specific manner and this is discussed in this

chapter. Following binding, the factor must interact with other factors or

with the RNA polymerase itself in order to influence transcription either

positively or negatively and these aspects are discussed respectively in

Chapters 5 and 6. Finally, in the case of factors modulating inducible,

tissue-specific or developmentally regulated gene expression, some means

must exist to regulate the synthesis or activity of the factor so that it is active

only in a particular situation. This regulation of factor synthesis or activity is

discussed respectively in Chapters 7 and 8.

Following the cloning of many different eukaryotic transcription factors,

the domain mapping experiments described in Chapter 2 (section 2.4.1) have

led to the identification of several distinct structural elements in different

factors which can mediate DNA binding. These motifs have been used to

classify transcription factors into families. These families and the DNA motifs

that define them will be discussed in turn using transcription factors which

contain them to illustrate their properties (for reviews see Harrison, 1991;

Pabo and Sauer, 1992; Travers, 1993; Garvie and Wolberger, 2001).



4.2 THE HOMEODOMAIN

4.2.1 TRANSCRIPTION FACTORS IN DROSOPHILA DEVELOPMENT

Detailed genetic studies in the fruit fly Drosophila melanogaster have led to the

identification of a very large number of mutations which affect the develop-

ment of this organism and their corresponding genes have been named on

the basis of the observed phenotype of the mutant fly (for reviews see Ingham;

1988; Lawrence and Morata, 1994). Thus mutations in the so-called homeotic

genes result in the transformation of one particular segment of the body into

another; mutations in the Antennapedia gene for example causing the trans-

formation of the segment which normally produces the antenna into one

which produces a middle leg (Fig. 4.1). Similarly mutations in genes of the

gap class result in the total absence of particular segments; mutations in the

Knirps gene for example resulting in the absence of most of the abdominal

segments although the head and thorax develop normally.

The products of genes of this type therefore play critical roles in Drosophila

development. The products of the gap genes, for example, are necessary for

the production of particular segments while the homeotic gene products
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Figure 4.1

Effect of the homeotic

mutation Antennapedia,

which produces a middle

leg (B) in the region that

would contain the

antenna of a normal fly

(A), a1, aII, aIII: 1st, 2nd,

and 3rd antennal

segments; ar: arista; ta:

tarsus; ti: tibia; fe: femur;

ap: apical bristle.



specify the identity of these segments. Given that these processes are likely to

require the activation of genes whose protein products are required in the

particular segment, it is not surprising that many of these genes have been

shown to encode transcription factors. Thus the Knirps gene product and that

of another gap gene Kruppel, contain multiple zinc finger motifs character-

istic of DNA binding transcription factors and can bind to DNA in a sequence

specific manner (see section 4.3). Similarly, the tailless gene, whose product

plays a key role in defining the anterior and posterior regions of the Drosophila

embryo, has been shown to be a member of the nuclear receptor super gene

family (see section 4.4).

It is clear therefore that the genes identified by mutation as playing a role

in Drosophila development can encode several different types of transcription

factors. However, of the first twenty-five such genes that were cloned allowing

a study of their protein products, well over half (fifteen) contain a motif

known as the homeobox or homeodomain (Gehring et al., 1994a) which

was originally identified in the homeotic genes of Drosophila. The features

of these homeodomain proteins and the manner in which they mediate

DNA binding and transcriptional regulation will be extensively discussed

since they serve as a paradigm for the manner in which transcription factors

function and can control highly complex processes such as development.

4.2.2 THE HOMEOBOX

When the first homeotic genes were cloned, it was found that they shared a

region of homology, approximately one hundred and eighty base pairs long

and therefore capable of encoding sixty amino acids, which was flanked on

either side by regions which differed dramatically between the different

genes. This region was named the homeobox or homeodomain (for review

see Gehring et al., 1994a). Subsequently the homeobox was shown to be pre-

sent in many other Drosophila regulatory genes. These include the Fushi-tarazu

gene (Ftz), which is a member of the pair rule class of regulatory loci whose

mutation causes alternate segments to be absent, and the engrailed gene

(eng), which is a member of the class of genes whose products regulate seg-

ment polarity. The close similarity of the homeoboxes encoded by the homeo-

tic genes Antennapedia and Ultrabithorax and that encoded by the Ftz gene is

shown in Figure 4.2.

The presence of this motif in a large number of different regulatory genes

of different classes strongly suggested that it was of importance in their activ-

ity. The evidence that the homeobox-containing proteins are transcription

factors whose DNA binding activity is mediated by the homeobox is discussed
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Figure 4.2

Amino acid sequences

of several Drosophila

homeodomains,

showing the

conserved helical

motifs. Differences

between the

sequences of the Ubx

and Ftz

homeodomains from

that of Antp are

indicated; a blank

denotes identity in the

sequence. The helix-

turn-helix region is

indicated.



in the next section (for reviews see Hayashi and Scott, 1990; Gehring et al.,

1994).

4.2.3 DNA BINDING BY THE HELIX-TURN-HELIX MOTIF IN THE

HOMEOBOX

The first indication that the homeobox proteins were indeed transcription

factors came from the finding that the homeobox was also present in the yeast

mating type a and � gene products which are known to be transcription

factors that regulate the activity of a and �-specific genes (for review see

Dolan and Fields, 1991), hence suggesting, by analogy, that the Drosophila

proteins also fulfilled such a role.

Direct evidence that this is the case is available from a number of different

approaches. Thus it has been shown that many of these proteins bind to DNA

in a sequence specific manner as expected for transcription factors (Hoey and

Levine, 1988). Moreover, binding of a specific homeobox protein to the

promoter of a particular gene correlates with the genetic evidence that the

protein regulates expression of that particular gene. For example, the

Ultrabithorax (Ubx) protein has been shown to bind to specific DNA

sequences within its own promoter and in the promoter of the

Antennapedia gene, in agreement with the genetic evidence that Ubx

represses Antennapedia expression (Fig. 4.3).

The ability of the homeobox-containing proteins to bind to DNA is directly

mediated by the homeobox itself. Thus if the homeobox of the Antennapedia

protein is synthesized in isolation either in bacteria or by chemical synthesis,

it is capable of binding to DNA in the identical sequence specific manner

characteristic of the intact protein.

This ability to define the sixty amino acid homeodomain as the region

binding to DNA has led to intensive study of its structure in the hope of

elucidating how the protein binds to DNA in a sequence specific manner

(for reviews see Kornberg, 1993; Gehring et al., 1994b). In particular, the

crystal structure of the Antennapedia (Antp) homeodomain bound to DNA

has been determined by nuclear magnetic resonance spectroscopy (NMR)

while similar structural studies of the engrailed (eng) and the yeast MAT�2

homeodomains bound to DNA have been carried out by X-ray crystallogra-

phy.

By this means the Antp homeodomain was shown to contain a short N-

terminal arm of six residues followed by four alpha helical regions (Fig. 4.4).

The first two helices are virtually anti-parallel to each other with the other two

helices arranged at right angles to the first. Most interestingly, helices II and

III are separated by a beta turn forming a helix-turn-helix motif (Fig. 4.5). The
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eng and MAT�2 homeodomains also have a similar structure with an N-term-

inal arm and a subsequent helix-turn-helix motif. In this case, however, the

third and fourth helices observed in Antp form a single helical region.

Interestingly, the helix-turn-helix structure typical of the homeodomain is

very similar to the DNA binding motif of several bacteriophage regulatory

proteins such as the lambda cro protein or the phage 434 repressor which

have also been crystallized and subjected to intensive structural study.
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Figure 4.4

Structure of the

Antennapedia

homeodomain as

determined by nuclear

magnetic resonance

spectroscopy. Note the

four alpha-helical regions

(I–IV) represented as

cylinders with the amino

acids at their ends

indicated by numbers and

the one letter amino acid

code.

Figure 4.3

Assay of protein binding

to a DNA fragment from

the Antennapedia gene

promoter (Antp) or a

control fragment of

plasmid DNA (pUC) using

protein extracts from E.

coli which have been

genetically engineered to

express the Drosophila

Ubx protein (a) or protein

extracts from control E.

coli not expressing Ubx

(b). Note the specific

binding of Ubx protein to

the Antennapedia DNA

fragment.



In these bacteriophage proteins X-ray crystallographic studies have shown

that the helix-turn-helix motif does indeed contact DNA. One of the two

helices lies across the major groove of the DNA while the other lies partly

within the major groove where it can make sequence specific contacts with the

bases of DNA. It is this second helix (known as the recognition helix) that

therefore controls the sequence specific DNA binding activity of these

proteins (Fig. 4.6).
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Figure 4.6

Binding of the helix-turn-

helix motif to DNA with

the recognition helix in

the major groove of the

DNA.

Figure 4.5

The helix-turn-helix motif.



The similarity in structure of helices II and III in the eukaryotic homeo-

domains to the two helices of the bacteriophage proteins led to the suggestion

that these two helices in the homeodomain are similarly aligned relative to the

DNA with helix III constituting the recognition helix responsible for sequence

specific DNA binding. Hence the precise amino acid sequence in the recogni-

tion helix in different homeodomain proteins would determine which DNA

sequence they bound (for review see Treisman et al., 1992).

In agreement with this idea, exchanging the recognition helix in the Bicoid

(Bcd) homeodomain for that of Antp resulted in a protein with the DNA

binding specificity of Antp and not that of Bicoid. Most interestingly a Bcd

protein with the DNA binding specificity of Antp could also be obtained by

exchanging only the ninth amino acid in the recognition helix, replacing the

lysine residue in Bcd with the glutamine residue found in the Antp protein

(Fig. 4.7), whereas the exchange of other residues which differ between the

two proteins has no effect on the DNA binding specificity. Hence the ninth

amino acid within the recognition helix of the homeodomain plays a critical

role in determining DNA binding specificity.

It is likely that the amino group of lysine found at the ninth position in the

Bcd protein makes hydrogen bonds with the N6 and N7 positions of a gua-

nine residue in the Bcd-specific DNA binding site whereas the amide group of

glutamine found at the corresponding position in the Antp recognition helix

forms hydrogen bonds with the N6 and N7 positions of an adenine residue at

the equivalent position within the Antp-specific DNA binding site. Hence the

replacement of lysine with glutamine results in the loss of two potential

hydrogen bonds to a Bcd site and the gain of two potential hydrogen bonds

to an Antp site explaining the observed change in DNA binding specificity

(Fig. 4.8).
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Figure 4.7

Effect of changing the

amino acid sequence in

the recognition helix of

the Bicoid protein on its

binding to its normal

recognition site and that

of the Antennapedia

(Antp) protein. Note the

critical effect of changing
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the helix which

completely changes the

specificity of the Bicoid

protein.



A similar critical role for the ninth amino acid in determining the precise

DNA sequence which is recognized is also seen in other homeobox-containing

proteins, replacement of the serine found at this position in the paired pro-

tein with the lysine found in Bicoid or the glutamine found in Antp, allowing

the paired protein to recognize respectively Bcd or Antp-specific DNA

sequences. Hence the DNA sequence recognized by a homeobox-containing

protein appears to be primarily determined by the ninth amino acid in the

recognition helix, proteins with different amino acids at this position recog-

nizing different DNA sequences whereas proteins such as Antp and fushi-
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Figure 4.8
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arm of the homeodomain

contacts the ATTA

sequence common to the

recognition site of both

proteins.



tarazu which have the same amino acid at this position recognize the same

DNA sequence.

This critical role of the ninth amino acid is in contrast to the situation in the

bacteriophage proteins in which the helix-turn-helix motif was originally

defined. In these proteins, the most N terminal residues (1–3) in the recogni-

tion helix play a critical role in determining DNA binding specificity (for

review see Pabo and Sauer, 1992). As shown in Figure 4.7, however, these

amino acids appear to play little or no role in determining the DNA binding

specificity of eukaryotic helix-turn-helix proteins suggesting, therefore, that

the recognition helix of these proteins is oriented differently in the major

groove of the DNA.

This idea is in agreement with the structural studies of the eukaryotic

homeodomains bound to DNA which have identified the actual protein–

DNA contacts. These studies have shown that as in the bacteriophage

proteins, the recognition helix directly contacts the bases of DNA in the

major groove. However, in the eukaryotic homeobox proteins this helix is

oriented within the major groove somewhat differently such that the critical

base-specific contacts are, as predicted, made by the C terminal end of the

helix which contains residue nine (see Fig. 4.8).

It is clear therefore that the helix-turn-helix motif in the homeobox med-

iates both the DNA binding of the protein and also, via the recognition helix,

controls the precise DNA sequence that is recognized. Interestingly, however,

the short N-terminal arm of the homeodomain also contacts the bases of the

DNA, although it makes contact in the minor groove rather than the major

groove. Removal of this short N-terminal arm dramatically reduces the DNA

binding affinity of the homeodomain indicating that this region contributes

significantly to the DNA binding ability of the homeodomain probably by

contacting the ATTA bases common to the DNA binding sites of several

homeodomain proteins (see Fig. 4.8).

Although DNA binding is important for the modulation of transcription, it

is necessary to demonstrate that the homeobox proteins do actually affect

transcription following such binding. In the case of the Ubx protein, this

was achieved by showing that co-transfection of a plasmid expressing Ubx

with a plasmid in which the Antennapedia promoter drives a marker gene

resulted in the repression of gene expression driven by the Antennapedia

promoter (Fig. 4.9). Hence the observed binding of Ubx to the Antp promoter

(see above) results in down regulation of its activity in agreement with the

results of genetic experiments.

Most interestingly, the Ubx expression plasmid was able to up regulate

activity of its own promoter in co-transfection experiments, this ability

being dependent on the previously defined binding sites for Ubx within its
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own promoter. Similarly, although Ubx normally has no effect on expression

of the alcohol dehydrogenase (Adh) gene it can stimulate the Adh promotor

following linkage of the promoter to a DNA sequence containing multiple

binding sites for Ubx. Hence a homeobox protein can produce distinct effects

following binding, Ubx activating its own promoter and a hybrid promoter

containing Ubx binding sites but repressing the activity of the Antp promoter

(Fig. 4.9).

A similar transcriptional activation effect of DNA binding has been demon-

strated for the Fushi-tarazu (Ftz) protein. This protein binds specifically to the

sequence TCAATTAAATGA. As with Ubx, linkage of this sequence to a mar-

ker gene confers responsivity to activation by Ftz, such activation being depen-

dent upon binding of Ftz to its target sequence, a one base pair change which

abolishes binding also abolishing the induction of transcription (Fig. 4.10).

Interestingly, the ability of Ubx to induce its own transcription provides a

mechanism for the long-term maintenance of Ubx gene expression during

development since once expression has been switched on and some Ubx

protein made, it will induce further transcription of the gene via a simple

positive feedback loop even if the factors which originally stimulated its

expression are no longer present (Fig. 4.11). This long-term maintenance of

Ubx expression is essential since, if the Ubx gene is mutated within the larval

imaginal disc cells, which eventually produce the adult fly, the cells that would

normally produce the haltere (balancer) will produce a wing instead. Thus,

although these cells are known to already be committed to form the adult
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Figure 4.9

Effect of Ubx on various

marker genes with or

without binding sites
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Ubx can stimulate its own

promoter which contains

a Ubx binding site and

this effect is abolished by

deleting the Ubx binding

site. Similarly, the alcohol

dehydrogenase (Adh)

gene which is normally

unaffected by Ubx, is

rendered responsive to

Ubx stimulation by

addition of Ubx binding

sites. In contrast the

Antennapedia promoter,

which also contains Ubx

binding sites, is

repressed by Ubx. Hence

binding of Ubx can

activate or repress

different promoters.



haltere at the larval stage, the continued expression of the Ubx gene is essen-

tial to maintain this commitment and allow eventual overt differentiation (see

Hadorn, 1968 for a review of imaginal discs and their role in Drosophila

development).

4.2.4 REGULATION OF DNA BINDING SPECIFICITY BY

INTERACTIONS BETWEEN DIFFERENT HOMEOBOX PROTEINS

Although we have previously described the DNA binding specificity of indivi-

dual homeobox proteins, it is possible for the DNA binding specificity of one

factor to be altered in the presence of another factor. Thus several homeobox
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The stimulatory effect of

the Ubx protein on the

transcription of its own

gene, ensures that once

Ubx gene transcription is

initially switched on by an

activator protein (A),

transcription will continue

even if the activator

protein is removed.

Figure 4.10

Effect of expression of

the Ftz protein on the

expression of a gene

containing its binding site,

or a mutated binding site

containing a single base

pair change which

abolishes binding of Ftz.



proteins, such as Ubx and Antp, bind to the same DNA sequences when tested

in isolation in vitro (Hoey and Levine, 1988) yet, paradoxically, the effects of

mutations which inactivate the genes encoding each of these proteins are

different indicating that they cannot substitute for one another. Similarly,

in vivo Ubx can bind to a site in the promoter of the decapentaplegic (dpp)

gene and activate its expression whereas Antp cannot do so.

This paradox is explained by the presence in the dpp promoter of a bind-

ing site for another homeobox protein extradenticle (Exd) which lies adjacent

to the site to which Ubx binds. The Exd protein interacts with the Ubx protein

and both enhances its DNA binding affinity and modifies its DNA binding

specificity so it can bind strongly to the dpp gene promoter and activate its

expression (Fig. 4.12) (for review see Mann and Chan, 1996). As Antp does

not interact with Exd, its specificity is not modified in this way. Hence, it does

not bind to the dpp gene promoter and therefore cannot activate this pro-

moter. Interestingly, structural studies have shown that Ubx and Exd bind to

opposite sides of the DNA and that a short region of Ubx N-terminal to the

homeodomain extends round the DNA and inserts into a cleft in the Exd

homeodomain resulting in interaction of the proteins and enhanced DNA

binding by the complex (Passner et al., 1999; for review see Scott, 1999).

A similar interaction is observed in the case of the yeast homeodomain

proteins a1 and �2, which control the mating type in this organism (for review

see Dolan and Fields, 1991). Thus, in the absence of a1, the �2 protein has a

weak DNA binding ability. However, in the presence of a1, an a1/�2 hetero-

dimer forms and binds to specific gene promoters. As the �2 protein is a
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Figure 4.12

The Exd protein interacts
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binding site in the dpp
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expression. In contrast,

the Antp protein cannot

interact with Exd and so

does not bind to the dpp

promoter.



strong transcriptional repressor, this results in the repression of the genes

which bind the a1/�2 heterodimer. In this case, however, unlike the Ubx/Exd

case, the interaction is mediated by the C-terminal region of the �2

homeodomain which forms an additional �-helix and interacts with the

homeodomain of the a1 protein (Andrews and Donoviel, 1995; Li et al.,

1995) (Plate 2).

Interestingly, �2 can also interact with the non-homeodomain protein

MCM1 to form a heterodimer which has a different DNA binding specificity

to that of the a1/�2 heterodimer and which therefore binds to and represses a

different set of genes (Fig. 4.13). Hence, �2 is a repressor protein with a weak

DNA binding specificity which is guided to different sets of target genes

depending on whether it interacts with a1 or MCM1 to form heterodimers

with different DNA binding specificities.

Hence, the DNA binding specificity of homeodomain proteins can be

altered by interactions with other homeodomain and non-homeodomain-

containing proteins with different regions within or adjacent to the homeo-

domain mediating this interaction in different cases.

4.2.5 HOMEODOMAIN TRANSCRIPTION FACTORS IN OTHER

ORGANISMS

The critical role played by the homeobox genes in the regulation of Drosophila

development suggests that they may also play a similar role in other organ-

isms. Thus, in the nematode C. elegans, homeoboxes have been identified in

several genes whose mutation affects development such as the mec-3 gene

which controls the terminal differentiation of specific sensory cells (Way

and Chalfie, 1988).
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Figure 4.13
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As in Drosophila, studies in the nematode have been facilitated by the

availability of well characterized mutations affecting development, allowing

the corresponding genes to be isolated and the homeobox identified. In

higher organisms where such genetic evidence was unavailable, numerous

investigators have used Southern blot hybridization with labelled probes

derived from Drosophila homeoboxes in an attempt to identify homeobox-

containing genes in these species. Thus, for example, Holland and Hogan

(1986) used a probe from the Antennapedia homeobox to identify homeobox

genes in a wide range of species including not only other invertebrates such as

the molluscs but also chordates such as the sea urchin and vertebrates includ-

ing the mouse (Fig. 4.14). Subsequent studies have resulted in the identifica-

tion of a large number of different homeobox-containing genes from a wide

variety of organisms including both mouse and human and many of these

genes have been isolated and their DNA sequences obtained (for reviews see

Kenyon, 1994; Krumlauf, 1994).

It is clear from these studies that homeobox-containing genes are not con-

fined to invertebrates such as Drosophila or yeast but are found also in verte-

brates including mammals such as mouse and human. Interestingly, this

evolutionary conservation is not confined to the homeobox portion of these
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Figure 4.14
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sequences in the mouse

genome.



genes. Thus homologues of individual homeobox genes of Drosophila such as

engrailed and deformed have been identified in mouse and human, the fly

and mammalian proteins showing extensive sequence homology which

extends beyond the homeobox to include other regions of the proteins.

Moreover, the similarity between the Drosophila and mammalian systems

extends also to the manner in which the homeobox-containing genes are

organized in the genome. Thus, in both Drosophila and mammals these

genes are organized into clusters containing several homeobox-containing

genes with homologous genes in the different organisms occupying equiva-

lent positions in the clusters. For example, in a detailed comparison of the

genes in the Drosophila Bithorax and Antennapedia complexes with those of

one mouse homeobox gene complex Hoxb (Hox2), Graham et al. (1989)

showed that the first gene in the mouse complex, Hoxb-9 (2.5) was most

homologous to the first gene in the Drosophila Bithorax complex, Abd-B

and so on across the complex (Fig. 4.15). Hence both the homeobox genes

and their arrangement are highly conserved in evolution, the common ances-

tor of mammals and insects having presumably possessed a similar cluster of

homeobox-containing genes. Interestingly, the DNA sequences and arrange-

ment in the genome of different homeobox genes has been used as a means of

determining evolutionary relationships amongst multicellular organisms (for

review see Martindale and Kourakis, 1999).

As well as the simple homeobox/homeodomain proteins we have discussed

so far, other families of transcription factor exist which contain the

homeodomain as part of a larger, more complex, DNA binding structure.

Two such families are discussed in the next two sections.
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Figure 4.15
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4.2.6 POU PROTEINS

As discussed above, the homeobox-containing genes were first identified in

Drosophila and only subsequently in other organisms. The reverse is true,

however, for another set of transcription factors which possess a homeobox

as part of a much larger motif and which were first identified in mammalian

cells. Thus, the transcription factors Oct-1 and Oct-2, which bind to the octa-

mer motif ATGCAAAT, play an important role in regulating the expression of

specific genes such as those encoding histone H2B, the SnRNA molecules and

the immunoglobulins. Similarly, the transcription factor Pit-1, which binds to

a sequence two bases different from the octamer sequence, plays a critical role

in pituitary-specific gene expression (Chapter 1, section 1.3.3).

When the genes encoding these factors were cloned, they were found to

share a 150–160 amino acid sequence which was also found in the protein

encoded by the nematode gene unc-86 whose mutation affects sensory neuron

development. This common POU (Pit-Oct-Unc) domain contains both a

homeobox sequence and a second conserved domain, the POU-specific

domain (Fig. 4.16, for reviews see Verrijzer and Van der Vliet, 1993; Ryan

and Rosenfeld, 1997).

Interestingly, while the homeoboxes of the different POU proteins are

closely related to one another (53 out of 60 homeobox residues are the

same in Oct-1 and Oct-2 and 34 out of 60 in Oct-1 and Pit-1), they show

less similarity to the homeoboxes of other mammalian genes lacking the

POU-specific domain, sharing at best only 21 out of 60 homeobox residues.

Hence they represent a distinct class of homeobox proteins containing both a

POU-specific domain and a diverged homeodomain.

As with the Drosophila homeobox proteins, however, the isolated homeo-

domains of the Pit-1 and Oct-1 proteins are capable of mediating sequence

specific DNA binding in the absence of the POU-specific domain. The affinity

and specificity of binding by such an isolated homeodomain is much lower,

however, than that exhibited by the intact POU domain indicating that the

POU-specific domain plays a critical role in producing high affinity binding to

specific DNA sequences. Hence the POU homeodomain and the POU-specific

domain form two parts of a DNA binding element which are held together by

a flexible linker sequence.

The crystal structure of the Oct-1 POU domain bound to DNA (Klemm et

al., 1994) has shown that the Oct-1 homeodomain binds in a similar manner to

the classical homeobox proteins, with the recognition helix lying in the major

groove and the N-terminal arm in the minor groove. Like the homeodomain,

the POU-specific domain forms a helix-turn-helix motif, which allows it to

bind to the adjacent bases within the DNA to those contacted by the
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Figure 4.16

Amino acid sequences
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POU-domain which

have been used as a

method of isolating

novel POU proteins

(see Chapter 2, section

2.3.2c and Fig. 2.14).



homeodomain with binding of the two regions occurring on opposite sides of

the DNA double helix (Fig. 4.17).

The POU domain appears to allow factors which contain it to bind to highly

divergent DNA sequences. Thus, Oct-1 binds to a sequence in the SV40

enhancer which shares less than thirty per cent homology (four out of four-

teen bases) or little more than a random match with another Oct-1-binding

sequence in the herpes simplex virus (HSV) immediate-early (IE) gene pro-

moters (Fig. 4.18). By analysing a series of other Oct-1 binding elements,
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Figure 4.17
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Figure 4.18
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however, Baumruker et al. (1988) were able to show that the two apparently

unrelated Oct-1-binding sites could be linked by a smooth progression via a

series of other binding sites which were related to one another (Fig. 4.18).

This suggests therefore that Oct-1 can bind to very dissimilar sequences

because there are few, if any, obligatory contacts with specific bases in poten-

tial binding sites. Rather, specific binding to a particular sequence can occur

via many possible independent interactions with DNA, only some of which

will occur with any particular binding site. Hence the binding to apparently

unrelated sequences does not reflect two distinct binding specificities but

indicates that the protein can make many different contacts with DNA, the

sequences which can specifically bind the protein being those with which it

can make a certain proportion of these possible contacts.

Interestingly, it has been shown that the secondary structure of Oct-1

bound to these sites differs so that its configuration when bound to the

HSV IE sequence is different to that observed when it is bound to the

other sequences (Walker et al., 1994). Moreover, this configurational change

allows the Oct-1 bound to the HSV promoter to be recognized by the HSV

VP16 (Vmw 65) protein whereas this does not occur with Oct-1 bound to

other sequences. As VP16 is a much stronger transactivator than Oct-1

alone, this therefore results in the strong activation of the HSV IE promoters

by the Oct-1/VP16 complex whereas other promoters in which Oct-1 has

bound to different sequences are insensitive to such transactivation by

VP16. Hence this provides a novel example of gene regulation in which the

nature of the sequence bound by a factor controls its recognition by another

factor resulting in strong transactivation only from a subset of sequences

bound by Oct-1 (Fig. 4.19).

As well as the different configuration Oct-1 adopts when binding to viral

sequences, it has been shown that it can also adopt different configurations

when binding to different cellular DNA targets and this also has consequences

for its effect on gene transcription. Thus, when Oct-1 binds as a dimer to a DNA

element known as the PORE sequence, it exposes a region of the POU domain

which can recruit a cellular co-activator, OBF-1, resulting in strong activation of

transcription. In contrast, when it binds to a distinct DNA sequence, known as

the MORE sequence, this region of the POU domain is masked at the interface

between the two Oct-1 molecules. Hence, in this case OBF-1 cannot be

recruited and only weak transactivation results (Fig. 4.20) (Reményi et al.,

2001; Tomilin et al., 2000; for review see Latchman, 2001).

A more extreme example of this effect of DNA binding sequence is seen in

the case of the Pit-1 member of the POU family. When Pit-1 binds as a dimer

to its binding site in the prolactin promoter, it activates transcription.

However, its binding site in the growth hormone promoter contains two
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extra T bases. This results in a different binding configuration of the Pit-1

dimer which allows it to recruit a co-repressor molecule and thereby inhibit

rather than activate the growth hormone gene (Fig. 4.21) (Scully et al., 2000,

for review see Marx, 2000; Latchman, 2001).

Hence, the DNA binding sequence that is bound by a particular factor can

have profound effects. Indeed, in the case of Pit-1 this is critical to its role in

specifying the production of lactotrope cells in the pituitary gland, where

expression of prolactin and not of growth hormone must occur. Clearly, in

the cases described above, the effect of the binding site on the configuration

of the DNA bound POU protein, affects its ability to recruit other molecules
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Figure 4.20

Binding of the Oct-1

dimer to the PORE DNA
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produces a configuration
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hidden in the interface

between the two Oct-1

molecules. Hence, OBF-
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only weak transactivation

occurs.

Figure 4.19
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recognized by VP16. This
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transactivation
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alone. In contrast, when it
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recognized by the strong

transactivator VP16

leading to strong

transactivation.



which induce activation (co-activators) or inhibition (co-repressors) (see

Chapter 5, section 5.4.3 and Chapter 6, section 6.3.2, for further discussion

of co-activators and co-repressors respectively).

As well as control of recruitment of such proteins at the level of a single

factor, another level of control can operate by different POU proteins differ-

ing in their ability to recruit these factors. Thus, for example, the ability of

Oct-1 and not Oct-2 to interact with the herpes simplex virus transactivator

protein VP16 is controlled by a single difference in the homeodomain region

of the POU domains in the two proteins. Thus the replacement of a single

amino acid residue at position 22 in the homeodomain of Oct-2 with the

equivalent amino acid of Oct-1 allows Oct-2 to interact with VP16 which is

normally a property only of Oct-1 (Lai et al., 1992) (Fig. 4.22).
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Figure 4.22
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Figure 4.21

Binding of the Pit-1

dimer to its DNA binding

site in the prolactin

promoter allows it to

activate transcription. In

contrast, the extra two

T bases in the binding

site in the growth

hormone promoter, result

in a different

configuration of the Pit-1

dimer, leading to

recruitment of the

N-CoR co-repressor



Interestingly, the key role of position 22 in the homeodomain is not con-

fined to the interaction of Oct-1/Oct-2 with VP16. Thus, the closely related

mammalian POU factors Brn-3a and Brn-3b differ in that Brn-3a activates the

promoter of several genes expressed in neuronal cells whereas Brn-3b

represses them. Alteration of the isoleucine residue found at position 22 in

Brn-3b to the valine found in Brn-3a converts Brn-3b from a repressor into an

activator, whereas the reciprocal mutation in Brn-3a converts it into a repres-

sor (Dawson et al., 1996). This effect suggests that the activating/repressing

effects of Brn-3a/Brn-3b are mediated by their binding of cellular co-activator

or co-repressor molecules whose binding to Brn-3a/Brn-3b is affected by the

nature of the amino acid at position 22. More generally, this finding provides

the first example of a single amino acid change which can reverse the func-

tional activity of a transcription factor, from activator to repressor and vice

versa.

As in the case of the homeobox-containing proteins, the POU proteins

appear to play a critical role in the regulation of developmental gene expres-

sion and in the development of specific cell types. Thus the unc-86 mutation in

the nematode results, for example, in the lack of touch receptor neurons or

male-specific cephalic companion neurons indicating that this POU protein is

required for the development of these specific neuronal cell types. Similarly,

inactivation of the gene encoding Pit-1 leads to a failure of pituitary gland

development resulting in dwarfism in both mice and humans (for review see

Andersen and Rosenfeld, 1994). Interestingly, however, one type of dwarfism

in mice (the Ames dwarf) is produced not by a mutation in Pit-1 but by a

mutation in a gene encoding a homeobox-containing factor which was named

Prophet of Pit-1 (Sornson et al., 1996). This factor appears to control the

activation of the Pit-1 gene in pituitary cells so that Pit-1 is not expressed

when this factor is inactivated. This example illustrates how hierarchies of

regulatory transcription factors are required in order to control the highly

complex process of development.

Following the initial identification of the original four POU factors, a num-

ber of other members of this family have been described both in mammals

and other organisms such as Drosophila, Xenopus and zebra fish. Like the

original factors, these novel POU proteins also play a critical role in the

regulation of developmental gene expression. Thus, for example, the

Drosophila POU protein drifter (CFla) has been shown to be of vital impor-

tance in the development of the nervous system (Anderson et al., 1995), while

mutations in the gene encoding the Brn-4 factor appear to be the cause of the

most common form of deafness in humans (de Kok et al., 1995). Moreover, all

the novel POU domain-containing genes isolated by He et al. (1989) from the

rat, on the basis of their containing a POU domain (see Chapter 2, section
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2.3.2c), are expressed in the embryonic and adult brain suggesting a similar

role for these proteins in the regulation of neuronal-specific gene expression.

Such a close connection of POU proteins and the central nervous system is

also supported by studies using the original POU domain genes which

revealed expression in the embryonic brain even in the case of Oct-2 which

had previously been thought to be expressed only in B lymphocytes (He et al.,

1989).

It is clear therefore that, like the homeobox proteins, POU proteins occur

in a wide variety of organisms and play an important role in the regulation

of gene expression in development. Moreover, these proteins may be of

particular importance in the development of the central nervous system.

4.2.7 PAX PROTEINS

As well as being found as part of the POU domain which gives the POU

factors their name, a homeodomain is also found in some members of

another family of transcription factors, the Pax factors (for reviews see

Mansouri et al., 1996; Chi and Epstein, 2002). These factors are defined on

the basis that they contain a common DNA binding domain, known as the

paired domain because it was originally identified in the Drosophila paired

gene. In addition, however, some Pax proteins also contain a full size or

truncated homeodomain while some, but not all, members of the family con-

tain an eight amino acid element known as the octapeptide which is of

unknown function. All combinations of the paired domain with or without

a homeodomain and/or the octapeptide are found in the various mammalian

Pax factors (Fig. 4.23).

Obviously in the Pax factors which lack the homeodomain, the paired

domain is necessary and sufficient for DNA binding. Hence this case is dis-
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Figure 4.23

Structure of the

mammalian Pax factors

which contain an

N-terminal paired domain

linked in some cases to

an octapeptide (OP) of

unknown function and/or

a full length or truncated

homeodomain.



tinct from that of the POU factors where the POU-specific and POU-homeo-

domains are both necessary for high affinity DNA binding. Nonetheless, in

factors such as Pax3, which have both a paired domain and a full length

homeodomain, both domains participate in DNA binding. This produces

very high affinity binding to a DNA binding site which contains the recog-

nition sequence for both the DNA binding domains and the affinity of bind-

ing to such sites is greatly reduced when either the paired domain or the

homeodomain is deleted. Interestingly, the paired domain itself is distantly

related to the homeodomain in terms of its structure and mechanism of DNA

binding.

Thus, like the homeodomain, the paired domain also binds to DNA via a

helix-turn-helix motif. Structural analysis of this motif, however, reveals that it

is more similar to that in the bacteriophage proteins (see section 4.2.3) than

that in the eukaryotic homeodomain proteins with the residues at the N-

terminus of the recognition helix being critical for DNA binding (Xu et al.,

1995). Indeed, one form of Waardenburg syndrome, which results from inac-

tivation of Pax3 (see Chapter 9, section 9.1), is due to mutation in a glycine

residue at the N-terminus of the Pax3 recognition helix resulting in a failure of

the factor to bind to DNA. Hence the helix-turn-helix motif is a widely used

DNA binding domain which exists in at least two different forms that differ in

the manner in which the recognition helix contacts the DNA.

As with the POU proteins, Pax factors play a critical role in gene regulation

during development particularly in the developing nervous system. Thus, for

example, Pax6 has been shown to be of critical importance in specifying which

cells will develop into different types of motor neurons during development

(Ericson et al., 1997) and also appears to play a critical role in eye develop-

ment in a wide range of organisms (Gehring and Ikeo, 1999). In agreement

with the critical role of these genes in development, knock out mice in which

specific Pax genes have been inactivated show defects in the development of

the nervous system while the naturally occurring mutant mouse strain splotch

which exhibits spina bifida, exencephaly and neural crest and limb muscle

defects is due to a mutation in the Pax3 gene. Interestingly, mutations in

Pax3 in humans result in Waardenburg syndrome which is characterized by

deafness and eye defects while mutations in Pax6 also result in severe eye

defects such as aniridia (for review see Latchman, 1996).

Hence the Pax proteins play a particularly critical role in the development

of the nervous system. In addition, however, they also play a role in other

tissues with mice lacking functional Pax6 showing abnormalities in the devel-

opment of the pancreas as well as of the nervous system (Sander et al., 1997)

while, as discussed in Chapter 7 (section 7.2.1), Pax3 is involved in activating

the expression of the muscle determining factor, MyoD.
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4.3 THE TWO CYSTEINE TWO HISTIDINE ZINC FINGER

4.3.1 TRANSCRIPTION FACTORS WITH THE TWO CYSTEINE

TWO HISTIDINE FINGER

Transcription factor TFIIIA plays a critical role in regulating the transcription

of the 5S ribosomal RNA genes by RNA polymerase III (see Chapter 3, section

3.4). When this transcription factor was purified, it was found to have a

repeated structure and to be associated with between seven and eleven

atoms of zinc per molecule of purified protein (Miller et al., 1985). When

the gene encoding TFIIIA was cloned, it was shown that this repeated struc-

ture consisted of the unit, Tyr/Phe-X-Cys-X-Cys-X2,4-Cys-X3-Phe-X5-Leu-

X2-His-X3,4-His-X5 which is repeated nine times within the TFIIIA molecule.

This repeated structure therefore contains two invariant cysteine and two

invariant histidine residues which were predicted to bind a single zinc atom

accounting for the multiple zinc atoms bound by the intact molecule.

This motif is referred to as a zinc finger on the basis of its proposed

structure in which a loop of twelve amino acids containing the conserved

leucine and phenylalanine residues as well as several basic amino acids pro-

jects from the surface of the molecule, being anchored at its base by the

cysteine and histidine residues which tetrahedrally coordinate an atom of

zinc (Fig. 4.24). The proposed interaction of zinc with the conserved cysteine

and histidine residues in this structure was subsequently confirmed by X-ray

adsorption spectroscopy of the purified TFIIIA protein.

Following its identification in the RNA polymerase III transcription factor

TFIIIA, similar cys2 his2-containing zinc finger motifs were identified in a

number of RNA polymerase II transcription factors such as Sp1, which con-

tains three contiguous zinc fingers (Kadonaga et al., 1987) and the Drosophila
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Figure 4.24

Schematic representation

of the zinc finger motif.

The finger is anchored at

its base by the conserved

cysteine and histidine

residues which

tetrahedrally coordinate

an atom of zinc.



Kruppel protein, which contains four finger motifs (see section 4.2.1). A list of

zinc finger-containing transcription factors is given in Table 4.1 (for reviews

see Evans and Hollenberg, 1988; Klug and Schwabe, 1995; Turner and

Crossley, 1999; Bieker, 2001).

In all cases studied the zinc finger motifs have been shown to constitute the

DNA binding domain of the protein, with DNA binding being dependent

upon their activity. Thus, in the case of TFIIIA, DNA binding is dependent

on the presence of zinc, allowing the finger structures to form while progres-

sive deletion of more and more zinc finger repeats in the molecule results in a

parallel loss of DNA binding activity. Similarly, in the case of Sp1, DNA

binding is dependent on the presence of zinc and, most importantly, the

sequence specific binding activity of the intact protein can be reproduced

by a protein fragment containing only the zinc finger region (Kadonaga et

al., 1987).

A similar dependence of DNA binding on the zinc finger motif is also seen

in the Drosophila Kruppel protein which is essential for correct thoracic and

abdominal development. In this case a single mutation in one of the con-

served cysteine residues in the finger, replacing it with a serine which cannot

bind zinc, results in the production of a mutant fly indistinguishable from that
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Table 4.1

Transcriptional regulatory proteins containing

Cys2-His2 zinc fingers

Organism Gene Number of fingers

Drosophila Kruppel
Hunchback
Snail
Glass

4
6
4
5

Yeast ADR1
SW15

2
3

Xenopus TFIIIA
Xfin

9
37

Rat NGF-1A 3

Mouse MK1
MK2
Egr 1
Evi 1

7
9
3

10

Human Sp1
TDF

3
13



produced by a complete deletion of the gene (Redemann et al., 1988) indicat-

ing the vital importance of the zinc finger (Fig. 4.25).

As with the helix-turn-helix motif of the homeobox therefore, the zinc

finger motif forms the DNA binding element of the transcription factors

which contain it. Interestingly, however, a single zinc finger taken from the

yeast ADR1 protein is unable to mediate sequence specific DNA binding in

isolation, whereas a protein fragment containing both the two fingers present

in the intact protein can do so. This suggests therefore that DNA binding by

the zinc finger is dependent upon interactions with adjacent fingers and

explains why zinc finger-containing transcription factors always contain

multiple copies of the zinc finger motif (see Table 4.1).

4.3.2 DNA BINDING BY THE TWO CYSTEINE TWO HISTIDINE

FINGER

In the zinc finger structure the zinc coordination via cysteine and histidine

serves as a scaffold for the intervening region which makes direct contact with

the DNA. Detailed structural analysis has shown that these intervening amino

acids do not form a simple loop structure as proposed in the original model

(for review see Rhodes and Klug, 1993; Klug and Schwabe, 1995). Rather, the

finger region forms a motif consisting of two anti-parallel beta-sheets with an

adjacent alpha-helix packed against one face of the beta-sheet (Fig. 4.26; see

Plate 3; Lee et al., 1989). Upon contact with DNA, the alpha-helix lies in the

major groove of the DNA and makes sequence specific contacts with the bases

of DNA while the beta-sheets lie further away from the helical axis of the DNA

and contact the DNA backbone.
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Figure 4.25

Zinc finger in the

Drosophila Kruppel

protein indicating the

cysteine to serine change

which abolishes the ability

to bind zinc and results in

a mutant fly

indistinguishable from

that obtained when the

entire gene is deleted.



Most interestingly, this structure indicates that a critical role in sequence

specific DNA binding will be played by amino acids at the amino terminus of

the alpha-helix, most notably the amino acids immediately preceding the first

histidine residue. In agreement with this idea, two amino acids in this region

play a critical role in determining the DNA binding specificity of the

Drosophila Krox-20 transcription factor (Nardelli et al., 1991). Thus this factor

contains three zinc fingers and interacts with the DNA sequence 5’

GCGGGGGCG 3’. If each finger contacts three bases within this sequence,

then the central finger must recognize the sequence GGG whereas the two

outer fingers will each recognize the sequence GCG (Fig. 4.27).

When the amino acid sequence of each of the Krox-20 fingers was com-

pared, it was found that the two outer fingers contain a glutamine residue at

position 18 of the finger and an arginine at position 21, whereas the central

finger differs in that it has histidine and threonine residues at these positions.
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Figure 4.27

DNA binding specificity

and amino acid sequence

of the three cysteine-

histidine zinc fingers in

the Drosophila Krox 20

protein. Note that each

finger binds to three

specific bases in the

recognition sequence and

that finger 2, which

differs from fingers 1 and

3 in the DNA sequence

it recognizes, also differs

in the amino acids at

positions 18 and 21 in

the finger (bold letters).

Mutating these amino

acids to their equivalents

in fingers 1 and 3

changes the DNA

binding specificity of

finger 2 to that of fingers

1 and 3, indicating that

these amino acids play a

critical role in determining

the DNA sequence that

is recognized.

Figure 4.26

Structure of the zinc

finger in which two anti-

parallel beta sheets

(straight lines) are

packed against an

adjacent alpha-helix

(wavy line).



As expected, if these two amino acid differences are critical in determining

the DNA sequence that is recognized, altering these two residues in the cen-

tral finger to their equivalents in the outer two fingers resulted in a factor

which failed to bind to the normal Krox-20 binding site but instead bound to

the sequence 5’ GCGGCGGCG 3 in which each finger binds the sequence

GCG. This experiment therefore indicates the critical role of two amino

acids at the amino terminus of the alpha helix in producing the DNA binding

specificity of zinc fingers of this type and also shows that, at least in the case of

Krox-20, each successive finger interacts with three bases of DNA within the

recognition sequence.

The importance of these amino acids has also been confirmed in experi-

ments in which the amino acids at different positions in the zinc finger were

randomly altered and their interaction with a wide range of DNA sequences

assessed (Choo and Klug, 1994; Rebar and Pabo, 1994). Clearly, such an

important role for the amino acids at the amino terminus of an alpha helix,

parallels the similar critical role for the equivalent amino acids in the recogni-

tion helix of the bacteriophage DNA recognition proteins and in the paired

domain (see section 4.2).

Interestingly, using this type of information on the DNA binding proper-

ties of individual fingers, it has recently proved possible to create novel zinc

finger transcription factors with a defined DNA binding specificity. In this way

novel factors were created which could bind to and switch on the endogenous

VEGF gene in vivo. As the VEGF protein is a growth factor able to induce

enhanced blood vessel growth, this in turn resulted in the induction of such

blood vessel growth due to the elevated level of VEGF (Fig. 4.28) (for review

see Pasqualini et al., 2002).

Clearly, as well as their implications for DNA binding studies, these find-

ings have important potential therapeutic implications since they could allow

specific genes to be switched on in human patients by delivery of a transcrip-

tion factor with defined DNA binding specificity, inducing, for example, the

growth of new blood vessels in patients suffering from a poor blood supply to

specific regions. Interestingly, designer zinc fingers have also been produced

and linked to an inhibitory domain (see Chapter 6, section 6.3.2) allowing

them to repress transcription of the genes to which they bind. These have

recently been used to block infection of cultured cells with specific human

viruses, further reinforcing the therapeutic potential of this approach

(Papworth et al., 2003; Reynolds et al., 2003).

Hence, like the helix-turn-helix motif, the cysteine-histidine zinc finger

plays a critical role in mediating the DNA binding abilities of transcription

factors which contain it, with sequence specific recognition of DNA being

determined in both cases by amino acids within an alpha helix.
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4.4 THE MULTI-CYSTEINE ZINC FINGER

4.4.1 STEROID RECEPTORS

The steroid hormones are a group of substances derived from cholesterol

which exert a very wide range of effects on biological processes such as

growth, metabolism and sexual differentiation (for review see King and

Mainwaring, 1974). Early studies using radioactively-labelled hormones

showed that they act by interacting with specific receptor proteins. This bind-

ing of hormone to its receptor activates the receptor and allows it to bind to a

limited number of specific sites in chromatin. In turn this DNA binding acti-

vates transcription of genes carrying the receptor binding site. Hence, these

receptor proteins are transcription factors becoming activated in response to

a specific signal and in turn activating specific genes (for reviews see

Weatherman et al., 1999; Khorasanizadeh and Rastinejad, 2001; Olefsky,

2001; McKenna and O’Malley, 2002). These receptor proteins were therefore

among the earliest transcription factors to be identified, well before the tech-

niques described in Chapter 2 were in routine use, simply on the basis of their

ability to bind radioactively-labelled steroid ligand.

Genes that are induced by a particular steroid hormone contain a specific

binding site for the receptor–hormone complex. The responses to different

steroid hormones, such as glucocorticoids and oestrogen, are mediated by

distinct palindromic sequences which are related to one another. In turn,
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Figure 4.28

The synthesis of a zinc

finger transcription factor

(ZFTF) with a novel DNA

binding specificity that

allows it to bind to the

VEGF gene results in

VEGF gene transcription.

The resulting VEGF

protein then induces

blood vessel formation.



such sequences are related to one of the sequences which mediates induction

by other substances which are related to steroids such as thyroid hormone and

retinoic acid. Similarly, repeated elements with different spacings between the

repeats also mediate responses to these different substances (Table 4.2; see

Gronemeyer and Moras, 1995, for review).

The basis of this binding site relationship was revealed when the genes

encoding the receptor proteins were cloned. Thus, they were found to con-

stitute a family of genes encoding closely related proteins of similar structure

with particular regions being involved in DNA binding, hormone binding and

transcriptional activation (Fig. 4.29). This has led to the idea that these recep-

tors are encoded by an evolutionarily-related gene family which is known as

the steroid-thyroid hormone receptor or nuclear receptor gene super family

(for reviews see Weatherman et al., 1999; Khorasanizadeh and Rastinejad,

2001; Olefsky, 2001; McKenna and O’Malley, 2002). The structure of the

thyroid hormone receptor bound to its ligand, thyroid hormone, is illustrated

in Plate 4 (Wagner et al., 1995).

As shown in Figure 4.29, the most conserved region between the different

receptors is the DNA binding domain explaining the ability of the receptors to

bind to similar DNA sequences. Interestingly, both DNAseI protection and
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Table 4.2

Relationship of various hormone response elements

(a) Palindromic repeats

Glucocorticoid RGRACANNNTGTYCY

Oestrogen RGGTCANNNTGACCY

Thyroid RGGTCA - - - TGACCY

(b) Direct repeats

9-cis retinoic acid AGGTCAN1AGGTCA

All -transretinoic acid AGGTCAN2AGGTCA

AGGTCAN5AGGTCA

Vitamin D3 AGGTCAN3AGGTCA

Thyroid hormone AGGTCAN4AGGTCA

N indicates that any base can be present at that

position, R indicates a purine, i.e. A or G, Y indicates a

pyrimidine, i.e. C or T, W indicates A or T. A dash

indicates that no base is present, the gap having been

introduced to align the sequence with the other

sequences.



methylation studies support the idea that the receptor binds to DNA as a

dimer, each receptor molecule binding to one half of the recognition

sequence.

4.4.2 DNA BINDING BY THE MULTI-CYSTEINE ZINC FINGER

Analysis of the nuclear receptor DNA binding domains identified a similar

zinc binding motif to that discussed in section 4.3. As with the cysteine-histi-

dine fingers, this motif has been shown by X-ray adsorption spectroscopy to

bind zinc in a tetrahedral configuration. However, in this case, coordination is

achieved by four cysteine residues rather than the two cysteine two histidine

structure discussed above. Similar multi-cysteine motifs have also been identi-

fied in several other DNA binding transcription factors such as the yeast

proteins GAL4, PPRI and LAC9 as well as in the adenovirus transcription

factor E1A (Table 4.3; for review see Evans and Hollenberg, 1988; Klug and

Schwabe, 1995) indicating that this type of motif is not confined to the nuclear

receptors.

In the case of the nuclear receptors, the DNA binding domain has the

consensus sequence Cys-X2-Cys-X13-Cys-X2-Cys-X15,17-Cys-X5-Cys-X9-Cys-X2-

Cys-X4-Cys. This motif is therefore capable of forming a pair of fingers each

with four cysteines coordinating a single zinc atom (Fig. 4.30) and, as with the

cysteine-histidine finger proteins, DNA binding of the receptors is dependent

on the presence of zinc.
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Figure 4.29
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each domain of the

receptors to that of the

glucocorticoid receptor

are indicated.



However, the multi-cysteine finger cannot be converted into a functional

cysteine-histidine finger by substituting two of its cysteine residues with histi-

dines indicating that the two types of finger are functionally distinct (Green

and Chambon, 1987). Moreover, unlike the cysteine-histidine zinc finger

which is present in multiple copies within the proteins which contain it, the

unit of two multi-cysteine fingers present in the steroid receptors is found

only once in each receptor. Interestingly, structural studies of the two multi-

cysteine fingers in the glucocorticoid and oestrogen receptors (for review see

Schwabe and Rhodes, 1991; Klug and Schwabe, 1995) have indicated that the

two fingers form one single structural motif consisting of two alpha helices

perpendicular to one another with the cysteine-zinc linkage holding the base

of a loop at the N terminus of each helix (Fig. 4.31; see Plate 5; Hard et al.,

1990). This is quite distinct from the modular structure of the two cysteine

two histidine finger where each finger constitutes an independent structural

element whose configuration is unaffected by the presence or absence of

adjacent fingers.
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Figure 4.30

Schematic representation

of the four cysteine zinc

finger. Regions labelled A

and B are of critical

importance in determining

respectively the DNA

sequence which is bound

by the finger and the

optimal spacing between

the two halves of the

palindromic sequence

which is recognized.

Table 4.3

Transcriptional regulatory proteins with multiple cysteine

fingers

Finger type Factor Species

Cys4–Cys5 Steroid, thyroid receptors Mammals

Cys4 E1A Adenovirus

Cys6 Gal4, PPRI, LAC9 Yeast



Thus, although these two DNA binding motifs are similar in their coordi-

nation of zinc, they differ in the lack of histidines and of the conserved

phenylalanine and leucine residues in the multi-cysteine finger, as well as

structurally. It is clear therefore that they represent distinct functional

elements and are unlikely to be evolutionarily related (for review see

Schwabe and Rhodes, 1991; Rhodes and Klug, 1993; Klug and Schwabe,

1995).

Whatever the precise relationship between these motifs, it is clear that the

multi-cysteine finger mediates the DNA binding of the nuclear receptors.

Thus mutations which eliminate or alter critical amino acids in this motif

interfere with DNA binding by the receptor (Fig. 4.32).

The role of the cysteine fingers in mediating DNA binding by the nuclear

receptors can also be demonstrated by taking advantage of the observation

that the different steroid receptors bind to distinct but related palindromic

sequences in the DNA of hormone responsive genes (see Khorasanizadeh and

Rastinejad, 2001 for review and Table 4.2 for a comparison of these binding

sites). Thus, if the cysteine-rich region of the oestrogen receptor is replaced by

that of the glucocorticoid receptor, the resulting chimaeric receptor has the

DNA binding specificity of the glucocorticoid receptor but continues to bind

oestrogen since all the other regions of the molecule are derived from the

oestrogen receptor (Green and Chambon, 1987; Fig. 4.33). Hence the DNA

binding specificity of the hybrid receptor is determined by its cysteine-rich

region, resulting in the hybrid receptor inducing the expression of gluco-

corticoid responsive genes (which carry its DNA binding site) in response

to oestrogen (to which it binds).

These so-called ‘finger swop’ experiments therefore provide further evi-

dence in favour of the critical role for the multi-cysteine fingers in DNA

binding, exchanging the fingers of two receptors exchanging the DNA bind-
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Figure 4.31

Schematic model of a pair

of zinc fingers in a single

molecule of the oestrogen

receptor. Note the helical

regions (indicated as

cylinders) with the critical

residues for determining

the DNA sequence which

is bound located at the

terminus of the

recognition helix (indicated

as A), the zinc atoms

(blue), conserved basic

residues (+++) and the

region that interacts with

another receptor molecule

and determines the

optimal spacing between

the two halves of the

palindromic sequence that

is recognized (indicated as

B). Note that A and B

indicate the same regions

as in Figure 4.30.
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Figure 4.33

Effect of exchanging the

DNA binding domain

(shaded) of the oestrogen

receptor with that of the

glucocorticoid receptor on

the binding of hormone

and gene induction by the

hybrid receptor.

Figure 4.32

Effect of various deletions

or mutations on the DNA

binding of the

glucocorticoid receptor.

Note that DNA binding is

only prevented by

deletions that include part

of the DNA binding

domain (shaded) or by

mutations within it

(arrows), but not by

deletions in other regions

such as the steroid-

binding domain. Numbers

indicate amino acid

residues.



ing specificity. In addition, however, because of the existence of short distinct

DNA binding regions of this type in receptors which bind to distinct but

related DNA sequences, they provide a unique opportunity to dissect the

elements in a DNA binding structure which mediate binding to specific

sequences.

Thus by exchanging one or more amino acids between two different recep-

tors it is possible to investigate the effects of these changes on DNA binding

specificity and hence elucidate the role of individual amino acid differences in

producing the different patterns of sequence specific binding. For example,

the alteration of the two amino acids between the third and fourth cysteines of

the N terminal finger in the glucocorticoid receptor for their equivalents in

the oestrogen receptor changes the DNA binding specificity of the chimaeric

receptor to that of the oestrogen receptor (Umesono and Evans, 1989;

Fig. 4.34). Hence the exchange of two amino acids in a critical region of a

protein of 777 amino acids (indicated as A in Fig. 4.30) can completely change

the DNA binding specificity of the glucocorticoid receptor resulting in it

binding to and activating genes that are normally oestrogen responsive. The

specificity of this hybrid receptor for such oestrogen responsive genes can be

further enhanced by exchanging another amino acid located between the two

fingers (Fig. 4.34) indicating that this region also plays a role in controlling the

specificity of DNA binding.

As noted above (section 4.4.1), the steroid receptors bind to palindromic

recognition sequences within DNA, with the receptor binding to DNA as a

homodimer in which each receptor molecule interacts with one half of the

palindrome. In addition to differences in the actual sequence recognized,

steroid/thyroid hormone receptors can also differ in the optimal spacing

between the two separate halves of the palindromic DNA sequence that is

recognized (see Table 4.2a). Thus the oestrogen receptor and the thyroid
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Figure 4.34

Effect of amino acid
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finger region of the

glucocorticoid receptor

on the ability to bind to

and activate genes that

are normally responsive

to different steroid

hormones.



hormone receptor both recognize the identical palindromic sequence in the

DNA but differ in that in the thyroid receptor binding sites the two halves of

the palindrome are adjacent whereas in the oestrogen receptor binding sites

they are separated by three extra bases. The further alteration of the chimae-

ric receptor illustrated in Figure 4.34 by changing five amino acids in the

second finger to their thyroid hormone receptor equivalents is sufficient to

allow the receptor to recognize thyroid hormone receptor binding sites

(Umesono and Evans, 1989; Fig. 4.34). These amino acids in the second finger

(indicated as B in Fig. 4.30) appear to play a critical role therefore in deter-

mining the optimal spacing of the palindromic sequence that is recognized.

As discussed above, structural studies of the two zinc fingers in the oestro-

gen and glucocorticoid receptors suggest that they form a single structural

motif with two perpendicular alpha helices (see Fig. 4.31). In this structure,

the critical amino acids for determining the spacing in the palindromic

sequence recognized are located on the surface of the molecule allowing

them to interact with equivalent residues on another receptor monomer dur-

ing dimerization (indicated as B in Fig. 4.35; see Plate 6; Schwabe et al., 1993).

Hence differences in the interaction of these regions in the different recep-

tors determine the spacing of the two monomers within the receptor dimer

and thus the optimal spacing in the palindromic DNA sequence that is

recognized.

Interestingly, within this structure, the critical residues for determining the

precise DNA sequence that is recognized are located at the N terminus of the

first alpha helix (indicated as A in Fig. 4.31 and Fig. 4.35), further supporting

the critical role of such helices in DNA binding. Moreover, in the proposed
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Figure 4.35

Interaction of two

oestrogen receptor

molecules to form a DNA

binding dimer. Compare

with Figure 4.31 and note

the interaction of the B

regions on each molecule.

The resulting dimer has a

spacing of 34 Angstroms

between the two DNA-

binding regions allowing

binding in successive

major grooves of the DNA

molecule.



structure of the oestrogen receptor dimer, the DNA binding helices in each

monomer will be separated by 34 Angstroms allowing each of these recogni-

tion helices to make sequence specific contacts in adjacent major grooves of

the DNA molecule.

Differences in the DNA binding domain also regulate the binding of

members of the nuclear receptor family to directly repeated sequences

with different spacings between the two halves of the repeat (see Table

4.2b). Thus, when the direct repeats are separated by only one base, they

can bind a homodimer of the retinoid X-receptor (RXR) and hence confer

a response to 9-cis retinoic acid which binds to this receptor (Fig. 4.36). In

contrast the RXR homodimer cannot bind to the direct repeats when they are

separated by between two and five base pairs. Rather, on these elements RXR

forms a heterodimer with other members of the nuclear receptor family

(Fig. 4.36).

Moreover, the nature of the heterodimers that form on a particular

response element controls the response it mediates with the nature of the

non-RXR component determining the response. Thus a spacing of two or five

base pairs binds a heterodimer of RXR and the retinoic acid receptor (RAR)

and therefore mediates responses to all transretinoic acid that binds to RAR.

In contrast, a spacing of four base pairs binds a heterodimer of RXR and the

thyroid hormone receptor (TR) and therefore can mediate responses to

thyroid hormone.
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As on the palindromic repeats, it is the DNA binding domain of the recep-

tors that controls which heterodimers can form on particular spacings of the

direct repeat. Interestingly, the crystal structure of the RXR-TR heterodimer

bound to a direct repeat with a four base spacing indicates that the dimeriza-

tion interface involves amino acids in the first finger of the thyroid hormone

receptor and the second finger of RXR rather than only residues in the

second finger as occurs for homodimerization of receptors on palindromic

repeats (Rastinejad et al., 1995) (Fig. 4.37).

The definition of the DNA binding domain of the nuclear receptors as a

short sequence containing two multi-cysteine fingers has therefore allowed

the elucidation of the features in this motif which mediate the different

sequence specificities of the different receptors and their relationship to the

structure of the motif. In particular, a helical region of the first finger plays a

critical role in determining the precise DNA sequence that is recognized by

binding in the major groove of the DNA. Similarly, other regions in either the

first or second fingers control the spacing of adjacent palindromic or directly

repeated sequences which is optimal for the binding of receptor homo- or

heterodimers by interacting with another receptor monomer and hence

affecting the structure of the receptor dimer that forms.
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4.5 THE BASIC DNA BINDING DOMAIN

4.5.1 THE LEUCINE ZIPPER AND THE BASIC DNA BINDING

DOMAIN

As discussed in the preceding sections of this chapter, the study of motifs

common to several different transcription factors has led to the identification

of the role of these motifs in DNA binding. A similar approach led to the

identification of the leucine zipper motif (for reviews see Lamb and

McKnight, 1991; Hurst, 1996; Kerppola and Curran, 1995). Thus this struc-

ture has been detected in several different transcription factors such as the

CAAT box binding protein C/EBP, the yeast factor GCN4 and the oncogene

products Myc, Fos and Jun (see Chapter 9, sections 9.3.1 and 9.3.3). It consists

of a leucine-rich region in which successive leucine residues occur every

seventh amino acid (Fig. 4.38).

In all these cases, the leucine-rich region can be drawn as an alpha-helical

structure in which adjacent leucine residues occur every two turns on the

same side of the helix. Moreover, these leucine residues appear to play a

critical role in the functioning of the protein. Thus, with one exception (a

single methionine in the Myc protein), the central leucine residues of the

motif are conserved in all the factors that contain it (Fig. 4.38). It was there-

fore proposed (Landshultz et al., 1988) that the long side chains of the leucine

residues extending from one polypeptide would interdigitate with those of

the analogous helix of a second polypeptide, forming a motif known as the

leucine zipper which would result in the dimerization of the factor (Fig. 4.39).

This effect could also be achieved by a methionine residue which, like leucine,

has a long side chain with no lateral methyl groups but not by other hydro-

phobic amino acids such as valine or isoleucine which have methyl groups

extending laterally from the beta carbon atom.

In agreement with this idea, substitutions of individual leucine residues in

C/EBP or other leucine zipper-containing proteins such as Myc, Fos and Jun
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with isoleucine or valine, abolish the ability of the intact protein to form a

dimer, indicating the critical role of this region in dimerization. A comparison

of the effects of various mutations of this type on the ability of the mutant

protein to dimerize, suggested that the two leucine-rich regions associate in a

parallel manner with both helices oriented in the same direction (as illustrated

in Fig. 4.39) rather than in an anti-parallel configuration as originally sug-

gested (Landshultz et al., 1989). This idea was confirmed by structural studies

of the leucine zipper regions in GCN4 and in the Fos/Jun dimer bound to

DNA (Glover and Harrison, 1995). These studies indicated that each zipper

motif forms a right-handed alpha-helix with dimerization occurring via the

association of two parallel helices that coil around each other to form a coiled

coil motif similar to that found in fibrous proteins such as the keratins and

myosins (Fig. 4.40).

In addition to its role in dimerization, the leucine zipper is also essential for

DNA binding by the intact molecule. Thus mutations in the zipper which
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prevent dimerization also prevent DNA binding from occurring (Landshultz

et al., 1989). Unlike the zinc finger or helix-turn-helix motifs, however, the

zipper is not itself the DNA binding domain of the molecule and does not

directly contact the DNA. Rather it facilitates DNA binding by an adjacent

region of the molecule which in C/EBP, Fos and Jun is rich in basic amino

acids and can therefore interact directly with the acidic DNA. The leucine

zipper is believed therefore to serve an indirect structural role in DNA bind-

ing, facilitating dimerization which in turn results in the correct positioning of

the two basic DNA binding domains in the dimeric molecule for DNA binding

to occur (Fig. 4.41).

In agreement with this idea mutations in the basic domain abolish the

ability to bind to DNA without affecting the ability of the protein to dimerize

as expected for mutations that directly affect the DNA binding domain

(Landshultz et al., 1989). Similarly, exchange of the basic region of GCN4

for that of C/EBP results in a hybrid protein with the DNA binding specificity

of C/EBP while exchange of the leucine zipper region has no effect on the

DNA binding specificity of the hybrid molecule (Fig. 4.42).

Hence the DNA binding specificity of leucine zipper-containing transcrip-

tion factors is determined by the sequence of their basic domain with the

leucine zipper allowing dimerization to occur and hence facilitating DNA

binding by the basic domain. As expected from this idea, the basic DNA

binding domain can interact with DNA in a sequence specific manner in

the absence of the leucine zipper if it is first dimerized via an intermolecular

disulphide bond (Fig. 4.43). Interestingly, the basic DNA binding domain can

bind to DNA as a monomer in the case of the Skn-1 factor which lacks a

leucine zipper (Blackwell et al., 1994). In this factor, however, the basic
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domain is part of a composite DNA binding domain which also contains a

region homologous to the N-terminal arm of the homeobox (see section 4.2).

In factors having a simple basic DNA binding domain, following dimeriza-

tion via the leucine zipper, the intact transcription factor will form a rotation-

ally symmetric dimer that contacts the DNA via the bifurcating basic regions

(see Fig. 4.41) which form alpha-helical structures. These two helices then

track along the DNA in opposite directions corresponding to the dyad sym-

metric structure of the DNA recognition site and form a clamp or scissors grip

around the DNA, similar to the grip of a wrestler on his opponent, resulting in
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very tight binding of the protein to DNA (Glover and Harrison, 1995). Most

interestingly, structural studies have suggested that the basic region does not

assume a fully alpha-helical structure until it contacts the DNA when it under-

goes a configurational change to a fully alpha-helical form. Hence the associa-

tion of the transcription factor with the appropriate DNA sequence results in

a conformational change in the factor leading to a tight association with that

sequence (for discussion see Sauer, 1990).

4.5.2 THE HELIX-LOOP-HELIX MOTIF AND THE BASIC DNA

BINDING DOMAIN

Although originally identified in the leucine zipper-containing proteins the

basic DNA binding domain has also been identified by a homology compar-

ison in a number of other transcription factors which do not contain a leucine

zipper (Prendergast and Ziff, 1989). These factors include the MyoD transcrip-

tion factor which plays a key role in activating specific genes in skeletal muscle

(see Chapter 7, section 7.2.1) and the E12 and E47 factors which play a key

role in the development of immunoglobulin-producing B lymphocytes.

In these cases, the basic DNA binding domain is juxtaposed to a region

which can form a helix-loop-helix motif (for review see Littlewood and Evan,

1995). This helix-loop-helix motif is distinct from the helix-turn-helix motif

in the homeobox (section 4.2) in that it can form two amphipathic helices,

containing all the charged amino acids on one side of the helix, which are

separated by a non-helical loop (Murre et al., 1989a). This helix-loop-helix

motif plays a similar role to the leucine zipper, allowing dimerization of the

transcription factor molecule and thereby facilitating DNA binding by the

basic motif (Murre et al., 1989b; for discussion see Jones, 1990).

In agreement with this, deletion or mutations in the basic domain of the

MyoD protein do not abolish dimerization but do prevent DNA binding,

paralleling the effect of similar mutations in C/EBP (Fig. 4.44). Similarly,

mutations or deletions in the helix-loop-helix region abolish both dimeriza-

tion and DNA binding paralleling the effects of similar mutations in leucine

zipper-containing proteins. Moreover, the DNA binding ability of MyoD from

which the basic DNA binding domain has been deleted can be restored by

substituting the basic domain of the E12 protein (Davis et al., 1990). However,

such substitution does not allow the hybrid protein to activate muscle-specific

gene expression suggesting that, in addition to mediating DNA binding, the

basic region of MyoD also contains elements involved in the activation of

muscle-specific genes (Davis et al., 1990, Fig. 4.44).

Interestingly, it has been shown that the conversion of three amino acids

within the E12 basic region to their MyoD equivalents allows the E12 basic
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region to activate muscle specific gene expression following DNA binding

(Fig. 4.45) (Davis and Weintraub, 1992). The crystal structure of MyoD

bound to DNA (Ma et al., 1994) suggests that these amino acids may play a

critical role in allowing the MyoD basic region to assume a particular struc-

tural configuration in which it can interact with other activating transcription

factors. In agreement with this idea, the substitution of these same three

amino acids in E12 for their MyoD equivalents allows the mutant E12 protein

to bind to another muscle-specific transcription factor MEF2A which is nor-

mally a property of MyoD alone (Fig. 4.45; Kanshal et al., 1994). Hence, like

the POU domain (see section 4.2.6), the basic domain appears to function

both as a DNA binding domain and as a site for protein–protein interactions

critical for transcriptional activation.

4.5.3 DIMERIZATION OF BASIC DNA BINDING DOMAIN-

CONTAINING FACTORS

Both the leucine zipper and the helix-loop-helix motif therefore act by causing

dimerization, allowing DNA binding by the adjacent basic motif. Interestingly,

the Myc oncoproteins contain both a helix-loop-helix motif and a leucine

zipper region adjacent to the basic DNA binding region (Landshultz et al.,

1988; Murre et al., 1989a). Moreover, the leucine zipper can also be found as a

dimerization motif in proteins which use DNA binding motifs other than the

basic region. For example, in the Arabidopsis Athb-1 and 2 proteins, the leu-

cine zipper facilitates dimerization with DNA binding being produced by the
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adjacent homeobox (Sessa et al., 1993). Thus individual DNA binding and

dimerization motifs can be combined in different combinations to produce

molecules capable of dimerizing and binding to DNA.

The essential role of dimerization (mediated by the leucine zipper or the

helix-loop-helix motifs) in allowing DNA binding by basic DNA binding

domain proteins provides an additional aspect to the regulation of these

factors (for discussion see Jones, 1990; Lamb and McKnight 1991). Thus, in

addition to the formation of homodimers, it is possible to hypothesize that

heterodimers will also form between two different leucine zipper or two

different helix-loop-helix-containing factors allowing the production of

dimeric factors with novel DNA binding specificities or affinities for different

sites.

One example of this process is seen in the oncogene products Fos and Jun.

Thus, as discussed in Chapter 9 (section 9.3.1) the Fos protein cannot bind to

AP-1 sites in DNA when present alone but can form a heterodimer with the

Jun protein that is capable of binding to such sites with thirtyfold greater

affinity than a Jun homodimer (Fig. 4.46). The formation of Jun homodimers

and Jun/Fos heterodimers is dependent upon the leucine zipper regions of

the proteins. Moreover, the failure of Fos to form homodimers is similarly

dependent on its leucine zipper region. Thus, if the leucine zipper domain of

Fos is replaced by that of Jun, the resulting protein can dimerize and the

chimaeric protein can bind to DNA through the basic DNA binding region

of Fos which is therefore a fully functional DNA binding domain. Hence the

ability of leucine zipper proteins to bind to DNA is determined both by the

nature of the leucine zipper which facilitates homodimerization and/or het-

erodimerization as well as by the basic DNA binding motif which allows DNA

binding following dimerization (for discussion see Kerppola and Curran,

1995).

In addition to its positive role in allowing DNA binding by factors which

cannot do so as homodimers, heterodimerization between two related factors

can also have an inhibitory role. Thus, the DNA binding ability of functional
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helix-loop-helix proteins which contain a basic DNA binding domain can be

inhibited by association with the Id protein. This protein contains a helix-loop-

helix motif allowing it to associate with other members of this family but lacks

the basic DNA binding domain. The heterodimer of Id and a functional

protein therefore lacks the dimeric basic regions necessary for DNA binding

and the activity of the functional transcription factor is thereby inhibited by

Id (see Chapter 6, section 6.2.2 for further discussion of transcriptional

repression by Id).

Hence the role of the leucine zipper and helix-loop-helix motifs in dimer-

ization can be put to use in gene regulation in both positive and negative ways

either allowing DNA binding by factors which could not do so in isolation or

inhibiting the binding of fully functional factors.

4.6 OTHER DNA-BINDING MOTIFS

Although the majority of DNA binding domains that have been identified in

known transcription factors fall into the families we have discussed in the

preceding sections, not all do so. Thus, for example, the DNA binding

domains of transcription factors such as AP2, and the CAAT box binding

factor CTF/NFI are distinct from the known motifs and from each other.

As more and more factors are cloned, it is likely that other factors with

DNA binding motifs similar to those of these proteins will be identified and

that they will become founder members of new families of DNA binding

motifs. Indeed, this process is already under way, for example, the UBF ribo-
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somal RNA transcription factor (see Chapter 3, section 3.3) contains a DNA

binding domain that has also been identified in several other factors including

high mobility group (HMG) proteins and which is therefore known as the

HMG box (Grosschedel et al., 1994), while the DNA binding domain in the

p53 protein discussed in Chapter 9 (section 9.4.2) has been shown to be

related to that of the NF�B family (Muller et al., 1995; for review see

Baltimore and Beg, 1995).

Interestingly, however, as the structure of more and more DNA binding

domains is understood, relationships have emerged between different

domains which were originally thought to be entirely distinct. For example,

structural analysis of the Ets DNA binding domain which is found in the Ets-1

proto-oncogene protein (see Chapter 9, section 9.3.1) and the mouse PU-1

factor has revealed it to be identical to the winged helix-turn-helix motif

originally identified in the Drosophila fork head factor and in the mammalian

liver transcription factor HNF-3 (Donaldson et al., 1996).

Moreover, as its name suggests, this domain contains a helix-turn-helix

motif which is similar to that found in the homeobox proteins discussed in

section 4.2. However, the winged helix-turn-helix motif also contains an addi-

tional �-sheet structure with loops that appear as wings protruding from the

DNA bound factor, giving this motif its name (for review see Brennan, 1993).

In the majority of winged helix-containing proteins, the helix-turn-helix motif

is responsible for DNA binding. However, in the hRFX1 member of the

family, it is the �-sheet structure which binds to DNA rather than the helix-

turn-helix motif indicating that members of this family can use one of two

distinct structures to bind to DNA (Gajiwala et al., 2000).

As discussed in section 4.2 both the POU-specific domain of the POU

factors and the paired box of the Pax proteins also bind to DNA via helix-

turn-helix motifs indicating that this is one of the most commonly used motifs

mediating the DNA binding of factors whose DNA binding domains appear

distinct at first sight.

4.7 CONCLUSIONS

In this chapter we have discussed a number of different DNA binding motifs

common to several different transcription factors which can mediate DNA

binding. These motifs are listed in Table 4.4.

Interestingly, it is also possible for the same DNA sequence to be bound by

more than one factor. Although in many cases, the factors binding to a parti-

cular DNA sequence share a common DNA binding domain, this is not always

the case. Thus, while the transcription factors CTF/NFI and C/EBP both bind
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to the CAAT box sequence they do so via completely different DNA binding

domains with C/EBP having a basic DNA binding domain (section 4.5) while

CTF/NFI has a DNA binding domain distinct from that of any other factor

(section 4.6).

It is unlikely therefore that the existence of several distinct DNA binding

domains reflects the need of the factors that contain them to bind to distinct

types of DNA sequences. Rather it seems perfectly possible that one DNA

binding motif could be present in all factors with variations of it in different

factors producing the observed binding to different DNA sequences. This is

particularly so in view of the fact that in diverse DNA binding motifs such as

the helix-turn-helix, the basic DNA binding domain and the two types of zinc

fingers, the amino acids which determine sequence specific binding to DNA
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Table 4.4

DNA binding motifs

Motif Structure Factors containing
domain

Comments

Homeobox Helix-turn-helix Numerous Drosophila
homeotic genes,
related genes in
other organisms

Structurally related
to similar motif in
bacteriophage
proteins

POU Helix-turn-helix and
adjacent helical
region

Mammalian Oct-1,
Oct-2, Pit-1,
nematode unc86

Related to
homeodomain

Paired Helix-turn-helix Mammalian Pax
factors, Drosophila
paired factor

Often found in
factors which also
contain a homeobox

Cysteine-
histidine
zinc finger

Multiple fingers, each
coordinating a zinc
atom

TFIIIA, Kruppel,
Sp1, etc.

May form �-sheet
and adjacent �-
helical structure

Cysteine-
cysteine
zinc finger

Single pair of fingers
each coordinating a
zinc atom

Steroid-thyroid
hormone receptor
family

Related motifs in
EIA, GAL4, etc.

Basic
domain

�-Helical C/EBP c-fos, c-jun,
c-myc, MyoD, etc.

Associated with
leucine zipper and/
or helix-loop-helix
dimerization motifs

Winged
HTH

Helix-turn-helix Fork head, HNF 3A
c-ets, c-erg, Drosophila
E74, PU.1

Binds purine rich
sequences
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are all located within similar alpha-helical structures. This idea evidently begs

the question of why different DNA binding motifs exist.

It is possible that this situation has arisen simply by different motifs which

could produce DNA binding having arisen in particular factors during evolu-

tion and having been retained since they efficiently fulfilled their function.

Alternatively, it may be that the existence of different motifs reflects other

differences in the factors containing them other than the specific DNA

sequence that is recognized. For example, the highly repeated zinc finger

motif may be of particular use where, as in the case of transcription factor

TFIIIA, the factor must contact a large regulatory region in the DNA.

Similarly, a motif such as the basic domain which can only bind to DNA

following dimerization will be of particular use where the activity of the factor

must be regulated whether positively or negatively via dimerization with

another factor.

Whatever the case, it is clear that DNA binding by transcription factors is

dependent upon specific domains of defined structure within the molecule.

Following such DNA binding, the bound factor must influence the rate of

transcription either positively or negatively. The manner in which this occurs

and the regions of the factors which achieve this effect are discussed in the

next two chapters.
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CHAPTER 5

ACT IVAT ION OF GENE EXPRESS ION
BY TRANSCR IPT ION FACTORS

5.1 ACTIVATION DOMAINS

Extensive studies on a variety of transcription factors have shown that they

have a modular structure in which distinct regions of the protein mediate

particular functions such as DNA binding (see Chapter 4) or interaction

with specific effector molecules such as steroid hormones. It is likely therefore

that a specific region of each individual transcription factor will be involved in

its ability to activate transcription following DNA binding. As described in

Chapter 2 (section 2.4.1) such activation domains have been identified by so-

called ‘domain swap’ experiments in which various regions of one factor are

linked to the DNA binding domain of another factor and the ability to activate

transcription assessed.

In general, these experiments have confirmed the modular nature of tran-

scription factors with distinct domains mediating DNA binding and transcrip-

tional activation. Thus, in the case of the yeast factor GCN4 two distinct

regions, each of sixty amino acids, have been identified which mediate respec-

tively DNA binding and transcriptional activation (Fig. 5.1a, Hope and Struhl,

1986). Similarly, domain swap experiments have identified two regions of the

glucocorticoid receptor, one at the N terminus of the molecule and the other

near the C terminus which can independently mediate gene activation when

linked to the DNA binding domain of another transcription factor

(Hollenberg and Evans, 1988) and both of these are distinct from the DNA

binding domain of the molecule. Interestingly, the C terminal activation

domain is located close to the hormone binding domain of the receptor

(Fig.5.1b) and can mediate the activation of transcription only following hor-

mone addition. It therefore plays an important role in the steroid-dependent

activation of transcription following hormone addition (see Chapter 8, section

8.2.2).

Studies on a variety of transcription factors have therefore strongly indi-

cated their modular nature with distinct regions of the molecule mediating

DNA binding and transcriptional activation. An extreme example of this



modularity is provided by the interaction of the cellular transcription factor

Oct-1 (see Chapter 4, section 4.2.6) and the herpes simplex virus transactivat-

ing protein VP16 (for review see Goding and O’Hare, 1989). Thus, although

VP16 contains a very strong activating region which can strongly induce tran-

scription when artificially fused to the DNA binding domain of the yeast

GAL4 transcription factor, it contains no DNA binding domain and cannot

therefore bind to DNA itself. Transcriptional activation by VP16 following

viral infection is therefore dependent upon its ability to form a protein–

protein complex with the cellular Oct-1 protein. This complex then binds to

the octamer-related TAATGARAT (R = purine) motif in the viral immediate-

early genes via the DNA binding domain of Oct-1 and transcription is acti-

vated by the activation domain of VP16. Hence in this case, the DNA binding

and transcriptional activation domains are actually located on different

proteins in the DNA binding complex (Fig. 5.2). A similar example in which

the constitutively expressed Oct-1 recruits a non-DNA binding cellular co-

activator molecule, OCA-B, to the promoter resulting in its activation was

also discussed in Chapter 4 (section 4.2.6) indicating that this effect is not

confined to viral transactivating molecules.

5.2 NATURE OF ACTIVATION DOMAINS

Following the identification of activation domains in different transcription

factors, it rapidly became clear that they fell into several distinct families with
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common features which will be discussed in turn (for a typical example of

each of the major classes of activation domain see Fig. 5.3) (for review see

Mitchell and Tjian, 1989; Triezenberg, 1995).

5.2.1 ACIDIC DOMAINS

Comparison of several different activation domains, including those of the

yeast factors GCN4 and GAL4 as well as the activation domain at the N

terminus of the glucocorticoid receptor and that of VP16 which were
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discussed above (section 5.1), indicated that, although they do not show any

strong amino acid sequence homology to each other, they all have a large

proportion of acidic amino acids producing a strong net negative charge (see

Fig. 5.3a). Thus the 82 amino acid activating region of the glucocorticoid

receptor contains 17 acidic residues (Hollenberg and Evans, 1988) while the

same number of negatively charged amino acids is found within the sixty

amino acid activating region of GCN4 (Hope and Struhl, 1986). These find-

ings indicated therefore that these activation regions consist of so-called ‘acid

blobs’ or ‘negative noodles’ with a high proportion of negatively charged

amino acids which are involved in the activation of transcription (for review

see Hahn, 1993a).

In agreement with this idea, mutations in the activation domain of GAL4,

which increase its net negative charge, increase its ability to activate transcrip-

tion. Similarly, if recombination is used to create a GAL4 protein with several

more negative charges, the effect on gene activation is additive, a mutant with

four more negative charges than the parental wild-type, activating transcrip-

tion ninefold more efficiently than the wild-type. Thus the acidic nature of

these domains is likely to be important in their function. It has been suggested

that, in the case of VP16, the negative charge of its acidic domain allows it to

establish long range electrostatic interactions with the TAFII31 component of

TFIID (see section 5.4.2) with which it interacts to stimulate transcription

(Uesugi et al., 1997; Fig. 5.4a).
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Although the acidic nature of the activation domain is clearly important for

its function, it is not the only feature required since it is possible to decrease

the activity of the GAL4 activation domain without reducing the number of

negatively charged residues. Indeed, recent evidence indicates that conserved

hydrophobic residues in the acidic activation domains play a key role in their

ability to stimulate transcription. Thus, when the VP16 activation domain

interacts with the TAFII31 component of TFIID it undergoes a conforma-

tional change from a random coil to an �-helix which brings together three

hydrophobic residues within the acidic domain which then interact directly

with TAFII31 (Uesugi et al., 1997; Fig. 5.4b). Hence the acidic domain would

interact with TAFII31 via a two-step process in which the initial long range

attraction produced by the acidic residues allows a subsequent structural

change, facilitating a close interaction of the hydrophobic residues within

the acidic domain with TAFII31. Hence both the acidic and hydrophobic

residues are of importance for the activity of this domain.

Although activation domains of the acidic type form the majority of the

activation domains so far identified in eukaryotic transcription factors, from

yeast to mammals, other types of activation domains have been identified in a

number of different transcription factors in higher eukaryotes and these will

be discussed in turn.

5.2.2 GLUTAMINE-RICH DOMAINS

Analysis of the constitutive transcription factor Sp1, which binds to the Sp1

binding site found in many gene promoters (see Chapter 1, section 1.3.2),

revealed that the two most potent activation domains contained approxi-

mately twenty-five per cent glutamine residues and very few negatively

charged residues (Courey and Tjian, 1988; see Fig. 5.3b). These glutamine-

rich motifs are essential for the activation of transcription mediated by these

domains since their deletion abolishes the ability to activate transcription.

Most interestingly, however, transcriptional activation can be restored by sub-

stituting the glutamine-rich regions of Sp1 with a glutamine-rich region from

the Drosophila homeobox transcription factor Antennapedia which has no

obvious sequence homology to the Sp1 sequence. Hence, as with the acidic

activation domains, the activating ability of a glutamine-rich domain is not

defined by its primary sequence but rather by its overall nature in being

glutamine rich. In agreement with this a continuous run of glutamine residues

with no other amino acids has been shown to act as a transcriptional activation

domain (Gerber et al., 1994).

Similar glutamine-rich regions have been defined in transcription factors

other than Sp1 and Antennapedia, including the N terminal activation
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domains of the octamer binding proteins Oct-1 and Oct-2, the Drosophila

homeobox proteins ultra-bithorax and zeste and the yeast HAP1 and HAP2

transcription factors, indicating that this motif is quite widespread, being

found in different transcription factors in different species (for review see

Mitchell and Tjian, 1989).

5.2.3 PROLINE-RICH DOMAINS

Studies on the constitutive factor CTF/NF1 which binds to the CCAAT box

motif (see Chapter 1, section 1.3.2) defined a third type of activation domain

distinct from those previously discussed. Thus the activation domain located

at the C terminus of CTF/NF1 is not rich in acidic or glutamine residues but,

instead, contains numerous proline residues forming approximately one-

quarter of the amino acids in this region (Mermod et al., 1989; see Fig.

5.3c). As with the other classes of activation domains, this region is capable

of activating transcription when linked to the DNA binding domains of other

transcription factors. Moreover, as with the glutamine-rich domain, a contin-

uous run of proline residues can mediate activation, indicating that the func-

tion of this type of domain depends primarily on its richness in proline

(Gerber et al., 1994). Similar proline-rich domains have been identified in

several other transcription factors, such as the oncogene product Jun, AP2

and the C terminal activation domain of Oct-2 (for review see Mitchell and

Tjian, 1989). Thus, as with the glutamine-rich domains, proline-rich domains

are not confined to a single factor while a single factor such as Oct-2 can

contain two activation domains of different types.

In summary therefore it is clear that as with DNA binding, several distinct

protein motifs can activate transcription (see Fig. 5.3).

5.2.4 FUNCTIONAL RELATIONSHIP OF THE DIFFERENT

ACTIVATION DOMAINS

The existence of at least three distinct classes of activation domain raises the

question of whether these three domains are functionally equivalent or

whether they differ in their ability to activate transcription. This question

was investigated by Seipel et al. (1992) who linked each of the activation

domains to the DNA binding domain of the GAL4 factor and tested the ability

of these chimaeric proteins to activate transcription in mammalian cells when

the GAL4 DNA binding site was placed at different positions relative to the

start site of transcription (Fig. 5.5). In these experiments all three domains
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were able to activate transcription when the DNA binding site was placed

close to the start site of transcription in the promoter region. In contrast,

the glutamine-rich domain was unable to activate transcription when the

binding site was located downstream of the transcription unit mimicking a

position within an enhancer element (see Chapter 1, section 1.3.4). The

acidic domain was strongly active from this enhancer position while the

proline-rich domain could also activate transcription from this position but

only weakly.

These findings indicate therefore that clear differences exist in the abilities

of the different activation domains to activate transcription when bound to

the DNA at different positions relative to the promoter. Such differences are

likely to be important in determining the functional activity of different fac-

tors. In addition, such differences in the activity of different activation

domains are likely to reflect differences in the mechanisms by which these

factors act. In agreement with this idea, acidic or proline-rich activation

domains derived from mammalian factors can also activate transcription

when introduced into yeast cells, whereas glutamine-rich domains cannot

do so (Kinzler et al., 1994).

In the next sections we will consider the mechanisms by which activation

domains act, focusing particularly on the acidic domains where most informa-

tion is available. Similarities and differences in the mode of action of the other

activation domains will be discussed where this information is available.
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contrast, a proline-rich

domain (P) stimulates
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glutamine-rich domain

(Q) does not stimulate at

all from this position.
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5.3 INTERACTION OF ACTIVATION DOMAINS WITH THE

BASAL TRANSCRIPTIONAL COMPLEX

5.3.1 ACTIVATORS AND THE BASAL TRANSCRIPTIONAL

COMPLEX

The widespread interchangeability of acidic activation domains from yeast,

Drosophila and mammalian transcription factors discussed above, strongly

suggests that a single common mechanism may mediate transcriptional activa-

tion by acidic activation domains in a wide range of organisms. This idea is

supported by the finding noted above that mammalian transcription factors

carrying such domains, such as the glucocorticoid receptor, can activate a

gene carrying their appropriate DNA binding site in yeast cells while the

yeast GAL4 factor can do so in cells of Drosophila, tobacco plants and

mammals (reviewed by Guarente, 1988; Ptashne, 1988).

These considerations suggest that the target factor or factors with which

these activators interact is likely to be highly conserved in evolution. A num-

ber of experiments have indicated that in many cases this target factor is likely

to be required for the transcription of a number of different genes and not

solely for that of the activated gene. Thus the over-expression of the yeast

GAL4 protein which contains a strong activation domain results in the down

regulation of genes which lack GAL4-binding sites such as the CYC1 gene as

well as activating genes which do contain GAL4-binding sites. This phenom-

enon, which has been noted for a number of transcription factors with strong

activation domains, is known as squelching (for review see Ptashne, 1988).

Although the degree of squelching by any given factor is proportional to the

strength of its activation domain, squelching differs from activation in that it

does not require DNA binding and can be achieved with truncated factors

containing only the activation domain and lacking the DNA binding domain.

This phenomenon can therefore be explained on the basis that a transcrip-

tional activator, when present in high concentration, can interact with its

target factor in solution as well as on the DNA. If this target factor is present

at limiting concentrations it will therefore be sequestered away from other

genes that require it for transcription, resulting in their inhibition (Fig. 5.6).

The existence of squelching indicates therefore that in many cases the

target factor for activation domains is likely to be a component that is

required for the transcription of a wide range of genes and which is conserved

from yeast to mammals allowing yeast activators to work in mammalian cells

and vice versa. Obviously, such a common component could be part of the

basal transcriptional complex required for transcription of a wide range of

genes in different organisms. Clearly, an activating factor could act by stimu-

lating the binding of such a component so that the basal complex assembled



more efficiently. Alternatively, it could act by interacting with a factor which

had already bound so that the activity or stability of the assembled complex

was stimulated. It appears that both these mechanisms are used and they will

be discussed in turn.

5.3.2 STIMULATION OF FACTOR BINDING

As described in Chapter 3 (section 3.5.1) the basal transcriptional complex

can assemble in a stepwise manner with the binding of TFIID being followed

by the binding of TFIIB and then the binding of RNA polymerase in associa-

tion with TFIIF. Clearly an activator could increase the rate of complex assem-

bly by enhancing any one of these assembly steps. Indeed, there is evidence

that activators target several of these steps in the assembly process (Fig. 5.7).

Thus, for example, it appears that acidic activators interact directly with TFIID

(see Chapter 3, section 3.5.1) to stimulate the binding of TFIID to the pro-

moter (Fig. 5.7a). Interestingly, this enhanced recruitment of TFIID, induced

by transcriptional activators, which was initially observed in the test tube, has

been confirmed in intact cells using the ChIP assay described in Chapter 2

(section 2.4.3) (Kuras and Struhl, 1999; Li et al., 1999).
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Although increased binding of TFIID to the promoter will directly enhance

the assembly of the complex by allowing TFIIB to bind, there is evidence that

activators can also act directly to improve the recruitment of TFIIB indepen-

dent of their effect on TFIID (Fig. 5.7b). Thus it has been shown that both an

acidic activator and glutamine or proline-rich activators can greatly stimulate

the binding of TFIIB to the promoter (Choy and Green, 1993). Hence activa-

tors can enhance the assembly of the basal transcriptional complex by inde-

pendently enhancing the binding of both TFIID and TFIIB. This ability of

activators to act at these two independent steps results in a strong synergistic

activation of transcription in the presence of different activators targeting

either TFIID or TFIIB (Gonzalez-Couto et al., 1997).

As with TFIID, it has been shown that TFIIB interacts directly with activat-

ing molecules. Thus TFIIB can be purified on a column containing a bound
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acidic activator and interactions of TFIIB with non-acidic activators have also

been reported. Moreover, mutations in the activator that abolish this interac-

tion with TFIIB prevent it from activating transcription (for review see Hahn,

1993b). Thus the effect of activators on TFIIB is mediated via a direct protein–

protein interaction which is essential for their ability to stimulate transcrip-

tion.

In addition to the stepwise pathway of complex assembly, it has also been

proposed that the basal transcriptional complex can assemble in a much

simpler manner with binding of TFIID being followed by binding of the

RNA polymerase holoenzyme which contains the polymerase itself, TFIIB,

TFIIF and TFIIH as well as a number of other proteins (see Chapter 3, section

3.5.2). There is evidence that activators can also act in this pathway not only by

enhancing the recruitment of TFIID as described above but also by directly

enhancing the binding of the RNA polymerase holoenzyme itself (Fig. 5.8a).

Thus, for example, if a DNA binding domain is linked to the yeast protein

Gal11, which is a component of the RNA polymerase holoenzyme, the holoen-

zyme is recruited to the DNA via this DNA binding domain and transcription

is activated (Fig. 5.8b) (Barberis et al., 1995). Hence the need for activators can

be bypassed by recruiting the RNA polymerase holoenzyme to DNA via an

artificial DNA binding domain.
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Indeed, on the basis of experiments of this type, Ptashne and Gann (1997)

have argued that the sole role of activators is to enhance the assembly of the

basal complex by interacting with one or other of its specific components so

facilitating their recruitment to the DNA. However, while such enhanced

recruitment of specific components of the complex clearly plays a major

part in the action of transcriptional activators and operates in both pathways

of complex assembly, it is likely that other effects are also involved in the

action of transcriptional activators. These effects are discussed in the next

section.

5.3.3 STIMULATION OF FACTOR ACTIVITY

In addition to their effects on complex assembly, it is clear that activators can

also stimulate transcription at a subsequent step following assembly of the

complex, resulting in its enhanced stability or increased activity (Choy and

Green, 1993) (Fig. 5.9).

146 EUKARYOTIC TRANSCRIPTION FACTORS

Figure 5.9

An activator can stimulate

transcription both by

promoting the assembly

of the basal transcription

complex and by

stimulating its activity

following assembly.



An obvious mechanism for activation would be for activating domains to

interact directly with the RNA polymerase itself to increase its activity (Fig.

5.10a). As discussed in Chapter 3 (section 3.1), the largest subunit of RNA

polymerase II contains at its C terminus multiple copies of a sequence whose

consensus is Tyr-Ser-Pro-Thr-Ser-Pro-Ser, which is highly conserved in evolu-

tion and is essential for its function. This motif is very rich in hydroxyl groups

and lacks negatively charged acidic residues.

It has therefore been suggested that this motif could interact directly either

with a negatively charged acidic domain or via hydrogen bonding with amide

groups in a glutamine-rich activation domain. This would provide a mechan-

ism for direct interaction between activating domains and RNA polymerase

itself while the evolutionary conservation of the target region within the poly-

merase would explain why yeast activators work in mammalian cells and vice

versa. In agreement with this idea it has been shown that yeast mutants

containing a reduced number of copies of the heptapeptide repeat in RNA

polymerase II are defective in their response to activators such as GAL4.

Although these results are consistent with a direct interaction between

transcriptional activators and the RNA polymerase, they are equally consistent

with an indirect interaction in which the activator contacts another compo-

nent of the transcriptional machinery which then interacts with the repeated

motif in the polymerase. Indeed, despite the attractiveness of a model invol-

ving direct interaction between activating factors and the polymerase itself,
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it is unlikely to be correct and it appears that activators interact with the

polymerase indirectly via other factors (Fig. 5.10b).

TFIID is one potential candidate for the component with which activating

factors interact since this factor is both required for the transcription of a

wide variety of genes both with and without TATA boxes (see Chapter 3,

section 3.6) and is highly conserved in evolution, with the yeast factor being

able to promote transcription in mammalian cell extracts and vice versa.

Evidence for an effect of activating factors on TFIID has been obtained in

the case of the yeast acidic activating factor GAL4 (Horikoshi et al., 1988).

Thus, in the absence of GAL4, TFIID was shown to be bound only at the

TATA box of a promoter containing both a TATA box and GAL4 binding

sites. In contrast, in the presence of GAL4 bound to its upstream binding sites

in the promoter, the conformation of TFIID was altered such that it now

covered both the TATA box and the start site for transcription (Fig. 5.11).

Moreover, no change in TFIID conformation was observed in the presence of

a truncated GAL4 molecule which can bind to DNA but lacks the acidic

activation domain. Hence, an acidic activator can produce a change in

TFIID conformation resulting in its binding to the start site for transcription

and this effect correlates with the ability of GAL4 to activate transcription

rather than being a consequence of its binding to DNA. It is clear therefore

that activating molecules can alter the configuration of TFIID bound to the

promoter by interacting with it.

As well as interacting with TFIID to change its configuration, activators can

also interact with TFIIB changing its conformation and enhancing its ability to

recruit the complex of RNA polymerase II and TFIIF (Roberts and Green,
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1994; Fig. 5.12). Hence activators appear to target both TFIID and TFIIB in

two ways. First, as described in the previous section, they enhance their bind-

ing to the promoter and secondly, they alter their conformation so as to

enhance their activity (Fig. 5.13).

Together with TFIIB, TFIID constitutes a major target for transcriptional

activators. Interestingly, however, other components of the basal complex

such as TFIIA (Ozer et al., 1994), TFIIF (Joliot et al., 1995) and TFIIH (Xiao

et al., 1994) have also been shown to interact with transcriptional activators.

Hence a number of different factors within the basal transcriptional complex

serve as targets for direct interactions with transcriptional activators. It is

clear, however, that in many cases, activators interact with the basal complex

only indirectly via other factors and such interactions are discussed in the next

section.

5.4 INTERACTION OF ACTIVATION DOMAINS WITH OTHER

REGULATORY PROTEINS

5.4.1 THE MEDIATOR COMPLEX

As noted in section 5.3.1, the existence of the squelching phenomenon indi-

cates that activators act by contacting a factor which is involved in the tran-

scription of a wide range of genes. Although this could be a component of the

basal transcriptional complex (see section 5.3) studies in yeast resulted in the

purification of a multi-protein complex (distinct from the basal transcriptional
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complex) which could prevent squelching when added in excess. This so-

called ‘mediator’ complex therefore represents a target for transcriptional

activators which is present in limiting amounts so that activators compete

for it. Hence, its addition in excess relieves this competition and prevents

squelching.

The mediator complex consists of over twenty proteins and, following its

original identification in yeast, has now been found in a wide range of multi-

cellular organisms including humans. It therefore appears to be a conserved

component of the transcriptional machinery involved in activation of a wide

range of genes (for reviews see Malik and Roeder, 2000; Myers and Kornberg,

2000; Boube et al., 2002).

As well as interacting with activators, the mediator also interacts with RNA

polymerase II itself. Indeed, the mediator is part of the RNA polymerase
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holoenzyme discussed in Chapter 3 (section 3.5.2) which therefore consists not

only of RNA polymerase II, basal factors such as TFIIB, TFIIE, TFIIF and

TFIIH and a chromatin remodelling activity, but also contains the mediator

complex. Hence, the mediator serves as a bridge by which activating signals are

transmitted from DNA-bound transcriptional activators to RNA polymerase II

(Fig. 5.14). Indeed, structural studies suggest that the mediator partially

envelops the polymerase, allowing it to receive signals from transcriptional

activators and transmit them to the polymerase (Asturias et al., 1999) (Fig. 5.15).

Interestingly, the mediator has been shown to contact the C-terminal

domain of RNA polymerase II. Hence, the involvement of this motif in activa-

tion of the polymerase, which was discussed in section 5.3.3, can be accounted

for by the mediator contacting this motif and transmitting the signal from

transcriptional activators. Indeed, it appears that one of the roles of the med-

iator is to stimulate TFIIH to phosphorylate the C-terminal domain of RNA

polymerase II which, as discussed in Chapter 3 (sections 3.1 and 3.5.1), is

necessary for it to begin transcribing the gene.

5.4.2 TAFS

As described in Chapter 3 (section 3.6), TFIID consists of the TBP protein

which binds to the TATA box and a number of other proteins known as TAFs
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(TBP-associated factors). In some cases where activators interact with TFIID,

such interactions can be reproduced with purified TBP. Moreover, mutations

in specific acidic activators which interfere with their ability to interact with

TBP also abolish their ability to activate transcription, indicating an important

functional role for these interactions.

Although there is thus evidence that the ability to interact with TBP

appears to be essential for transcriptional activation in some cases (Fig.

5.16a), there is also evidence that in some circumstances such activation

requires interaction of the activator with the TAFs rather than with TBP.

Thus, in many cases, stimulation of transcription in vivo by activator molecules

does not occur with purified TBP but is dependent upon the presence of the

TFIID complex and hence of the TAFs. This suggests a model in which the

interaction of activators with TBP occurs indirectly via TAFs with the TAFs

being co-activator molecules linking the activators with the basal transcrip-

tional complex (Fig. 5.16b) (for reviews see Hahn, 1998; Green, 2000).

Interestingly, there is evidence that different classes of activation domain

may interact with different TAFs (Chen et al., 1994). Thus, while acidic activa-

tion domains have been shown to interact directly with TAFII31 (also known

as TAFII40), the glutamine-rich domain of Sp1 interacts with TAFII110, while

multiple activators including proline-rich activators target TAFII55. Hence

different types of activation domains may have different targets within the

TFIID complex (Fig. 5.17).
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In agreement with this idea, the acidic activation domain of VP16 is not

capable of squelching gene activation by the non-acidic activation domain of

the oestrogen receptor, whereas the oestrogen receptor activation domain is

capable of squelching gene activation mediated both by its own activation

domain and by the acidic domain of VP16 indicating that they contact differ-

ent molecules. Moreover, these findings suggest that a series of TAFs within

TFIID may mediate activation, with the acidic activation domain of VP16

contacting a factor which is located earlier in the series than that contacted

by the non-acidic activation domain of the oestrogen receptor (Fig. 5.18).

Hence the factor contacted by the activation domain of the oestrogen recep-

tor would also be essential for activation by VP16 (factor 4 in Fig. 5.18),

whereas the factor contacted by the acidic activation domain of VP16 (factor

1 in Fig. 5.18) would not be required for activation by the oestrogen receptor.

The functional differences that exist between different factors in their

ability to activate transcription from different positions and in different spe-

cies (see section 5.2.4) are therefore paralleled by differences in their ability to

interact with different TAFs. This ability of different activation domains to

interact with different TAFs can produce a strong synergistic activation of

transcription which is far stronger than the sum of that observed with either

activation domain alone. Thus, the ability of different activators to bind to

different TAFs in the TFIID complex would result in greatly enhanced recruit-

ment of TFIID compared to the effect of either activator alone (Fig. 5.19) (for

review see Buratowski, 1995).

ACTIVATION OF GENE EXPRESSION BY TRANSCRIPTION FACTORS 153

Figure 5.17

Acidic (AA) and non-

acidic (NAA) activator

molecules may interact

with different TBP

associated factors

(TAFS) within the TFIID

complex.



These findings thus suggest that the TAFs are of importance for transcrip-

tional activation and mediate some of the interactions between activators and

TFIID which were described in section 5.3. However, it is clear that their

importance varies between different species and on different promoters.

Thus, while TAFs appear to be of central importance in transcriptional activa-

tion in higher eukaryotes such as humans and Drosophila, they are not essen-

tial for transcriptional activation at most promoters in yeast (Kuras et al., 2000;

Li et al., 2000). Similarly, even in higher eukaryotes, specific TAFs appear to

be of key importance at particular types of promoters. Thus mutation of

TAFII250 inhibits the expression of specific genes and results in cell cycle

arrest in mammalian cells without affecting the transcription of other genes

(Wang and Tjian, 1994).

This idea that particular TAFs may play a critical role in mediating the

response to activators at specific genes, has been extended by findings sug-

gesting that TAFs also function in promoter selectivity. Thus it appears that
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TFIID complexes containing particular TAFs assemble preferentially at parti-

cular promoters. This effect may be mediated by particular TAFs binding

preferentially to particular core promoters (see Chapter 1, section 1.3.1) con-

taining different sequences between the TATA box and the start site of tran-

scription (Fig. 5.20). Thus, as noted above, most yeast genes do not require

TAFs for the activation of transcription. However, a few genes involved in cell

cycle progression, such as the cyclin genes, have been shown to be dependent

upon TAFII145 for their transcription. This dependence upon TAFII145 is not

due to the nature of the activator sequences in the promoter but is dependent

upon the nature of the core promoter (Shen and Green, 1997) (Fig. 5.21).

Although the yeast promoters used in this study contain a TATA box, the

ability of TAFs to interact with specific core promoter sequences may be of

particular importance on promoters lacking a TATA box and containing an

initiator element where, as discussed in Chapter 3 (section 3.6) TBP is brought

to the promoter by factors binding to the initiator element rather than by TBP

binding to the TATA box.

ACTIVATION OF GENE EXPRESSION BY TRANSCRIPTION FACTORS 155

Figure 5.20

TFIID complexes

containing different TAFs

bind preferentially to

different core promoters

containing different

sequences between the

TATA box and the

transcriptional start site.

Figure 5.21

The dependence of

particular yeast promoters

on TAFII145 for

transcription is

determined by the nature

of the core promoter not

by the upstream activator

binding sites (UAS).



Thus, particular TFIID complexes containing specific combinations of

TAFs may bind selectively to specific promoters rather than only responding

to transcriptional activators following binding. This idea has been supported

by the finding of a cell type specific form of TAFII130, known as TAFII105

which is expressed only in B lymphocytes (Dikstein et al., 1996). Hence dif-

ferent forms of TFIID containing different TAFs may exist in different tissues

and may thus play a role in the cell type specific regulation of gene expression

(for review see Verrijzer, 2001) (Fig. 5.22). This is reinforced by the finding

(discussed in Chapter 3, section 3.2.6) of TBP-like factors which are expressed

in specific cell types.

Obviously, the different TFIID complexes formed in this manner may also

differ in their responses to different transcriptional activators. Thus, for exam-

ple, TAFII30 which mediates transcriptional activation by the oestrogen recep-

tor is found in only some TFIID complexes. In others it is replaced by TAFII18

which does not mediate activation by the receptor (for review see Chang and

Jaehning, 1997). Therefore, the ability of an activator to stimulate transcrip-

tion may depend not only on its pattern of synthesis or activation (see

Chapters 7 and 8) but also on its ability to interact with different TAFs or

with TBP and TBP-like factors.

Hence the TAF factors play a key role in transcription, by acting as co-

activators mediating the response to specific activators and by regulating the
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binding of TFIID to specific promoters containing particular sequences adja-

cent to the TATA box (Fig. 5.23). This ability of the TAFs to act as an inter-

mediate between the basal transcriptional complex and transcriptional

activators evidently parallels the role of the mediator complex which acts as

an intermediate between activators and the RNA polymerase itself within the

RNA polymerase holoenzyme complex (see section 5.4.1).

5.4.3 CBP AND OTHER CO-ACTIVATORS

In addition to factors such as the TAFs and the mediator, which were origin-

ally defined via their association with the basal transcriptional complex, other

co-activators exist which were originally defined on the basis of their essential

role in transcriptional activation mediated by a specific transcriptional activa-

tor. Thus, cyclic AMP inducible genes contain a short sequence in their reg-

ulatory regions which can confer responsiveness to cyclic AMP when it is

transferred to another gene that is not normally cyclic AMP inducible. This

sequence, which is known as the cyclic AMP response element (CRE), consists

of the eight base pair palindromic sequence TGACGTCA.

The first transcription factor that was shown to bind to this site was a 43

kilo-dalton protein which was named CREB (cyclic AMP response element

binding protein). This factor has a basic DNA binding domain with adjacent

leucine zipper dimerization motif (Fig. 5.24) (see Chapter 4, section 4.5 for
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further discussion of this motif) and binds to the palindromic CRE as a dimer

with each CREB monomer binding to one half of the palindrome (for review

of CREB see Shaywitz and Greenberg, 1999; de Cesare and Sassone-Corsi,

2000).

The CREB factor plays a key role in the activation of gene expression via

the CRE following cyclic AMP treatment. The CREB factor is present in cells

in an inactive form prior to exposure to the activating stimulus. Moreover,

CREB is actually bound to the CRE prior to exposure to cyclic AMP but this

DNA bound CREB does not activate transcription. Elevated levels of cyclic

AMP result in the activation of the protein kinase A enzyme which, in turn,

phosphorylates CREB on the serine amino acid at position 133 in the mole-

cule. This serine residue is located in a region of CREB known as the phos-

phorylation box (P-box), which is flanked on either side by regions rich in

glutamine amino acids which act as transcriptional activation domains (see

section 5.2) (Fig. 5.24). The phosphorylation of CREB on serine 133 results in

a change in the structure of the molecule which now allows it to activate

transcription (Fig. 5.25).

To identify the mechanism of this effect, Chrivia et al. (1993) screened a

cDNA expression library with CREB protein phosphorylated on serine 133 to

identify proteins which interact with phosphorylated CREB. This resulted in

the isolation of cDNA clones encoding CBP (CREB binding protein). CBP is a
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265 kilo-dalton protein which associates only with phosphorylated CREB and

not with the unphosphorylated form (for review see Shikama et al., 1997;

Giordano and Avantaggiati, 1999; Goodman and Smolik, 2000). This pattern

of association immediately suggests that CBP plays a critical role in the ability

of CREB to activate transcription only after phosphorylation. In agreement

with this, injection of cells with antibodies to CBP prevents gene activation in

response to cyclic AMP, indicating that CBP is essential for this effect. Hence,

CBP is a co-activator molecule whose binding to phosphorylated CREB is

essential for transcriptional activation to occur (Fig. 5.26).

Although the CBP factor was originally defined as a co-activator essential

for cyclic AMP stimulated transcription mediated via the CREB factor, it was

subsequently shown that CBP and its close relative p300 are essential co-

activators for a vast range of other factors such as the nuclear receptors

(Chapter 4, section 4.4), MyoD (Chapter 7, section 7.2.1), AP1 (Chapter 9,

section 9.3.1, p53 (Chapter 9, section 9.4.2) and a number of others (for

review see Shikama et al., 1997; Giordano and Avantaggiati, 1999;

Goodman and Smolik, 2001) (Fig. 5.27).
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This ability of CBP and p300 to interact with a vast array of transcription

factors places them at the centre of a whole range of signalling pathways in the

cell and they thus play a critical role in gene activation via these pathways. The

relatively low abundance of CBP/p300 in the cell means that different sig-

nalling pathways compete for them and results in mutual antagonism between

different competing pathways, such as the inflammation mediated by the AP1

pathway and the anti-inflammatory effects of glucocorticoids (see Chapter 6,

section 6.5) or the growth promoting effects of the AP1 pathway compared to

the growth arresting effects of the p53 pathway (see Chapter 9, section 9.4.2).

Interestingly, the activation domain of CREB undergoes a structural transition

from a coiled structure to form two �-helices when it interacts with CBP

(Radhakrishnan et al., 1997). This evidently parallels the change in the activa-

tion domain of VP16 when it interacts with TAFII31 (see section 5.2.1) suggest-

ing that the formation of a specific helical structure may be a general feature

which occurs when many activation domains interact with their targets.

Although the p300/CBP proteins are the best defined co-activators, other

co-activators have also been defined on the basis of their association with

particular activators. Thus, for example, the nuclear receptors discussed in

Chapter 4 (section 4.4) interact not only with CBP but also with a range of

other co-activators such as TIF1, TIF2, SRC-1 and Sug1 (for review see

Rosenfeld and Glass, 2001; McKenna and O’Malley, 2002). Moreover, several

of these co-activators associate with the receptors only after they have been

activated by binding their ligand, indicating that they are likely to play a key

role in the ability of the receptors to activate transcription only following

ligand binding (see Chapter 8, section 8.2.2 for a discussion of the mechan-

isms producing ligand-dependent activation of the nuclear receptors).

The key role of CBP/p300 and other co-activators obviously leads to the

question of how they act. Two possible mechanisms by which CBP/p300

achieve their effects have been described. Thus, CBP/p300 have been shown

to interact via a protein–protein interaction with several components of the

basal transcriptional complex such as TFIIB (see Chapter 3, section 3.2.4) and

have been identified as part of the RNA polymerase II holoenzyme complex

(which also contains RNA polymerase II, components of the basal transcrip-

tional complex and other regulatory proteins) (Nakajima et al., 1997). Hence,

like the TAFs, CBP/p300 may serve as a bridge between CREB and the basal

transcriptional complex either interacting with components of the complex to

enhance their activity or serving to recruit the RNA polymerase holoenzyme to

the DNA by the CBP component binding to CREB (Fig. 5.28).

As well as this mechanism, however, it is also possible that CBP acts via a

mechanism involving alterations in chromatin structure. Thus, several co-

activators such as CBP/p300 and SRC-1 have been shown to have histone
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acetyltransferase activity (Ogryzko et al., 1996). As discussed in Chapter 1

(section 1.2.3), acetylated histones are associated with the more open chroma-

tin structure that is required for transcription. Hence, the binding of CBP to

CREB which recruits it to DNA may then result in the acetylation of histones

leading to a chromatin structure compatible with transcription (Fig. 5.29).

Similar histone acetyltransferase activity is also observed for the TAFII250

component of TFIID (see Chapter 3, section 3.2.5) indicating that some TAFs

may also act via the alteration of chromatin structure (for review see Struhl

and Moqtaderi, 1998; Brown et al., 2000). Such activation of transcription via

changes in chromatin structure is discussed further in section 5.5.

5.4.4 A MULTITUDE OF TARGETS FOR TRANSCRIPTIONAL

ACTIVATORS

There thus exists an array of target factors which are contacted by transcrip-

tional activators and these include components of the basal complex such as

TFIIB and TBP as well as the mediator, various TAFs and other co-activators,
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Figure 5.28
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Figure 5.29
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with some factors being contacted by activators of all classes and others by

activators of only one class. Even when the finding that some of these targets,

such as individual TAFs, can interact with only one class of activation domain

is taken into account, there still remains a bewildering number of targets

within the basal complex. Thus, for example, in the most extreme case

described so far, the acidic activation domain of VP16 has been reported to

interact with TFIIB, TFIIH, TBP, TAFII40, TAFII31 and the RNA polymerase

holoenzyme (for review see Chang and Jaehning, 1997). Moreover, although

these interactions of VP16 were originally defined in the test tube, several of

them have recently been confirmed in the intact cell (Hall and Struhl, 2002)

using the ChIP assays described in Chapter 2 (section 2.4.3). It should be

noted, however, that the various possible targets are not mutually exclusive.

Indeed, the ability of different molecules of the same factor or different

activating factors to interact with different components within the basal tran-

scriptional complex is likely to be essential for the strong enhancement of

transcription which is the fundamental aim of activating molecules (Fig. 5.30)

(for review see Carey, 1998).

5.5 OTHER TARGETS FOR TRANSCRIPTIONAL ACTIVATORS

Although the basal transcriptional complex which initiates transcription is the

best characterized target for transcriptional activators and co-activators (as

discussed in the preceding sections) at least two other stages of the transcrip-

tional process can be targeted by such activators and these will be discussed in

turn.

5.5.1 MODULATION OF CHROMATIN STRUCTURE

As discussed in Chapter 1 (section 1.2), the DNA molecule is associated with

histones and other proteins to form particles known as nucleosomes which
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are the basic unit of chromatin structure. Prior to the onset of transcription,

the chromatin structure becomes altered thus allowing the subsequent bind-

ing of the factors which actually stimulate transcription. This alteration in

chromatin structure can itself be produced by the binding of a specific tran-

scription factor. This results in a change in the nucleosome pattern of DNA/

histone association thereby allowing other activating factors access to their

specific DNA binding sites (Fig. 5.31).

Thus, as discussed in Chapter 1 (section 1.3.3), genes whose transcription is

induced by elevated temperature share a common DNA sequence which,

when transferred to another gene, can render the second gene heat inducible.

This sequence is known as the heat shock element (HSE). The manner in

which a Drosophila HSE, when introduced into mammalian cells, functioned

at the mammalian rather than the Drosophila heat shock temperature sug-

gested that this sequence acted by binding a protein rather than by acting

directly as a thermosensor (see Chapter 1, Fig. 1.8).

Direct evidence that this was the case, was provided by studying the pro-

teins bound to the promoters of the hsp genes before and after heat shock.

Thus, prior to heat shock, the TFIID complex (see Chapter 3, sections 3.5 and

3.6) is bound to the TATA box and another transcription factor known as

GAGA is bound upstream (Fig. 5.32a); (Wu, 1985; Tsukiyama et al., 1994).
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Following heat-shock, however, an additional factor is observed which is

bound to the HSE (Fig. 5.32b) and it is this heat shock factor (HSF) which

produces activation of the genes in response to the stimulus of elevated

temperature.

However, prior to heat shock, the heat shock genes are poised for tran-

scription. Thus, while the bulk of cellular DNA is associated with histone

proteins to form a tightly packed chromatin structure, the binding of the

GAGA factor to the heat shock gene promoters has resulted in the displace-

ment of the histone-containing nucleosomes from the promoter region (for

review see Schumacher and Magnusson, 1997; Wilkins and Lis, 1997; Simon

and Tamkun, 2002). This opens up the chromatin and renders the promoter

region exquisitely sensitive to digestion with the enzyme DNAseI.

Although such a DNAseI hypersensitive site marks a gene as poised for

transcription (for review see Latchman, 2002), it is not in itself sufficient for

transcription. The binding of the GAGA factor thus opens up the gene and

renders it poised for transcription in response to a suitable stimulus. This

role for the GAGA factor in chromatin remodelling is not confined to the

heat shock genes. Thus, mutations in the gene encoding GAGA result in the

Drosophila mutant trithorax in which a number of homeobox genes (which

control the formation of the correct body plan – see Chapter 4, section 4.2)

are not converted from an inactive to an active chromatin state and are

hence not transcribed (for review see Shumacher and Magnusson, 1997;

Simon and Tamkun, 2002). This mutation thus produces a fly with an abnor-

mal body pattern and thus has a similar effect to the brahma mutation in the

SWI 2 component of the SWI/SNF chromatin remodelling complex which

was discussed in Chapter 1 (section 1.2.2). Indeed, the GAGA factor has

been shown to be associated with a multi-protein complex known as
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nucleosome remodelling factor (NURF) which, like SWI/SNF, can hydro-

lyse ATP and alter chromatin structure (Fig. 5.33) (for review see

Tsukiyama and Wu, 1997).

Hence, following binding of GAGA, the gene is in a state poised for the

binding of an activating transcription factor which, in turn, will result in

transcription of the gene. In the case of the heat shock genes, this is achieved

following heat shock by the binding of the HSE to the HSF (Fig. 5.34). This

factor then interacts with TFIID and other components of the basal transcrip-

tion complex resulting in the activation of transcription. The manner in which
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HSF is activated in response to heat and can therefore mediate heat-inducible

transcription is discussed in Chapter 8 (section 8.3.1).

A similar modulation of chromatin structure to that produced by the

GAGA factor is also seen in the case of members of the steroid receptor family

(see Chapter 4, section 4.4). In this case, the receptors are activated by treat-

ment with the appropriate steroid and then bind to the DNA (see Chapter 8,

section 8.2.2 for a discussion of the mechanism of this effect) allowing them to

mediate steroid-inducible transcription.

In a number of cases, steroid hormone treatment has been shown to cause

the induction of a DNAseI hypersensitive site located at the DNA sequence to

which the receptor binds. Hence, the binding of the receptor may activate

transcription by displacing or altering the structure of a nucleosome within

the promoter of the gene creating the hypersensitive site. In turn this would

facilitate the binding of other transcription factors necessary for gene activa-

tion whose binding sites would be exposed by the change in the position or

structure of the nucleosome. These factors would be present in the cell in an

active form prior to steroid treatment but could not bind to the gene because

their binding sites were masked by a nucleosome (Fig. 5.35) (for review see

Beato and Eisfeld, 1997). In agreement with this idea, the binding sites for

TFIID and CTF/NFI in the glucocorticoid-responsive mouse mammary

tumour virus promoter are occupied only following hormone treatment,
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although these factors are present in an active DNA binding form at a similar

level in treated and untreated cells.

Interestingly, the nuclear receptors may alter chromatin structure by both

the mechanisms described in Chapter 1 (section 1.2). Thus, as discussed ear-

lier (section 5.4.3) following ligand binding, the receptors bind co-activator

molecules such as CBP, PCAF, SRC-1 and ACTR which are known to have

histone acetyltransferase activity. Hence, the receptor-induced change in chro-

matin structure may be brought about by histone acetylation as discussed in

Chapter 1, section 1.2.3. In addition, however, it appears that the glucocorti-

coid receptor can stimulate the activity of the SWI/SNF complex (Inoue et al.,

2002) allowing it to fulfill its role of hydrolysing ATP and unwinding chroma-

tin (see Chapter 1, section 1.2.2) (Fig. 5.36).

This mechanism, in which the receptor acts by altering chromatin structure

allowing constitutive factors access to their binding sites, is clearly in contrast

to the binding of HSF to a promoter which already lacks a nucleosome and

contains bound GAGA factor and TFIID. In this latter case, activation of

transcription must occur not via alteration in chromatin structure but via

interaction with the components of the constitutive transcriptional apparatus.

It should be noted, however, that these two mechanisms are not exclusive.

Thus, as discussed above (section 5.4.3) the CBP co-activator can also interact

with components of the basal transcriptional complex to increase transcrip-

tion. This finding indicates therefore that the steroid receptors and their

associated co-activators such as CBP, promote transcription both by altering

chromatin structure to allow constitutive factors to bind and also by interact-

ing directly with other transcription factors such as components of the basal

transcriptional complex (Fig. 5.37).

Activation by steroid hormones would therefore be a two stage-process

involving first alteration of chromatin structure and secondly stimulation of
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the basal transcriptional complex (Jenster et al., 1997). In agreement with this

idea, chromatin disruption following binding of the thyroid hormone recep-

tor to DNA is necessary but not sufficient for transcriptional activation to

occur (Wong et al., 1997). Similarly, recruitment of specific multi-protein

complexes by nuclear receptors can result in chromatin opening without

transcription induction or both chromatin opening and transcriptional induc-

tion (King and Kingston, 2001).

Hence, in the case of the steroid receptors, a single factor and its associated

co-factors can alter the chromatin structure and then activate transcription. In

contrast, in heat shock gene activation, these functions are performed by

separate factors with the GAGA factor displacing a nucleosome allowing

HSE to bind and activate transcription following a subsequent heat shock.

Both cases illustrate, however, how factors which alter chromatin structure

can prepare the way for the binding of the factors which actually activate

transcription with such binding occurring either immediately following the

change in chromatin structure as in the glucocorticoid receptor/NFI case or

following a subsequent stimulus as in the GAGA/HSF case (Fig. 5.38).
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Interestingly, as well as interacting with the basal transcriptional apparatus,

activation domains have also been shown to be involved in the ability of

specific factors to alter chromatin structure. Thus, the activation of the

yeast PHO5 gene promoter following phosphate starvation is mediated by

the binding of the PHO4 factor to the PHO5 promoter resulting in nucleo-

some displacement. Surprisingly, a truncated PHO4 molecule lacking the

acidic activation domain, but retaining the DNA binding domain, is incapable

of nucleosome displacement while this ability can be restored by linking the

truncated PHO4 molecule to the acidic activation domain of VP16 (Fig. 5.39).

Hence the ability of PHO4 to disrupt chromatin structure is dependent upon

the acidic activation domain which also interacts with the basal transcription

complex to stimulate transcription (for reviews see Lohr, 1997; Svaren and

Horz, 1997). This dual function is also seen in the case of the glucocorticoid

receptor which, as well as altering chromatin structure thereby facilitating

NF1 binding and consequent transcriptional activation, can also itself directly

stimulate transcription via interaction with other transcription factors.

These findings indicate therefore that, the remodelling of chromatin struc-

ture can be achieved both by specific factors, such as the GAGA factor and by
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the activation domains of other factors which can modulate chromatin struc-

ture as well as activate transcription directly by interacting with the basal

transcriptional apparatus. In both these types of cases, the ability to alter

chromatin structure is likely to depend upon the ability of these factors to

recruit other factors which then actually alter chromatin structure either via

recruitment of ATP-dependent chromatin remodelling complexes such as the

SWI/SNF complex (Fig. 5.40a) or via recruiting factors with histone acetyl-

transferase activity (Fig. 5.40b). It is clear therefore that the alteration of

chromatin structure by specific factors is of considerable importance in the

control of transcription.

5.5.2 STIMULATION OF TRANSCRIPTIONAL ELONGATION

In most genes, once transcription has been initiated, the RNA polymerase

continues to transcribe the DNA until it has produced a complete RNA tran-

script. In some genes, however, some transcripts terminate prematurely and

do not produce an RNA capable of encoding the appropriate protein. In such

cases, activators could stimulate transcription at the level of transcriptional

elongation by releasing the block to elongation and allowing full length tran-

scripts to be produced (for review see Uptain et al., 1997; Conaway et al., 2000).

One case of this type involves the c-myc oncogene (see Chapter 9, section

9.3.3 for discussion of this oncogene). Thus, when the c-myc gene is tran-

scribed in the pro-myeloid cell line HL-60 most transcripts terminate near

the end of the first exon and do not produce a functional mRNA encoding

the complete Myc protein. When the HL-60 cells are differentiated to form

granulocytes, however, the majority of transcripts pass through this block and

full length mRNA is produced (Fig. 5.41). Hence in this case an increased level

of functional c-myc mRNA able to produce the Myc protein is obtained
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without an increase in transcriptional initiation (for review see Spencer and

Groudine, 1990; Greenblatt et al., 1993).

Regulation at the level of transcriptional elongation has also been demon-

strated in the human immunodeficiency virus (HIV). Thus, in this case only

short prematurely truncated transcripts are produced from the HIV promoter

in the absence of the viral Tat protein. When Tat is present, however, it

stimulates both the rate of initiation of transcription and also the proportion

of full length transcripts which are produced so overcoming the block to

transcriptional elongation (Fig. 5.42) (for review see Greenblatt et al., 1993;

Jones, 1997). A similar role for HSF in stimulating transcriptional elongation

in the hsp70 gene has also been proposed (for review see Lis and Wu, 1993).

Hence activating factors can act to stimulate the proportion of full length

RNA transcripts which are produced.

It has been shown that Tat acts to stimulate elongation by recruiting the

CDK9 kinase enzyme which phosphorylates the C-terminal domain (CTD) of

RNA polymerase II (Kim et al., 2002). As discussed in Chapter 3 (section

3.5.1), phosphorylation of this C-terminal domain is critical for transcriptional

elongation by the polymerase after it has bound to the basal transcriptional

complex. Hence, stimulation of phosphorylation in this way will enhance the

production of full length transcripts (Fig. 5.43).

Such an effect on transcriptional elongation via the CTD of RNA polymer-

ase II is not confined to the viral Tat protein but is observed also for cellular

proteins. Thus, as discussed in section 5.4.1, the mediator complex stimulates

the ability of TFIIH to stimulate the CTD, indicating that the mediator can

transmit signals mediating enhanced transcriptional elongation as well as

initiation.
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Interestingly, as in the case of transcriptional initiation and the disruption

of chromatin, there is evidence that the stimulation of transcriptional elonga-

tion involves activation domains. Thus when binding sites for the yeast tran-

scriptional activator GAL4 were placed upstream of the c-myc promoter, both

the rate of initiation and the proportion of full length transcripts were greatly

stimulated by the binding of hybrid transcription factors containing the DNA

binding domain of GAL4 linked to an acidic or non-acidic activation domain

(Yankulov et al., 1994). This effect was not observed in the presence of the

GAL4 DNA binding domain alone or when the GAL4 binding sites were

deleted (Fig. 5.44). Hence the ability of activating factors to act at the level

of transcriptional elongation is dependent on the same activation domains

which act to stimulate transcription at other stages. It is therefore possible for

transcriptional activators to act by enhancing the proportion of full length
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transcripts which are produced as well as by stimulating the number of

transcripts which are initiated (for review see Bentley, 1995).

5.6 CONCLUSIONS

It is clear therefore that activation of gene expression by transcription factors

can occur at three distinct stages to stimulate transcription. Thus activating

factors can disrupt the chromatin structure to allow other activating factors

to bind, stimulate the rate of transcriptional initiation so that more RNA

transcripts are initiated and, in some genes, can increase the proportion

of full length transcripts that are produced (Fig. 5.45).
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As described in section 5.5.1, these processes can be combined together in

different ways, for example, in genes modulated by GAGA/HSF and the

glucocorticoid receptor/NFI. An interesting example of this is provided by

the activation of the interferon-� (IFN-�) gene by viral infection. Thus, as

noted in Chapter 1 (section 1.3.6), the enhancer of the IFN-� gene binds a

multi-protein enhanceosome complex. The binding of this complex (which

includes the DNA binding protein HMGI(Y) and transcriptional activators

such as NF�B) to the enhancer is the first stage in the activation of the IFN-

� gene (for reviews see Cosma, 2002; Fry and Peterson, 2002) (Fig. 5.46a).
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This enhanceosome complex then stimulates the recruitment of a histone

acetyltransferase complex which acetylates nucleosomes (Fig. 5.46b), allowing

the subsequent recruitment of the SWI/SNF complex (Fig. 5.46c). Further

chromatin remodelling by this complex then displaces a nucleosome exposing

the core promoter, allowing the basal transcriptional complex to bind and

transcription begins (Fig. 5.46d).

Interestingly, simple displacement of the core promoter nucleosome by

artificial means is not sufficient to induce transcriptional activation, indicating

that this multi-step process is required for correct transcriptional regulation

(Lomvardas and Thanos, 2002). Similarly, distinct histone acetylation events

mediate subsequent stages of activation on this promoter. Thus, acetylation of

the lysine at position 8 on histone H4 allows the recruitment of the SWI/SNF

complex while subsequent acetylation of the lysines at position 9 and 14 on

histone H3 allows the subsequent recruitment of TFIID (Agalioti et al., 2002)

(Fig. 5.47). This case therefore illustrates how distinct parts of the ‘histone

code’ (see Chapter 1, section 1.2.3) can mediate the recruitment of different

activating factors, as well as how the two processes of histone modification

and ATP-dependent chromatin remodelling discussed in Chapter 1 (section

1.2) interact with one another to produce transcriptional activation.

Hence, the ordered recruitment of chromatin remodelling factors, histone

modifiers, transcriptional activators and the basal transcriptional complex is

likely to be crucial for the correct regulation of a variety of different genes,

although the order in which these factors are recruited is likely to vary for

different genes (for review see Cosma, 2002; Fry and Peterson, 2002).
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A variety of means are therefore used to activate gene transcription invol-

ving modulation of transcriptional initiation, transcriptional elongation and

chromatin structure with a number of factors including components of

the basal transcriptional complex, co-activators, the mediator complex and

chromatin remodelling factors being targeted by transcriptional activators.

Taken together these effects allow transcriptional activators to fulfil their

function and strongly stimulate transcription.
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CHAPTER 6

REPRESS ION OF GENE EXPRESS ION
BY TRANSCR IPT ION FACTORS

6.1 REPRESSION OF TRANSCRIPTION

Although the majority of transcription factors that have so far been described

act in a positive manner, a number of cases have now been reported in which

a transcription factor exerts an inhibitory effect on transcription initiation.

This effect can occur by indirect repression, in which the repressor interferes

with the action of an activating factor so preventing it stimulating transcrip-

tion (Fig. 6.1a–d). Alternatively, it can occur via direct repression in which the

factor reduces the activity of the basal transcriptional complex (Fig. 6.1e).

These two mechanisms will be discussed in sections 6.2 and 6.3 respectively.

Other targets for transcriptional repression, such as the alteration of chroma-

tin structure or the inhibition of transcriptional elongation, are discussed in

section 6.4 (for reviews of transcriptional repression see Hanna-Rose and

Hansen, 1996; Latchman, 1996; Maldonado et al., 1999; Courey and Jia, 2001).

6.2 INDIRECT REPRESSION

Several mechanisms exist by which an inhibitor can interfere with the action

of an activator and these will be discussed in turn.

6.2.1 INHIBITION OF ACTIVATOR BINDING BY MASKING OF ITS

DNA BINDING SITE

One means by which repression can occur is by the masking of the DNA

binding site for the factor so preventing it binding to the DNA and activating

transcription. By preventing the binding of the positively acting factor, the

negatively acting factor effectively inhibits gene activation. This masking of

the binding site can be achieved simply by the negatively acting factor binding

to the same site as the positively acting factor but failing to activate transcrip-

tion (Fig. 6.1a). This is seen for example in the case of the Sp3 factor, a factor



related to the Sp1 factor. Thus the Sp3 factor binds to the same Sp1 binding

site as Sp1 itself (see Chapter 1, section 1.3.2) but unlike Sp1 it cannot activate

transcription. It therefore blocks the Sp1 binding site, preventing Sp1 binding

and activating transcription (for review see Lania et al., 1997).

A similar example is seen in the case of the homeobox proteins, discussed

in Chapter 4 (section 4.2), the proteins engrailed (eng), fushi-tarazu (Ftz),

paired (prd) and zerknult (zen) can all bind to the sequence

TCAATTAAAT (Hoey and Levine, 1988). When plasmids expressing each

of these genes are co-transfected with a target promoter carrying multiple

copies of this binding site, the Ftz, prd and zen proteins can activate transcrip-

tion of the target promoter (Jaynes and O’Farrell, 1988; Han et al., 1989). In

contrast, the eng protein has no effect on the transcription of such a

184 EUKARYOTIC TRANSCRIPTION FACTORS

Figure 6.1
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promoter. It does, however, interfere with the ability of the activating proteins

to induce transcription, presumably by blocking the binding of the activating

factor. Thus, for example, while Ftz can stimulate the target promoter when co-

transfected with it, it cannot do so in the presence of eng since eng prevents

binding of Ftz to its binding site (Jaynes and O’Farrell, 1988). Hence, the

expression of Ftz alone in a cell would activate particular genes whereas its

expression in a cell also expressing engrailed would not have any effect

(Fig. 6.2).

Hence, both Sp3 and eng act purely as transcriptional repressors by block-

ing binding of activators to their binding sites. Interestingly, the glucocorti-

coid receptor can also repress transcription of specific genes in this way, even

though, as discussed in Chapter 4 (section 4.4), it acts primarily as an activator

of target gene expression. Thus, treatment with glucocorticoid and activation

of the glucocorticoid receptor inhibits, for example, expression of the genes

encoding bovine prolactin and human pro-opiomelanocortin. The inhibitory

effect observed in these cases is mediated by binding to DNA of the identical

receptor/hormone complex which activates glucocorticoid-inducible genes

(see Chapter 4, section 4.4 and Chapter 8, section 8.2.2) and these genes

are therefore repressed by glucocorticoid. However, the DNA sequence ele-

ment to which the complex binds when mediating its negative effect (nGRE) is

distinct from the glucocorticoid response element (GRE) to which it binds

when inducing gene expression, although the two are related (Fig. 6.3).
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This has led to the suggestion that the sequence difference causes the

receptor/hormone complex to bind to the nGRE in a configuration in

which its activation domain cannot interact with other transcription factors

to activate transcription as occurs following binding to the positive element

(Fig. 6.4). In agreement with this idea, the glucocorticoid receptor has been

shown to bind to the nGRE in the POMC gene as a trimer rather than the

dimer form which binds to the GRE and stimulates transcription (for review

see Latchman, 2001). The receptor bound in this configuration to the nega-

tive element apparently acts by preventing binding of a positive acting factor

to this or an adjacent site, thereby preventing gene induction. In agreement

with this idea, the nGRE in the human glycoprotein hormone alpha subunit

gene, which overlaps a cyclic AMP response element (CRE), is only able to

inhibit gene expression when the CRE is left intact. Hence, it is likely that

receptor bound at the negative element prevents binding of a transcriptional

activator to the CRE and thereby inhibits gene expression (Fig. 6.5).
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Hence the inhibition of DNA binding by a specific activator via masking of

its binding site is a major method of transcriptional inhibition. This can

involve either factors such as Sp3 or eng, which function only as transcrip-

tional inhibitors, as well as factors such as the glucocorticoid receptor which

either repress via this mechanism or activate transcription depending on the

nature of their DNA binding site in a specific target gene.

6.2.2 INHIBITION OF ACTIVATOR BINDING BY FORMATION OF A

NON-DNA BINDING COMPLEX

As well as preventing activator binding to DNA via masking its binding site, an

inhibitor can also inhibit transcription via the formation of a non-DNA bind-

ing complex with an activating factor (see Fig. 6.1b). Thus, as discussed in

Chapter 7 (section 7.2.1), the MyoD transcription factor is specifically

expressed in skeletal muscle cells and plays a key role in activating skeletal

muscle genes. Its expression can be induced in the 10T‰ fibroblast cell line by

treatment with 5-azacytidine and this converts the fibroblast cells into muscle

cell precursors, known as myoblasts. However, activation of muscle-specific

genes and the production of differentiated myotubes require these cells to be

incubated in the absence of serum (Fig. 6.6). Paradoxically, however, MyoD

levels do not change in this transition from myoblast to myotubes and yet

MyoD-dependent muscle specific genes are activated.

The explanation of this paradox was provided by the identification of the

Id protein (Benezra et al., 1990) which, like MyoD, contains a helix-loop-helix

motif but lacks the basic domain mediating DNA binding (see Chapter 4,

section 4.5 for a discussion of these motifs). Because the helix-loop-helix

motif mediates dimerization of proteins containing it, Id can dimerize with

other helix-loop-helix proteins such as MyoD and inhibit their DNA binding

since the resulting heterodimer lacks the necessary pair of DNA binding

motifs (Fig. 6.7). When 10T‰-derived myoblasts are induced to form myo-

tubes, Id levels decline indicating that this second stage of myogenesis is

mediated by a decline in the inhibitory protein rather than an increase in

the activator, MyoD.

The role of inhibitory helix-loop-helix proteins is not confined to myogen-

esis. Thus, the level of Id also declines during differentiation of early embryo-

nic cells and erythroid cells. Moreover, inactivation of Id proteins in knock

out mice results in abnormal development of the brain and the blood vessels

providing direct evidence for the key role of proteins of this type in develop-

ment (Lyden et al., 1999; for review see Carmeliet, 1999). Similarly, the pro-

duct of the emc gene, which regulates neurogenesis in Drosophila, also contains

a helix-loop-helix motif and lacks a basic DNA binding domain (for review
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Figure 6.6
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Figure 6.7

Dimerization of functional

basic helix-loop-helix

proteins (bHLH) with Id.

Note that while Id can

dimerize with other

proteins via the helix-

loop-helix domain, it lacks

the basic DNA domain

and hence the Id-

containing heterodimer

cannot bind to DNA.



see Jones, 1990. Hence, this form of repression is not confined to mammalian

cells.

6.2.3 QUENCHING OF AN ACTIVATOR

The cases of repression described so far all involve the inhibition of DNA

binding either by blocking the binding site for a factor (see Fig. 6.1a) or

by forming a non-DNA binding protein–protein complex (see Fig. 6.1b).

Since DNA binding is a necessary prerequisite for gene activation, this con-

stitutes an effective form of repression. In addition, however, inhibition of

transcription can also be achieved by interfering with transcriptional activa-

tion by a DNA bound factor in a phenomenon known as quenching (see

Fig. 6.1c).

A simple example of this type is seen in the case of the negatively acting

yeast factor GAL80 which inhibits gene activation by the positively acting

GAL4 protein. This is achieved by the binding of GAL80 to DNA-bound

GAL4, such binding occurring via the thirty amino acids located at the

extreme C terminus of the GAL4 molecule. As these amino acids are located

close to the GAL4 activation domain, the binding of GAL80 to GAL4 masks

the GAL4 activation domain and hence inhibits the activation of gene expres-

sion by GAL4. In response to treatment with galactose, GAL80 dissociates

from GAL4 allowing GAL4 to fulfill its function of activating galactose indu-

cible genes. Hence this system provides an elegant means of modulating gene

expression in response to galactose with the activating GAL4 factor being

bound to DNA both prior to and after galactose addition but being able to

activate gene expression only following the galactose-induced dissociation of

the quenching GAL80 factor (Fig. 6.8). Similar cases involving repression

of p53 by MDM2 and E2F by Rb-1 both of which involve, at least in part,

masking of the activation domain are discussed in Chapter 9 (sections 9.4.2

and 9.4.3).

A related example of quenching, in which the inhibitory factor binds to a

DNA sequence adjacent to the quenched factor rather than only to the factor

itself, is seen in the case of the c-myc promoter. Thus an inhibitory transcrip-

tion factor myc-PRF binds to a site adjacent to that occupied by an activating

factor myc-CF1 and interferes with its ability to activate c-myc gene transcrip-

tion (Kakkis et al., 1989). Hence quenching can occur either by an inhibitory

factor binding to the positively acting factor (Fig. 6.9a) or by the inhibitory

factor binding to DNA adjacent to the positive factor (Fig. 6.9b). In both cases,

however, this effect involves the inhibitor interfering with the ability of the

activator’s activation domain to stimulate transcription.
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6.2.4 DEGRADATION OF THE ACTIVATOR

As well as interfering functionally with the action of the activator by prevent-

ing its DNA binding or quenching its activation domain, an indirect repressor

can act by targeting an activator for degradation (see Fig. 6.1d). This is seen in

the case of MDM2, which as well as quenching the activation domain of p53

(see above), also targets it for degradation so using multiple mechanisms to

prevent p53 activating transcription (see Chapter 9, section 9.4.2).

In the case of p53, MDM2 is likely to do this by stimulating the recognition

of p53 by protease enzymes which are present in the cell (Fig. 6.10a).

However, the AEBP1 transcription factor, which regulates adipocyte differen-
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Figure 6.8
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tiation, actually itself has the ability to degrade other proteins and it therefore

likely acts directly by degrading activators to which it binds (Fig. 6.10b). Hence

this factor combines the ability to bind to DNA with the ability to degrade

other factors with which it comes into contact (He et al., 1995).

Thus the degradation of activators mediated directly or indirectly by inhi-

biting factors appears to be an important mechanism of transcriptional

repression. Interestingly, however, it is also possible for the reverse to occur

with a factor activating transcription because it directs the degradation of a

repressor. Thus in Drosophila the PHYL and SINA factors cause the degra-

dation of the TTK88 transcription repressor hence producing activation of

transcription (Li et al., 1997; Tang et al., 1997).

6.3 DIRECT REPRESSION

6.3.1 MECHANISMS OF TRANSCRIPTIONAL REPRESSION

In the cases described so far, a negative factor exerts its effect by neutralizing

the action of a positively acting factor by preventing either its DNA binding

(see Fig. 6.1a and b), inhibiting its activation of transcription following such

binding (see Fig. 6.1c), or promoting its degradation (see Fig. 6.1d). In other

cases, however, the inhibitory effect of a particular factor can be observed in

the absence of any activating factors. This indicates that these inhibitory fac-

tors inhibit transcription directly by interacting with the basal transcriptional

complex to reduce its activity (see Fig. 6.1e). Several factors of this type have

now been shown to bind to specific DNA binding sites within their target

genes and reduce the activity of the basal transcriptional complex (Fig.

6.11a). This effect is evidently similar in nature but opposite in effect to the

stimulation of the basal complex by the binding of activating factors to spe-

cific DNA sequences in the promoter. Alternatively, a direct repressor may
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actually join the basal transcriptional complex via a protein–protein interac-

tion, without binding to DNA and then inhibit transcription (Fig. 6.11b).

These two mechanisms are discussed in the next two sections.

6.3.2 DIRECT REPRESSION BY DNA BINDING TRANSCRIPTION

FACTORS

One factor capable of inhibiting the basal initiation complex following bind-

ing to the DNA is the Drosophila eve protein which is a member of the homeo-

box family discussed in Chapter 4 (section 4.2) and can act, for example, to

repress the gene encoding the Ubx protein which is also a member of the

homeobox family.

Thus, if the Ubx promoter linked to a marker gene is added to a suitable

cell-free extract, transcription of the marker gene driven by the promoter can

be observed. Addition of the purified protein even-skipped (eve) to this

extract inhibits Ubx promoter activity, however, and this inhibition is depen-

dent upon binding sites for the eve protein within the Ubx promoter. Such

findings parallel the ability of a vector expressing eve to repress the Ubx

promoter following co-transfection into cultured cells and the genetic evi-

dence which originally led to the definition of eve as a repressor of Ubx

(Fig. 6.12). This case thus represents an interesting example of the transcrip-

tion of the gene encoding one homeobox transcription factor (Ubx) being

repressed by another (eve).

Interestingly, the number of such directly inhibitory factors is growing

steadily and now includes some which were previously thought to function

only in an indirect manner. Thus, the MDM2 factor which was thought to
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Figure 6.11

An inhibitory factor (R)

can reduce the activity of

the basal transcriptional

complex either by binding

to DNA and then

interacting with the

complex (a) or by binding

directly to the complex by

protein–protein interaction

(b).



function solely by masking the activation domain of p53 has now been shown

to function as a direct repressor of transcription as well as targeting p53 for

degradation (see Chapter 9, section 9.4.2), while the Rb-1 protein which was

originally thought to function solely by inhibiting E2F is now known to act

also as a direct repressor (see Chapter 9, section 9.4.3).

An interesting example of a directly acting repressor is provided by the

thyroid hormone receptor which is a member of the nuclear receptor family

discussed in Chapter 4 (section 4.4). Thus, this receptor can bind to its

response element (TRE) in the absence of thyroid hormone and inhibit

gene expression. This effect is not due to the receptor preventing other

positive factors from binding but involves a direct inhibitory effect of the

receptor on transcription which requires a specific domain at the C-terminus

of the molecule. In the presence of thyroid hormone the receptor undergoes

a conformational change which exposes its activation domain and converts it

from a repressor to an activator (Fig. 6.13). Hence, in this case, gene activation

or repression can be mediated from the same DNA binding site with the effect

depending on the presence or absence of the hormone.
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Figure 6.12

Inhibitory effect of the

eve protein on expression

of the Ubx gene. This

inhibitory effect can be

observed in the whole

animal where mutation of

the eve gene enhances

Ubx expression (top

panel); in cultured cells

where introduction of a

plasmid expressing the

eve gene represses a co-

transfected Ubx promoter

driving a marker gene

(middle panel) and in a

test tube in vitro

transcription system

where addition of purified

eve protein represses

transcription of a marker

gene driven by the Ubx

promoter (bottom panel).



Although the thyroid hormone receptor can therefore act as either a tran-

scriptional activator or repressor, the mechanism differs from that observed

with the glucocorticoid receptor (which is also a member of the nuclear

receptor family) and, as discussed in section 6.2.1 can also act as either an

activator or a repressor. Thus, in the case of the glucocorticoid receptor, both

activation and repression are dependent upon activation of the receptor by

glucocorticoid and it is the nature of the binding site that determines whether

activation or repression is observed. Moreover, repression is indirect being

achieved by preventing an activator from binding. In contrast, in the case of

the thyroid receptor, the activation/repression decision is controlled by thy-

roid hormone and inhibition of gene expression involves direct repression

(for review see Latchman, 2001).

Interestingly, in addition to the thyroid binding form of the thyroid hor-

mone receptor, alternative splicing generates another form (alpha 2) lacking a

part of the hormone binding domain and therefore unable to bind hormone

(Koenig et al., 1989; Fig. 6.14a). Both the alpha 2 form and the hormone

binding alpha 1 form can bind to DNA, however, binding of alpha 2 to the

thyroid response element (TRE) sequence prevents binding of alpha 1 and

thereby prevents gene induction in response to thyroid hormone (Fig. 6.14b).

As discussed in Chapter 9 (section 9.3.2), a similar non-hormone binding form

of the thyroid hormone receptor is encoded by the v-erbA oncogene which

produces cancer by inhibiting the expression of thyroid hormone responsive

genes involved in erythroid differentiation.

Inhibitory factors of the directly acting type, such as the thyroid hormone

receptor or the eve factor, generally contain a small domain which can confer

the ability to repress gene expression upon the DNA binding domain of

another factor when the two are artificially linked (see for example, Han

and Manley, 1993; Lillycrop et al., 1994) (Fig. 6.15). Hence these directly
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Figure 6.13

In the absence of thyroid

hormone (T) the thyroid

hormone receptor inhibits

gene expression via a

discrete inhibitory domain

(hatched box). Binding of

thyroid hormone (T)

exposes the activation

domain of the receptor

(solid box) and allows it

to activate transcription.
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Figure 6.14

(a) Relationship of the

ErbA alpha 1 and alpha

2 proteins. Note that only

the alpha 1 protein has a

functional thyroid

hormone binding domain.

(b) Inhibition of ErbA

alpha 1 binding and of

gene activation in the

presence of the alpha 2

protein.

Figure 6.15

A specific region (CD) of

the eve factor, which is
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binding domain (B), acts
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inhibitory domain. Thus

its deletion from the eve

protein results in a loss

of the ability to repress
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binding domain of GAL4

generates a functional

repressor.



repressing factors contain specific inhibitory domains paralleling the exis-

tence of specific activation domains in activating transcription factors.

Interestingly, the inhibitory domain in the human Wilms tumour anti-onco-

gene product and those from several Drosophila inhibitory factors, including

eve, appear to share the common features of proline richness and an absence

of charged residues (Han and Manley, 1993) suggesting that these factors have

a common inhibitory domain. However, other inhibitory domains, such as

those in the mammalian factors Oct-2 (Lillycrop et al., 1994) and E4BP4

(Cowell and Hurst, 1994), are distinct both from this common domain and

from each other indicating that, as with activation domains, several types of

inhibitory domain may exist.

By analogy with activation domains, inhibitory domains are likely to inhibit

either the assembly of the basal transcriptional complex or reduce its activity

and/or stability after it has assembled. In agreement with this idea, the inhi-

bitory domain of the Kruppel repressor in Drosophila has been shown to

interact with a component of the basal transcriptional complex, TFIIE�

(Sauer et al., 1995). Interestingly, Kruppel can also act as an activator by

interacting with TFIIB to stimulate its activity. This interaction with TFIIB

is seen in the monomeric Kruppel factor which hence acts as an activator,

whereas the Kruppel dimer which forms at high concentrations inhibits tran-

scription by interacting with TFIIE�. Hence Kruppel can act as activator or

repressor depending on its concentration in the cell which results in its being

present as an activating monomer or an inhibitory dimer (Fig. 6.16).

Although repressors may therefore interact directly with the basal tran-

scriptional complex, in many cases they do so via a non-DNA binding co-

repressor molecule which then actually represses transcription (Fig. 6.17).

Such non-DNA binding co-repressors have been observed in a range of organ-

isms from yeast to humans (for reviews see Knoepfler and Eisenman, 1999;

Smith and Johnson, 2000; Chinnadurai, 2002). Thus, the inhibitory effect of

the thyroid hormone receptor discussed above involves co-repressor mole-
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Figure 6.16

The Kruppel factor (K)

when present as a

monomer can interact

with TFIIB to stimulate

transcription. At high

concentrations when it

forms a dimer it interacts

with TFIIE� to repress

transcription.



cules such as N-CoR (nuclear receptor co-repressor) which bind to the recep-

tor in the absence of hormone and produce its inhibitory effect on transcrip-

tion (for reviews see Glass and Rosenfeld, 2000; Rosenfeld and Glass, 2001).

Interestingly, studies on mice lacking N-CoR have shown multiple defects

in the development of numerous organs and cell types (Jepsen et al., 2000;

Hermanson et al., 2002). Hence, co-repressors play critical roles in the regula-

tion of gene expression with N-CoR, for example, being involved both in

responses to thyroid hormone and in embryonic development.

In the case of the thyroid hormone receptor, following treatment with

thyroid hormone, the conformation of the receptor changes and the co-

repressor can no longer bind. This conformational change allows co-activator

molecules such as CBP to bind and induce transcriptional activation. Hence,

in this case, treatment with thyroid hormone causes a conformational change

in the receptor resulting in the removal of co-repressors and the binding of co-

activators (Fig. 6.18).

An interesting example of such a co-activator, co-repressor interchange has

recently been described in the case of the LIM homeodomain transcription

factors (Ostendorff et al., 2002). Thus, these factors bind both the RLIM co-

repressor molecule and the CLIM co-activator molecule. In a novel mechan-
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Figure 6.17

A DNA binding repressor

(R) can recruit a non-

DNA binding co-

repressor (CoR) which

then represses

transcription.

Figure 6.18
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hormone, the inhibitory

domain (hatched) of the

thyroid hormone receptor

(TR) bound to its

response element (TRE)

can recruit a co-repressor

(CoR) which then inhibits

transcription. In the

presence of thyroid

hormone (T), the

conformation of the

receptor changes

exposing its activation

domain (solid), allowing

recruitment of co-

activator molecules

(CoA), thereby producing

activation of transcription

in response to thyroid

hormone.



ism, the CLIM co-activator promotes degradation of RLIM, removing the

repressor and allowing activation to occur (Fig. 6.19).

It is clear therefore that a number of factors can inhibit transcription by

binding to upstream DNA sequences and inhibiting the activity of the basal

transcriptional complex either directly or via co-repressor molecules. The

binding of such factors is likely to be of vital importance in producing the

inhibitory effect of many of the silencer elements which were described in

Chapter 1 (section 1.3.5), the silencer element in the chicken lysozyme gene

for example, having been shown to act by binding the inhibitory thyroid

hormone receptor.

6.3.3 DIRECT REPRESSION BY FACTORS BINDING TO THE

BASAL TRANSCRIPTIONAL COMPLEX

As well as interfering with the basal complex by binding to distinct DNA

binding sites (see Fig. 6.11a), it is also possible for inhibitory factors to bind

to the complex itself by protein–protein interaction and thereby interfere with

its activity or assembly (Fig. 6.11b) (for review see Maldonado et al., 1999). An

example of this is provided by the Dr1 protein which inhibits the assembly of

the basal transcriptional complex by binding to TBP and preventing TFIIB

from binding (Fig. 6.20) (Inostroza et al., 1992). As the recruitment of TFIIB

to the promoter by interaction with the TBP component of TFIID is an

essential step in the assembly of the basal transcriptional complex, this effec-

tively inhibits transcription (see Chapter 3, section 3.5.1).

As noted in Chapter 3 (section 3.6), TBP is a component of the initiation

complexes of all three polymerases and in each case acts by recruiting other
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Figure 6.19

The LIM homeodomain

protein binds the RLIM
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transcriptional repression.

However, following

binding of the CLIM

activator protein, CLIM

digests the RLIM protein,

allowing transcriptional

activation to occur.



factors to the promoter. It has been shown (White et al., 1994) that Dr1 can

inhibit this ability of TBP to recruit other factors within the RNA polymerase

II and III initiation complexes but not within the RNA polymerase I complex.

It therefore inhibits transcription by RNA polymerase II and III but not by

RNA polymerase I. Thus Dr1 may play a critical role in regulating the balance

of transcriptional activity between the ribosomal genes which are the only

genes transcribed by RNA polymerase I and all the other genes in the cell.

As well as this potential role for Dr1, there is evidence that it can also alter

the balance between transcription of different types of promoter by RNA

polymerase II. Thus, although Dr1 inhibits transcription from TATA box-

containing promoters, it actually stimulates transcription from polymerase

II promoters lacking a TATA box and containing an initiator element and

an associated downstream promoter element (Willy et al., 2000) (see Chapter

1, section 1.3.2 for discussion of promoters with or without a TATA box).

Hence, Dr1 may switch transcription between different genes transcribed by

RNA polymerase II but containing different core promoter elements.

In addition to Dr1, other factors which bind to TBP and inhibit the assem-

bly of the RNA polymerase II basal complex have been described and are

likely to be important in controlling the rate of transcription (Chitikila et al.,

2002; for review see Maldonado et al., 1999). Thus, for example, the Mot1
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Figure 6.20

The Dr1 inhibitory factor

can interact with the TBP

component of TFIID,

thereby preventing it

binding TFIIB and thus

inhibiting the assembly of

the basal transcriptional

complex.



factor also targets TBP but rather than preventing TFIIB binding, it displaces

TBP from the DNA, thereby inhibiting transcription (Fig. 6.21).

As well as interacting with activating factors (see Chapter 5, section 5.3.3),

the TFIIA factor also appears to be able to bind to TBP preventing these

inhibitors from binding, thus preventing Mot1 from inhibiting TBP binding

to DNA or allowing the recruitment of TFIIB in the presence of Dr1 (Fig.

6.22). This indicates that the activity of inhibitory molecules which act by

interacting with the basal transcriptional complex can be regulated by activat-

ing factors. Moreover, it illustrates that the balance between transcriptional

activators and repressors is of central importance in the control of transcrip-

tion with directly acting repressors playing a key role either by binding to

upstream DNA sequences or by joining the basal transcriptional complex.

6.4 OTHER TARGETS FOR TRANSCRIPTIONAL

REPRESSORS

6.4.1 MODULATION OF CHROMATIN STRUCTURE

Evidently, in the same way as an activating factor can activate transcription, by

opening up the chromatin (see Chapter 5, section 5.5.1), an inhibitory factor

can produce repression by directing a more tightly packed chromatin struc-

ture (for reviews see Tyler and Kadonaga, 1999; Courey and Jia, 2001) (Fig.

6.23). This could occur either via ATP-dependent remodelling of nucleosomes

or via altering the modification of histones (see Chapter 1, section 1.2).

An example of a factor which acts in this way is the polycomb repressor of

Drosophila which normally represses inappropriate expression of several

homeotic genes by modulating their chromatin structure so that activating

molecules cannot bind. When this factor is inactive, inappropriate expression

of these genes in the wrong cell type is observed leading to dramatic trans-

formations in the nature of specific parts of the body (for review see Jacobs

and van Lohuizen, 2002; Simon and Tamkun, 2002; Orlando, 2003). By
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Figure 6.21

The Dr1 repressor

interacts with TBP to

prevent binding of TFIIB

(panel a) while the Mot1

repressor displaces TBP

from the DNA (panel b).
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Figure 6.22

Binding of TFIIA to TBP

prevents inhibitory

molecules (I) from

binding but still allows

the binding of TFIIB and

thereby promotes the

assembly of the basal

transcriptional complex.

Figure 6.23

A repressor of

transcription (R) can act

by inducing a tightly

packed chromatin

structure incompatible

with transcription.



directing the tight packing of specific genes and thereby preventing transcrip-

tion, the polycomb factor evidently has the opposite effect to that of the

GAGA/trithorax factor which, as discussed in section 5.5.1, directs an open

chromatin structure allowing activator binding (Fig. 6.24) (for reviews see

Schumacher and Magnusson, 1997; Simon and Tamkun, 2002).

Interestingly, both the polycomb and trithorax factors have been shown to

affect the function of insulator elements (see Chapter 1, section 1.3.5) with

mutation of polycomb preventing the blocking effects of insulators on enhan-

cer function, while mutation of trithorax enhances the blocking effects of

insulators. Hence, insulator elements represent one target for the antagonistic

effects of polycomb and trithorax factors (Gerasimova and Corces, 1998).

It has recently been shown that the polycomb factor forms part of a multi-

protein complex that has histone methyltransferase activity (Czermin et al.,

2002; Müller et al., 2002). As discussed in Chapter 1 (section 1.2.3) the methy-

lation of histones can produce a tightly packed chromatin structure and hence

this is one mechanism by which polycomb can produce a closed chromatin

structure.

As well as targeting histones at the level of methylation, transcriptional co-

repressors such as the NuRD and SIN3 complexes can also produce a more

tightly packed chromatin structure by acting as histone deacetylases, removing

the acetyl groups which promote chromatin opening (for reviews see

Ahringer, 2000; Ng and Bird, 2000) (see Chapter 1, section 1.2.3). This effect

evidently parallels the ability of transcriptional co-activators to produce a

more open chromatin structure by acetylating histones (see Chapter 5, section

5.5.1).
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Figure 6.24
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packed chromatin
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contrast, the polycomb

factor (PC) induces a

tightly packed chromatin

structure. Its inactivation

by mutation produces

inappropriate chromatin

opening and

transcription.



Hence the state of histone acetylation and the structure of chromatin can

be controlled by the balance of deacetylases and acetylases which are bound to

the DNA (Fig. 6.25). In most cases the acetylating and deacetylating factors

will be respectively co-activators and co-repressors and will be brought to the

DNA via interactions with distinct activating and inhibiting transcription fac-

tors respectively. In the case of the thyroid hormone receptor, however, both

types of factors bind to the same molecule. Thus, the N-CoR co-repressor,

which binds to the thyroid hormone receptor prior to exposure to hormone,

also binds other co-repressor complexes such as mRPD3 and SIN3 which have

histone deacetylase activity. Conversely, following hormone binding, these

factors dissociate and are replaced by co-activators such as CBP which acety-

late histones and allow the receptor to activate transcription (Fig. 6.26).

Hence, transcriptional repressors can modulate chromatin structure, acting

at least in part by altering the histone code enhancing methylation and

reducing acetylation.
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Figure 6.26

The inhibitory domain
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receptor binds a co-

repressor (Co-R) complex

which deacetylates

histones inducing a closed
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results in the release of

the co-repressor and

binding of co-activator

(Co-A) molecules to the

exposed activation domain

(solid square). The co-

activators have histone

acetyltransferase activity

and produce a more open

chromatin structure (solid

line) compatible with

transcription.

Figure 6.25
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balance between co-

activating molecules which

acetylate histones and co-

repressors which

deacetylate histones in

the nucleosome (N).



6.4.2 INHIBITION OF TRANSCRIPTION ELONGATION

Just as activators can stimulate transcriptional elongation, as well as transcrip-

tional initiation (see Chapter 5, section 5.5.2) repressors can inhibit transcrip-

tion by blocking transcriptional elongation. Thus, the zebrafish Foggy protein

acts by interacting with the non-phosphorylated form of RNA polymerase and

prevents it from catalysing transcriptional elongation. When the polymerase is

phosphorylated on its C-terminal domain (see Chapter 3, section 3.5.1), it is

no longer inhibited by Foggy and transcriptional elongation proceeds (Guo et

al., 2000) (Fig. 6.27). Importantly, when Foggy is mutated so that it cannot

block transcriptional elongation, the development of the zebrafish nervous

system is severely disrupted. This indicates that the correct regulation of

transcriptional elongation by proteins such as Foggy is necessary for normal

development.

Inhibition of transcriptional elongation is also produced by the von

Hippel–Lindau protein (VHL). However, this factor targets the phosphory-

lated form of RNA polymerase. Thus, VHL forms part of a complex which

adds the small protein ubiquitin to the large subunit of RNA polymerase II

(see Chapter 8, section 8.4.5 for further details of this protein modification).

This ubiquitination occurs only for the phosphorylated form of RNA poly-

merase II and targets it for degradation, thereby blocking transcriptional

elongation (Kuznetsova et al., 2003), (Figure 6.28). As with Foggy, the action

of VHL is of critical importance for normal cell function. Thus, as discussed in

Chapter 9 (section 9.4.4), VHL is an anti-oncogene and cancers result when

the function of VHL is disrupted by mutations.

204 EUKARYOTIC TRANSCRIPTION FACTORS

Figure 6.27

Phosphorylation of the C-

terminal domain (CTD) of

RNA polymerase prevents

binding of the Foggy

protein which would

otherwise inhibit

transcriptional elongation.



Hence, transcriptional elongation can be repressed both by Foggy which

inhibits the non-phosphorylated form of RNA polymerase II and by VHL

which targets the phosphorylated form of the polymerase for degradation.

As with transcriptional initiation, the correct regulation of these inhibitory

processes and their activity relative to processes which stimulate transcrip-

tional elongation (see Chapter 5, section 5.5.2) is likely to be critical for the

correct regulation of cellular function.

6.5 CONCLUSIONS

In this chapter, we have discussed how the repression of transcription can be

produced by the neutralization of a positively acting factor, or by direct

repression of the basal transcriptional complex as well as by alteration of

chromatin structure or the inhibition of transcriptional elongation. These

properties offer ample scope for gene regulation in different cell types or

in different tissues. Thus in addition to the simple activation of gene expres-

sion by a positively acting factor present in only one cell type, the effect of a

positively acting factor present in several different cell types can be affected by

the presence or absence of a negatively acting factor which is active in only

one cell type and which inhibits its activity. Similarly, a single factor may act

either positively or negatively depending on the gene involved (as in the case

of the glucocorticoid receptor) or depending on whether a specific hormone

is present (as in the case of the thyroid hormone receptor).

Interestingly, two positive factors can also repress one another if they com-

pete for the same co-factor. Thus, glucocorticoid hormones have been known

for some time to be a potent inhibitor of the induction of the collagenase

gene by phorbol esters resulting in their having an anti-inflammatory effect.

This inhibition is mediated by the glucocorticoid receptor which inhibits the

activity of the Jun and Fos proteins that normally activate the collagenase gene

via the AP-1 sites in its promoter (for discussion of Fos, Jun and AP-1 see
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Figure 6.28
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promotes degradation of

the polymerase inhibiting

transcriptional elongation.



Chapter 9, section 9.3.1). This effectively inhibits collagenase gene activation.

Unlike the examples of repression by the glucocorticoid receptor discussed in

section 6.2.1, however, the collagenase promoter does not contain any bind-

ing sites for the receptor adjacent to the AP-1 sites, nor does the receptor

apparently bind to the collagenase promoter.

Interestingly, however, like the glucocorticoid receptor, the Fos/Jun com-

plex requires the CBP protein as a co-activator to activate transcription.

Hence, the glucocorticoid receptor may compete with Fos/Jun for limited

quantities of the CBP co-activator which are present in the cell resulting in

a failure of Fos/Jun to activate in the presence of activated glucocorticoid

receptor (Kamei et al., 1996) (Fig. 6.29). Clearly, such competition between

Fos/Jun and the glucocorticoid receptor for limited quantities of CBP will

also result in inhibition of glucocorticoid-dependent genes in response to

hormone in the presence of high concentrations of Fos and Jun and this is

indeed observed (Fig. 6.29).

Hence, mutual transrepression of two different activating proteins can be

achieved by competition for a co-activator (Fig. 6.29). Moreover, this mutual

repression illustrates how different cellular signalling pathways, which are

activated respectively by phorbol esters and glucocorticoid hormones, can

interact with one another resulting in cross talk between the pathways (for

review see Janknecht and Hunter, 1996).

Hence, as well as being able to activate gene expression, the members of

the steroid/thyroid hormone receptor family also illustrate three mechanisms

by which repression of gene expression can be achieved namely, the direct

inhibition of transcription (see section 6.3.2), the neutralization of a positive
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Figure 6.29

Mutual transrepression by

Fos/Jun and the

glucocorticoid receptor.

Competition between

Fos/Jun and the

glucocorticoid receptor for

the CBP co-activator

inhibits the expression of

genes containing binding

sites for either Fos/Jun

(AP-1 sites) or for the

glucocorticoid receptor
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factor either by preventing its binding to DNA by masking of its site (see

section 6.2.1), or by competing for a co-activator (see above). It should be

noted, however, that these three examples differ in that the glucocorticoid

receptor needs to be activated by steroid before it can inhibit gene expression

by binding to an nGRE or competing for CBP whereas the thyroid hormone

receptor directly inhibits by binding to its response element in the absence of

hormone.

Hence, numerous methods of transcriptional repression exist paralleling

the different mechanisms of transcriptional activation discussed in Chapter 5.

Ultimately, however, as with transcriptional activation, all such potential

mechanisms involving the inhibition of gene expression in response to spe-

cific stimuli or in specific cell types are dependent upon mechanisms that

control the synthesis or activity of specific transcription factors in different

cell types or in response to specific stimuli. These mechanisms are discussed

in the next two chapters.
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CHAPTER 7

REGULAT ION OF TRANSCR IPT ION
FACTOR SYNTHES IS

7.1 TRANSCRIPTION FACTOR REGULATION

Transcription factors play a central role in a number of biological processes,

producing, for example the induction of specific genes in response to parti-

cular stimuli, as well as controlling the cell type-specific or developmentally

regulated expression of other genes. The ability to bind to DNA (Chapter 4)

and influence the rate of transcription either positively (Chapter 5) or nega-

tively (Chapter 6) are clearly features of many transcription factors that reg-

ulate gene expression in response to specific stimuli or in specific cell types.

Most importantly, however, such factors must also have their activity regulated

such that they only become active in the appropriate cell type or in response

to the appropriate stimulus, thereby producing the desired pattern of gene

expression.

Two basic mechanisms by which the action of transcription factors can be

regulated have been described. These involve either controlling the synthesis

of the transcription factor so that it is made only when necessary (Fig. 7.1a) or

alternatively, regulating the activity of the factor so that pre-existing protein

becomes activated when required (Fig. 7.1b). This chapter considers the

regulation of transcription factor synthesis while Chapter 8 considers the

regulation of transcription factor activity.

7.2 REGULATED SYNTHESIS OF TRANSCRIPTION FACTORS

Regulating the synthesis of transcription factors such that they are only made

when the genes that they regulate are to be activated is an obvious mechanism

of ensuring that specific genes become activated only at the appropriate time

and place. This mechanism is widely used therefore, particularly for transcrip-

tion factors that regulate the expression of cell type-specific or developmen-

tally regulated genes. Specific examples of the regulated synthesis of

particular transcription factors which illustrate the role of this mechanism



in regulating cell type-specific or developmental gene expression are dis-

cussed in the following sections.

7.2.1 THE MyoD TRANSCRIPTION FACTOR

Probably the most novel approach to the cloning of the gene encoding a

transcription factor was taken by Davis et al. (1987), who isolated cDNA clones

encoding MyoD, a factor which plays a critical role in skeletal muscle-specific

gene regulation. They used an embryonic muscle fibroblast cell line known as

C3H 10T‰. Although these cells do not exhibit any differentiated character-

istics, they can be induced to differentiate into myoblast cells expressing a

number of muscle-lineage genes upon treatment with 5-azacytidine

(Constantinides et al., 1977). This agent is a cytidine analogue having a nitro-

gen instead of a carbon atom at position 5 on the pyrimidine ring and is

incorporated into DNA instead of cytidine. Unlike cytidine, however, it can-

not be methylated at this position and hence its incorporation results in

demethylation of DNA. As methylation of DNA at C residues is thought to

play a critical role in transcriptional silencing of gene expression (for review

see Latchman, 2002), this artificial demethylation can result in the expression

of particular genes which were previously silent.

In the case of 10T‰ cells therefore this demethylation was thought to result

in the expression of previously silent regulatory loci that are necessary for

differentiation into muscle myoblasts. Several experiments also suggested that
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Figure 7.1

Gene activation mediated

by the synthesis of a

transcription factor only in

a specific tissue (a) or its

activation in a specific

tissue (b).



the activation of only one key regulatory locus might be involved. Thus 5-

azacytidine induces myoblasts at very high frequency consistent with only the

demethylation of one gene being required while DNA prepared from differ-

entiated cells can also induce differentiation in untreated cells at a frequency

consistent with the transfer of only one activated locus.

Hence differentiation is thought to occur via the activation of one regula-

tory locus (gene X in Fig. 7.2) whose expression in turn switches on the

expression of genes encoding muscle lineage markers which is observed in

the differentiated 10T‰ cells and thereby induces their differentiation. This

suggested that the regulatory locus might encode a transcription factor which

switched on muscle-specific gene expression.

To isolate the gene encoding this factor, Davis et al. (1987) reasoned that it

would continue to be expressed in the myoblast cells but would evidently not

be expressed in the undifferentiated cells. They therefore prepared RNA from

the differentiated cells and removed from it by subtractive hybridization all the

RNAs which were also expressed in the undifferentiated cells. After various

further manipulations to exclude RNAs characteristic of terminal muscle

differentiation such as myosin and others induced non-specifically in all

cells by 5-azacytidine, the enriched probe was used to screen a cDNA library

prepared from differentiated 10T‰ cells.

This procedure (Fig. 7.3) resulted in the isolation of three clones, MyoA,

MyoD and MyoH whose expression was specifically activated when 10T‰ cells
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Figure 7.2

Model for differentiation

of 10T½ cells in

response to 5-

azacytidine. Activation of

a master locus (x) by

demethylation allows its

product to activate the

expression of muscle-

specific genes thereby

producing differentiation.



were induced to form myoblasts with 5-azacytidine. When each of these genes

was artificially expressed in 10T‰ cells, MyoA and MyoH had no effect.

However, artificial expression of MyoD was able to convert undifferentiated

10T‰ cells into myoblasts (Fig. 7.4). Hence expression of MyoD alone can

induce differentiation of 10T‰ cells into muscle cells and it is the induction of
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Figure 7.3

Strategy for isolating the

master regulatory locus

expressed in 10T½ cells

after but not before

treatment with 5-

azacytidine. Subtractive

hybridization was used to

isolate all RNA molecules

that are present in 10T½

cells only following

treatment with 5-

azacytidine. After removal

of RNAs for terminal

differentiation products of

muscle and RNAs

induced in non-muscle-

producing cells by 5-

azacytidine, the remaining

RNAs were used to

screen a cDNA library.

Three candidates for the

master regulatory locus

MyoA, MyoD and MyoH

were isolated in this way.



MyoD expression by 5-azacytidine that is responsible for the ability of this

compound to induce muscle differentiation.

The differentiated 10T‰ cells produced by artificial expression of MyoD,

like those induced by 5-azacytidine express a variety of muscle lineage markers

and indeed also switch on both MyoA and MyoH as well as the endogenous

MyoD gene itself. This suggests that MyoD is a transcription factor that

switches on genes expressed in muscle cells. In agreement with this, MyoD

was shown to bind to a region of the creatine kinase gene upstream enhancer

which was known to be necessary for its muscle specific gene activity.

Moreover, it has been shown that MyoD can actually bind to its binding sites

within target genes when they are in the tightly packed chromatin structure

characteristic of genes that are inactive in a particular lineage (Gerber et al.,

1997). This binding results in the remodelling of the chromatin to a more open

form and is then followed by enhanced transcription stimulated by MyoD (Fig.

7.5). This alteration in chromatin structure is likely to be dependent on the

ability of MyoD to interact with the p300 co-activator protein (Puri et al., 1997)

(see Chapter 5, section 5.4.3). Like CBP, p300 has histone acetyltransferase

activity and is therefore able to alter chromatin to the more open structure

associated with acetylated histones (see Chapter 1, section 1.2.3).

Hence MyoD is capable of activating transcription by two distinct means,

namely the remodelling of chromatin and the direct stimulation of enhanced
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Figure 7.4

Test of each of the

putative master regulatory

loci MyoA, MyoD and

MyoH. Each of the genes

was introduced into

10T½ cells and tested for

the ability to induce the

cells to differentiate into

muscle cells. Note that

while MyoA and MyoH

have no effect,

introduction of MyoD

results in the production

of muscle cells which

contain the muscle

protein myosin. The

differentiated muscle cells

induced by MyoD cease

to divide on differentiation

resulting in less cells

being detectable by

staining with crystal violet

compared to the MyoA

and MyoH treated cells

which continue to

proliferate. Hence only

MyoD has the capacity to

cause 10T½ cells to

differentiate into non-

proliferating muscle cells

producing myosin,

identifying it as a master

regulatory locus for

muscle differentiation.



transcription (see Chapter 5, for a discussion of the mechanisms of tran-

scriptional activation). This is particularly important since it allows enhanced

synthesis of MyoD to induce the development of myogenic cells from

non-differentiated precursors, in which the genes that must be switched on

are in an inactive closed chromatin structure which is inaccessible to many

transcriptional activators.

Interestingly, as well as stimulating muscle-specific genes, MyoD also pro-

motes differentiation by modulating gene expression so as to inhibit cellular

proliferation, thereby producing the non-dividing phenotype characteristic of

muscle cells. Thus MyoD has been shown to activate the gene encoding the

p21 inhibitor of cyclin-dependent kinases (Halevy et al., 1995). This results in

the inhibition of these kinases whose activity is necessary for cell division (see

Chapter 9, section 9.4.2). In addition, MyoD can also repress the promoter of

the c-fos gene whose protein product is important for cellular proliferation

(see Chapter 9, section 9.3.1) indicating that MyoD can also act by repressing

genes whose products are not required in non-dividing muscle cells (Trouche

et al., 1993).

Like gene activation by MyoD, repression of the c-fos promoter is depen-

dent on DNA binding which, in this case, prevents the binding of a positively

acting factor to a site known as the serum response element which overlaps

the MyoD binding site in the c-fos promoter (Fig. 7.6). Obviously, in contrast

to its binding to the creatine kinase enhancer, MyoD must bind to its binding

site in the c-fos promoter in a form which cannot activate transcription. Hence,

like the glucocorticoid receptor, MyoD can have different effects on gene

expression depending on the nature of its binding site (see Chapter 6, section

6.2.1 for discussion of the mechanism of transcriptional repression by the

glucocorticoid receptor). In both cases, however, DNA binding by MyoD is

dependent upon a basic region of the protein which binds directly to the DNA

and an adjacent region which can form a helix-loop-helix structure and is
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Figure 7.5

MyoD binding to its

binding site (solid box)

both converts the

chromatin structure from

a closed (wavy line) to a

more open (solid line)

structure compatible with

transcription and also

directly enhances the

rate of transcription

(arrow).



essential for dimerization of MyoD (see Chapter 4, section 4.5 for further

discussion of these motifs).

Hence, synthesis of MyoD results in the production of the skeletal muscle

phenotype by activating and repressing the expression of specific target genes.

As expected in view of the critical role that MyoD plays in the development of

muscle cells, the MyoD mRNA is present in skeletal muscle tissue taken from a

variety of different sites in the body but is absent in all other tissues including

cardiac muscle (Davis et al., 1987; Fig. 7.7). The MyoD mRNA and protein

therefore accumulate only in a specific cell type where it is required and the

activation of the MyoD gene during myogenesis is likely to be of central

importance in switching on the expression of muscle-specific genes. In turn,

this suggests that other developmentally regulated transcription factors will be

involved in switching on MyoD expression during myogenesis. In agreement

with this, the paired-type homeobox factor Pax 3 (Chapter 4, section 4.2.7) has

been shown to activate MyoD expression and myogenic differentiation in a

variety of non-muscle cell types (for review see Rawls and Olson, 1997) while

the classical homeobox factor MSX1 can repress the transcription of the

MyoD gene (Woloshin et al., 1995).

Thus, MyoD is a transcription factor whose regulated synthesis results in

the activation of muscle-specific gene expression and the production of ske-

letal muscle cells. Interestingly, the observation that the introduction of MyoD

into cells switches on the endogenous MyoD gene (see above) suggests that a

positive feedback loop normally regulates MyoD expression so that once the
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Figure 7.6

MyoD binds to its binding

site (MDBS) in the c-fos

promoter in a

configuration which does

not activate transcription

and prevents binding of

an activating factor (A) to

the overlapping serum

response element (SRE).

This therefore results in

the repression of c-fos

transcription in MyoD-

expressing muscle cells.



gene is initially expressed, expression is maintained producing commitment

to the myogenic lineage (Fig. 7.8). This is of importance since MyoD appears

to be essential for the repair of damaged muscle in adult animals indicating

that its expression must be maintained throughout life (Megeney et al., 1996).

MyoD therefore offers a classic example of the role of transcription factor

synthesis in regulating cell type-specific gene expression. It should be noted,

however, that, as discussed in Chapter 6 (section 6.2.2), the activity of MyoD is
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Figure 7.7

Northern blotting

experiment to detect the

mRNAs encoding MyoA,

MyoD and MyoH in

different muscle and non-

muscle tissues. Note that

the MyoD mRNA is

present only in skeletal

muscle as expected in

view of its ability to

produce muscle

differentiation, whereas

the MyoA and MyoH

mRNAs are more widely

distributed. nb, indicates

new born, ad, indicates

adult, rRNA indicates the

ribosomal RNA control

used to show that all

samples contain intact

RNA.

Figure 7.8

Ability of MyoD protein to

activate expression of its

own gene creating a

positive feedback loop

which ensures that,

following an initial stimulus,

the MyoD protein is

continuously produced and

hence maintains myoblast

differentiation.



also regulated by its interaction with the Id inhibitor protein. Hence, MyoD is

regulated both by regulating its synthesis and by regulating its activity.

7.2.2 HOMEOBOX TRANSCRIPTION FACTORS

In addition to its role in controlling cell type-specific gene expression, regula-

tion of transcription factor synthesis is also widely used in the control of

developmentally-regulated gene expression. Thus numerous studies of the

Drosophila homeobox transcription factors discussed in Chapter 4 (section

4.2), using both immunofluorescence with specific antibodies and in situ

hybridization, have revealed highly specific expression patterns for individual

factors and the mRNAs which encode them indicating that their role in reg-

ulating gene expression in development is dependent, at least in part, on the

regulation of their synthesis (Fig. 7.9).

Moreover, such regulated synthesis of specific transcription factors can

specifically determine the nature of the cell types that are produced during

development. Thus, the LIM homeobox factors Lhx3 and Lhx4 are expressed

transiently in motor neurons whose axons extend ventrally (v-MN) but not in

those which extend dorsally (d-MN). In knock out mice lacking both Lhx3 and

Lhx4, cells which should become v-MN cells, instead become d-MN cells (Fig.

7.10). In contrast, misexpression of Lhx3 is sufficient to convert d-MN cells

into v-MN cells (Sharma et al., 1998). Hence, the regulated synthesis of these

two homeodomain proteins results in cells which express them becoming one

type of motor neuron (v-MN), whereas the cells which do not express them,

form a different type of motor neuron (d-MN).
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Figure 7.9

Localization of the Ftz

protein in the Drosophila

blastoderm embryo using

a fluorescent antibody

which reacts specifically

with the protein. The

anterior end of the

embryo is to the left and

the dorsal surface to the

top of the photograph.

Note the precise pattern

of seven stripes of Ftz-

expressing cells around

the embryo.



In an even more dramatic example of this effect, the Pitx2 homeobox

factor is expressed only on the left side of the developing embryo in the

mouse or chicken. Expressing Pitx2 on the right side of the embryo affects

the normal pattern of asymmetry between the left and right sides of the

embryo (Logan et al., 1998; Piedra et al., 1998), indicating that the appropriate

regulation of its synthesis is required for the embryo to develop distinct left

and right sides.

Hence, the regulated expression of homeobox factors is essential for their

role in regulating gene transcription and cell fate in development. As dis-

cussed in Chapter 4 (section 4.2), the mouse homeobox genes are found in

clusters containing a number of different genes (Fig. 7.11). Most interestingly,

in both Drosophila and mammals, the position of a gene within a cluster is

related to its expression pattern during embryogenesis. Thus, in the mouse

Hoxb cluster all the genes are expressed in the developing central nervous
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Figure 7.10

The homeobox

transcription factors Lhx3

and Lhx4 are expressed

in motor neurons whose

axons project ventrally

(vMN) but not in those

which project dorsally

(dMN). Inactivation of

Lhx3 and Lhx4 in knock

out mice converts vMN

cells into dMN cells

whereas artificial

expression of Lhx3 in

dMN cells converts them

into vMN cells.

Figure 7.11

Hoxb gene cluster on

mouse chromosome 11.

Note that in moving from

the left to the right of the

mouse complex, the

genes are expressed

progressively earlier in

development, have a

more anterior boundary of

expression and a greater

responsiveness to retinoic

acid.



system of the embryo. However, in moving from the 5’ to the 3’ end of the

cluster (i.e. from Hoxb-9 (2.5) to Hoxb-1 (2.9) in Fig. 7.11) each successive

gene is expressed earlier in development and also displays a more anterior

boundary of expression within the central nervous system (Figs 7.12 and 7.13).

Similar expression patterns have also been observed in Drosophila where each

successive gene in the Bithorax and Antennapedia clusters is expressed more
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Figure 7.12

Comparison of the

expression pattern of the

Hoxb-9 (2.5), b-8 (2.4)

and b-6 (2.2) genes in

the 12.5-day mouse

embryo. The top panel

shows in situ

hybridization with the

appropriate gene probe to

a section of the entire

embryo while the middle

row shows a high power

view of the region in

which the anterior limit of

gene expression occurs.

In these panels, which

show the sections in

bright field, hybridization

of the probe and

therefore gene expression

is indicated by the dark

areas. In the lower panel,

which shows the same

area in dark field,

hybridization is indicated

by the bright areas. Note

the progressively more

anterior boundary of

expression of Hoxb-6

(2.2) compared to Hoxb-8

(2.4) and to Hoxb-9 (2.5)

and compare with their

positions in the Hoxb

(Hox 2) complex in Figure

7.11.



anteriorly and affects progressively more anterior segments when it is

mutated. Indeed, studies in which regulatory elements from the invertebrate

Amphioxus were tested in mouse and chick embryos have indicated that the

elements regulating homeobox gene expression have been highly conserved

in evolution with the Amphioxus elements functioning in these very different

species (Manzanares et al., 2000).

In the case of the mouse genes a possible molecular mechanism for the

differential expression pattern across a cluster is provided by the finding that

genes in the 3’ half of the Hoxb cluster are activated in cultured cells by

treatment with low levels of retinoic acid, whereas genes in the 5’ half of

the cluster require much higher levels of retinoic acid for their activation

(for review see Conlon, 1995; Tabin, 1995). Considerable evidence exists

that retinoic acid can act as a morphogen in vertebrate development and it

has been suggested that a gradient of retinoic acid concentration may exist

across the developing embryo (reviewed by Conlon, 1995; Tabin, 1995).

Hence, the observed difference in expression of the Hoxb genes could be

controlled by a retinoic acid gradient (Fig. 7.14). In turn, the Hoxb genes like

their Drosophila counterparts would switch on other genes required in cells at

222 EUKARYOTIC TRANSCRIPTION FACTORS

Figure 7.13

Summary of the anterior

boundary of expression of

the genes in the Hoxb (2)

complex indicated on a

section of a 12.5-day

mouse embryo and

compared to the position

of the gene in the Hoxb

(2) cluster. Note the

progressively more

anterior boundary of

expression from the 5’ to

the 3’ end of the Hoxb

(2) cluster.



particular positions in the embryo accounting for the morphogenetic effects

of retinoic acid.

Retinoic acid functions by binding to and activating specific receptors

which are members of the steroid-thyroid hormone receptor super family

and which in turn bind to specific sequences within retinoic acid responsive

genes activating their expression (see Chapter 4, section 4.4, and Chapter 8,

section 8.2.2). Hence, the activation of regulatory genes and the initiation of a

regulatory cascade can be achieved by the activation of specific receptors-

transcription factors by an inducing stimulus.

This illustrates therefore how the synthesis of one set of transcription

factors (the homeobox proteins) can be regulated by the activation of another

set of transcription factors (the retinoic acid receptors). In agreement with

this idea, the treatment of mouse embryos with retinoic acid results, for

example, in changes in the expression pattern of the Hoxb-1 gene which

contains a retinoic acid response element in its 3’ regulatory region.

Moreover, the inactivation of this element so that it no longer binds the

retinoic acid receptors, abolishes expression of Hoxb-1 in the neuroectoderm

of the early embryo, providing direct evidence that the retinoic acid response

element is necessary to produce the expression pattern of this gene observed

in the developing embryo (Marshall et al., 1994; for review see Stern and

Foley, 1998).
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Figure 7.14

Model for the

progressively more

anterior expression of the

genes in the Hoxb (2)

cluster in which

expression is controlled

by a posterior to anterior

gradient in retinoic acid

concentration and the

increasing sensitivity to

induction by retinoic acid

which occurs from the 5’

to the 3’ end of the

cluster. Thus because

genes at the 3’ end of

the cluster are inducible

by very low levels of

retinoic acid they will be

expressed in anterior

points of the embryo

where the retinoic acid

level will be too low to

induce the genes at the

5’ end of the cluster

which require a much

higher level of retinoic

acid to be activated.



Interestingly, the regulation of Hox gene expression by such DNA response

elements located adjacent to the individual genes appears to interact with

other regulatory processes which operate over the whole gene cluster. Thus,

in experiments where individual Hox genes (with their adjacent control ele-

ments) were moved to a different position within the gene cluster, their

pattern of expression was altered so that they behaved similarly to genes

normally located at that position in the cluster for example, in terms of the

time at which they were switched on during development (van der Hoeven et

al., 1996) (Fig. 7.15).

In the case of the HoxD cluster, this effect appears to involve the order of

the genes relative to a distant enhancer element located at least 100 000 bases

away. Thus, in this cluster the first gene, HoxD13 is expressed most anteriorly

and at the highest level with each successive gene being exposed at lower

levels and more posteriorly. If Hox D13 is deleted, the next gene in the cluster

HoxD12 is now expressed in the manner typical of Hox D13 even though it

remains in its normal position (Kmita et al., 2002; for review see Zeller and

Deschamps, 2002). In this case therefore, the genes appear to compete to

interact with the distant enhancer element so that the closest gene is

expressed in a particular pattern and so on (Fig. 7.16). This effect is evidently

reminiscent of the locus control region (LCR) in the �-globin gene cluster (see

Chapter 1, section 1.3.4) where the globin genes were expressed in a specific

order in development which is determined by their position relative to the

LCR.

The specific pattern of expression of individual homeobox genes, which is

determined by their position in the cluster is absolutely critical to their func-

tion. Indeed, it appears that it is the different patterns of regulation rather
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Figure 7.15

Each gene in a Hox

cluster has its own

specific expression

pattern (panel i). Moving

a particular gene to a

new position in the

cluster results in it having

the expression pattern of

the gene which is

normally located at that

position (panel ii).



than the different proteins that they encode, that determine the different

roles of specific genes in a cluster. Thus, if an individual gene in a cluster is

deleted, the other genes in the cluster cannot substitute for it and an abnor-

mal animal results (Fig. 7.17). However, if the deleted gene is replaced by a

further copy of another gene in the cluster, then a normal animal results (for

review see Duboule, 2000) (Fig. 7.17). This occurs because the expression of

the inserted gene is now determined by its position in the cluster and it is

therefore expressed in the manner characteristic of the deleted gene. Hence,

the products of different genes in a cluster can functionally substitute for one

another but only if they are expressed in the appropriate pattern, as deter-

mined by their position in the cluster. This illustrates the critical role of the

regulated synthesis of transcription factors in allowing them to produce their

functional effects.

The manner in which the regulated synthesis of multiple homeobox factors

can regulate the production of several different cell types has been analysed in

detail in the ventral neural tube. In this case, the system is regulated by a

gradient in the concentration of a protein signalling molecule known as sonic

hedgehog (Shh) rather than via a retinoic acid gradient. The expression of

several homeobox factors (Dbx1, Dbx2, Irx3 and Pax6) is repressed by Shh,

but their sensitivity to such repression differs so that Pax6, for example, is

expressed at higher Shh concentrations than Irx3 and so on (Fig. 7.18). In

contrast, two other homeobox genes are activated by Shh but their sensitivity

differs so that Nkx6.1 is expressed at lower levels of Shh than Nkx2.2 (Fig.

7.18).
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Figure 7.16

In the HoxD cluster, the

expression of the genes

is affected by their order

relative to a distant

enhancer element (E)
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pattern for gene A even

though its physical

location is unchanged

(panel ii).
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Figure 7.18

In the ventral neural tube, a

gradient of sonic hedgehog

regulates the expression of

several homeobox genes. Dbx1,

Dbx2, Irx3 and Pax6 are

repressed by sonic hedgehog

but differ in their sensitivity to

repression. Thus, Pax6, which

is the least sensitive to

repression, is expressed at

higher sonic hedgehog

concentrations than Irx3 and so

on. Conversely, Nkx6.1 and

Nkx2.2 are activated by sonic

hedgehog with Nkx6.1 being

activated at lower

concentrations than Nkx2.2.

Together these effects create a

homeodomain code in which

each region has a different

pattern of expression of the six

genes and hence different

neuronal types (1–5) form at

each point.

Figure 7.17

The normal expression pattern

of Hox genes results in the

production of a normal animal

(panel i). Inactivation of a

specific gene results in a

mutant animal being produced

(panel ii). However, if the

mutant gene is replaced with a

further copy of another gene in

the cluster, this gene is

expressed in the same way as

the deleted gene and a normal

animal results (panel iii).



The different expression patterns of these genes, therefore, convert the

gradient of Shh expression into a homeobox code in which each region has

a unique pattern of expression of the different homeobox genes. In turn, this

results in five different neuronal types forming at different positions in the

ventral neural tube (Fig. 7.18) (Briscoe et al., 2000). Hence, in this case, the

precise combination of specific homeobox genes expressed in each position

controls the precise cell type that is formed (for review see Marquardt and

Pfaff, 2001).

In our discussion so far, it has been assumed that a homeobox factor is

either present in a particular cell or is entirely absent. In fact, however, a

further level of complexity exists since many homeobox factors are not

expressed in a simple on/off manner but rather show a concentration gradi-

ent ranging from high levels in one part of the embryo via intermediate levels

to low levels in another part. For example, in Drosophila, the bicoid protein

(bcd) whose absence leads to the development of a fly without head and

thoracic structures is found at high levels in the anterior part of the embryo

and declines progressively posteriorly, being absent in the posterior one third

of the embryo (Fig. 7.19).

Most interestingly, genes that are activated in response to bicoid contain

binding sites in their promoters which have either high affinity or low affinity

for the bicoid protein. If these sites are linked to a marker gene, it can be

demonstrated that genes with low affinity binding sites are only activated at

high concentrations of bicoid and are therefore expressed only at the extreme

anterior end of the embryo. In contrast, genes that have higher affinity binding
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Figure 7.19
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anterior part of the

embryo, whereas genes

with high affinity binding

sites are active more

posteriorly. Note that, in

addition to the different

posterior boundaries in

the expression of genes

with high and low affinity

binding sites, genes with

high affinity binding sites

will be expressed at a

higher level than genes

with low affinity binding

sites at any point in the

embryo.



sites are active at much lower protein concentrations and will be active both at

the anterior end and more posteriorly. Moreover, the greater the number of

higher affinity sites the greater the level of gene expression that will occur at

any particular point in the gradient (Driever et al., 1989; Fig. 7.19).

The gradient in bicoid expression can be translated therefore into the

differential expression of various bicoid-dependent genes along the anterior

part of the embryo. Each cell in the anterior region will be able to ‘sense’ its

position within the embryo and respond by activating specific genes. One of

the genes activated by bicoid is the homeobox-containing segmentation gene

hunchback. In turn, this protein regulates the expression of the gap genes,

Kruppel and giant (Struhl et al., 1992). All four of these proteins then act on

the eve gene with bicoid and hunchback activating its expression while

Kruppel and giant repress it. The concentration gradients of these four fac-

tors thus result in the spatial localization of eve gene expression in a defined

region of the embryo where it exerts its inhibitory effects on gene expression

(Small et al., 1991; Fig. 7.20). Hence, the gradient in bicoid gene expression

results in changes in the expression of other genes encoding regulatory pro-

teins leading to the activation of regulatory networks involving the controlled

synthesis of multiple transcription factors.

The bicoid factor therefore has all the properties of a morphogen whose

concentration gradient determines position in the anterior part of the

embryo. This idea is strongly supported by the results of genetic experiments

in which the bicoid gradient was artificially manipulated, cells containing

artificially increased levels of bicoid assuming a phenotype characteristic of

more anterior cells which normally contain the new level of bicoid and vice

versa (Driever and Nusslein-Volhard, 1988).

The anterior to posterior gradient in bicoid levels is required to produce

the opposite posterior to anterior gradient in the level of another protein,

caudal. However, the caudal mRNA is equally distributed throughout the

embryo indicating that the bicoid gradient does not regulate transcription

of the caudal gene. Rather, the bicoid protein binds to the caudal mRNA

and represses its translation into protein so that caudal protein is not pro-

duced when bicoid levels are high (reviewed by Carr, 1996; Chan and Struhl,

1997). As well as providing further evidence for the key role of the bicoid

factor, this finding also shows that homeodomain proteins can bind to RNA as

well as to DNA and that they may therefore act at the post-transcriptional level

as well as at transcription.

The bicoid case clearly illustrates therefore how the regulated synthesis of

an individual factor, resulting in a gradient in its concentration, can alter the

expression of a regulatory network of other genes and ultimately control the

differentiation of specific cells during development.
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7.3 MECHANISMS REGULATING THE SYNTHESIS OF

TRANSCRIPTION FACTORS

The cases discussed in the previous section illustrate therefore that where a

factor must be active in a particular cell type or at a specific point in devel-

opment, this is frequently achieved by the factor being present only in the

particular cells where it is required. Clearly, such regulated synthesis of a

specific transcription factor could be achieved by any of the methods that

are normally used to regulate the production of individual proteins, such as

the regulation of gene transcription, RNA splicing or translation of the mRNA

(Fig. 7.21, for review of the levels at which gene regulation can occur see
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Figure 7.20

Model illustrating how the
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eve gene expression.
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giant and kruppel
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activation (+) by

hunchback and bicoid

and its repression (-) by

giant and Kruppel then

produces a specific stripe

or region of the embryo

in which eve is expressed

(d).



Latchman, 2002). Several of these mechanisms of gene regulation are utilized

in the case of individual transcription factors and these will be discussed in

turn.

7.3.1 REGULATION OF TRANSCRIPTION

As discussed above, a number of cases where the cell type-specific expression

of a transcription factor is paralleled by the presence of its corresponding

mRNA in the same cell type have now been described. In turn this cell type-

specific expression of the transcription factor mRNA is likely to result from

the regulated transcription of the gene encoding the transcription factor.
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Figure 7.21

Potential regulatory

stages in the expression

of a gene encoding a

transcription factor.



Unfortunately, the low abundance of many transcription factors has pre-

cluded the direct demonstration of the regulated transcription of the genes

that encode them. This has been achieved, however, in the case of the CCAAT

box binding factor C/EBP which regulates the transcription of several differ-

ent liver-specific genes such as transthyretin and alpha-1 anti-trypsin. Thus by

using nuclear run on assays to measure directly transcription of the gene

encoding C/EBP, Xanthopoulos et al. (1989) were able to show that this

gene is transcribed at high levels only in the liver, paralleling the presence

of C/EBP itself and the mRNA encoding it at high levels only in this tissue

(Fig. 7.22). Hence the regulated transcription of the C/EBP gene in turn

controls the production of the corresponding protein which, in turn, directly

controls the liver specific transcription of other genes such as alpha-1 anti-

trypsin and transthyretin.

Interestingly, as well as being used to regulate the relative amounts of a

particular factor produced by different tissues, transcriptional control can also

be used to regulate factor levels within a specific cell type. Thus the levels of

the liver-specific transcription factor DBP are highest in rat hepatocytes in the

afternoon and evening, with the protein being undetectable in the morning.

This fluctuation is produced by regulated transcription of the gene encoding

DBP, which is highest in the early evening and undetectable in the morning,

whereas the C/EBP gene is transcribed at equal levels at all times. In turn the

alterations in DBP level produced in this way produce similar diurnal fluctua-

tions in the transcription of the albumin gene which is dependent on DBP for

its transcription (Wuarin and Schibler, 1990).

Although regulated transcription of the genes encoding the transcription

factors themselves is likely therefore to constitute an important means of

regulating their synthesis it is clear that this process simply sets the problem

of gene regulation one stage further back. Thus it will be necessary to have
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Nuclear run on assay of

transcription in the nuclei
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degree of transcription of
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tissues. Note the

enhanced transcription in

the liver of the gene

encoding the transcription

factor C/EBP as well as

of the genes encoding

the liver-specific proteins

transthyretin (TTR) and

alpha-1 anti-trypsin (alpha

1AT). The positive control

transfer RNA gene is, as

expected, transcribed at

equal levels in both

tissues while the negative

control, pBR322 bacterial

plasmid does not detect

any transcription.



some means of regulating the specific transcription of the gene encoding the

transcription factor itself which, in turn, may require other transcription fac-

tors that are synthesized or are active only in that specific cell type. It is not

surprising therefore that the synthesis of transcription factors is often modu-

lated by post-transcriptional control mechanisms not requiring additional

transcription factors. These mechanisms will now be discussed.

7.3.2 REGULATION OF RNA SPLICING

Numerous examples have now been described in eukaryotes where a single

RNA species transcribed from a particular gene can be spliced in two or more

different ways to yield different mRNAs encoding proteins with different

properties (for review see Latchman, 2002). This process is also used in several

cases of genes encoding specific transcription factors, for example, in the case

of the era-1 gene which encodes a transcription factor that mediates the induc-

tion of gene expression in early embryonic cells in response to retinoic acid.

In this case two alternatively spliced mRNAs are produced, one of which

encodes the active form of the molecule, while the other produces a protein

lacking the homeobox region. As the homeobox mediates DNA binding by

the intact protein (see Chapter 4, section 4.2.3), this truncated form of the

protein is incapable of binding to DNA and activating gene expression

(Larosa and Gudas, 1988). A similar use of alternative splicing to create

mRNAs encoding proteins with and without the homeobox has also been

reported for the Hoxb-6 (2.2) gene (Shen et al., 1991).

Hence in these cases where one of the two proteins encoded by the alter-

natively spliced mRNAs is inactive, alternative splicing can be used in the

same way as the regulation of transcription in order to control the amount

of functional protein that is produced.

Interestingly, however, unlike transcriptional regulation, alternative spli-

cing can also be used to regulate the relative production of two distinct func-

tional forms of a transcription factor which have different properties. This is

seen in the case of the Pax8 factor which is a member of the Pax family (see

Chapter 4, section 4.2.7). In this case, alternative splicing results in the inser-

tion of a single serine residue in the recognition helix of the paired domain

which is critical for DNA binding (Fig. 7.23). This alters the DNA binding

properties of the factor so that it recognizes different DNA sequences to the

form of Pax8 which lacks this residue (Kozmik et al., 1997). Hence alternative

splicing can introduce a subtle, single amino acid change in a transcription

factor which results in the existence of two forms of the factor with different

DNA binding specificities.
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As well as affecting DNA binding specificity, alternative splicing can also

produce forms of a transcription factor with distinct effects on transcription.

This is seen in the case of the CREM factor which is related to the CREB factor

discussed in Chapter 5 (section 5.4.3). Thus CREM resembles CREB in being

phosphorylated following cyclic AMP treatment at a site located between two

glutamine-rich activation domains. Like CREB, it can therefore bind to the

CRE and activate transcription in response to cyclic AMP by binding the co-

activator CBP (for reviews see de Cesare et al., 1999; de Cesare and Sassoni-

Corsi, 2000.)

Interestingly, however, alternative splicing produces distinct forms of the

CREM factor that lack the activation domains, although they retain the leu-

cine zipper and basic DNA binding domain (Fig. 7.24a) (see Chapter 4, sec-

tion 4.5 for a discussion of these motifs). These forms can therefore bind to

DNA but cannot activate transcription since they lack an activation domain.

They therefore inhibit transcription by competing for binding to the CRE

with the activating forms (Fig. 7.25) (see Chapter 6, section 6.2.1 for a discus-

sion of indirect repression of this type). Since the proportion of the activating

and inhibitory forms of CREM varies in different cell types, the level of tran-

scription directed by a CRE following cyclic AMP treatment will be different

in these cells depending on the precise balance between the activating and

inhibitory forms.

As well as producing distinct forms with and without the activation domain,

the CREM factor also undergoes alternative splicing in another manner. Thus

two distinct exons in the CREM gene contain two distinct DNA binding

domains. Alternative splicing results in the proteins that either do or do

not contain the activation domains also having one or other of the DNA
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Alternative splicing in the
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different forms of the

protein with and without
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residue and thus having

different DNA binding

specificities.



binding domains (Fig. 7.24b). As the relative usage of the two DNA binding

domains is different in different cell types, this effect is likely to have bio-

logical significance but its precise role is at present unclear.

The different forms of the CREM factor which have been discussed so far

are all produced by alternative splicing of a single RNA transcript whose rate

of production is unaffected by cyclic AMP. The ability of the CREB factor and

the activating forms of CREM to switch on gene expression is then stimulated

post-translationally by their phosphorylation following cyclic AMP treatment,

hence allowing them to switch on gene expression in response to cyclic AMP

(see Chapter 5, section 5.4.3).

In contrast to such post-translational regulation, the CREM gene also con-

tains a promoter which is activated in response to cyclic AMP. This promoter

produces transcripts encoding short proteins which contain one or other of

the DNA binding domains and the phosphorylated region but lack the activa-
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Figure 7.24
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Arrows indicate the

transcriptional start sites

used in each case.



tion domain (Fig. 7.24c). These proteins can therefore bind to the cyclic AMP

response element and repress transcriptional activation by the activating

forms, exactly as described above for the alternatively spliced forms lacking

the activation domain. These forms are therefore known as ICERs (inducible

cyclic AMP early repressors). As they are inducible by cyclic AMP, these forms

are likely to play a key role in making the cyclic AMP response self-limiting.

Thus following cyclic AMP treatment CREB and CREM will become phos-

phorylated and will then activate the expression of promoters containing a

CRE including that which produces the ICERs. The ICERs produced in this

manner will then bind to the CRE and switch off the inducible genes by

preventing the binding of CREB and CREM (Fig. 7.26) thereby making the

cyclic AMP response a transient one.

The regulation of cyclic AMP inducible transcription by the CREB and

CREM factors is therefore extraordinarily complex with both alternative spli-

cing and the use of two different promoters in the CREM gene. It illustrates

therefore how the combination of transcriptional and post-transcriptional

control of synthesis can be used to produce multiple forms of transcription

factors with different functional roles.

Alternative splicing can also occur in factors which contain a specific inhi-

bitory domain and which can therefore function as direct repressors interfer-

ing with the activity of the basal transcriptional complex (see Chapter 6,

section 6.3.2). Thus, although it is transcribed in B cells and not in most

other cell types, the gene encoding the Oct-2 transcription factor (which is

a member of the POU family, discussed in Chapter 4, section 4.2.6) is also

transcribed in neuronal cells. In neuronal cells, the Oct-2 RNA is spliced so

that the protein it encodes does not contain the C-terminal activation domain

which allows it to activate transcription. It does, however, retain the N-term-

inal inhibitory domain discussed in Chapter 6 (section 6.3.2) as well as the

DNA binding domain and can therefore act as a direct inhibitor of gene

expression (Lillycrop et al., 1994). In contrast, in B cells, alternative splicing

produces an mRNA which encodes a protein containing both the inhibitory

domain and the stronger activation domain and which therefore activates

transcription (Fig. 7.27). Hence in this case alternative splicing produces
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different forms of a factor in different cell types which have opposite effects

on the activity of their target promoters.

Such alternative splicing is also seen in the case of another transcription

factor containing an inhibitory domain, namely the thyroid hormone recep-

tor. Thus as discussed in Chapter 6 (section 6.3.2), alternative splicing pro-

duces two forms of the receptor, one of which lacks the ligand binding

domain and therefore cannot bind thyroid hormone (see Fig. 6.14).

Although it cannot therefore respond to thyroid hormone, this alpha 2

form of the protein still contains the DNA binding domain and can therefore
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Figure 7.26
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bind to the specific binding site for the receptor in hormone-responsive

genes. By doing so, it acts as a dominant repressor of gene activation

mediated by the normal receptor in response to hormone binding. Hence

these two alternatively spliced forms of the transcription factor, which are

made in different amounts in different tissues, mediate opposing effects on

thyroid hormone-dependent gene expression.

As well as affecting the actual properties of a transcription factor, regula-

tion of splicing can also be used to determine how much of the protein

accumulates. This is seen in the case of the Haclp protein which is a member

of the basic-leucine zipper transcription factor family discussed in Chapter 4

(section 4.5). This factor accumulates at an increased level in the presence of

unfolded proteins in the cell and then activates the expression of genes which

assist other proteins to fold properly. This increased accumulation of Haclp is

controlled by a splicing event which removes an intron from the Haclp tran-

script. When this intron is present, the RNA forms a folded structure which

cannot be translated to produce Haclp protein. When the intron is removed

by splicing, this folded structure no longer forms and the Haclp mRNA is

translated (Rüegsegger and Leber, 2001) (Fig. 7.28). Hence, in this case the

regulation of splicing alters the amount of the transcription factor produced

rather than its activity.

The examples of regulated splicing discussed above thus illustrate the

potential of this process in controlling the level of functional transcription

factor which is produced or in generating different forms of a particular

transcription factor which, because of differences in the regions that mediate

DNA binding or transcriptional activation, have different properties that

result in differences in their effects on gene expression.
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7.3.3 REGULATION OF TRANSLATION

The final stage in the expression of a gene is the translation of its correspond-

ing mRNA into protein. In theory therefore, the regulation of synthesis of a

particular transcription factor could be achieved by producing its mRNA in all

cell types but translating it into active protein only in the particular cell type

where it was required. However, the observed parallels between the cell type-

specific expression of a particular transcription factor and the cell type-

specific expression of its corresponding mRNA discussed above (section

7.2) indicate that this cannot be the case for the majority of transcription

factors. Nonetheless, this mechanism is used to control the synthesis of at

least one transcription factor in yeast.

Thus the yeast GCN4 transcription factor controls the activation of several

genes in response to amino acid starvation and the factor itself is synthesized

in increased amounts following such starvation, allowing it to mediate this

effect. This increased synthesis of GCN4 following amino acid starvation is

mediated via increased translation of pre-existing GCN4 mRNA (for reviews

see Hinnebusch, 1997; Morris and Geballe, 2000). This translational regula-

tion is dependent upon short sequences within the 5’ untranslated region of

the GCN4 mRNA, upstream of the start point for translation of the GCN4

protein.

Most interestingly, such sequences are capable of being translated to pro-

duce short peptides of two or three amino acids (Fig. 7.29). Under conditions
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Figure 7.28
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when amino acids are plentiful, these short peptides are synthesized and the

ribosome fails to reinitiate at the start point for GCN4 production resulting in

this protein not being synthesized. Following amino acid starvation, however,

the production of the small peptides is suppressed and the production of

GCN4 is correspondingly enhanced. Hence this mechanism ensures that

GCN4 is synthesized only in response to amino acid starvation and then

activates the genes encoding the enzymes required for the biosynthetic path-

ways necessary to make good this deficiency.

Interestingly, the use of distinct translational start sites is also seen in the

case of the C/EBP transcription factors expressed in the mammalian liver. In

this case, however, the two start sites of translation result in two different

forms of the C/EBP proteins. The longer form contains an activation domain

as well as a basic DNA binding domain and leucine zipper. The other is

produced by translational initiation from a downstream start site and there-

fore lacks the activation domain, although it retains both the basic domain

and the leucine zipper (Fig. 7.30). This shorter protein can bind to the same

sites as the longer form and since it cannot activate transcription, acts as an

inhibitor of gene activation by the longer form (Descombes and Schibler,

1991).
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Presence of short open

reading frames capable of

producing small peptides

in the 5’ untranslated

region of the yeast GCN4

RNA. Translation of the

RNA to produce these

small proteins suppresses

translation of the GCN4

protein. The position of

the methionine residue

beginning each of the

small peptides is

indicated together with

the number of additional

amino acids incorporated

before a stop codon is

reached.

Figure 7.30

The use of different

translational initiation

codons (vertical arrows)

in the mRNA encoding

the C/EBP transcription

factors produces the

longer LAP (liver activator

protein) form of the

protein which possesses

an activation domain and

the shorter LIP (liver

inhibitor protein) form of

the protein which lacks

this domain and therefore

inhibits gene activation by

LAP.



Interestingly, the balance between the long and short forms of C/EBP is

controlled by the level in the cell of factors required for the translation of all

mRNAs. Thus, when a low level of these translation factors is present in the

cell, the upstream start site of translation is used preferentially and the full

length protein predominates. In contrast, when higher levels of the transla-

tion factors are present, the shorter form of C/EBP is produced in increasing

amounts (Calkhoven et al., 2000). Moreover, it has been shown that the

shorter form of C/EBP promotes cellular proliferation, whereas the longer

form promotes growth arrest and terminal differentiation. Hence, in this case

the regulated translation of a transcription factor produces two distinct forms

with opposite effects on cellular proliferation and differentiation (Fig. 7.31).

As with the regulation of splicing, the regulation of translation can there-

fore be used to control the amount of an active factor that is produced as well

as to regulate the balance between two functionally antagonistic factors

encoded by the same gene.

7.4 CONCLUSIONS

Regulating the synthesis of a transcription factor constitutes a metabolically

inexpensive way of controlling its activity. Thus in situations where the activity

of a particular factor is not required, no energy is expended on making it in an

inactive form. Such regulation probably takes place predominantly at the level

of transcription so that no energy is expended on the production of an RNA,

its splicing, transport, etc. However, even in cases where regulation occurs at

later stages such as splicing or translation, the system is relatively efficient in

terms of energy usage, since the step in gene expression that requires the

most energy is the final one of translation.
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Figure 7.31
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differentiation and the

inhibitory short form which

induces cellular

proliferation.



In view of its metabolic efficiency, it is not surprising therefore that the

regulation of their synthesis is widely used to control the activity of the factors

which mediate cell type-specific gene regulation where differences in the

activity of a given factor in different cell types are maintained for long periods

of time. Similarly, alternative splicing or use of different translational initia-

tion codons is used to produce different forms of the same factor which often

have antagonistic effects on gene expression.

The regulation of factor activity by regulating its synthesis, does suffer,

however, from the defect that a change in the level of activity of a factor

which is controlled purely by a change in its actual amount can take some

time to occur. Thus in response to a signal which induces new transcription of

the gene encoding a particular factor, it is necessary to go through all the

stages illustrated in Figure 7.21, before the production of active factor which

is capable of activating the expression of other genes in response to the

inducing signal. It is not surprising therefore that although some factors

such as GCN4 which mediate inducible gene expression are regulated by

the regulation of their synthesis, the majority of such factors are regulated

by post-translational mechanisms which activate pre-existing transcription fac-

tor protein in response to the inducing signal. Thus, although mechanisms of

this type are metabolically expensive in that they require the synthesis of the

factor in situations where it is not required, they have the necessary rapid

response time required for the regulation of inducible gene expression.

Moreover, unlike transcriptional regulation, they constitute an independent

method of gene regulation rather than requiring the activation of other tran-

scription factors in order to activate the transcription of the gene encoding

the factor itself. The regulation of transcription factor activity and the manner

in which it is achieved is discussed in the next chapter.
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CHAPTER 8

REGULAT ION OF TRANSCR IPT ION
FACTOR ACT IV I TY

8.1 EVIDENCE FOR THE REGULATED ACTIVITY OF

TRANSCRIPTION FACTORS

In a number of cases, it has been shown that a particular transcription factor

pre-exists in an inactive form prior to its activation and the consequent switch-

ing on of the genes that depend on it for their activity. Thus, as discussed in

Chapter 5 (section 5.5.1) and in section 8.3.1 of this chapter, the activation of

heat-inducible genes by elevated temperature is dependent on the activity of

the heat shock transcription factor (HSF). However, this induction can be

achieved in the presence of the protein synthesis inhibitor cycloheximide

(Zimarino and Wu, 1987; for review see Morimoto, 1998). Hence this process

cannot be dependent on the synthesis of HSF in response to heat but rather

must depend on the heat-induced activation of pre-existing inactive HSF (for

further details see section 8.3.1). Similarly, as discussed in Chapter 6 (section

6.2.3), the yeast GAL4 transcription factor pre-exists in cells prior to galactose

treatment, which activates it by causing the dissociation of the inhibitory

GAL80 protein.

Although for the reasons discussed in Chapter 7 (section 7.4) the activation

of pre-existing transcription factors is predominantly used to modulate tran-

scription factors involved in controlling inducible rather than cell type-specific

gene expression, it has also been reported for factors involved in regulating

cell type-specific gene expression. Thus, the transcription factor NF�B (which

is a heterodimer of two subunits p50 and p65) plays an important role in the B

cell-specific expression of the immunoglobulin � gene (for reviews see Foo

and Nolan, 1999; Karin and Ben-Neriah, 2000; Perkins, 2000; Dixit and Mak,

2002). However, both subunits of NF�B are expressed in a wide variety of cell

types and the factor is present in an inactive form both in pre-B cells and in a

wide variety of other cell types such as T cells and HeLa cells which do not

express the immunoglobulin genes. This pre-existing form of NF�B can be

activated by treatment of pre-B cells with substances such as lipopolysacchar-

ides. As in the case of HSF, this activation can take place in the presence of



inhibitors of protein synthesis, indicating that it does not require de novo

synthesis of NF�B protein. These treatments therefore activate pre-existing

NF�B and thus result in the activation of the immunoglobulin � gene in pre-B

cells which do not normally express it.

Interestingly, the inactive form of NF�B is widely distributed in different

cell types and can be activated in both T cells and HeLa cells by treatment with

phorbol ester. Although in these cases NF�B activation does not result in

immunoglobulin light chain gene expression since the gene has not rear-

ranged and is tightly packed within inactive chromatin, it does play a role

in gene regulation. Thus the activation of NF�B by agents which activate

T cells, results in the active transcription factor inducing increased expression

of cellular genes such as that encoding the interleukin-2 � receptor and is also

responsible for the increased activity of the human immunodeficiency virus

promoter in activated T cells. NF�B therefore plays a role not only in B-cell

specific gene activity but also in gene activity specific to activated T cells.

Indeed further work has suggested an additional role for NF�B in bone

development indicating that it plays a key role in a number of different cell

types (for review see Abu-Amer and Tondravi, 1997; Dixit and Mak, 2002).

The process in which pre-existing NF�B becomes activated both during B-

cell differentiation and by agents such as phorbol esters which activate T cells

therefore allows NF�B to play a dual role both in B-cell specific gene expres-

sion and in the expression of particular genes in response to T-cell activation

by various agents (Fig. 8.1). This effect would otherwise require a complex

pattern of regulation in which NF�B was synthesized both in response to B-

cell maturation and to agents which activate T cells.
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Figure 8.1

Activation of NF�B during

B-cell differentiation or by

agents such as PMA

which activate T cells

allows it to activate

expression of the

immunoglobulin � chain

gene in B cells and the

interleukin 2 receptor

gene in activated T cells.



Hence modulating the activity of a transcription factor represents a rapid

and flexible means of activating a particular factor. Moreover, unlike transcrip-

tional control, such mechanisms allow a direct linkage between the inducing

stimulus and the activation of the factor rather than requiring the regulated

activity of other transcription factors which, in turn, activate transcription of

the gene encoding the regulated factor. Hence they represent a highly efficient

means of allowing specific cellular signalling pathways to produce changes in

cellular transcription factor activity and hence affect gene expression (for

reviews see Barolo and Posakony, 2002; Brivanlou and Darnell, 2002).

In the most extreme example of the linkage between signalling pathways

and transcription factors, the signalling molecule and the transcription factor

are identical. Thus, in response to microbial infection, mammalian neutro-

phils secrete the protein lactoferrin into the medium. It has been shown that

the lactoferrin protein can be taken up by other cells of the immune system. It

then enters the nucleus of the cells and binds to specific DNA sequences,

activating genes whose protein products are required for the cells to neutra-

lize the microbial infection (He and Furmanski, 1995). Hence in this case, the

signalling factor and the transcription factor are the same protein (for discus-

sion see Baeuerle, 1995). In most cases, however, the signalling molecule acts

indirectly to produce a change in the activity of a distinct transcription factor

which pre-existed within the cell in an inactive form prior to exposure to the

signal. Four basic means by which such mechanisms can regulate factor activ-

ity have been described (Fig. 8.2) and these will be discussed in turn.

8.2 REGULATION BY PROTEIN–LIGAND BINDING

8.2.1 EXAMPLES OF REGULATION BY LIGAND BINDING

As discussed above, one of the principal advantages of regulating the activity

of a factor in response to an inducing stimulus is that it allows a direct inter-

action between the inducing stimulus and the activation of the factor, ensur-

ing a rapid response. The simplest method for this is for an inducing ligand to

bind to the transcription factor and alter its structure so that it becomes

activated (Fig. 8.2a).

An example of this effect is seen in the case of the ACE1 factor which

mediates the induction of the yeast metallothionein gene in response to cop-

per. In this case, the transcription factor undergoes a major conformational

change in the presence of copper which converts it to an active form that is

able to bind to its appropriate binding sites in the metallothionein gene

promoter and activate transcription (Fig. 8.3; for review see Thiele, 1992).
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A similar example in mammalian cells involves the DREAM transcription

factor which represses the transcription of the dynorphin gene and thereby

enhances the response to painful stimuli (for review see Costigan and Woolf,

2002). The activity of this factor is directly modulated by the level of calcium,

which binds directly to the DREAM protein and reduces its ability to bind to

its binding site in the dynorphin gene. Hence, the repression of the gene by

DREAM is relieved and the dynorphin gene is transcribed (for review see

Mandel and Goodman, 1999) (Fig. 8.4).

8.2.2 THE NUCLEAR RECEPTORS

A more complex example of regulation by ligand binding to a transcription

factor is provided by the steroid hormone receptors. These receptors are

members of the nuclear receptor or steroid-thyroid receptor family discussed
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Figure 8.2
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(c) or by stabilizing the

factor so that it is not

degraded (d).



in Chapter 4 (section 4.4) and mediate gene activation in response to steroids

such as glucocorticoid or oestrogen (for review see Weatherman et al., 1999).

Following identification of the steroid hormone receptors, it was very

rapidly shown that the receptors were only found associated with DNA after

hormone treatment. These early studies were subsequently confirmed by

using DNAseI footprinting on whole chromatin to show that the receptor

was only bound to the hormone response sequence following hormone treat-

ment (Becker et al., 1986). These studies were therefore consistent with a

model in which the hormone induces a conformational change in the recep-

tor activating its ability to bind to DNA and thereby activate transcription.

Subsequent studies have suggested that the situation is more complex how-

ever. Thus, although in the intact cell the receptor binds to DNA only in the

presence of the hormone, purified receptor can bind to DNA in vitro in a
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repression and allows

transcription of the

dynorphin gene.



band shift or footprinting assay regardless of whether hormone is present or

not (Wilmann and Beato, 1986; Figs 8.5 and 8.6).

This discrepancy led to the suggestion that the receptor is inherently cap-

able of binding to DNA but is prevented from doing so in the absence of

steroid because it is anchored to another protein. The hormone acts to release

it from this association and allow it to fulfill its inherent ability to bind to

DNA. In agreement with this possibility, in the absence of hormone, the

glucocorticoid receptor protein is found in the cytoplasm complexed to a

90 000 molecular weight heat-inducible protein (hsp90) in an 8S complex.
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Figure 8.5

DNAseI footprint analysis of the binding of the

glucocorticoid receptor to the glucocorticoid-

inducible mouse mammary tumour virus long

terminal repeat promoter (MMTV-LTR). In

tracks I and II the DNAseI digestion has been

carried out without any added receptor. In

tracks 1–3, glucocorticoid receptor has been

added prior to DNAseI digestion either alone

(track 1+), with the glucocorticoid hormone

corticosterone (track 2) or with the anti-

hormone RU486 which inhibits steroid-

induced activation of the receptor (track 3).

Track 1 shows the result of adding receptor to

the DNA in the absence of DNAseI addition in

which some cleavage by endogenous

nucleases (e) occurs, while track G is a

marker track produced by cleaving the same

DNA at each guanine residue. Minus signs

indicate footprinted regions protected by

receptor, plus signs are hypersensitive sites at

which cleavage is increased by the presence

of the receptor. The DNA fragment used and

position of the radioactive label (diamond) are

shown together with the distances upstream

from the initiation site for transcription.

Note that the identical footprint is produced by

the receptor either alone or in the presence of

hormone or anti-hormone. Hence in vitro the

receptor can bind to DNA in the absence of

hormone.



This complex is dissociated upon steroid treatment releasing the 4S receptor

protein (for reviews see Pratt, 1997; Pratt and Toft, 1997). The released

receptor is free to dimerize and move into the nucleus. Since these processes

have been shown to be essential for DNA binding and transcriptional activa-

tion by steroid hormone receptors, dissociation of the receptor from hsp90 is

essential if gene activation is to occur. In agreement with this antiglucocorti-

coids, which inhibit the positive action of glucocorticoids, have been shown to

stabilize the 8S complex of hsp90 and the receptor.

Similar complexes with hsp90 have also been reported for the other steroid

hormone receptors. Thus the activation of the different steroid receptors such

as the glucocorticoid and oestrogen receptors by their specific hormones is

likely to involve disruption of the protein–protein interaction with hsp90

(Fig. 8.7).

Most interestingly, the association of hsp90 with the glucocorticoid recep-

tor occurs via the C-terminal region of the receptor, which also contains the

steroid binding domain. It has been suggested therefore that by associating

with the C terminal region of the receptor, hsp90 masks adjacent domains

whose activity is necessary for gene activation by the receptor for example,

those involved in receptor dimerization or subsequent DNA binding, thereby

preventing DNA binding from occurring. Following steroid treatment, how-

ever, the steroid binds to the C terminus of the receptor displacing hsp90 and

thereby unmasking these domains and allowing DNA binding to occur

(Fig. 8.8). Hence, activation of the steroid receptors involves a ligand-induced

conformational change which results in the dissociation of an inhibitory

protein.
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Figure 8.6

Comparison of steroid

receptor binding to DNA

in the presence or
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that while in vivo DNA

binding can occur only in

the presence of

hormone, in vitro, it can

occur in the presence or

absence of hormone.
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Figure 8.7

Activation of the

glucocorticoid receptor

(GR) by steroid involves

dissociation of hsp90

allowing dimerization and

movement to the nucleus.

Figure 8.8

Interaction of hsp90 and

the glucocorticoid

receptor. hsp90 binds to

the receptor via the C

terminal region of the

receptor which also binds

steroid and may mask

regions of the receptor

necessary for dimerization

or DNA binding. When

steroid is added it binds

to the receptor at the C

terminus displacing hsp90

and exposing the masked

regions.



In addition to the steroid-induced dissociation of the receptors from hsp90

it is clear that a second step following dissociation from hsp90 is also required

for receptor activation. Thus in a cell-free system in which the progesterone

receptor exists in a 4S form, free of bound hsp90, the addition of progester-

one is still required for the activation of progesterone responsive genes. This

indicates that the hormone has an additional effect on the receptor apart from

dissociating it from hsp90. This effect involves the unmasking of a previously

inactive transcriptional activation domain in the receptor allowing it to acti-

vate gene expression in a hormone-dependent manner following DNA bind-

ing. Thus, domain swopping experiments (see Chapter 2, section 2.4.1) have

identified C-terminal regions in both the glucocorticoid and oestrogen recep-

tors which, when linked to the DNA binding domain of another factor, can

activate transcription only following hormone addition (see Fig. 4.29). These

regions hence constitute hormone-dependent activation domains.

Moreover, in the case of the oestrogen receptor, it has been shown that the

oestrogen antagonist 4-hydroxytamoxifen induces the receptor to bind to

DNA (presumably by promoting dissociation from hsp90 and dimerization),

but does not induce gene activation suggesting that it fails to activate the

oestrogen-responsive transactivation domain. Hence the mechanism by

which the steroid receptors are activated is now thought to involve both dis-

sociation from hsp90 and a change in their transcriptional activation ability

(Fig. 8.9a). This second step is likely to involve a change in the activation

domain which allows it to bind co-activator proteins that are essential for

transcriptional activation (see Chapter 5, section 5.4.3 for discussion of co-

activator molecules).

Interestingly, other members of the nuclear receptor family which bind to

substances that are related to steroids, such as retinoic acid or thyroid hor-

mone, do not associate with hsp90 and are bound to DNA prior to exposure

to ligand. Their activation by their appropriate ligand thus involves only the

second stage discussed above, namely a ligand-induced structural change in

their C-terminal activation domain, which is adjacent to the ligand binding

domain, allowing it to bind co-activator molecules and activate transcription

(Fig. 8.9b). Indeed, crystallographic studies of the ligand binding domain and

the C-terminal activation domain of the retinoic acid receptors, both in the

presence or absence of hormone, have provided direct evidence for this

change. Thus, as illustrated in Plate 7, the activation domain is not closely

associated with the ligand binding domain in the absence of ligand but is

much more closely associated with it following ligand binding and forms a

lid covering the ligand binding region (Renaud et al., 1996).

Although first defined in the retinoic acid receptors, a similar structural

change occurs upon ligand binding in other members of the nuclear receptor
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family including the glucocorticoid and oestrogen receptors and the thyroid

hormone receptor (Wurtz et al., 1996). Indeed, it has been shown that while

oestrogen induces this realignment of the oestrogen receptor activation

domain, the oestrogen antagonist raloxifene does not do so, thereby explain-

ing its antagonistic action (Brzozowki et al., 1997) (Fig. 8.10). In turn this

ligand-induced structural change allows the activation domain to bind co-

activator proteins, which bind to the receptors only after exposure to

hormone and appear to play a key role in the ability of the receptors to

activate transcription (see Fig. 8.9) (see Chapter 5, section 5.4.3 for a dis-

cussion of co-activator molecules).

Interestingly, in the case of receptors such as the thyroid hormone recep-

tor, where DNA binding is observed even prior to hormone treatment, the

receptor actually represses transcription prior to thyroid hormone treatment.

As discussed in Chapter 6 (section 6.3.2), this is because in the absence of

ligand, the receptor binds co-repressor molecules which are displaced by co-
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Figure 8.9

(a) Activation of the

steroid receptors (SR) by

treatment with steroid. As

well as inducing

dissociation of the

receptor from hsp90,

steroid treatment also

increases the ability of the

receptor to activate

transcription following

DNA binding by changing

the structure of the

activation domain (shaded)

allowing it to bind co-

activator proteins (CA)

which stimulate

transcription. (b) Activation

of other members of the

nuclear receptor family

which bind non-steroids

such as retinoic acid or

thyroid hormone involves

only the second of these

stages.



activators on hormone treatment. The importance of this conversion from

repressor to activator is seen in the case of mutant forms of the thyroid

hormone receptor which cannot undergo this conformational change because

they do not bind thyroid hormone. This is observed not only in the v-erbA

oncogene as discussed in Chapter 9 (section 9.3.2) but also in patients with

generalized thyroid hormone resistance. Thus these patients have been shown

to produce forms of the receptor which can repress gene expression but

which cannot activate genes in response to thyroid hormone. Most interest-

ingly, the presence of these dominant negative forms of the receptor results in

impairment of physical and mental development which is much more severe

than that observed if the receptor is absent completely (Baniahmad et al.,

1992).

Hence, in all the nuclear receptors, activation by ligand involves a struc-

tural change in the C-terminal activation domain which allows it to bind co-

activators. In the steroid hormone receptors, this is preceded by an earlier

step which involves the disruption of the receptor hsp90 association.

Activation of these steroid receptors, therefore involves both the ligand-

induced conformational changes seen in ACE1 and DREAM as well as the

dissociation of an inhibitor protein and thus combines the mechanisms illu-

strated in Figure 8.2a and b.

8.3 REGULATION BY PROTEIN–PROTEIN INTERACTIONS

8.3.1 INHIBITION OF TRANSCRIPTION FACTOR ACTIVITY BY

PROTEIN–PROTEIN INTERACTION

As described above, the glucocorticoid receptor is regulated by its interaction

with hsp90 which prevents it binding to DNA and activating transcription in

the absence of steroid hormone. A similar mechanism is used in the case of

the NF�B factor which, as discussed above, only activates transcription in

mature B cells or in other cell types following treatment with agents such as
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Figure 8.10

(a) The binding of the

ligand (L) induces the

realignment of the C-

terminal activation domain

of the nuclear receptors

(light shading) so that it

forms a lid over the ligand

binding domain and the

activation domain then

stimulates transcription.

(b) This realignment is not

induced by binding of

antagonists (A) which

therefore do not stimulate

transcriptional activation.



lipopolysaccharides or phorbol esters. In agreement with this, no active form

of NF�B capable of binding to DNA can be detected in DNA mobility shift

assays (see Chapter 2, section 2.2.1) using either cytoplasmic or nuclear

extracts prepared from pre-B cells or non-B cell types. Interestingly, however,

such activity can be detected in the cytoplasm but not the nucleus of such cells

following denaturation and subsequent renaturation of the proteins in the

extract. Hence NF�B exists in the cytoplasm of pre-B cells and other cell types

in an inactive form which is complexed with another protein known as I�B

that inhibits its activity (for reviews see Karin and Ben-Neriah, 2000; Perkins,

2000; Dixit and Mak, 2002). The release of NF�B from I�B by the denatura-

tion/renaturation treatment therefore results in the appearance of active

NF�B capable of binding to DNA (Fig. 8.11a).

These findings suggested therefore that treatments with substances such as

lipopolysaccharides or phorbol esters do not activate NF�B by interacting

directly with it in a manner analogous to the activation of the ACE1 factor

by copper. Rather they are likely to produce the dissociation of NF�B from
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Figure 8.11a

Regulation of NF�B.

Panel (a) In pre-B cells

NF�B is located in the

cytoplasm in an inactive

form which is complexed

to I�B. DNA mobility

band shift assays do not

therefore detect active

NF�B. If a cytoplasmic

extract is first denatured

and renatured, however,

active NF�B will be

released from I�B and will

be detected in a

subsequent band shift

assay.



I�B resulting in its activation. In agreement with this idea, phorbol ester

treatment of cells prior to their fractionation eliminated the latent NF�B

activity in the cytoplasm and resulted in the appearance of active NF�B in

the nucleus (Fig. 8.11b). These substances act therefore by releasing NF�B

from I�B allowing it to move to the nucleus where it can bind to DNA and

activate gene expression. Hence this constitutes an example of the activation

of a factor by the dissociation of an inhibitory protein (see Fig. 8.2b).

Such a mechanism is used to regulate the activity of many different tran-

scription factors. Thus apart from the NF�B/I�B and glucocorticoid recep-

tor/hsp90 interactions, other examples of inhibitory interactions include

those between DNA binding helix-loop-helix proteins and Id (Chapter 6,

section 6.2.2) and p53 and the MDM2 protein (Chapter 9, section 9.4.2).

Hence inhibitory interactions of this type are widely used to regulate the

activity of specific transcription factors.

A highly complex example of such regulation by protein–protein interac-

tion is seen in the case of the heat shock factor (HSF) which, as discussed in

Chapter 5 (section 5.5.1) activates gene transcription in response to elevated
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Figure 8.11b

Panel (b) In mature B

cells, NF�B has been

released from I�B and is

present in the nucleus in

an active DNA-binding

form. It can therefore be

detected in a DNA

mobility shift assay

without a denaturation,

renaturation step which

has no effect on the

binding activity.



temperature. HSF achieves this effect by binding to its binding site in target

genes, which is known as the heat shock element (HSE) (see Chapter 1, sec-

tion 1.3.3). The amount of HSF bound to the HSE increases with the time of

exposure to elevated temperature and with the extent of temperature eleva-

tion. Moreover, increased protein binding to the HSE is also observed follow-

ing exposure to other agents which also induce the transcription of the heat

shock genes, such as 2,4-dinitrophenol (Fig. 8.12). Thus, activation of the heat

shock genes, mediated by the HSE is accompanied by the binding of a specific

transcription factor to this DNA sequence.

As noted in section 8.1, this activation of HSF can occur in the absence of

new HSF protein synthesis (for review see Morimoto, 1998). Thus, if cells are

heat treated in the presence of cycloheximide, which is an inhibitor of protein

synthesis, increased binding of HSF to the HSE is observed exactly as in cells

treated in the absence of the drug (Zimarino and Wu, 1987). This indicates

that the observed binding of HSF following heat shock does not require de

novo protein synthesis. Rather, this factor must pre-exist in non-heat treated

cells in an inactive form whose ability to bind to the HSE sequence in DNA is

activated post-translationally by heat. In agreement with this, activation of

HSF can also be observed following heat treatment of cell extracts in vitro

when new protein synthesis would not be possible (Larson et al., 1988).

Analysis of the activation process using in vitro systems from human cells

(Larson et al., 1988) has indicated that it is a two-stage process (Fig. 8.13). In
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Figure 8.12

Detection of HSF binding

to the HSE 91 bases

upstream (-91) of the

start site for transcription

in the Drosophila hsp82

gene and protecting this

region from digestion with

exonuclease III. Note the

increased binding of HSF

with increasing time of

exposure to heat shock

or increased severity of

heat shock. HSF binding

is also induced by

exposure to 2, 4-

dinitrophenol (DNP)

which is known to induce

transcription of the heat

shock genes.



the first stage, the HSF is activated to a form which can bind to DNA by an

ATP-independent mechanism which is directly dependent on elevated tem-

perature. Subsequently, this protein is further modified by phosphorylation

allowing it to activate transcription. Interestingly, the second of these two

stages appears to be disrupted in murine erythroleukaemia (MEL) cells in

which heat shock results in increased binding of HSF to DNA but transcrip-

tional activation of the heat shock genes is not observed (Hensold et al., 1990).

The activation of HSF into a form capable of binding DNA involves its

conversion from a monomeric to a trimeric form which can bind to the

HSE (for review see Morimoto, 1998). The maintenance of the monomeric

form of HSF prior to heat shock is dependent on a region at the C terminus of

the molecule since when this region is deleted, HSF spontaneously trimerizes

and can bind to DNA even in the absence of heat shock (Rabindran et al.,

1993). The C-terminal region contains a leucine zipper (see Chapter 4, section

4.5). As leucine zippers are known to be able to interact with one another, it is

thought that this region acts by interaction with another leucine zipper

located adjacent to the N-terminal DNA binding domain promoting intramo-

lecular folding which masks the DNA binding domain. Following heat shock

HSF unfolds, unmasking the DNA binding domain and allowing a DNA-bind-

ing trimer to form (Fig. 8.14).

Recent studies have also shown that the transition of HSF from monomer

to trimer requires two specific cysteine residues within HSF. These cysteine

residues are thought to promote this transition by forming disulphide
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Figure 8.13

Stages in the activation

of HSF in mammalian

and Drosophila cells.

Initial activation of HSF

to a DNA-binding form

following elevated

temperature is followed

by its phosphorylation

which converts it to a

form capable of activating

transcription.



bonds with one another in response to heat or other stresses, although it is

currently unclear whether these bonds form between the cysteines in one

molecule of HSF or between different molecules in the trimer (Ahn and

Thiele, 2003).

Interestingly, as with the glucocorticoid receptor (see section 8.2.2), the

conversion of HSF from a monomer to a DNA-binding trimer involves the

dissociation of hsp90 which binds to HSF in untreated cells and stabilizes it in

the inactive form which cannot bind to DNA (Zou et al., 1998). Interestingly,

hsp90 acts as a so-called ‘chaperone’ protein, assisting the proper folding of

other proteins. Evidently, following heat or other stress, the level of such

unfolded proteins will increase. Hsp90 will therefore be ‘called away’ to

deal with these unfolded proteins leaving HSF free to trimerize and bind to

DNA (Fig. 8.15).

Hence, the response of HSF to stress involves both the loss of an inhibitory

protein and changes in the HSF molecule itself. Together these changes pro-

mote the transition from an HSF monomer to a DNA binding trimer.

However, this DNA binding by HSF is insufficient to produce transcriptional

activation. This requires phosphorylation of HSF on serine 230 which allows

the DNA bound form of HSF to activate transcription (see Figs. 8.14, 8.15)

(Holmberg et al., 2001).
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Figure 8.14

Prior to heat shock, HSF

is present in a monomeric

form in which the leucine

zipper motifs (L) at the C-

terminus and within the

molecule promote intra-

molecular folding which

masks the N-terminal

DNA binding domain

(shaded) preventing

binding to the HSE.

Following heat shock, the

protein unfolds and forms

the DNA binding trimeric

form. This form binds to

the HSE and activates

transcription following its

subsequent

phosphorylation.



This two-stage process, involving DNA binding induced by trimerization

and transcriptional activation induced by serine phosphorylation, represents a

common mechanism for the activation of HSF in higher eukaryotes such as

Drosophila and mammals. In contrast, however, the Saccharomyces cerevisiae

(budding yeast) HSF is activated by a much simpler mechanism. Thus, unlike

Drosophila or mammalian HSF, the budding yeast protein lacks the C-terminal

leucine zipper region, which promotes monomer formation, and therefore

exists as a trimer prior to heat shock. As expected from this, HSF can be

observed bound to the HSE even in non-heat shocked cells (Sorger et al.,

1987). HSF can activate transcription, however, only following heat treatment

when the protein becomes phosphorylated. Interestingly, in Schizosaccharo-

myces pombe (fission yeast) HSF regulation follows the Drosophila and mamma-

lian system with HSF becoming bound to DNA only following heat shock

(Gallo et al., 1991).

Hence in mammals, Drosophila and fission yeast, activation of HSF is more

complex than in budding yeast, involving an initial stage activating the DNA
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Figure 8.15

Prior to heat shock or

other stress, HSF is

bound to hsp90 which

stabilizes its inactive

monomeric form.

Following heat shock,

hsp90 dissociates from

HSF to fulfil its function

of refolding other

proteins which have

unfolded due to the

elevated temperature.

This allows HSF to

trimerize and bind to

DNA. However,

transcriptional activation

requires subsequent

phosphorylation of HSF.



binding ability of HSF in response to heat as well as the stage, common to all

organisms, in which the ability to activate transcription is stimulated by phos-

phorylation (Fig. 8.16). It thus combines regulation by protein–protein inter-

action (between HSF itself and HSF/hsp90) as well as regulation by

phosphorylation which will be discussed more generally in section 8.4.

Interestingly, as well as being regulated by interacting with another tran-

scription factor protein, it is also possible for a factor to be regulated by

interaction with lipid within the cell. This is seen in the case of the Tubby

factor which regulates the expression of genes involved in fat metabolism. It

has been shown that the Tubby protein is anchored at the plasma membrane

by interaction with a phospholipid PI(4,5)P2. However, following activation of

specific G-protein coupled receptors in the plasma membrane, the enzyme

phospholipase C is activated. This enzyme then cleaves PI(4,5)P2, releasing

Tubby and allowing it to move to the nucleus and activate transcription (Fig.

8.17) (for review see Cantley, 2001).

This example is evidently similar to the glucocorticoid receptor/hsp90 and

NF�B/I�B examples in that it involves the transcription factor moving from

the cytoplasm to the nucleus but differs in that the activation process involves

disruption of a protein–lipid interaction rather than a protein–protein inter-

action.

8.3.2 ACTIVATION OF TRANSCRIPTION FACTORS BY PROTEIN–

PROTEIN INTERACTION

As well as inhibition, protein–protein interactions can actually stimulate the

activity of a transcription factor. Thus, some transcription factors may be

inactive alone and may need to complex with a second factor in order to be
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Figure 8.16

HSF activation in

Drosophila, mammals

and fission yeast

compared to that in

budding yeast. Note that

in budding yeast HSF is

already bound to DNA

prior to heat shock and

hence its activation by

heat involves only the

second of the two stages

seen in other organisms,

namely, its

phosphorylation allowing

it to activate transcription.



active. This is seen in the case of the Fos protein which cannot bind to DNA

without first forming a heterodimer with the Jun protein (see Chapter 4,

section 4.5). A similar mechanism also operates in the case of the Myc factor

which cannot bind to DNA except as a complex with the Max protein (see

Chapter 9, section 9.3.3). Hence protein–protein interactions between tran-

scription factors can result in either inhibition or stimulation of their activity.

The need for Fos and Myc to interact with another factor prior to DNA

binding arises from their inability to form a homodimer, coupled with the

need for factors of this type to bind to DNA as dimers. Hence they need to

form heterodimers with another factor prior to DNA binding (see Chapter 4,

section 4.5 for further discussion).

8.3.3 ALTERATION OF TRANSCRIPTION FACTOR FUNCTION BY

PROTEIN–PROTEIN INTERACTION

Even in the case of factors such as Jun which can form DNA-binding homo-

dimers, the formation of heterodimers with another factor offers the potential

to produce a dimer with properties distinct from those of either homodimer.

Thus, the Jun homodimer can bind strongly to AP1 sites but only weakly to
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Figure 8.17

The Tubby transcription

factor is anchored to the

plasma membrane by

binding to the

phospholipid PI(4,5)P2.

Following activation of a

membrane G-protein

coupled receptor (R),

phospholipase (PLC) is

activated and cleaves

PI(4,5)P2. This releases

Tubby, allowing it to

move to the nucleus and

activate gene expression.



the cyclic AMP response element (CRE). In contrast a heterodimer of Jun and

the CREB factor binds strongly to a CRE and more weakly to an AP1 site.

Heterodimerization can therefore represent a means of producing multi-

protein factors with unique properties different from that of either protein

partner alone (for reviews see Jones, 1990; Lamb and McKnight, 1991).

Hence, as well as stimulating or inhibiting the activity of a particular factor,

the interaction with another factor can also alter its properties, directing it to

specific DNA binding sites to which it would not normally bind. Thus, as

discussed in Chapter 4 (section 4.2.4) the Drosophila extradenticle protein

changes the DNA binding specificity of the Ubx protein so that it binds to

certain DNA binding sites with high affinity in the presence of extradenticle

and with low affinity in its absence. Similarly, as described in Chapter 4

(section 4.2.4), the yeast �2 repressor factor forms heterodimers of different

DNA binding specificities with the a1 or MCM1 transcription factors.

Although several examples of one transcription factor altering the DNA

binding specificity of another have thus been defined, such protein–protein

interactions can also change the specificity of a transcription factor in at least

one other way. This is seen in the case of the Drosophila dorsal protein which is

related to the mammalian NF�B factors. Thus this factor is capable of both

activating and repressing specific genes. Such an ability is not due for example

to the production of different forms by alternative splicing since both activa-

tion and repression take place in the same cell type. Rather it appears to

depend on the existence of a DNA sequence (the ventral repression element

or VRE) adjacent to the dorsal binding site in genes such as zen, which are

repressed by dorsal, whereas the VRE sequence is absent in genes such as

twist, which are activated by dorsal.

It has been shown that DSP1 (dorsal switch protein), a member of the HMG

family of transcription factors (see Chapter 4, section 4.6), binds to the VRE

and interacts with the dorsal protein changing it from an activator to a repres-

sor. Hence in genes such as twist where DSP1 cannot bind, dorsal activates

expression, whereas in genes such as zen which DSP1 can bind, dorsal

represses expression (Fig. 8.18) (for review see Ip, 1995). It has been shown

that DSP1 can interact with the basal transcriptional complex and disrupt the

association of TFIIA with TBP (Kirov et al., 1996). It therefore acts as an active

transcriptional repressor interfering with the assembly of the basal transcrip-

tional complex (see Chapter 6, section 6.3.2 for further discussion of this

repression mechanism).

Interestingly, like DSP1, the Drosophila groucho protein can switch dorsal

from activator to repressor indicating that multiple proteins can mediate this

effect (Dubnicoff et al., 1997). Moreover, a similar negative element to the

VRE is associated with the NF�B binding site in the mammalian �-interferon
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promoter and the Drosophila DSP1 protein can similarly switch NF�B from

activator to repressor when DSP1 is artificially expressed in mammalian cells.

This mechanism may thus not be confined to Drosophila and a mammalian

homologue of DSP1 may regulate NF�B activity in a similar manner (for

discussion see Thanos and Maniatis, 1995).

Protein–protein interactions between different factors can thus either sti-

mulate or inhibit their activity or alter that activity either in terms of DNA

binding specificity or even from activator to repressor. It is likely that the wide

variety of protein–protein interactions and their diverse effects allow the

relatively small number of transcription factors which exist to produce the

complex patterns of gene expression which are required in normal develop-

ment and differentiation.

8.4 REGULATION BY PROTEIN MODIFICATION

8.4.1 TRANSCRIPTION FACTOR MODIFICATION

Many transcription factors are modified extensively following translation, for

example, by phosphorylation, particularly on serine or threonine residues (for

reviews see Hill and Treisman, 1995; Treisman, 1996) or via the modification

of lysine residues either by acetylation or by addition of the small protein

ubiquitin (for review see Freiman and Tjian, 2003). Such modifications repre-

sent obvious targets for agents that induce gene activation. Thus, such agents

could act by altering the activity of a modifying enzyme, such as a kinase. In

turn this enzyme would modify the transcription factor, resulting in its activa-

tion and providing a simple and direct means of activating a particular factor

in response to a specific signal (see Fig. 8.2c). The various modifications that

have been shown to affect transcription factor activity will be discussed in

turn.
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Figure 8.18

The interaction of DSPI

bound at the ventral

repression element (VRE)

with the dorsal protein

bound at its adjacent

binding site (DBS) in the

zen promoter results in

dorsal acting as a

repressor of transcription,

whereas in the absence

of binding sites for DSPI

as in the twist promoter,

it acts as an activator.



8.4.2 PHOSPHORYLATION

Many cellular signalling pathways involve the activation of cascades of kinase

enzymes which ultimately lead to the phosphorylation of specific transcription

factors. The most direct example of such an effect of a signalling pathway on a

transcription factor is seen in the case of gene activation by the interferons �

and �. Thus these molecules bind to cell surface receptors which are asso-

ciated with factors having tyrosine kinase activity. The binding of interferon to

the receptor stimulates the kinase activity and results in the phosphorylation

of transcription factors known as STATs (signal transducers and activators of

transcription). In turn this results in the dimerization of the STAT proteins

allowing them to move to the nucleus where they bind to DNA and activate

interferon-responsive genes (Fig. 8.19) (for reviews see Horvath, 2000; Ihle,

2001).

Another example of this type is provided by the CREB factor which med-

iates the induction of specific genes in response to cyclic AMP treatment. As

discussed in Chapter 5 (section 5.4.3) CREB binds to DNA in its non-phos-

phorylated form but only activates transcription following phosphorylation by

the protein kinase A enzyme which is activated by cyclic AMP. Hence, in this

case, the activation of a specific enzyme by the inducing agent allows the

transcription factor to activate transcription and hence results in the activa-

tion of cyclic AMP inducible genes.
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Figure 8.19

Binding of interferon

(IFN) to its receptor

results in activation of an

associated tyrosine

kinase (TK) activity

leading to phosphorylation

of a STAT transcription

factor allowing it to

dimerize and move to the

nucleus and stimulate

interferon responsive

genes (IRG).



Similarly, the phosphorylation of the heat shock factor (HSF) following

exposure of cells to elevated temperature increases the activity of its activation

domain leading to increased transcription of heat-inducible genes (see section

8.3.1), while the ability of the retinoic acid receptor to stimulate transcription

is enhanced by phosphorylation of its activation domain by the basal transcrip-

tion factor TFIIH (see Chapter 3, section 3.5).

In contrast to these effects on transcriptional activation ability, phosphor-

ylation of the serum response factor (SRF), which mediates the induction of

several mammalian genes in response to growth factors or serum addition,

increases its ability to bind to DNA rather than directly increasing the activity

of its activation domain. Interestingly, SRF normally binds to DNA in associa-

tion with an accessory protein p62TCF. The ability of p62TCF to associate with

SRF is itself stimulated by phosphorylation.

Similarly, as discussed in Chapter 5 (section 5.4.3), phosphorylation of

CREB on serine 133 by protein kinase A allows it to stimulate transcription

because it allows it to associate with the CBP co-activator. Protein kinase A can

also phosphorylate the equivalent serine residue in the CREM transcription

factor which is closely related to CREB (see Chapter 7, section 7.3.2). As well

as allowing it to activate its target genes, this phosphorylation also enhances

the ability of CREM to bind to the DREAM repressor protein, discussed in

section 8.2.1. As binding to CREM removes DREAM from its binding site in

the dynorphin promoter, it provides an alternative means of activating this

promoter, apart from direct calcium binding to DREAM (for review see

Costigan and Woolf, 2002) (Fig. 8.20). Hence, the phosphorylation state of

a transcription factor can control its ability to associate with other factors and

REGULATION OF TRANSCRIPTION FACTOR ACTIVITY 267

Figure 8.20

The DREAM repressor

can be removed from its

binding site (DRE) in the

dynorphin promoter either

by direct binding of

calcium (compare

Fig. 8.4) or by binding to

DREAM of the CREM

transcription factor

following its

phosphorylation by

protein kinase A.



regulate their activity as well as its ability to enter the nucleus, bind to DNA or

stimulate transcription.

The effect of phosphorylation on protein–protein interactions is also

involved in the dissociation of NF�B and its associated inhibitory protein

I�B which was discussed above (section 8.3.1). In this case, however, the target

for phosphorylation is the inhibitory protein I�B rather than the potentially

active transcription factor itself. Thus, following treatment with phorbol esters

or other stimuli such as tumour necrosis factor or interleukin 1, I�B becomes

phosphorylated. Such phosphorylation results in the dissociation of the

NF�B/I�B complex and targets I�B for rapid degradation. This breakdown

of the complex results in NF�B being free to move to the nucleus and activate

transcription (Fig. 8.21) (for review see Karin and Ben-Neriah, 2000; Perkins,

2000). Hence in this case, as before, the inducing agent has a direct effect on

the activity of a kinase enzyme but the resulting phosphorylation inactivates

the I�B inhibitory transcription factor rather than stimulating an activating

factor.

This example therefore involves a combination of two of the post-transla-

tional activation mechanisms we have discussed, namely protein modification

(see Fig. 8.2c) and dissociation of an inhibitory protein (see Fig. 8.2b).
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Figure 8.21

Activation of NF�B by

dissociation of the

inhibitory protein I�B,

allowing NF�B to move

to the nucleus and switch

on gene expression. Note

that dissociation of I�B

from NF�B is caused by

its phosphorylation (P)

and degradation. NF�B is

shown as a single factor

for simplicity, although it

normally exists as a

heterodimer of two

subunits p50 and p65.



Moreover, as with the glucocorticoid receptor and its dissociation from hsp90

or the release of Tubby from PI(4.5)P2 discussed in section 8.3.1, the net effect

of the activation process is the movement of the activating factor from the

cytoplasm to the nucleus where it can bind to DNA. Thus regulatory processes

can activate a transcription factor by changing its localization in the cell as well

as altering its inherent ability to bind to DNA or to activate transcription (for

review see Vandromme et al., 1996).

Clearly a key role in the regulation of the NF�B pathway will therefore

be played by the enzymes which actually phosphorylate I�B in response to

specific stimuli. Several I�B kinases have been identified and shown to be

activated following treatment with substances which stimulate NF�B

activity (for reviews see May and Ghosh, 1999; Israel, 2000). Hence, such

stimuli act by activating the I�B kinase, resulting in phosphorylation of I�B

leading to its degradation and thus activation of NF�B (Fig. 8.22a).

In contrast, other stimuli such as glucocorticoid hormone treatment can

inhibit NF�B activity. Although this may involve a direct inhibitory interaction

between the activated glucocorticoid receptor and the NF�B protein itself

(Nissen and Yamamoto, 2000), it is also likely to involve the ability of gluco-

corticoid to induce enhanced I�B synthesis resulting in inhibition of NF�B

(for review see Marx, 1995) (Fig. 8.22b). Hence the ability of I�B to interfere

with NF�B is modulated both by processes which alter the activity of I�B by

phosphorylating it (Fig. 8.22a) and by altering its rate of synthesis (Fig. 8.22b).

Interestingly, one form of I�B is actually induced by activated NF�B.

Hence, following activation of NF�B, new I�B is synthesized and binds to

NF�B. As this binding inhibits NF�B, a feedback loop is created which limits

the effects of activating the NF�B pathway (Fig. 8.23) (for review see Ting and

Endy, 2002).
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Figure 8.22
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In addition to its activation of NF�B, treatment with phorbol esters also

results in the increased expression of several cellular genes which contain

specific binding sites for the transcription factor AP-1. As discussed in

Chapter 9 (section 9.3.1), this transcription factor in fact consists of a complex

mixture of proteins including the proto-oncogene products Fos and Jun.

Following treatment of cells with phorbol esters, the ability of Jun to bind

to AP-1 sites in DNA is stimulated. This effect, together with the increased

levels of Fos and Jun produced by phorbol ester treatment, results in the

increased transcription of phorbol ester inducible genes. As with the activa-

tion of NF�B, phorbol esters appear to increase DNA binding of Jun by

activating protein kinase C. Paradoxically, however, it has been shown

(Boyle et al., 1991) that the increased DNA binding ability of Jun following

phorbol ester treatment is mediated by its dephosphorylation at three specific

sites located immediately adjacent to the basic DNA binding domain indicat-

ing that protein kinase C acts by stimulating a phosphatase enzyme which in

turn dephosphorylates Jun (Fig. 8.24).

Such an inhibitory effect of phosphorylation on the activity of a transcrip-

tion factor is not unique to the Jun protein, a similar effect of phosphorylation

in reducing DNA binding activity having also been observed in the Myb proto-

oncogene protein discussed in Chapter 9 (section 9.3.4) (Luscher et al., 1990).

Moreover, DNA binding ability is not the only target for such inhibitory

effects of phosphorylation. Thus phosphorylation of the bicoid protein

reduces its ability to activate transcription without affecting its DNA binding

activity, presumably by inhibiting the activity of its activation domain (Ronchi

et al., 1993). Similarly, phosphorylation of the Rb-1 anti-oncogene protein

inhibits its ability to bind to the E2F transcription factor and inhibit its activity

(see Chapter 9, section 9.4.3, for discussion of the Rb-1/E2F interaction).

As well as targeting factors themselves, phosphorylation has also been

shown to modulate the activity of histone modifying enzymes which, in
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Figure 8.23
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turn, regulate chromatin structure. Thus, in the absence of calcium stimula-

tion, the MEF2 transcription factor is bound to the promoters of muscle-

specific genes. However, gene activation does not occur since histone

deacetylase enzymes are bound to MEF2 and, as discussed in Chapter 1 (sec-

tion 1.2.3), a lack of acetylated histones produces a tightly packed chromatin

structure incompatible with transcription. However, in response to calcium,

kinase enzymes are activated and phosphorylate the histone deacetylases. This

phosphorylation results in the histone deacetylase enzymes being exported

from the nucleus, allowing MEF-2 to fulfill its function and activate muscle-

specific gene expression (Fig. 8.25) (for reviews see Stewart and Crabtree,

2000; McKinsey et al., 2002).

This ability of calcium to activate a kinase which then phosphorylates a

target protein is evidently in contrast to the direct binding of calcium to

the DREAM transcription factor which was discussed in section 8.2.1
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Figure 8.24
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(compare Fig. 8.4 and Fig. 8.25) and illustrates the fact that a specific stimulus

can use multiple mechanisms to activate transcription.

Hence, protein modification by phosphorylation can have a wide variety of

effects on transcription factors, either stimulating or inhibiting their activity

and acting via a direct effect on the ability of the factor to enter the nucleus,

bind to DNA, associate with another protein or activate transcription or by

an indirect effect affecting the activity of an inhibitory protein or a histone-

modifying enzyme. The directness and rapidity of this means of transcription

factor activation evidently renders it of particular importance in the response

to cellular signalling pathways.

8.4.3 ACETYLATION

In view of the directness and rapidity of using post-translational modification

as a means of modulating the activity of transcription factors, it is not surpris-

ing that other transcription factor modifications apart from phosphorylation,

are used in this way.

In particular, acetylation of transcription factors, particularly on lysine

residues has now been defined as an important means of regulating their

activity. Thus, although acetylation was initially defined as a modification

able to modulate histone activity (see Chapter 1, section 1.2.3), it has now

been shown also to occur for transcription factors themselves (for review see

Freiman and Tjian, 2003).
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Thus, the addition of acetyl residues to the C-terminal domain of the p53

protein (see Chapter 9, section 9.4.2) increases the activity of p53 (Gu and

Roeder, 1997; Luo et al., 2000), although the precise manner in which acetyla-

tion enhances the ability of p53 to stimulate transcription is currently unclear

(for review see Prives and Manley, 2001). This acetylation of p53 is carried out

by the p300 co-activator molecule which, as described in Chapter 5 (section

5.4.3), associates with p53 as well as with a wide variety of other transcription

factors. This finding indicates that as well as acetylating histones and thereby

modifying chromatin structure (see Chapter 1, section 1.2.3), p300 and the

related CBP co-activators may also use their acetyltransferase activity to acet-

ylate specific transcription factors and thereby modify their activity (Fig. 8.26).

Hence, acetylation can modulate the activity of p53 by targeting its C

terminus. However, the N terminus of p53 can be modified by phosphoryla-

tion and this reduces its ability to bind to the MDM2 inhibitory protein (see

Chapter 9, section 9.4.2), thereby enhancing the stability of p53. Therefore,

the activity of p53 can be modified by phosphorylation and by acetylation,

indicating that different post-translational modifications can target the same

transcription factor molecule.

Acetylation also occurs in the NF�B/I�B system which also involves regu-

lated phosphorylation as discussed above (section 8.4.2). Thus, it has been

shown that NF�B is acetylated and that this inhibits its interaction with I�B

(Chen et al., 2001). Hence, interaction of NF�B with I�B requires both

deacetylated NF�B and dephosphorylated I�B (Fig. 8.27).

As well as targeting the same transcription factor (as in the case of p53) or

two interacting transcription factors (as in the case of NF�B/I�B), there is
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Figure 8.26
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evidence that the phosphorylation and acetylation systems can interact with

one another. Thus, for example, the ATF-2 transcription factor has been

shown to have histone acetyltransferase activity and this activity is stimulated

by ATF-2 phosphorylation (Kawasaki et al., 2000).

8.4.4 METHYLATION

As with acetylation, methylation has been shown to play an important role in

the modification of histones (see Chapter 1, section 1.2.3) and as described in

Chapter 6 (section 6.4.1), the polycomb repressor complex contains an activ-

ity capable of methylating histones. However, as with acetylation, methylation

has also been shown to occur for transcription factors. Thus, for example, the

STAT-1 transcription factor is modified by the addition of methyl groups to

specific arginine residues and this stimulates its DNA binding ability (Mowen

et al., 2001). As described in section 8.4.2, the activity of STAT-1 is also

modified by phosphorylation, indicating that, as with acetylation, methylation

and phosphorylation can target the same molecule.

As well as affecting transcription factors which bind to DNA, methylation

can also affect co-activators such as CBP and the related p300 factor, discussed

in Chapter 5 (section 5.4.3). Thus, both these factors are modified by methyla-

tion on specific arginine residues (for review see Gamble and Freedman,

2002). Most interestingly, such methylation affects the ability of CBP/p300

to bind to the various transcription factors with which they interact. Thus,

methylation abolishes the ability of CBP/p300 to bind to the CREB factor but

has no effect on its ability to bind to nuclear receptors, such as the steroid

receptors. Hence, the competition between different transcription factors for

binding to CBP/p300 (see Chapter 6, section 6.5) can be altered by modifica-

tion of the co-activator, resulting in a different balance between the different

factors under different conditions (Fig. 8.28).

As in the case of STAT-1, CBP is modified by phosphorylation, as well as by

acetylation. Thus, phosphorylation of CBP on serine 436 enhances its ability

to interact with the AP-1 (see Chapter 9, section 9.3.1) and Pit-1 (see Chapter

4, section 4.2.6) transcription factors (for review see Gamble and Freedman,

2002).
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Figure 8.27
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The post-translational modification of co-activators can therefore modulate

their interaction with different activating molecules, allowing them preferen-

tially to activate different pathways under different conditions. This effect

evidently parallels the phosphorylation of transcription factors such as

CREB which affects their ability to interact with CBP/p300 and thus produce

transcriptional activation (see Chapter 5, section 5.4.3 and section 8.4.2 of this

chapter).

8.4.5 UBIQUITINATION

Although phosphorylation, acetylation and methylation all involve the addi-

tion of relatively small chemical groups to the transcription factor molecule, it

is possible for a much larger entity to be added. Thus, many proteins in the

cell, including transcription factors, become modified by the addition of ubi-

quitin, which is itself a 76 amino acid protein. This small protein is linked to

the transcription factor by a covalent bond between the C terminal of ubiqui-

tin and an internal lysine residue of the transcription factor (for review see

Freiman and Tjian, 2003).

In many cases, this ubiquitination serves to target the molecule for degra-

dation, since it is recognized by the proteolytic machinery of the cell as mark-

ing the protein for destruction. Indeed, in the NF�B/I�B case discussed

above (section 8.4.2), phosphorylation of I�B leads in turn to its ubiquitina-

tion and hence targets it for destruction, releasing NF�B to activate gene

expression (Fig. 8.29) (for review see Maniatis, 1999; Karin and Ben-Neriah,

2000).

An interesting example of such ubiquitin-mediated control of gene expres-

sion is provided by the hypoxia inducible factor, HIF-1 (for review see Bruick

and McKnight, 2001; Kaelin, 2002). This factor consists of two subunits, HIF-

1� and HIF-1� and is activated when cells are exposed to low oxygen. It then

activates the expression of genes that are required in this situation. This
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activation of HIF-1 is controlled at the level of protein degradation. In the

presence of oxygen, the HIF-1� subunit is rapidly ubiquitinated and degraded.

When oxygen levels fall, HIF-1� is no longer ubiquitinated and can therefore

associate with HIF-1� and activate gene transcription (Fig. 8.30).

This obviously leads to the question of how the ubiquitination of HIF-1� is

regulated by oxygen. It has been shown that, in the presence of oxygen, HIF-

1� is modified by the addition of a hydroxyl (OH) group to a proline amino
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acid by a proline hydroxylase enzyme. This novel transcription factor modifi-

cation allows the HIF-1� to be recognized by the von Hippel-Lindau anti-

oncogene product (VHL) (see Chapter 9, section 9.4.4) which is part of a

multi-protein complex necessary for the addition of ubiquitin. Following a

fall in oxygen levels, the proline hydroxylation of HIF-1� does not occur

since the activity of the proline hydroxylase enzyme is directly regulated by

oxygen. Hence, the VHL product cannot bind and HIF-1� is stabilized (for

review see Semenza, 2001; Zhu and Bunn, 2001) (Fig. 8.31).

In this case, therefore, a novel transcription factor modification is recog-

nized by the VHL protein and leads to further modification by ubiquitination.

This is evidently analogous to the phosphorylation of I�B discussed above,

which is necessary for its subsequent ubiquitination. The structural basis for

the role of hydroxyproline in regulating the interaction of HIF-1� and VHL

has recently been defined. Thus, the hydroxyproline residue on HIF-1� inserts

into a pocket in VHL allowing only hydroxyproline-modified HIF-1� to bind

to VHL (Hon et al., 2002; Min et al., 2002) (Fig. 8.32).

Interestingly, the pocket in VHL which binds the hydroxyproline has been

shown to be a hot spot for mutations which inactivate VHL and result in

cancer. Hence, the anti-oncogenic function of VHL appears to involve its

ability to bind to proteins such as HIF-1� via hydroxyproline residues.

Indeed, patients with cancer caused by mutation of VHL show expression

of HIF-1-activated genes even in the presence of oxygen (see Chapter 9,

section 9.4.4 for further discussion).
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Figure 8.31
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In the case of HIF-1� therefore, a novel modification involving the hydroxy-

lation of proline residues stimulates ubiquitination and consequent degrada-

tion. In addition however, HIF-1� is also modified by a further novel

modification involving addition of a hydroxyl group to an asparagine amino

acid. Like hydroxylation of proline, this modification is also inhibited by

reduced oxygen levels. However, rather than controlling protein stability,

the loss of the hydroxyl group on asparagine facilitates the binding of the

p300 transcriptional co-activator (for review see Bruick and McKnight, 2002;

Kaelin, 2002). This binding of p300 enhances the ability of HIF-1� to activate

transcription (see Chapter 5, section 5.4.3 for discussion of CBP/p300).

Hence, reduced oxygen levels stabilize the HIF-1� protein by inhibiting

hydroxylation of proline and enhance the ability of the stabilized protein to

activate transcription by inhibiting hydroxylation of asparagine (Fig. 8.33).

As discussed in Chapter 6 (section 6.4.2), HIF-1� is not the only target for

ubiquitination by the VHL complex. Thus, the phosphorylated form of the
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large subunit of RNA polymerase II is also ubiquitinated by the VHL complex

resulting in its degradation. This specifically blocks the elongation step of

transcription, since this phosphorylated form of RNA polymerase II is speci-

fically required for transcriptional elongation (see Chapter 3, section 3.1). As

with HIF-1�, the ubiquitination of the large subunit of RNA polymerase II also

requires prior proline hydroxylation of the polymerase subunit (Kuznetsova et

al., 2003) suggesting that this may be a general mechanism for targeting of

proteins by VHL, accounting for its importance in its anti-oncogenic function

(see above).

The use of ubiquitination to target proteins such as NF�B, HIF-1� or the

large subunit of RNA polymerase II for degradation is not unique to tran-

scription factors but is widely used in the turnover of a variety of different

proteins. However, recently a further role of ubiquitin has emerged which is

specific to transcription factors. Thus, it has been shown that modification by

ubiquitination may be necessary for activation domains to stimulate transcrip-

tion (see Chapter 5, section 5.2 for a discussion of activation domains). In

experiments in yeast, the VP16 acidic activation domain could not activate

transcription in a yeast strain which could not add ubiquitin to the VP16

protein. However, if a modified VP16 was prepared in which ubiquitin had

already been added to the activation domain, then transcription was activated

(Salghetti et al., 2001; Fig. 8.34).

This indicates that modification of the VP16 activation domain by ubiqui-

tination is necessary for it to activate transcription. This effect is not unique to

VP16, with the heat shock factor discussed in section 8.3.1 having been shown

to be modified by addition of the ubiquitin-related protein SUMO-1.

Moreover, this modification stimulates its ability to activate transcription
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Figure 8.34
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(Hong et al., 2001). Hence, modification by addition of ubiquitin or SUMO-1

appears to be widespread among transcription factors (for review see Freiman

and Tjian, 2003).

Interestingly, modification of a specific lysine residue in I�B by addition of

SUMO-1 has been shown to prevent the addition of ubiquitin and thereby

protect I�B from degradation (Desterro et al., 1998) (Fig. 8.35). Hence, dif-

ferent modifications of the same residue may produce opposite effects on

transcription factor activity, providing a further mechanism for regulating

such activity. As lysine residues are the target for acetylation (section 8.4.3)

as well as for addition of ubiquitin or SUMO-1, several different modification

enzymes may compete to modify a specific lysine amino acid in a transcription

factor with different consequences for its functional activity (for review see

Freiman and Tjian, 2003).

Although the regulation of transcription factor activation domains by ubi-

quitin may appear unrelated to the role of ubiquitin in protein degradation,

this may not be the case. Thus, it has been proposed that modification of an

activator by ubiquitination allows it to activate transcription but also targets it

for subsequent destruction, after activation has occurred. This would limit the

potentially dangerous process of uncontrolled transcriptional activation by

ensuring that the activator was rapidly degraded after it had achieved its

function of transcriptional activation (for reviews see Tansey, 2001;

Conaway et al., 2002) (Fig. 8.36).

The modification of transcription factors by ubiquitin therefore offers

a means of regulating both their degradation and their activity. When taken

together with modification by phosphorylation, acetylation and methy-

lation discussed above, it is clear that the control of transcription factor

activity by post-translational modification is of critical importance,

particularly in allowing gene expression to be modulated by specific signalling

pathways.
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Figure 8.35
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8.5 REGULATION BY PROTEIN DEGRADATION AND

PROCESSING

Evidently, a number of the cases discussed in the previous section involve

regulating the degradation of a specific factor such as HIF-1� or I�B to ensure

that it is stable and can fulfil its function in one situation but is rapidly

degraded in another situation and so cannot fulfil its function and a number

of other cases of this type have been described (for review see Pahl and

Baeuerle, 1996) (see Fig. 8.2d). Hence, regulating the stability of a transcrip-

tion factor so that it is different in different situations is an important means

of regulating transcription factor activity (Fig. 8.37a).

In addition, however, proteolysis can also be used to activate a transcrip-

tion factor. This can be achieved by cleaving an inactive precursor to produce

an active form of the transcription factor (Fig. 8.37b). This form of regulation

is also seen in the NF�B family. Thus an NF�B related protein p105 is synthe-

sized as a single molecule in which the NF�B portion is linked to an I�B-like

region which inhibits its activity resulting in an inactive precursor protein.

Following exposure to an activating stimulus, the I�B-like portion is phos-

phorylated by the same I�B kinases which phosphorylate I�B. The phosphory-

lated protein is then cleaved to release active NF�B (Fig. 8.38) (for reviews see

Schmitz et al., 2001; Pomerantz and Baltimore, 2002). This mechanism evi-

dently resembles the regulation of NF�B by I�B described above (section

8.4.2), except that in this case the NF�B and I�B-like activities are contained

in the same molecule rather than in different molecules.
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This regulatory mechanism is also seen in the case of the SREBP transcrip-

tion factors which activate gene expression in response to removal of choles-

terol (for review see Brown and Goldstein, 1997). In the presence of

cholesterol, these factors are anchored in the endoplasmic reticulum by a

specific region of the protein. When cells are deprived of cholesterol, this

region of the protein is cleaved off, allowing the protein to move to the

nucleus and switch on genes whose protein products are required for choles-

terol biosynthesis (Fig. 8.39). Interestingly, both of the cases of regulation by
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Figure 8.37
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proteolytic cleavage we have described result in a change in localization of the

transcription factor, with the NF�B portion of p105 moving from the cyto-

plasm to the nucleus and the activated SREBP factor moving from the endo-

plasmic reticulum membrane to the nucleus. This further underlies the

importance of changes in transcription factor localization brought about by

regulatory processes.

8.6 ROLE OF REGULATED ACTIVITY

In addition to its ability to produce a very rapid activation of gene expression,

modification of the activity of a pre-existing protein also allows specific targets

for modification to be used in different cases. Thus the various regulatory

processes, discussed above, affect the activity of transcription factors at a wide
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Figure 8.39
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variety of different stages. For example, in the case of phosphorylation (sec-

tion 8.4.2) we have seen how in different cases a single process can alter the

DNA binding ability of a factor, its localization within the cell, its transactiva-

tion ability, its ability to associate with another protein, or its degradation.

Clearly therefore post-translational mechanisms for activating pre-existing

protein could be used independently to stimulate either the DNA binding or

the transcriptional activation activities of a single factor in different situations

within a complex regulatory pathway. Indeed, such a combination of mechan-

isms is actually used to regulate the activity of the yeast GAL4 transcription

factor. Thus, as discussed in Chapter 6 (section 6.2.3), the activation of tran-

scription of galactose-inducible genes by GAL4 is mediated by the galactose-

induced dissociation of the inhibitory GAL80 protein which exposes the acti-

vation domain of DNA bound GAL4. Interestingly, however, this effect only

occurs when the cells are grown in the presence of glycerol as the main carbon

source. By contrast, however, in the presence of glucose, GAL4 does not bind

to DNA and the addition of galactose has no effect (Giniger et al., 1985).

Hence by having a system in which glucose modulates the DNA binding of

the factor and galactose modulates the activation of bound factor it is possible

for glucose to inhibit the stimulatory effect of galactose. This ensures that the

enzymes required for galactose metabolism are only induced in the presence

of glycerol and not in the presence of the preferred nutrient glucose (Fig.

8.40).

Such a system, in which two different activities of a single factor are inde-

pendently modulated, could clearly not be achieved by stimulating the de novo

synthesis of the factor which would simply result in more of it being present.

Hence, in addition to its rapidity, the activation of pre-existing factor has the

advantage of flexibility in potentially being able to generate different forms of

the factor with different activities. It should be noted, however, that this effect
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Figure 8.40
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can also be achieved for example, by alternative splicing of the RNA encoding

the factor (section 7.3.2) which can, for example, generate forms of the pro-

tein with and without the DNA binding domain as in the case of the Era-1

factor, with and without the activation domain as in the case of CREM or

Oct-2, or with and without the ligand binding domain as in the case of the

thyroid hormone receptor.

8.7 CONCLUSIONS

In this chapter and the previous one, we have discussed how the regulation of

gene expression by transcription factors is achieved both by the regulated

synthesis or by the regulated activity of these factors. Although there are

exceptions, the regulation of synthesis of a particular factor is used primarily

in cases of factors which mediate tissue specific or developmentally regulated

gene expression where a factor is only required in a small proportion of cell

types and is never required in most cell types. In contrast, however, the rapid

induction of transcription in response to inducers of gene expression is pri-

marily achieved by the activation of pre-existing inactive forms of transcrip-

tion factors that are present in most cell types since this process, although

more metabolically expensive, provides the required rapidity in response.

Although these two processes have been discussed separately it should not

be thought that a given factor can only be regulated either at the level of

synthesis or at the level of activity. In fact, in many cases of inducible gene

expression which involve activation of pre-existing factors, such activation is

supplemented by the slower process of synthesizing new factor in response to

the inducing agent. Thus, in the case of the stimulation of genes containing

AP-1 sites by phorbol esters discussed above (section 8.4.2), the phorbol ester-

induced increase in the DNA binding of pre-existing Jun protein is supple-

mented by increased synthesis of both Fos and Jun following phorbol ester

treatment and such newly synthesized Fos and Jun will clearly eventually

become a major part of the increased AP-1 activity observed following phor-

bol ester treatment (see Chapter 9, section 9.3.1). Similarly the activation of

NF�B by dissociation from I�B following treatment with substances such as

phorbol esters which activate T cells (see section 8.3.1 and 8.4.2) has been

shown to be supplemented by increased synthesis of NF�B and its correspond-

ing mRNA following T-cell activation, while increased synthesis of I�B itself

occurs in response to glucocorticoid (section 8.4.2).

Hence in many cases the rapid effects of post-translational processes in

activating gene expression are supplemented by de novo synthesis of the factor

which, although slower, will enhance and maintain the effect. Interestingly,
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the same factor can be regulated by enhanced synthesis or enhanced activity

in different situations. Thus, as described in section 8.4.5, the activity of the

HIF-1� factor is enhanced by hypoxia, by means of post-translational modifi-

cations which enhance its stability and its association with the p300 co-activa-

tor. However, treatment with angiotensin II enhances the synthesis of HIF-1�

by enhancing the transcription of the gene encoding it and the translation of

its mRNA (Page et al., 2002).

This combination of regulated synthesis and regulated activity is also seen

in the case of factors which mediate tissue specific gene expression and which

are synthesized in only a few cell types. Thus, in the case of the MyoD factor,

which regulates muscle-specific genes, the factor and its corresponding mRNA

are synthesized only in cells of the muscle lineage (see Chapter 7, section

7.2.1). The activation of MyoD-dependent genes, which occurs when myoblast

cells within this lineage differentiate into myotubes, is not, however, mediated

by new synthesis of MyoD which is present at equal levels in both cell types.

Rather, it occurs due to the decline in the level of the inhibitory protein Id,

resulting in the post-transcriptional activation of pre-existing MyoD and the

transcription of MyoD-dependent genes (see Chapter 4, section 4.5.3). Hence,

in this case, regulation of synthesis is used to avoid the wasteful production of

MyoD in cells of non-muscle lineage while the activation of pre-existing MyoD

ensures a rapid response to agents which induce differentiation within cells of

the muscle lineage. Thus in a number of cases a combination of both regu-

lated synthesis and regulated activity allows the precise requirements of a

particular response to be fulfilled rapidly but with minimum unnecessary

wastage of energy.

In summary therefore the different properties of regulated synthesis and

regulated activity allow these two processes, both independently and in com-

bination to regulate efficiently the complex processes of inducible, tissue-

specific and developmentally regulated gene expression.
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CHAPTER 9

TRANSCR IPT ION FACTORS AND
HUMAN D ISEASE

9.1 DISEASES CAUSED BY TRANSCRIPTION FACTOR

MUTATIONS

In previous chapters we have discussed a number of examples of the involve-

ment of transcription factors in normal cellular regulatory processes, for

example constitutive, inducible, cell type-specific or developmentally regu-

lated transcription. It is not surprising that aspects of this complex process

can go wrong and that the resulting defects in transcription factors can result

in disease (for reviews see Engelkamp and van Heyningen 1996; Latchman,

1996).

For example, mutations in several classes of transcription factor that con-

trol gene expression during development have been shown to result in human

developmental disorders. Thus, mutations in the gene encoding the POU

family transcription factor Pit-1 (see Chapter 4, section 4.2.6) result in a failure

of pituitary gland development leading to congenital dwarfism, while muta-

tions in the genes encoding the Pax family transcription factors Pax3 and Pax6

(see Chapter 4, section 4.2.7) result in eye defects. Similarly, mutations in

genes encoding homeobox proteins (see Chapter 4, section 4.2) result in a

variety of congenital abnormalities (for review see Boncinelli, 1997).

Interestingly, the mutations in Pit-1 and Pax6 discussed above are both

dominant with one single copy of the mutant gene being sufficient to produce

the disease, even in the presence of a functional copy. However, this domi-

nance arises for different reasons (for review see Latchman, 1996). In the case

of Pit-1, the mutant Pit-1 can bind to its DNA binding site but cannot activate

gene expression. It therefore not only fails to stimulate transcription of its

target genes but can also act as a dominant negative factor inhibiting gene

activation by preventing the wild type protein from binding to DNA

(Fig. 9.1a). This mechanism is similar to one mode of action of transcriptional

repressors which act by preventing an activator from binding to its DNA

target site (see Chapter 6, section 6.2.1). In contrast, the dominant nature

of the Pax6 mutation does not reflect any dominant negative action of the



mutant protein since such mutations often involve complete deletion of the

gene. Rather it reflects a phenomenon known as haploid insufficiency in

which the amount of protein produced by a single functional copy of the

gene is not enough to allow it to activate its target genes effectively (Fig. 9.1b).

As well as resulting from mutations in the genes encoding DNA binding

factors, developmental disorders can also result from mutations in genes

encoding other types of transcription factors such as components of the

basal transcriptional complex, co-activators or factors which alter chromatin

structure. Thus, for example, mutation in the gene encoding the SNF2 factor

which is part of the SWI/SNF chromatin remodelling complex (see Chapter 1,

section 1.2.3) results in a lack of �-globin gene expression and a variety of

other symptoms such as mental retardation. This indicates that this factor is

necessary for opening the chromatin structure of the �-globin genes and a

number of other genes so preventing their transcription when it is absent

(Gibbons et al., 1995) (Fig. 9.2).

Similarly, mutations in specific subunits of the basal transcription factor

TFIIH (see Chapter 3, section 3.5) result in the skin disease xeroderma pig-

mentosum. Interestingly, the mutant TFIIH proteins found in these patients

show defects in their ability to respond to the transcriptional activator FBP
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Different mechanisms by

which mutations in genes

encoding transcription

factors can be dominant,

producing disease in the

presence of a functional

copy of the gene. (a) In

the case of Pit-1, the

mutation produces a

dominant negative form

of the factor (square)

which binds to the

appropriate binding site

and not only fails to

activate transcription but

also prevents binding and

activation by the

functional protein (circle).

(b) In the case of Pax-6,

one functional gene

cannot produce enough

functional protein (circle)

to activate its target

genes (dotted circle).



and the transcriptional repressor FIR (Fig. 9.3) (Liu et al., 2001). Hence, in

this case disease results from an inability of a component of the basal tran-

scriptional complex to respond appropriately to activating or repressing

signals.

As well as affecting DNA binding factors, chromatin remodelling factors

and components of the basal transcriptional complex, mutation can also affect

co-activator molecules which transmit the signal between DNA binding factors

and the basal complex. Thus, mutation in the gene encoding the CBP factor,

which acts as a co-activator for a variety of other transcription factors (see

Chapter 5, section 5.4.3), results in the severe developmental disorder known

as Rubinstein-Taybi syndrome which is characterized by mental retardation

and physical abnormalities (for review see D’Arcangelo and Curran, 1995)

indicating that CBP is an important co-activator for developmentally regu-

lated as well as inducible gene expression. Interestingly, no individuals with

mutations inactivating both copies of the CBP gene have ever been identified
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(a) Functional SWI/SNF

alters the chromatin

structure of its target

genes to a more open

configuration (solid line).

(b) If SWI/SNF is inactive

these genes remain in a

closed chromatin

structure (wavy line) and

are thus not transcribed.

Figure 9.3

In the human disease

xeroderma pigmentosum,

the mutant TFIIH

(square) has lost the

ability of the wild type

protein (circle) to

respond appropriately to

the activating factor FBP

and the inhibitory factor

FIR.



and it is likely that a lack of functional CBP is incompatible with life.

Individuals with Rubinstein-Taybi syndrome have a single functional CBP

gene and a single mutant gene indicating that the mutation is dominant. As

with Pax6, however, this dominance apparently reflects a haploid insufficiency

in which a single copy of the CBP gene cannot produce enough functional

protein. This is not surprising since, as discussed in Chapter 6 (section 6.5),

the amount of CBP in the cell is limited and different transcription factors

compete for it.

As well as being the cause of Rubinstein-Taybi syndrome, CBP is also

involved in the neurodegenerative disease, Huntington’s chorea. However,

in this case, the CBP protein is entirely normal and the disease is caused by

mutations in a protein known as Huntingtin. Although Huntingtin is not a

transcription factor, it can bind to CBP and sequester it into protein aggrega-

tions (Nucifora et al., 2001). Since the amounts of CBP in the cell are limiting,

this prevents it binding to transcriptional activators and hence causes disease.

Hence, inactivation of CBP can occur by mutation or by its binding of

another protein and consequent inactivation (Fig. 9.4). Interestingly, it has

recently been shown that as well as targeting CBP, the mutant Huntingtin can

also disrupt the interaction between the DNA binding factor Sp1 and the

transcriptional co-activator TAFII130 (for review see Freiman and Tjian,

2002) indicating that it can target DNA binding factors as well as co-activators.

Hence, developmental disorders can arise from mutations in genes encod-

ing DNA binding activator proteins such as Pit-1 and Pax-6, components of

the basal transcriptional complex such as TFIIH, co-activators such as CBP or

components of chromatin modulating complexes such as SNF2 (Fig. 9.5).

As well as such developmental defects, mutations in the genes encoding the

nuclear receptor transcription factor family (see Chapter 4, section 4.4) can

produce a failure to respond to the hormone which normally binds to the

receptor and regulates transcription. Such mutations have been reported, for

example in the receptors for glucocorticoid, thyroid hormone and vitamin D
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CBP can be inactivated

by mutation producing

Rubinstein-Taybi

syndrome or by binding to

mutant Huntingtin protein

in Huntington’s disease.



(for review see Latchman, 1996). Similarly, mutations in the gene encoding

the peroxisome proliferator-activated receptor � (PPAR�), another member

of the nuclear receptor family, have been identified in patients who show

resistance to insulin, diabetes and high blood pressure (for review see

Schwartz and Kahn, 1999; Kersten et al., 2000).

9.2 CANCER

Despite the existence of transcription factor mutations producing develop-

mental defects or non-responsiveness to hormone, a special place in

the human diseases which can involve alterations in transcription factors is

occupied by cancer. Thus, because this disease results from growth in an

inappropriate place or at an inappropriate time, it can be caused not

only by deficiencies in particular genes but also by the enhanced expression

or activation of specific cellular genes involved in growth regulatory processes

which are normally only expressed at low levels or very transiently.

Interestingly, many cancer-causing genes of this type, known as oncogenes

(for general reviews see Bourne and Varmus, 1992; Broach and Levine, 1997;

Hunter, 1997), were originally identified within cancer-causing retroviruses

which had picked them up from the cellular genome. Within the virus, the

oncogene has become activated either by over-expression or by mutation and

is therefore responsible for the ability of the virus to transform cells to a

cancerous phenotype. In contrast, the homologous gene within the cellular

genome is clearly not always cancer-causing since all cells are not cancerous. It
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Mutations can occur in

genes encoding (a) DNA

binding activators (A), (b)

components of the basal

transcriptional complex

(BTC), (c) co-activators

(CA) or (d) factors which

alter chromatin structure

(SWI/SNF).



can be activated, however, into a cancer-causing form either by over-expres-

sion or by mutation and hence these genes can play an important role in the

generation of human cancer (Fig. 9.6). The form of the oncogene isolated

from the retrovirus and from the normal cellular genome is distinguished by

the prefixes v and c respectively, as in v-onc and c-onc.

Despite this potential to cause cancer, the c-onc genes are highly conserved

in evolution, being found not only in the species from which the original virus

was isolated but in a wide range of other eukaryotes. This indicates that the

products of these oncogenes play a critical role in the regulation of normal

cellular growth processes, their malregulation or mutation resulting therefore

in abnormal growth and cancer. In agreement with this idea oncogenes iden-

tified in this way include genes encoding many different types of protein

involved in growth control such as growth factors, growth factor receptors

and G proteins. They also include, however, several genes encoding cellular

transcription factors which normally regulate specific sets of target genes.

Similarly, a number of other genes encoding transcription factors have

been identified at the break points of the chromosomal translocations char-

acteristic of human leukaemias with their activation being involved in the

resulting cancer. Section 9.3 of this chapter therefore discusses several cases

of this type and the insights they have provided into the processes regulating

gene expression in normal cells and their malregulation in cancer (for reviews

see Rabbits, 1994; Latchman, 1996).

Following the discovery of cellular oncogenes, it subsequently became clear

that another class of genes existed whose protein products appeared to

restrain cellular growth. The deletion or mutational inactivation of these so-
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A cellular proto-oncogene

can be converted into a

cancer-causing oncogene

by increased expression

or by mutation.



called anti-oncogenes therefore results in the abnormal unregulated growth

characteristic of cancer cells (for reviews see Knudson, 1993; Weinberg, 1993).

As some of these anti-oncogenes also encode transcription factors, they are

discussed in section 9.4 of this chapter.

9.3 CELLULAR ONCOGENES AND CANCER

9.3.1 FOS, JUN AND AP1

The AP1 binding site is a DNA sequence that renders genes that contain it

inducible by treatment with phorbol esters such as TPA. The activity binding

to this site is referred to as AP1 (activator protein 1). It is clear, however, that

preparations of AP1 purified by affinity chromatography on an AP1 binding

site contain several different proteins (for reviews see Kerppola and Curran,

1995; Karin et al., 1997; Shaulian and Karin, 2002).

A possible clue as to the identity of one of these AP1 binding proteins was

provided by the finding that the yeast protein GCN4, which induces transcrip-

tion of several yeast genes involved in amino acid biosynthesis, does so by

binding to a site very similar to the AP1 site (Fig. 9.7). In turn, the DNA

binding region of GCN4 shows strong homology at the amino acid level to

v-jun, the oncogene of avian sarcoma virus ASV17 (Fig. 9.8). This suggested

therefore that the protein encoded by the cellular homologue of this gene, c-

jun, which was known to be a nuclearly located DNA binding protein, might

be one of the proteins which bind to the AP1 site.
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In agreement with this, antibodies against the Jun protein react with pur-

ified AP1-binding proteins, while Jun protein expressed in bacteria can bind

to AP1 binding sites. Hence the Jun protein is capable of binding to the AP1

binding site and constitutes one component of purified AP1 preparations

which also contain other Jun-related proteins such as Jun B (Fig. 9.9).

Moreover, co-transfection of a vector expressing the Jun protein with a target

promoter resulted in increased transcription if the target gene contained AP1

binding sites but not if it lacked them, indicating that Jun was capable of

stimulating transcription via the AP1 site (Fig. 9.10). Hence the Jun oncogene

product is a sequence specific transcription factor capable of stimulating

transcription of genes containing its binding site.

In addition to Jun and Jun-related proteins, purified AP1 preparations also

contain the product of another oncogene c-fos, as well as several Fos-related
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proteins known as the Fras (Fos-related antigens; see Fig. 9.9). Unlike Jun,

however, Fos cannot bind to the AP1 site alone but can do so only in the

presence of another protein p39, which is identical to Jun (see Chapter 4,

section 4.5). Hence, in addition to its ability to bind to AP1 sites alone, Jun can

also mediate binding to this site by the Fos protein. Such DNA binding by Fos

and Jun is dependent on the formation of a dimeric molecule. Although Jun

can form a DNA binding homodimer, Fos cannot do so. Hence DNA binding

by Fos is dependent upon the formation of a heterodimer between Fos and

Jun which binds to the AP1 site with approximately thirtyfold greater affinity

than the Jun homodimer (Fig. 9.11).

It is clear therefore that both Fos and Jun which were originally isolated in

oncogenic retroviruses are also cellular transcription factors which play an

important role in inducing specific cellular genes following phorbol ester

treatment (for review see Ransone and Verma, 1990). Increased levels of

Fos and Jun occur in cells following treatment with phorbol esters indicating

that these substances act, at least in part, by increasing the levels of Fos and

Jun which, in turn, bind to the AP1 sites in phorbol ester-responsive genes and

activate their expression.

Similar increases in the levels of Fos and Jun as well as Jun-B and the Fos-

related protein Fra-1 are also observed when quiescent cells are stimulated to

grow by treatment with growth factors or serum, indicating that these sub-

stances act, at least in part, by increasing the levels of Fos and Jun which in

turn will switch on genes whose products are necessary for growth itself

(Fig. 9.12). In agreement with this idea, cells derived from mice in which

the c-jun gene has been inactivated grow very slowly in culture and the mice

themselves die early in embryonic development (Johnson et al., 1993). Hence

Fos and Jun play a critical role in normal cells, as transcription factors indu-

cing phorbol ester or growth dependent genes.

Normally levels of Fos and Jun increase only transiently following growth

factor treatment resulting in a period of brief controlled growth. Clearly
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continuous elevation of these proteins, such as would occur when cells

become infected with a retrovirus expressing one of them, would result in

cells which exhibited continuous uncontrolled growth and were not subject to

normal growth regulatory signals. Since such uncontrolled growth is one of

the characteristics of cancer cells it is relatively easy to link the role of Fos and

Jun in inducing genes required for growth with their ability to cause cancer.

Normally, however, the transformation of a cell to a transformed cancerous

phenotype requires more than simply its conversion to a continuously grow-

ing immortal cell (for review see Land et al., 1983). Since repeated treatments

with phorbol esters can promote tumour formation in immortalized cells, the

prolonged induction of phorbol ester responsive genes by elevated levels of

Fos and Jun may therefore result in the conversion of already continuously

growing cells into the tumorigenic phenotype characteristic of cancer cells

(Fig. 9.13).

Hence the ability of Fos and Jun to cause cancer represents an aspect of

their ability to induce transcription of specific cellular genes. In agreement

with this idea, mutations in Fos which abolish its ability to dimerize with Jun

and hence prevent it from binding to AP1 sites also abolish its ability to

transform cells to a cancerous phenotype. It should be noted, however, that
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in addition to their over-expression within a retrovirus, there is also some

evidence that mutational changes render the viral proteins more potent tran-

scriptional activators than the equivalent cellular proteins. Thus the v-Jun

protein appears to activate transcription more efficiently than c-Jun due to

a deletion in a region which is involved in targeting the c-Jun protein for

degradation (Treier et al., 1994) and which also mediates its interaction

with a negatively acting cellular factor (Baichwal and Tjian, 1990).

Interestingly, in addition to its central role in the growth response, the Fos,

Jun, AP1 system also appears to represent a target for other oncogenes. Thus,

for example, the ets oncogene which, like fos and jun encodes a cellular tran-

scription factor, acts via a DNA binding site known as PEA3 which is located

adjacent to the AP1 site in a number of TPA-responsive genes such as col-

lagenase and stromelysin. Moreover, the Ets protein cooperates with Fos and

Jun to produce high level activation of these promoters (Wasylyk et al., 1990).

In addition to interacting positively with other factors, the Fos/Jun com-

plex can also inhibit the action of other transcription factors. Thus, as

described in Chapter 6 (section 6.5), the Fos/Jun complex requires the CBP

co-activator in order to activate transcription. It therefore competes with the
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activated glucocorticoid receptor for CBP hence preventing the receptor from

activating transcription. Similarly both Fos and Jun can inhibit the activation

of muscle specific promoters by the MyoD transcription factor (see Chapter 7,

section 7.2.1) thereby preventing cells from differentiating into non-dividing

muscle cells and allowing cellular proliferation to continue (Li et al., 1992).

Hence the Fos and Jun oncogene products play a critical role in the regula-

tion of specific cellular genes in normal cells, interacting with the products of

other transcription factors to produce the controlled activity of their target

genes necessary for normal controlled growth.

9.3.2 v-erbA AND THE THYROID HORMONE RECEPTOR

The v-erbA oncogene is one of two oncogenes carried by avian erythroblastosis

virus (AEV). The cellular equivalent of this oncogene c-erbA, has been shown

to encode the cellular receptor for thyroid hormone (Sap et al., 1986;

Weinberger et al., 1986) which is a member of the steroid/thyroid hormone

receptor super family discussed in Chapter 4 (section 4.4). Following the

binding of thyroid hormone, the receptor/hormone complex binds to its

appropriate recognition site in the DNA of thyroid hormone responsive

genes and activates their transcription (Fig. 9.14).
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Hence the protein encoded by the c-erbA gene represents a bona fide cellular

transcription factor involved in the activation of thyroid hormone responsive

genes. Unlike the case of the fos and jun gene products, which regulate genes

involved in growth, it is not immediately obvious how the form of thyroid

hormone receptor encoded by the viral v-erbA gene can transform cells to a

cancerous phenotype.

The solution to this problem is provided by a comparison of the cellular

ErbA protein, which is a functional thyroid hormone receptor, and the viral

ErbA protein encoded by AEV. Thus, in addition to being fused to the retro-

viral gag protein at its N terminus, the viral ErbA protein contains several

mutations in the regions of the receptor responsible for binding to DNA and

for binding thyroid hormone as well as a small deletion in the hormone

binding domain (Fig. 9.15).

Interestingly, although these changes do not abolish the ability of the viral

ErbA protein to bind to DNA, they do prevent it from binding thyroid hor-

mone and thereby becoming converted to a form which can activate transcrip-

tion (Sap et al., 1986, 1989). However, these changes do not affect the

inhibitory domain which, as discussed in Chapter 6 (section 6.3.2), allows

the thyroid hormone receptor to repress transcription. Hence, the viral v-

ErbA protein can inhibit the induction of thyroid hormone responsive

genes when cells are treated with thyroid hormone by binding to the thyroid

hormone response elements in their promoters and dominantly repressing

their transcription, as well as preventing binding of the activating complex of

thyroid hormone and the cellular ErbA protein (Fig. 9.16). In agreement with

this critical role for repression in producing transformation by v-ErbA, a

mutation in v-ErbA which abolishes its ability to repress transcription by pre-

venting it binding its co-repressor (see Chapter 6, section 6.3.2) also abolishes

its ability to transform cells (Perlmann and Vennstrom, 1995).

Hence the viral ErbA protein acts as a dominant repressor of thyroid

hormone responsive genes being both incapable of activating transcription

itself and able to prevent activation by intact receptor. This mechanism of
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action is clearly similar to the repression of thyroid hormone responsive genes

by the naturally occurring alternatively spliced form of the thyroid hormone

receptor which, as discussed in Chapter 6 (section 6.3.2), lacks the hormone

binding domain and therefore cannot bind hormone. Thus the same mechan-

ism of gene repression by a non-hormone binding receptor is used naturally

in the cell and by an oncogenic virus.

One of the targets for repression by the viral ErbA protein is the erythro-

cyte anion transporter gene (Zenke et al., 1988), which is one of the genes

normally induced when avian erythroblasts differentiate into erythrocytes.

This differentiation process has been known for some time to be inhibited

by the ErbA protein and it is now clear that it achieves this effect by blocking

the induction of the genes needed for differentiation. In turn such inhibition

will allow continued proliferation of these cells rendering them susceptible to

transformation into a tumour cell type by the product of the other AEV

oncogene v-erbB which encodes a truncated form of the epidermal growth

factor receptor (Downward et al., 1984) and therefore renders cell growth

independent of external growth factors (Fig. 9.17).

The two cases of Fos/Jun and ErbA therefore represent contrasting exam-

ples of the involvement of transcription factors in oncogenesis both in terms

of the mechanism of transformation and the manner in which the cellular

form of the oncogene becomes an active transforming gene. Thus, in the case
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of Fos and Jun, transformation is achieved by the continuous activation of

genes necessary for growth in normal cell types. Moreover, it occurs, at least

in part, via the natural activity of the cellular oncogene in inducing these

genes being enhanced by their over-expression such that it occurs at an inap-

propriate time or place (Fig. 9.18a). In contrast in the ErbA case transforma-

tion is achieved by inhibiting the expression of genes whose products are

required for the differentiation of a particular cell type therefore allowing

growth to continue. Moreover, this occurs via the activity of a mutated form

of the transcription factor which, rather than carrying out its normal function

more efficiently, actually interferes with the normal role of the thyroid hor-

mone receptor in inducing thyroid hormone responsive genes required for

differentiation (Fig. 9.18b).

9.3.3 THE myc ONCOGENE

Interestingly, for a considerable period, the techniques of molecular biology

failed in the case of the c-myc oncogene, which was one of the earliest cellular
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oncogenes to be identified, with its expression being dramatically increased in

a wide variety of transformed cells (for review see Grandori et al., 2000;

Eisenman, 2001). Thus the Myc protein has a number of properties suggesting

that it is a transcription factor, notably nuclear localization, the possession of

several motifs characteristic of transcription factors such as the helix-loop-
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helix and leucine zipper elements (see Chapter 4, section 4.5) and the ability

to activate target promoters in co-transfection assays. Despite exhaustive

efforts, however, no DNA sequence to which the Myc protein binds could

be defined, rendering its mechanism of action uncertain.

The solution to this problem was provided by the work of Blackwood and

Eisenman (1991) who identified a novel protein, Max, which can form hetero-

dimers with the Myc protein via the helix-loop-helix motif present in both

proteins. Myc/Max heterodimers can bind to DNA and regulate transcription,

whereas Myc/Myc homodimers cannot do so (for reviews see Grandori et al.,

2000; Baudino and Cleveland, 2001) (Fig. 9.19). This effect evidently parallels

the requirement of the Fos protein for dimerization with Jun in order to bind

with high affinity to AP1 sites (see section 9.3.1).

The Max protein therefore plays a critical role in allowing the DNA binding

of Myc and the structure of a Myc/Max heterodimer bound to DNA has

recently been defined (Nair and Burley, 2003). Moreover, the ability to inter-

act with Max, bind to DNA and modulate gene expression is critical for the

ability of the Myc protein to transform since mutations in Myc which abolish

its ability to heterodimerize with Max also abolish its transforming ability.

Hence, as was previously speculated, the Myc protein is a transcription factor

whose over-expression causes transformation, presumably via the activation of

genes whose protein products are required for cellular growth (for reviews see

Zornig and Evan, 1996; Grandori and Eisenman, 1997; Levens, 2002).

Interestingly, the Max protein does not appear to represent a passive part-

ner which merely serves to deliver Myc to the DNA of target genes. Rather it

plays a key role in regulating the activity of target genes containing the appro-

priate binding site. Thus, it has been shown that, whereas Myc/Max hetero-

dimers can activate transcription, Max/Max homodimers can bind to the

same site and weakly repress transcription. Moreover, Max can also hetero-

dimerize with another member of the helix-loop-helix family, known as Mad,

to form a strong repressor of transcription (for review see Bernards, 1995)

(Fig. 9.20).
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The Max/Max homodimer appears to act as a weak repressor simply by

preventing the Myc/Max activator from binding to its appropriate binding

sites and thereby preventing it from activating transcription. In contrast, the

Mad/Max heterodimer appears to act as an active repressor which is capable

of reducing transcription below that which would be observed in the absence

of any activator binding (see Chapter 6, for discussion of the mechanisms of

transcriptional repression). Thus, it has been shown that the Mad protein can

bind the same complex of N-CoR, mSIN-3 and mRPD3, which mediates active

repression by nuclear receptors such as the thyroid hormone receptor in the

absence of hormone (see Chapter 6, section 6.3.2) (for review see Wolffe,

1997). As this complex includes the mRPD3 protein, which has histone de-

acetylase activity, it is possible that the Mad/Max heterodimer may repress

transcription, at least in part, by recruiting a complex which deacetylates

histones thereby organizing a more tightly packed chromatin structure

(Fig. 9.21).

In the case of the nuclear receptors, the switch from the repressed state of

target genes to their activation is mediated by the addition of hormone. In

contrast, however, in the case of the Myc family it is mediated by signals which

produce a rise in Myc expression and a corresponding fall in the expression of

Mad. Thus Myc is expressed at very low levels in resting cells and its expres-

sion is induced when cells begin to grow, whereas Max is expressed at similar

high levels in both resting and proliferating cells and Mad is expressed at high

levels only in resting cells and not in proliferating cells. Hence in resting cells
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Mad and not Myc will be expressed and the expression of Myc dependent

genes will be repressed by Mad/Max homodimers. In contrast expression will

be activated by Myc/Max heterodimers as the cells receive signals to prolifer-

ate resulting in increased Myc expression and decreased Mad expression (Fig.

9.22). Clearly the over-expression of the Myc gene, which is observed in many

cancer cells, would result in a similar production of activating Myc/Max het-

erodimers leading to gene activation. Hence, as in the case of the Fos/Jun

system, transformation by the Myc oncogene appears to depend primarily on

its over-expression resulting in the activation of genes required for cellular

growth.

Interestingly, it has been shown that Myc can also interact with another

transcription factor, Miz-1 (Myc interacting zinc finger protein-1), which is a

zinc finger protein (see Chapter 4, section 4.3 for discussion of this type of

protein). Unlike the situation with Max, however, in the absence of Myc, Miz-1

acts as an activator of genes promoting growth arrest. In the presence of Myc,

however, this activity of Miz-1 is inhibited resulting in the repression of these

genes (Peukert et al., 1997). Hence the rise in Myc levels in transformed cells

stimulates the activity of growth promoting genes via Myc/Max-mediated

gene activation and represses growth inhibitory genes via a repression of

Miz-1 activity.

As well as regulating growth by altering the transcription of specific pro-

tein-coding genes by RNA polymerase II, another means by which Myc can

alter growth has recently been demonstrated. Thus, it has been shown that

Myc interacts with the TFIIIB transcription factor which is essential for tran-

scription by RNA polymerase III (see Chapter 3, section 3.4) and stimulates

the transcription of the genes encoding tRNA and 5S ribosomal RNA

(Gomez-Roman et al., 2003). Since these RNAs are essential for protein synth-

TRANSCRIPTION FACTORS AND HUMAN DISEASE 311

Figure 9.22

In resting cells, Myc-

dependent genes will be

repressed by a Mad/Max

heterodimer. As cells

begin to grow, the

expression of Myc

increases resulting in the

formation of Myc/Max

heterodimers which

activate transcription.



esis by the ribosome and hence for cellular growth, this provides a further

means by which transcriptional regulation by Myc can regulate cellular

growth.

9.3.4 OTHER ONCOGENIC TRANSCRIPTION FACTORS

In view of the likely need for multiple different transcription factors to reg-

ulate genes involved in cellular growth processes, it is not surprising that

several other genes encoding transcription factors have also been identified

as oncogenes as well as playing a key role in gene expression in specific cell

types. Thus, for example, the myb oncogene and the maf oncogene, both of

which were originally isolated from avian retroviruses, play key roles in gene

regulation in monocytes and erythroid cells respectively (for reviews see Graf,

1992; Blank and Andrews, 1997; Motohashi et al., 1997). Similarly, the rel

oncogene of the avian retrovirus Rev-T is a member of the NF�B family of

transcription factors discussed in Chapter 8 (for review see Baeurale and

Baltimore, 1996; Foo and Nolan, 1999) while the Bcl-3 oncogene is a member

of the I�B family which interacts with the NF�B proteins (Bours et al., 1993).

Interestingly, the Bcl-3 factor illustrates another facet of the mechanisms by

which transcription factor genes become oncogenic. This factor was not iden-

tified as a retroviral oncogene but on the basis that it was located at the break

point of chromosomal rearrangements which resulted in its translocation to a

position adjacent to the immunoglobulin gene in some B cell chronic leukae-

mias. A number of other transcription factors have also been shown to be

capable of causing cancer when translocated in this way. This can occur

because their expression is increased due to their being translocated to a

highly expressed locus such as the immunoglobulin gene loci in B cells or

the T-cell receptor gene loci in T cells (Fig. 9.23a). Alternatively it can occur

because the translocation results in the production of a novel form of the

transcription factor due to its truncation or its linkage to another gene

(encoding either another transcription factor or another class of protein)

following the translocation (Fig. 9.23b).

Factors translocated in these ways include both factors which were origin-

ally identified in oncogenic retroviruses and others which had not previously

been shown to have oncogenic potential (for reviews see Rabbits, 1994;

Latchman, 1996; Look, 1997). Thus for example, expression of the c-myc

oncogene (section 9.3.3) is dramatically increased by its translocation into

the immunoglobulin heavy chain locus which occurs in the human B-cell

malignancy known as Burkitt’s lymphoma (for review see Spencer and

Groudine, 1991) while the gene encoding the Ets transcription factor, dis-

cussed above (section 9.3.1), is fused to the gene for the platelet derived
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growth factor receptor to create a novel oncogenic fusion protein in patients

with chronic myelomonocytic leukaemia (for review see Sawyers and Denny,

1994).

Similarly, expression of the homeobox gene Hox11 (see Chapter 4 section

4.2.5) is activated in cases of acute childhood T-cell leukaemia while the CBP

co-activator (see Chapter 5, section 5.4.3) is fused to the MLL gene in acute

myeloid leukaemia (Sobulo et al., 1997). Interestingly, the PBX factors, which

are the mammalian homologues of the Drosophila extradenticle factor dis-

cussed in Chapter 4 (section 4.2.4), were originally identified on the basis

of the fact that the gene encoding PBX1 was found fused to the E2A gene

(which encodes the E12 and E47 proteins discussed in Chapter 4, section

4.5.2) in a human leukaemia (for review see Mann and Chan, 1996).

These findings provide further evidence that transcription factor genes are

not only rendered oncogenic by transfer into a retrovirus but are also

involved in the causation of human cancers playing a key role, for example,
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in the oncogenic effects of the chromosome translocations which are charac-

teristic of specific cancers.

9.4 ANTI-ONCOGENES AND CANCER

9.4.1 NATURE OF ANTI-ONCOGENES

As noted in section 9.2, a number of genes exist whose normal function is to

encode proteins that function in an opposite manner to those of oncogenes,

acting to restrain cellular growth. The deletion or mutational inactivation of

these anti-oncogenes (also known as tumour suppressor genes) therefore

results in cancer (for reviews see Knudson, 1993; Fearon, 1997; Hunter,

1997) (Fig. 9.24). This effect evidently parallels the production of cancer by

the over-expression or mutational activation of cellular proto-oncogenes

(compare Figs. 9.6 and 9.24).

A number of anti-oncogenes of this type have been defined and several

encode transcription factors. The two best characterized of these act by dif-

ferent mechanisms. Thus, p53 acts by binding to the DNA of its target genes

and regulating their expression, whereas the retinoblastoma gene product

(Rb-1) acts primarily via protein–protein interactions with other DNA binding

transcription factors. The p53 and Rb-1 proteins are therefore discussed in

sections 9.4.2 and 9.4.3 as examples of these two mechanisms of action. Other

anti-oncogenes encoding transcription factors are discussed in section 9.4.4.
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9.4.2 p53

The gene encoding the 53 kilo-dalton protein known as p53 is mutated in a

very wide variety of human tumours, especially carcinomas (for review see Ko

and Prives, 1996; Levine, 1997; Vogelstein et al., 2000; Haupt et al., 2002;

Sharpless and DePinho, 2002). In normal cells expression of this protein is

induced by agents which cause DNA damage and its over-expression results in

growth arrest of cells containing such damage or their death by the process of

programmed cell death (apoptosis). Hence p53 has been called the ‘guardian

of the genome’ (Lane, 1992), which allows cells to proliferate only if they have

intact undamaged DNA. This would prevent the development of tumours

containing cells with mutations in their DNA and the inactivation of the

p53 gene by mutation would therefore result in an enhanced rate of tumour

formation. In agreement with this idea, mice in which the p53 gene has been

inactivated do not show any gross abnormalities in normal development but

do exhibit a very high rate of tumour formation, leading to early death (for

review see Berns, 1994).

The molecular analysis of the p53 gene product showed that it contains a

DNA binding domain and a region capable of activating transcription. The

majority of the mutations in p53 which occur in human tumours are located in

the DNA binding domain (Friend, 1994; Anderson and Tegtmeyer, 1995).

These mutations result in a failure of the mutant p53 protein to bind to

DNA, indicating that this ability is crucial for the ability of the normal p53

protein to regulate cellular growth and suppress cancer.

The p53 protein therefore functions, at least in part, by activating the

expression of genes whose protein products act to inhibit cellular growth

(Fig. 9.25a). The absence of functional p53 either due to gene deletion (Fig.

9.25b) or to its inactivation by mutation (Fig. 9.25c) results in a failure to

express these genes leading to uncontrolled growth.

In addition, functional p53 can also be prevented from activating gene

transcription by interaction with the MDM2 oncoprotein (Fig. 9.25d). Thus

MDM2 masks the activation domain of p53 preventing it activating transcrip-

tion (Fig. 9.26a). Moreover, MDM2 when bound to p53 also actively inhibits

transcription by interacting with the basal transcriptional complex to reduce

its activity (Thut et al., 1997) (Fig. 9.26b).

The major inhibitory effect of the interaction of MDM2 with p53, however,

is that it results in the rapid degradation of p53. Thus, MDM2 causes the

addition of ubiquitin residues to p53, thereby promoting its degradation

(Haupt et al., 1997; for review see Lane and Hall, 1997) (Fig. 9.26c). Hence,

several of the different inhibitory mechanisms, discussed in Chapter 6, are

involved in the inhibitory effect of MDM2 on p53 (Fig. 9.26) (for review see
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Oren, 1999). Interestingly, the addition of ubiquitin to p53, targeting it for

degradation is paralleled by the addition of the ubiquitin-related protein

SUMO-1 to MDM2. This modification of MDM2 paradoxically enhances its

ability to add ubiquitin to p53 and thereby induce p53 degradation

(Buschmann et al., 2000) (see Chapter 8, section 8.4.5 for discussion of the

regulation of transcription factors by the addition of ubiquitin or SUMO-1).

The inhibitory effect of MDM2 on p53 brought about by these multiple

mechanisms is of particular importance in many human soft tissue sarcomas

where the p53 gene is intact and encodes wild type p53 but the protein is

functionally inactivated due to the high levels of MDM2 resulting from ampli-
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fication of the mdm2 gene encoding it. Indeed, the major function of MDM2,

even in normal cells, may be to inhibit the action of p53 by interacting with it.

Thus mice in which the gene encoding MDM2 is inactivated are non-viable but

can be rendered viable by the additional inactivation of the p53 gene (de Oca

Luna et al., 1995).

Interestingly, both partners in the p53/MDM2 interaction are subject to

modification by phosphorylation and these modifications affect their interac-

tion with one another (for reviews see Prives, 1998; Mayo and Donner, 2002).

Thus, following exposure to DNA damage/stress, p53 is phosphorylated. This

enhances its retention in the nucleus and inhibits its interaction with MDM2,

so allowing it to activate transcription of its target genes. Conversely, stimuli

that inhibit apoptosis, lead to phosphorylation of MDM2. This promotes its

movement from the cytoplasm to the nucleus and hence allows it to inhibit

p53 and its pro-apoptotic effect (Fig. 9.27) (for review see Gottifredi and

Prives, 2001).

As well as affecting binding to MDM2, phosphorylation also enhances the

binding of p53 to the Pin1 protein (Zheng et al., 2002). Pin1 is a member of
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the class of proteins known as peptidyl prolyl isomerases which have the

ability to change the structure of the peptide bond between proline residues

and adjacent amino acids in a process known as cis-trans isomerization. In the

case of p53, interaction with Pin1 and the consequent isomerization of

peptide bonds within the p53 protein, stimulates the DNA binding and trans-

activation ability of p53. This therefore provides a second mechanism for

phosphorylation to stimulate the activity of p53 (Fig. 9.28) (for further

details of the effect of phosphorylation on transcription factors see Chapter

8, section 8.4.2).

It should be noted that this effect of a prolyl isomerase enzyme on a

transcription factor is not unique to p53. Thus, DNA binding activity of the

c-myb proto-oncogene protein (see section 9.3.4) has been shown to be nega-

tively regulated by its interaction with the peptidyl prolyl isomerase, Cyp40

(for review see Hunter, 1998).

Hence, signals such as DNA damage/stress can activate p53 by inducing its

phosphorylation. As noted in Chapter 8 (section 8.4.3) p53 is also subject to

acetylation, which stimulates its activity (for review see Prives and Manley,

2001). Recently, it has been demonstrated that histone deacetylase enzymes,
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such as Sir2, can specifically deacetylate p53, thereby reducing its ability to

activate transcription (Luo et al., 2001; Vaziri et al., 2001). Indeed, it appears

that MDM2 exists in a complex with a histone deacetylase enzyme and that

deacetylation of p53 actually enhances its degradation by MDM2 (Ito et al.,

2002; Li et al., 2002). Hence, this inhibitory complex can deacetylate p53,

reducing its activity and targeting it for degradation by MDM2 (Fig. 9.29).

The activity of p53 is thus regulated, in part, by the balance between its

acetylation by molecules such as the p300 co-activator (as discussed in Chapter

8, section 8.4.3) and its deacetylation by molecules such as Sir2. In turn, this

represents part of the multiple modifications used to alter the activity of the

p53/MDM2 system which include many of the modifications that can affect

transcription factors, such as phosphorylation, acetylation and modification

by addition of ubiquitin or SUMO-1 (see Chapter 8, section 8.4 for a discus-

sion of the modulation of transcription factor activity by post-translational

modifications).
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The interaction of p53 with the MDM2 oncogenic protein is paralleled by

its interaction with the transforming proteins of several DNA viruses. Indeed

p53 was originally discovered as a protein that interacted with the large T

oncoprotein of the DNA tumour virus SV40. The functional inactivation of

p53 produced by this interaction appears to play a critical role in the ability of

these DNA viruses to transform cells paralleling the similar action of MDM2.

These interactions suggest that functional antagonism between oncogene and

anti-oncogene products is likely to be critical for the control of cellular growth

with changes in this balance which activate oncogenes or inactivate anti-

oncogenes resulting in cancer.

These considerations evidently focus attention on the genes that are acti-

vated by p53. One such gene is that encoding a 21 kilo-dalton protein (p21)

which acts as an inhibitor of cyclin-dependent kinases (for review of p53-

dependent genes see Ko and Prives, 1996; Vogelstein et al., 2000). As the

cyclin-dependent kinases are enzymes that stimulate cells to enter cell divi-

sion, the finding that p53 stimulates the expression of an inhibitor of these

enzymes is entirely consistent with its role in restraining growth, since the

inhibition of the cyclin-dependent kinases will prevent cells replicating their

DNA and undergoing cell division (Fig. 9.30).

Interestingly, p53 also stimulates expression of the mdm2 gene whose pro-

tein product interferes with the activity of p53 as described above. This effect

is likely to be part of a negative feedback loop in which p53, having fulfilled its
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function, activates mdm2 expression resulting in p53 inactivation (Fig. 9.31)

(for review see Oren, 1999). This would allow, for example, cells which had

repaired the damage to their DNA to inactivate p53 and resume cell division.

Similarly, p53 also stimulates the expression of the bax gene whose protein

product stimulates programmed cell death or apoptosis allowing p53 to pro-

mote the death of cells whose damaged DNA is irreparable. Further studies

have also identified several genes involved in the generation of toxic reactive

oxygen species whose expression is induced by p53 during this process, indi-

cating that p53 may also promote apoptosis by inducing the production of

these species (Wyllie, 1997).

As with AP1 (section 9.3.1) transcriptional activation by p53 requires the

CBP co-activator or the closely related p300 protein (Avantaggiati et al., 1997).

Hence, as with AP1 and the steroid receptors (see Chapter 6, section 6.5), AP1

and p53 can compete for CBP/p300 resulting in antagonism between the

oncogenic activity of AP1 and the anti-oncogenic activity of p53.

Hence the p53 gene product plays a key role in regulating cellular growth

by binding to DNA and activating the expression of specific genes (for review

see Almog and Rotter, 1997). Its inactivation by mutation or by interaction

with oncogene products is likely to play a critical role in most human cancers.

Interestingly, two novel p53-related proteins which encode transcription fac-

tors known as p73 and p63, have been described (for reviews see Lohrum and

Vousden, 2000; Morrison and Kinoshita, 2000; Yang et al., 2002). It is cur-

rently unclear whether either p63 or p73 play a role as anti-oncogenes whose

inactivation results in human cancers. However, inactivation of p63 or p73 in

knock out mice results in gross developmental abnormalities whereas this is
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not the case for p53 knock out mice (see above). Similarly, inactivation of p63

is the cause of EEC syndrome (ectrodactyly, ectodermal dysplasia and cleft lip)

in humans, in which patients have limb defects and facial clefts (Celli et al.,

1999). These findings further emphasize the importance of p53 and the pro-

teins related to it in the regulation of normal embryonic development and

cellular proliferation/survival and in the development of cancer.

9.4.3 THE RETINOBLASTOMA PROTEIN

The retinoblastoma gene (Rb-1) was the first anti-oncogene to be defined and

is so named because its inactivation in humans results in the formation of eye

tumours known as retinoblastomas (for reviews see Lipinski and Jacks, 1999;

Harbour and Dean, 2000a). Like p53 the Rb-1 gene product is a transcription

factor which exerts its anti-oncogenic effect by modulating the expression of

specific target genes. In contrast to p53, however, it exerts this effect via

protein–protein interactions with other transcription factors rather than by

direct DNA binding.

One of the major targets for Rb-1 is the transcription factor E2F which

plays a critical role in stimulating the expression of genes encoding growth

promoting proteins such as Myc (section 9.3.3), DNA polymerase � and thy-

midine kinase (for reviews see Harbour and Dean, 2000b; Müller and Helin,

2000; Morris and Dyson, 2001) and the structure of Rb-1 bound to E2F has

recently been defined (for review see Münger, 2003). The association of Rb-1

and E2F does not inhibit the DNA binding of E2F but prevents it from

stimulating the transcription of these growth promoting genes and hence

inducing growth arrest (Fig. 9.32a).

It appears that Rb-1 exerts its inhibiting effect on transcription in two

distinct ways. First, it acts as an indirect repressor by blocking the ability of

DNA-bound E2F to activate transcription. This is achieved by Rb-1 binding

resulting in the masking of several key residues in the activation domain of

E2F, thereby preventing transcriptional activation (Lee et al., 2002) (see

Chapter 6, section 6.2.3 for a discussion of this quenching mechanism of

transcriptional repression).

Secondly, the Rb/E2F complex acts directly to inhibit transcription, by

organizing a tightly packed chromatin structure incompatible with transcrip-

tion (Ross et al., 2001). This involves the ability of Rb-1 to recruit histone

deacetylases and methyltransferases which, as discussed in Chapter 1 (section

1.2.3), promote a more tightly packed chromatin structure (for review see

Harbour and Dean, 2000b; Ringrose and Paro, 2001) (Fig. 9.33). It appears

that this second effect, involving chromatin structure, maybe of greater impor-
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tance since it has been shown to be essential for the growth-arresting effect of

Rb-1 (Zhang et al., 1999).

Hence Rb-1 exerts its anti-oncogenic effect by inhibiting the transcription

of growth promoting genes using both indirect and direct inhibiting mechan-

isms (see Chapter 6) rather than, as with p53, promoting the transcription of

growth inhibiting genes. In normal dividing cells, this interaction of Rb-1 and

E2F is inhibited as cells move from G to S phase in the cell cycle. This effect is

dependent on the phosphorylation of Rb-1 which prevents it interacting with

E2F (see Fig. 9.32b). Hence the controlled growth of normal cells can be

regulated by the regulated phosphorylation of Rb-1 which in turn regulates

its ability to interact with E2F and modulate its activity.
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Interestingly, the phosphorylation of Rb-1 in the cell cycle is carried out by

the cyclin-dependent kinases (for review see Sherr, 1994). This provides a link

between p53 and the regulation of Rb-1 activity since, as noted above (section

9.4.2) p53 activates the gene encoding the p21 protein which inhibits cyclin-

dependent kinases and would thus prevent the phosphorylation of Rb-1 and

cell cycle progression (Fig. 9.34). To add to the complexity still further, it

appears that the activity of both p53 itself and E2F is also altered following

phosphorylation by cyclin-dependent kinases, indicating that a complex net-

324 EUKARYOTIC TRANSCRIPTION FACTORS

Figure 9.33

Binding of Rb-1 to E2F

represses transcription

both indirectly by

inhibiting activation by

E2F and directly by

organizing a closed

chromatin structure

incompatible with

transcription.

Figure 9.34

By activating the p21

gene whose protein

product inhibits cyclin

dependent kinases

(CDK), p53 produces a

fall in CDK activity which

results in more Rb being

in the growth inhibitory

unphosphorylated form.



work of interacting transcription factors, kinases and their inhibitors regulates

cellular growth (for review see Dynlacht, 1997).

Interestingly, Rb-1 can be modified by acetylation as well as by phosphor-

ylation (Chan et al., 2001). Such acetylation reduces the ability of the cyclin-

dependent kinases to phosphorylate Rb-1. Hence, as with p53 (see section

9.4.2) Rb-1 is modified by multiple post-translational modifications which

interact with one another (Fig. 9.35).

Clearly abolishing the activity of Rb-1, either by deletion of its gene or by

mutation, will result in the unregulated activity of E2F leading to the uncon-

trolled growth, which is characteristic of cancer cells (Fig. 9.32c). Interestingly,

the inactivation of Rb-1 can also be achieved by the transforming proteins of

DNA tumour viruses, such as SV40 or adenovirus. These proteins bind to the

Rb-1 protein resulting in the dissociation of the Rb-1/E2F complex releasing

free E2F which can activate gene expression (see Fig. 9.32d).

Although E2F is a major target of Rb-1, there are also other factors with

which Rb-1 interacts. Thus Rb-1 has been shown to inactivate the UBF factor

which plays a critical role in transcription of the ribosomal RNA genes by

RNA polymerase I (see Chapter 3, section 3.3). Due to the need for these

ribosomal RNAs for the effective functioning of the ribosomes, the inactiva-

tion of UBF by Rb-1 will lead to a decrease in the levels of total protein

synthesis which would in turn lead to the arrest of cell growth. In agreement

with this idea, the inactivation of UBF by Rb-1 appears to play a critical role in
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the growth arrest and associated differentiation of U937 monocytic cells (for

review see Dynlacht, 1995).

Obviously, the 5S ribosomal RNA and the transfer RNAs which are pro-

duced by RNA polymerase III are also necessary for ribosomal function and

protein synthesis. Indeed, it has been shown that Rb can also inhibit RNA

polymerase III transcription by interacting directly with the polymerase III

transcription factor TFIIIB (see Chapter 3, section 3.4) and inhibiting its

activity (Larmine et al., 1997). This is evidently the opposite effect to that

produced by interaction of the Myc protein with TFIIIB, which stimulates

transcription of the genes encoding tRNA and 5S RNA (see section 9.3.3).

Hence Rb-1 can directly inhibit transcription of genes involved in cellular

growth both by inhibiting the transcription of E2F-dependent genes by RNA

polymerase II and the transcription of all the genes transcribed by RNA

polymerases I and III. It therefore has a remarkable ability to modulate tran-

scription by all three RNA polymerases (for review see White, 1997; Brown et

al., 2000) (Fig. 9.36) and is likely to play a critical role not only in preventing

cancer but also in normal cells by promoting the growth arrest which is

necessary for terminal differentiation (see Fig. 9.32).

In agreement with this idea, mice in which the Rb-1 gene has been inacti-

vated die before birth and show gross defects in cellular differentiation (Lee et

al., 1992; Wu et al., 2003; for review see Dyson, 2003). This indicates that Rb-1

plays a key role in normal development as well as acting as an anti-oncogene

and contrasts with the viability of mice in which the p53 gene has been inac-

tivated (see section 9.4.2). Interestingly, many of the developmental defects

observed in mice lacking Rb-1 can be rescued by also inactivating the gene

encoding Id2, which is an inhibitory transcription factor having a helix-loop-

helix motif but lacking a DNA-binding domain (see Chapter 4, section 4.5 and

Chapter 6, section 6.2.2). This indicates that during normal development, Id2
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and Rb-1 antagonize one another so that the effects of inactivating both are

less severe than inactivating Rb-1 alone (Lasorella et al., 2000). In agreement

with this, Id2 has been shown to interact directly with the non-phosphorylated

form of Rb-1 via a protein–protein interaction and inactivate it.

Hence, the correct balance between the antagonistic factors Id2 and Rb-1 is

essential for normal development. It has been shown that in cells over-expres-

sing the Myc oncogene protein (see section 9.3.3), the expression of Id2 is

transcriptionally activated by Myc. The excess Id2 then inactivates Rb-1,

thereby promoting tumour formation (Fig. 9.37).

Hence, the Rb protein plays a key role in regulating cellular growth and

differentiation by interacting with transcription factors involved in transcrip-

tion by RNA polymerases I, II and III. Its inactivation either by mutation or by

specific oncogenes therefore results in uncontrolled proliferation and cancer.

When taken together with the similar role of p53 in growth regulation and as

a target for oncogenes, this suggests that anti-oncogenes are likely to play a key

role in regulating cellular growth which is likely to be controlled by the

balance between the antagonistic effects of oncogene and anti-oncogene

products.
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9.4.4 OTHER ANTI-ONCOGENIC TRANSCRIPTION FACTORS

Normally, anti-oncogenes are identified on the basis of their inactivation in

specific human cancers and their functional role subsequently characterized.

For some time only three anti-oncogene products were known to be transcrip-

tion factors namely the p53 and Rb-1 proteins discussed in previous sections

and the Wilms’ tumour gene product (for review see Hastie, 2001).

More recently, however, other anti-oncogene products have also been

implicated in transcriptional control. Thus, while the BRCA-1 and BRCA-2

anti-oncogenes, which are mutated in many cases of familial breast cancer,

appear to function primarily in controlling the repair of damaged DNA, there

is also evidence that they may influence transcription. For example, both

BRCA-1 and BRCA-2 contain regions which can act as activation domains

and stimulate transcription (for review see Marx, 1997) (for discussion of

such domains see Chapter 5, section 5.2). Moreover, BRCA-1 appears to be

a component of the RNA polymerase holoenzyme which also contains RNA

polymerase II and basal transcription factors (see Chapter 3, section 3.5.2)

again suggesting that this factor is involved in transcriptional control (Scully

et al., 1997).

In contrast to these features suggesting that BRCA-1 can influence tran-

scription rates within the nucleus, the adenomatous polyposis coli (APC) anti-

oncogene, which is mutated in most human colon tumours (for review see

Moon and Miller, 1997), appears to influence transcription indirectly. Thus

APC acts by interacting with a protein known as �-catenin which is involved

both in cell adhesion and also acts as a transcription factor (for review see

Peifer, 1997). This interaction between APC and �-catenin results in the

export of �-catenin to the cytoplasm and its rapid degradation (Fig. 9.38a)

(Rosin-Abersfeld et al., 2000).

In normal cells, specific secreted proteins known as WNT proteins (or

wingless proteins after the first member of the family which was discovered

in Drosophila) activate a kinase enzyme, glycogen synthase kinase, and this

kinase phosphorylates and thereby stabilizes �-catenin preventing it from

being degraded (for review see Hunter, 1997; Nusse, 1997; Polakis, 2000;

Taipale and Beachy, 2001). The �-catenin then moves to the nucleus and

interacts with the LEF-1 transcription factor discussed in Chapter 1 (section

1.3.6) and stimulates its ability to activate transcription (Fig. 9.38b). One of

the genes activated by the LEF-1/�-catenin complex is that encoding the Pitx2

transcription factor which, in turn, activates the cyclin D2 gene, thereby

stimulating cellular proliferation (Kioussi et al., 2002).

In a normal situation, therefore, this ability of �-catenin to interact with

LEF-1 and stimulate its activity, is tightly regulated by the presence or absence
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of WNT proteins so ensuring appropriate control of cellular growth. Any

change which causes this pathway to become constitutively active results in

cancer. For example, if the APC gene is mutated so that APC cannot inactivate

�-catenin, cancer will result from the constitutive activation of �-catenin (see

Fig. 9.38c). Hence APC acts as an anti-oncogene whose inactivation by muta-

tion causes cancer.

As well as illustrating how an anti-oncogene can act indirectly to influence

transcription, this example also illustrates how oncogene products interact

with one another. Clearly, mutations in the �-catenin gene which enhance

�-catenin stability or mutations in the WNT genes which result in their

over-expression will also cause cancer and hence the genes encoding �-catenin

or the WNT proteins are oncogenes whose products act in the same pathway

as the APC anti-oncogene product.

In addition to being stabilized by phosphorylation (see above), �-catenin is

also acetylated by the CBP co-activator (see Chapter 5, section 5.4.3). This

acetylation apparently reduces the ability of �-catenin to activate one of its

target genes, the c-myc proto-oncogene (see section 9.3.3) providing an exam-

ple of CBP acting to inhibit transcription rather than its normal role as a co-

activator (Wolf et al., 2002). Interestingly, the lysine residue in �-catenin,

which is a target for acetylation, is often found mutated to a non-acetylated

form in human cancers and, as expected, from its non-acetylatability, this

mutant protein is a strong activator of c-myc oncogene expression (Fig. 9.39).

Hence, �-catenin offers an example of a proto-oncogene whose activity is

regulated both by phosphorylation and acetylation, paralleling the similar
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regulation of the anti-oncogene proteins p53 (section 9.4.2) and Rb-1 (section

9.4.3) by multiple post-translational modifications.

Like the majority of transcription factors, the anti-oncogenic proteins dis-

cussed so far act by directly or indirectly altering the rate at which transcrip-

tion is initiated by RNA polymerase. This is apparently not the case, however,

for the von Hippel-Lindau anti-oncogene protein which is mutated in multiple

forms of cancer. Thus, as discussed in Chapter 6 (section 6.4.2), this factor acts

to inhibit transcriptional elongation by promoting the degradation of the

large subunit of RNA polymerase II.

Interestingly, the mutant forms of the von Hippel-Lindau protein found in

human tumours do not inhibit transcriptional elongation indicating that the

anti-oncogenic action of the protein is mediated, at least in part, by its effect

on transcriptional elongation. This is likely to be because several oncogenes

such as c-fos and c-myc are regulated at the stage of transcriptional elongation

with many of the RNA transcripts which are initiated, not being elongated to

produce a full length functional mRNA. It is possible therefore that in the

absence of the von Hippel-Lindau protein, too much full length mRNA

is produced resulting in over-production of the corresponding oncogenic

proteins.

However, as discussed in Chapter 8 (section 8.4.5), the von Hippel-Lindau

protein also acts to promote the degradation of the hypoxia-inducible factor

HIF-1� thereby ensuring that it activates its target genes only in response to

lowered oxygen levels. The mutations of the von Hippel-Lindau protein which

occur in cancer also block its interaction with HIF-1� and, in these tumour

cells, HIF-dependent genes are expressed at high levels even in the presence

of oxygen. As one of the roles of HIF-1 is to activate genes involved in blood

vessel formation in response to falling oxygen levels in tissues, the inappropri-

ate activation of HIF-1 and its target genes in tumours, may enhance the blood

supply to the tumour, allowing it to grow more rapidly.

Hence, the von Hippel-Lindau protein may target multiple pathways pro-

moting the degradation of proteins which are important in regulating normal
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growth, including transcriptional activation by HIF-1� and transcriptional

elongation. Interestingly, the gene encoding another transcriptional elonga-

tion factor, ELL, is found at the break point of chromosomal translocations in

several leukaemias (see section 9.3.4) indicating that it can be oncogenic

under certain circumstances (for review see Conaway and Conaway, 1999).

The existence of both oncogenic and anti-oncogenic transcription factors

which modulate transcriptional elongation indicates that this is an important

target for processes which regulate normal cellular growth and hence for

malregulation in cancer (for review see Li and Green, 1996).

More generally, the examples given in this section add considerable variety

to the three ‘classical’ anti-oncogenes encoding transcription factors (p53,

Rb-1 and the Wilm’s tumour gene) and indicate the key role of such gene

products in different forms of transcriptional regulation in normal cells and

in cancer.

9.5 CONCLUSIONS

The ability to affect cellular transcriptional regulatory processes is crucial to

the ability of many different viruses to transform cells. Thus, for example, the

large T oncogenes of the small DNA tumour viruses SV40 and polyoma and

the Ela protein of adenovirus can all affect cellular gene expression and this

ability is essential for the transforming ability of these viruses (for review see

Moran, 1993).

In this chapter we have seen that several RNA viruses also have this ability,

containing transcription factors which can act as oncogenes either by promot-

ing the expression of genes required for growth or by inhibiting the expression

of genes required for the production of non-proliferating differentiated cells.

Although the oncogenes of both DNA and some RNA tumour viruses can

therefore affect transcription, their origins are completely different. Thus

while the oncogenes of the DNA viruses do not have equivalents in cellular

DNA and appear to have evolved within the viral genome, the oncogenes of

retroviruses have, as we have seen, been picked up from the cellular genome.

The fact that despite their diverse origins, both types of oncogenes can affect

transcription, indicates therefore that the modulation of transcription repre-

sents an effective mechanism for the transformation of cells.

In addition, however, the origin of retroviral oncogenes from the cellular

genome allows several other features of transcription to be studied. Thus, for

example, the conversion of a normal cellular transcription factor into a can-

cer-causing viral oncogene allows insights to be obtained into the processes

whereby oncogenes become activated.
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In general such oncogenes, whether they encode growth factors, growth

factor receptors or other types of protein, can be activated within a virus

either by over-expression driven by a strong retroviral promoter or by muta-

tion. The transcription factors we have discussed in this chapter illustrate both

these processes. Thus the Fos, Jun and Myc oncogenes, for example, become

cancer-causing both by continuous expression of proteins which are normally

made only transiently, leading to constitutive stimulation of genes required

for growth as well as in some cases by mutations in the viral forms of the

protein which render them more potent transcriptional activators. Similarly

the ErbA oncogene is activated by deletion of a part of the protein coding

region leading to a protein with different or enhanced properties. Although

such effects of mutation or over-expression have initially been defined in

tumorigenic retroviruses, it is clear that such changes can also occur within

the cellular genome, over-expression of the c-myc oncogene, for example,

being characteristic of many different human tumours (for review see

Spencer and Groudine, 1991), while several other transcription factor genes

are activated by the translocations characteristic of particular human leu-

kaemias (see section 9.3.4).

In addition, since cellular oncogenes clearly also play an important role in

the regulation of normal cellular growth and differentiation, their identifica-

tion via tumorigenic retroviruses has, paradoxically, greatly aided the study of

normal cellular growth regulatory processes. Thus, for example the prior

isolation of the c-fos and c-jun genes greatly aided the characterization of

the AP1 binding activity and of its role in stimulating genes involved in cel-

lular growth.

A similar boost to our understanding of growth regulation in normal cells

has also emerged from studies of the anti-oncogene proteins. Thus studies on

the Rb-1 gene, which was originally identified on the basis of its inactivation in

retinoblastomas, have led to an understanding of its key role in regulating the

balance between cellular growth and differentiation. Similarly, work on p53,

which was originally identified as a protein interacting with the product of the

SV40 large T oncogene, has led to the identification of its key role as the so-

called ‘guardian of the genome’.

The interaction of p53 and SV40 large T indicates another aspect of anti-

oncogenes, namely their antagonistic interaction with oncogene products.

Thus both p53 and Rb-1 have been shown to bind cellular and viral oncogene

proteins with the activity of the anti-oncogene product being inhibited by this

interaction. Such interactions are not confined to the oncogenes and anti-

oncogenes which encode factors directly regulating transcription. Thus, as

discussed in section 9.4.4, the APC anti-oncogene protein does not act directly

as a transcription factor. Rather it interacts with the �-catenin oncogene pro-
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duct to promote its degradation. Hence cancer can result from mutations in

the �-catenin oncogene which enhance the stability of its protein product or

directly enhance its ability to stimulate transcription or from mutations in the

APC protein which inactivate it and prevent it interfering with the function of

�-catenin. Similarly, it has been shown that the Jun oncoprotein can promote

tumour formation by antagonizing the pro-apoptotic effect of p53 (Eferl et al.,

2003).

Hence the interaction between oncogene and anti-oncogene products is

likely to play a key role in regulating cellular growth and survival. The un-

controlled growth characteristic of cancer cells therefore results from changes

in this balance, due either to over-expression or mutational activation of

oncogenes or to deletion or mutational inactivation of anti-oncogenes.

It is clear therefore that as with other oncogenes and anti-oncogenes, the

study of the oncogenes and anti-oncogenes that encode transcription factors

can provide considerable information on both the processes regulating

normal growth and differentiation and on how these processes are altered

in cancer. When taken together with the involvement of transcription factor

mutations in disorders of development or hormone responses discussed in

section 9.1, they illustrate the key role played by transcription factors and the

manner in which alterations in their activity can result in disease.
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CHAPTER 10

CONCLUS IONS AND FUTURE
PROSPECTS

At the time the first edition of this book was published (1991) enormous

progress had been made in understanding the nature and role of transcrip-

tion factors. Thus the roles of specific factors in processes such as constitutive,

inducible, tissue specific and developmentally regulated gene expression had

been defined, as had their involvement in diseases such as cancer. Moreover,

by studying these factors in detail, it proved possible to analyse how they fulfill

their function in these processes by binding to specific sites in the DNA of

regulated genes and activating or repressing transcription, as well as the reg-

ulatory processes which result in their doing so only at the appropriate time

and place. Moreover, the regions of individual factors which mediate these

effects and the critical amino acids within them which are of importance had

been identified in a number of cases.

In the intervening years, up to the current publication of the fourth edi-

tion, much further progress has been made in these areas. In addition, the

ability to prepare ‘knock out’ mice, in which the gene encoding an individual

factor has been inactivated, has allowed the in vivo functional role of many

factors to be directly assessed while numerous studies have elucidated the

structure of specific factors either in isolation or bound to DNA, as illustrated

in the colour plate section. It has become increasingly clear, however, that the

activity of a particular factor cannot be considered in isolation. Thus, very

often the activity of a factor can be stimulated either positively or negatively by

its interaction with another factor. For example, the Fos protein needs to

interact with the Jun protein to form a DNA binding complex (see Chapter

4, section 4.5 and Chapter 9, section 9.3.1). Conversely, the DNA binding

ability of the glucocorticoid receptor is inhibited by its association with

hsp90 (see Chapter 8, section 8.2.2) while that of the MyoD factor is inhibited

by its association with Id (Chapter 4, section 4.5.3 and Chapter 6, section

6.2.2).

Additionally, however, it has become clear that as well as stimulating or

inhibiting factor activity such protein–protein interactions can also alter the

specificity of a factor. Thus, differences in the ability to interact with other

proteins can affect the DNA binding specificity of particular factors and hence



the target genes to which they bind. This can result in factors with identical

DNA binding specificities having entirely different functional effects as in the

case of Ubx and Antp (see Chapter 4, section 4.2.4). Alternatively, it may

completely change the factor from activator to repressor as in the case of

the dorsal/DSP1 interaction (see Chapter 8, section 8.3.3). Hence, by altering

the specificity of particular factors, interactions of this type are likely to play a

crucial role in the complex regulatory networks which allow a relatively small

number of transcription factors to control highly complex processes such as

development.

As well as such regulatory interactions between different factors it has

become increasingly clear in recent years that many activating transcription

factors need to interact with other factors, such as the mediator complex and/

or co-activators in order to stimulate transcription. The most important of

such co-activators, CBP, was originally characterized as being required for

transcriptional activation in response to cyclic AMP treatment, mediated via

the CREB transcription factor (see Chapter 5, section 5.4.3). It is also

involved, however, in transcriptional activation mediated via a number of

other transcription factors activated by different signalling pathways. In

turn, because of the limiting amounts of CBP in the cell, the different tran-

scription factors and signalling pathways compete for CBP resulting in mutual

antagonism between, for example, the signalling pathways mediated by AP1

and the glucocorticoid receptor (see Chapter 6, section 6.5).

Thus, the critical dependence of many activating factors on a specific co-

activator can result in a functional link between two different factors which do

not themselves interact but which compete for the same co-activator.

Moreover, the activity of a transcription factor can be regulated by controlling

its ability to interact with its co-activator. For example, in the absence of

thyroid hormone, the thyroid hormone receptor has an inhibitory effect on

transcription because it binds co-repressor molecules which act to inhibit

transcription. Following exposure to thyroid hormone however, the receptor

undergoes a conformational change which allows it to bind co-activator mole-

cules and hence activate transcription (see Chapter 6, section 6.3.2). Similarly,

only the phosphorylated form of CREB can interact with CBP and therefore

activate transcription, whereas the non-phosphorylated form does not interact

with CBP and is thus inactive (see Chapter 5, section 5.4.3).

This regulation of CREB by phosphorylation is only one example of a

plethora of post-translational modifications which have been shown in recent

years to modulate transcription factor activity. In addition to phosphorylation,

these modifications include methylation, acetylation and ubiquitination.

Moreover, they have been shown to modify transcription factor activity via

altering processes as diverse as DNA binding, cellular localization and stability
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as well as via modulating their interaction with other factors (see Chapter 8,

section 8.4).

Moreover, individual factors can be modulated by more than one post-

translational modification as seen in the cases of the oncogenic transcription

factor �-catenin (see Chapter 9, section 9.4.4) and the anti-oncogenic tran-

scription factors, p53 (see Chapter 9, section 9.4.2) and Rb-1 (see Chapter 9,

section 9.4.3). Similarly, these modifications can also target co-activators as

well as DNA binding transcription factors. Thus, as discussed in Chapter 8

(section 8.4.4), CBP can be modified by methylation and phosphorylation and

this differentially affects its binding to different activating transcription

factors. The competition between different activators for binding to CBP

can therefore be regulated by modifying CBP itself, as well as by modifying

the transcription factors themselves.

Hence, the interaction between activators and co-activators plays a critical

role in the activation of transcription and its regulation. Although co-activa-

tors are likely to act in some cases by interacting with the basal transcriptional

complex (see Chapter 5, section 5.3), the finding that many co-activators have

histone acetyltransferase activity (see Chapter 5, section 5.5.1) indicates that

they may stimulate transcription via altering chromatin structure. Hence such

factors could act by acetylating histones thereby altering the chromatin struc-

ture to a more open structure able to support active transcription (see

Chapter 1, section 1.2.3). Similarly, activators and co-activators may also

recruit chromatin remodelling complexes such as SWI/SNF which use ATP-

dependent processes to open up the chromatin (see Chapter 1, section 1.2.2

and Chapter 5, section 5.5.1). Conversely, co-repressors which have histone

deacetylase activity may act by producing a more closed chromatin structure

incompatible with transcription (see Chapter 6, section 6.4.1).

The activation of a target promoter is likely therefore to require the recruit-

ment of activating molecules, histone acetyltransferases and chromatin remo-

delling complexes as well as of the basal transcriptional complex. As discussed

in Chapter 5 (section 5.6) this is a highly ordered process and at each promo-

ter, a series of events will occur with the recruitment of each factor facilitating

the next stage in the transcription activation process.

Ultimately, therefore, the understanding of transcription factor function

will require a knowledge of the nature and effect of interactions between

different transcription factors, their co-activators and co-repressors which is

as good as that now available for individual factors. Moreover, it will be

necessary to establish how such changes modulate the activity of the basal

transcriptional complex and alter chromatin structure. Clearly much work

remains to be done before this is achieved. The rapid progress since the

first edition of this work was published suggests, however, that an eventual
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understanding in molecular terms of the manner in which transcription fac-

tors control highly complex processes such as Drosophila and even mammalian

development can ultimately be achieved.
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Leukaemia, 313

Lex A protein, 44

Lhx3, 219–20

Lhx4, 219–20

Libraries, cDNA, 38, 39, 40

Ligand binding domain, activation

domain and, 253, 255

Ligand–protein binding, 247–55

LIM homeodomain transcription factors,

197–8, 219

Lipopolysaccharide, 245, 256

Liver, nuclear run-on assay, 231

Liver activator protein (LAP), 239

Liver inhibitor protein (LIP), 239

Liver-specific gene expression, 231

Locus control regions (LCRs), 14–16, 224

Lysine, 84–5, 176

Lysine amino acid, demethylation, 5–7

Lysozyme gene, chicken, 198

Mad, 309, 310–11

maf oncogene, 312

Mammals

heat-shock element, 10–11, 163

heat-shock factor, 259, 261, 262

RNA polymerase, 56

zinc finger proteins, 110

Mating types, yeast, 89–90

Matrix attachment regions (MATs), 2–3,

15

Max, 263, 309–11

MCM1, �2 interaction, 90, 264

MDM2

inhibition of p53, 189, 190, 192–3, 315,

316, 317, 319, 321

phosphorylation, 317, 318

mdm2 gene, 317, 320–1

mec-3 gene, 90

Mediator complex, 66, 149–51

MEF2, 271, 272

MEF2A, 122

MEL (murine erythroleukaemia) cells,

259

Mental retardation, 294, 295

Metal response elements (MREs), 8, 12

Metallothionein IIA gene

activation of transcription, 247, 249

interactions between bound factors,

17–18

promoter, 8, 9

regulatory elements, 11–12

upstream promoter elements, 8, 9

Metals, heavy, 12

Methylation, 274–5

histones, 5, 7

transcription factors, 274

Methylation interference assay, 30–2

Methyltransferases, 322

Mice, see Mouse

Miz-1, 311

MK1, 103

MK2, 103

MLL gene, 313

d-MN, 219–20

v-MN, 219–20

MORE sequence, 96, 97

Mot 1, 199–200

Mouse

dwarfism, 99

homeobox genes, 91

Hoxb genes, 92, 220–3

Pax6 and, 101

splotch mutant, 101

TBP/TLF independent transcription,

72

zinc finger proteins, 103

Mouse mammary tumour virus long

terminal repeat promoter (MMTV-

LTR), 166–7, 250

mRNA splicing, alternative, see RNA

splicing, alternative

mRNAs, encoding MyoA, MyoD, MyoH,

218

mRPD3, 203

MSX1, 217

Murine erythroleukaemia (MEL) cells,

259

Muscle-specific gene expression, 121–2,

212–19

Mutations, diseases caused by, 293–7

myb oncogene, 312

c-myb, 312

myc oncogene, 307–12

myc-CF1, 189

c-myc oncogene, 16, 307–8, 312, 329–30
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c-myc oncogene (cont.)

repression of transcription, 189

transcriptional elongation, 170

myc-PRF, 189

Myc protein, 308–12, 322, 326, 332

DNA binding, 117, 263

Id2 activation, 327

MyoA, 213–15, 218

Myoblasts, 187

MyoD, 187, 188, 212–19

activation of own expression, 218

basic DNA-binding domain, 121,

121–2, 216

control of gene expression by, 215

Fos/Jun actions, 304

Pax3 and, 101, 217

regulation, 286

Myogenesis, 217

MyoH, 213–15, 218

Myosin, 215

N-CoR, 197, 203

N-terminal inhibitory domain, 194–6, 235

‘Negative noodles’, 138

Nervous system development, 99–100,

101

Neuronal cells, Oct-2 expression, 100,

235

Neutrophils, mammalian, 247

NF1 (nuclear factor 1), see CTF/NF1

NF�B, 125, 175, 285, 312

acetylation, 273

activation, 245–6, 282, 283

I�B activation, 256, 257, 268–70
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phosphorylation-mediated regulation,

268–70

protein degradation and processing,

281, 282, 283

protein-protein interactions regulating,

255–7, 265, 268
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NGF-1A, 103

Nkx homeobox genes, 225, 226

Northern blotting, 42, 218

Nuclear localization, 283, 284

Nuclear matrix, 2

Nuclear receptor gene superfamily, 108

co-activators, 160

DNA binding, 109–16

ligand binding, 248

mutations, 296–7

see also Steroid receptors; Thyroid

hormone receptor

Nuclear receptor transcription factor

family, identification of target

genes, 66

Nuclear run-on assays, 231

Nucleosome remodelling factor (NURF),

164–5

Nucleosomes, 2, 162–3
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sliding, 4

NuRD, 202

NURF (nucleosome remodelling factor),

164–5

OBF-1, 96

OCA-B, 136

Oct-1, 93

activation domains, 140

DNA binding, 43, 95–6, 97

DNA mobility shift assay, 25, 26–7
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POU domains, 93
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137
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regulated synthesis, 235, 237

VP16 (Vmw65) interaction, 98–9
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DNA mobility shift assay, 27

Octapeptide, 100

Oestrogen receptor, 253
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DNA binding, 110–15, 253

ligand binding, 253–4
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p21, 320, 324
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p39, 301

p53, 160, 314, 315–22, 332–3

acetylation, 273, 318
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315, 316, 317, 319, 321
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phosphorylation, 317, 318

Rb-1 regulation, 324–5

p53-related proteins, novel, 321

p62TCF, 267

p63, 321
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p300, 159–60, 278, 286

methylation, 274, 275

MyoD interaction, 215

p53 acetylation, 273, 319

Paired domain, 101–2, 126

Paired protein (prd), 184

Pancreas, 101

Pax3, 101

mutations, 101, 293

MyoD activation, 101, 217

Pax6, 101, 225, 226

mutations, 293, 293–4, 296

Pax8, alternative splicing, 232–3
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Pax proteins, 100–1

DNA binding, 125

PBX proteins, 313
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Peroxisome proliferator-activated

receptor � (PPAR�), 297
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Phorbol esters, 206, 246
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301

AP1 binding site, 299

NF�B activation, 256–7

tumour promotion, 302

Phospholipase C, 262, 263

Phosphorylation, 266–72, 284
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CBP, 274

CREB, 158–9, 266, 267, 342

CREM, 267

heat-shock factor (HSF), 259, 260, 261,

262, 267
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I�B, 268–70

MDM2, 317, 318

p53, 317, 318

Rb-1, 270, 323–5
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retinoic acid receptor, 65–6

role of TFIIH, 65–6, 68
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PI(4,5)P2, 262, 263, 269
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Piperidine, 30, 31, 33

Pit-1, 12, 93

CBP interaction, 274

DNA binding, 96–7, 98

mutations, 99, 293, 294, 296

POU domains, 93

Pituitary gland, 12, 97, 99, 293

Pitx2, 220, 328

Platelet-derived growth factor receptor,
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Polycomb, 200–2, 274

Polymerase chain reaction (PCR), 33, 46

Polyoma, large T oncogene, 331

POMC (pro-opiomelanocortin) gene,
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PORE sequence, 96, 97

POU domain, 93, 126

POU proteins, 93–100
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expression, 99
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POU transcription factors, 41

PPAR� (peroxisome proliferator-

activated receptor �), 297
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Progesterone, 253

Progesterone receptor, 109
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321

Prokaryotes, 7

Prolactin gene, 185

Proline hydroxylation, 278, 279

Proline-rich activation domains, 137,

140–1

Prolyl isomerase enzymes, 318

Promoters, gene, 7–9

enhancers and, 13–14

regulatory elements, 9–12

RNA polymerase binding, 62

selective activation, 155

upstream promoter elements, 8, 9,

9–10, 15

Prophet of Pit-1, 99

Protein kinase A, 266, 267

Protein kinase C, 270

Protein kinases, TFIIH activity, 65, 68
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degradation, 281–3
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23–34

inhibitory, dissociation of, 248, 268

ligand binding, 247–55

modification, 248, 268, 272

post-translational modification, 265–81

processing, 281–3

-protein interactions, 145, 160, 198,

255–65, 268, 341–2

protein-protein interactions, 69–70, 70,

71–2

purification, 34–8

regulation of synthesis, 238

synthesis from cloned genes, 42

Proteolysis, see Degradation, protein
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PPRI, 109, 110

PRTF, see MCM1

PU-1, 125

Purification, of proteins, 34–8

Quenching phenomenon, 189–90
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Rat, zinc finger proteins, 103

Rb-1, see Retinoblastoma protein

Rb-1 gene, 332
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Recognition helix, 83–4, 85, 111

bacteriophage proteins, 83, 86

rel oncogene, 312
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187–9
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mechanisms, 184, 191–2

by quenching activator function,

189–90

Retinoblastoma anti-oncoprotein, 62
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5S, transcriptional complex, 60–2

regulation by Rb-1, 325

RNA polymerase I transcriptional

complex, 58–60
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RNA polymerase III, 55–6
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204
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Sp1, 296

activation domain, 137, 139, 152

AP1 interaction, 17–18
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66

Synthesis of transcription factors,

regulated, 211–29, 286

mechanisms regulating, 229–40

RNA splicing, 232–8

role, 240–1

transcription, 230–2

translation, 238–40
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activation of gene expression, 246

CD4 expression, 16

LEF-1 factor expression, 18–19

TAFs (TBP-associated factors), 68, 151–7,

161–2
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TAFII55, 152

TAFII110, 152

TAFII130 (TAFII105), 156, 296

TAFII145, 155

TAFII250, 154, 161
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TATA-binding protein, see TBP

TATA box, 8–9

activation of transcription and, 155

in RNA polymerase II promoters, 63,

69–70

in RNA polymerase III promoters,

61–2, 70

TBP binding, 68–71, 155

TBP, 67–73

activator interactions, 151–2, 162

binding to non-TATA box promoters,

69

repressor interactions, 198–9

structure, 69

TATA box binding, 68–71, 155

as universal transcription factor, 67–72

TBP-associated factors, see TAFs

TBP-like factors (TLFs), 72–3

TDF, 103

10T1
2 fibroblast cells, 187, 188, 212–15

TFIIA

activator interactions, 149

inhibitor interactions, 200, 201

in transcriptional complex assembly,

63–4, 66

TFIIB
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150, 151, 162

as bridge between TBP and RNA

polymerase II, 69
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in transcriptional complex assembly,
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mutations, 294–5, 296

in RNA polymerase holoenzyme, 66

in transcriptional complex assembly,
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TFIIIB, 60–2, 62
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TBP component, 70

TFIIIC, 61, 62, 70

Thymidine kinase, 322
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binding by v-ErbA, 304–6
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304–7
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alternative splicing, 236
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DNA binding, 115, 116, 250

inhibition of gene expression, 193–4,
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inhibitory domain, 196–7

ligand-induced regulation, 248–50
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repression of transcription, 254

structure, 108, 109

Thyroid response element (TRE), 108,

193, 194

TIF1, 58–60, 62, 160

TIF2, 160

TLFs (TBP-like factors), 72–3

TPA, 299
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transcriptional complex; Stable

transcriptional complex
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Translation, regulation of, 238–40

Transretinoic acid, 108, 115

Transthyretin, 231

TRE (thyroid response element), 193,
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TRF2, 72
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transcription factors, 102–4
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Ubiquitin, 204, 265, 275, 315–16, 319

Ubiquitination, 275–81
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Ultrabithorax (Ubx) protein, 264

activation domain, 140
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Upstream promoter elements, 8, 9, 9–10,
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DNA, oncogenic, 325, 331

see also Retroviruses

Vitamin D, 108, 115
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Vitamin D3 response element, 108

Von Hippel-Lindau protein (VHL), 204,

205, 277, 278, 279, 330–1
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VP16 (Vmw65)

activation domain, 136, 137, 138, 139,

169, 170

activation targets, 162

interaction with TAFs, 153–4, 160

Oct-1 and Oct-2 interaction, 98–9

transactivation, 96, 136

ubiquitination, 279

Waardenburg syndrome, 101

Wilms’ tumour gene product, 196, 328

WNT (wingless) proteins, 328, 329

Xenopus, 72

RNA polymerase III transcription, 62

zinc finger proteins, 103

Xenopus hsp70 gene, 14

Xeroderma pigmentosum, 294–5, 295

Xfin, 103
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activation domains, 140

a and � genes, 89–90

homeobox-like region, 81

heat-shock factor (HSF), 261, 262

mating types, 89–90

RNA polymerases, 56

TAFs, 154, 155

zinc finger proteins, 103, 104

Zen, 264, 265

Zerknult protein (zen), 184

Zeste, 140

Zinc, 102, 103, 109

Zinc finger motifs, 102–16, 127

Drosophila proteins, 79, 103–4, 105
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structure, 102

transcriptional proteins containing,
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Black plate (1,1)

[13:25 16/10/03 N:/4056 LATCHMAN.751/0124371787 Eukaryotic/application/Colour-Plates.3d] Ref: 4056 Auth: Latchman Title: Eukaryotic Colour plate Page: 1 1-4

Plate 1 Schematic diagram illustrating the structure of the TFIIB/TBP/TFIIA complex bound to DNA. Note the bending of the

DNA induced by TBP binding and the positions of TFIIB and TFIIA relative to TBP.



Black plate (2,1)

[13:25 16/10/03 N:/4056 LATCHMAN.751/0124371787 Eukaryotic/application/Colour-Plates.3d] Ref: 4056 Auth: Latchman Title: Eukaryotic Colour plate Page: 2 1-4

Plate 2 Binding of the

al (blue)/�2 (red)

homeodomain heterodimer

to DNA. �-helices are

shown as cylinders. Note

the three helical structure

of the homeodomains of

a1 and �2 and the C-

terminal region of �2

which forms an additional

�-helix in the presence of

a1 and packs against the

�2 homeodomain forming

the dimerization interface.

Plate 3 Structure of the

Cys2 His2 zinc finger

from Xfin. The Cys

residues are shown in

yellow and the His

residues in dark blue.



Black plate (3,1)

[13:26 16/10/03 N:/4056 LATCHMAN.751/0124371787 Eukaryotic/application/Colour-Plates.3d] Ref: 4056 Auth: Latchman Title: Eukaryotic Colour plate Page: 3 1-4

Plate 4 Two views

of the structure of the

thyroid hormone receptor

ligand binding domain

(blue) with bound thyroid

hormone ligand (red).

Note that the ligand is

completely buried in the

interior of the protein.

Plate 5 Structure of

the two Cys4 zinc

fingers in a single

molecule of the

glucocorticoid receptor.

The first finger is shown

in red and the second

finger in green with the

zinc atoms shown

white.



Black plate (4,1)

[13:26 16/10/03 N:/4056 LATCHMAN.751/0124371787 Eukaryotic/application/Colour-Plates.3d] Ref: 4056 Auth: Latchman Title: Eukaryotic Colour plate Page: 4 1-4

(7a) (7b)

Plate 6 Structure of the

oestrogen receptor dimer

consisting of two receptor

molecules bound to DNA.

The two molecules of the

receptor are shown green

and blue respectively and

the DNA is shown in

purple.

Plate 7 Structure of (a)

the RXR� receptor in the

absence of ligand and (b)

the closely related RAR�

receptor following binding

of ligand (light blue atoms

joined by white bonds).

Note the structural

change induced by the

binding of ligand involving

the movement of the

H12 helix towards the

ligand binding core so

creating a sealed pocket

in which the ligand is

trapped.
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