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PREFACE

It is now over ten years since the first edition of Eukaryotic Transcription Factors
was published. It is obvious that in that time an enormous amount of informa-
tion about transcription factors has accumulated and this has been reflected
in subsequent editions of the book. However, over the past years, we have
moved from a situation where only a few transcription factors had been
characterized in any detail, to a situation where a very large number of tran-
scription factors have been extensively characterized. This has led to the deci-
sion in this new edition to abandon the dual structure of previous editions in
which the role of a few transcription factors in inducible, cell-type specific and
developmental gene regulation was extensively discussed, followed by
chapters dealing with the mechanistic aspects of transcription factors.

In the new edition therefore, the book adopts a single approach of dealing
in turn with the specific properties of transcription factors, using a range of
examples including those which were extensively discussed in previous edi-
tions but also others as appropriate. This has allowed a much more detailed
analysis of various mechanistic aspects which have become of increasing
importance in recent years.

As before, the work begins with a chapter on DNA sequences and chroma-
tin structure in which the section on the modulation of chromatin structure by
chromatin remodelling complexes and histone modifying enzymes has been
considerably expanded to reflect recent work. This is followed, as before, by a
chapter describing the methods used to analyse the properties of transcrip-
tion factors which now has an additional section dealing with the methods of
identifying target genes for previously uncharacterized transcription factors.
As before, this is followed by a chapter dealing with RNA polymerase enzymes
and the basal transcriptional complex.

Following these three initial chapters, however, the format of the book has
dramatically changed. Thus, Chapter 4 now deals extensively with specific
transcription factor families. Moreover, since these families are defined pri-
marily on the basis of their DNA binding domain, this chapter also deals with
the features which allow these various factors to bind to DNA. Subsequently,
separate chapters deal with activation and repression of transcription respec-
tively, replacing the single chapter which previously dealt with both these
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processes. This has allowed a considerable expansion of the discussion of
these topics, allowing subjects such as the mediator complex, co-activators
and the activation or repression of transcription by alterations in chromatin
structure, to be discussed in much greater depth.

Similarly, the single chapter in the previous edition dealing with the reg-
ulation of transcription factor synthesis and activity, has now been split into
two chapters dealing respectively with the regulation of transcription factor
synthesis and the regulation of transcription factor activity. Again, this has
allowed a number of topics, such as the regulation of transcription factor
activity by a variety of different post-translational modifications, to be dis-
cussed in greater depth. As part of these changes, the chapter on transcription
factors and human disease has been moved to the end of the work and is
followed by a final conclusion chapter.

It is hoped that these changes will avoid the increasing duplication which
would have been necessary if the initial approach had been maintained and
will allow the work to build on the success of its predecessors, by providing an
up-to-date account of this critically important topic.

Finally, I would like to thank Miss Maruschka Malacos for typing the text
and coping with the necessity to move around large and small sections, to
reflect the change in the structure of the book. I am also most grateful to
Dr Tessa Picknett and the staff at Elsevier Academic Press for commissioning
this new edition and producing it with their customary efficiency.

David S. Latchman



PREFACE TO THE THIRD EDITION

As in previous years, the period between the publication of the second and
third editions of this book has been marked by a considerable further
accumulation of information about individual transcription factors and the
manner in which they act. This new edition has therefore been extensively
updated to reflect this and several sections have been completely rewritten.

As well as such increased general understanding of transcription factors, a
major new theme unifying much of this information has emerged. This
involves the role of co-activator molecules such as CBP in the action of a
number of different activating transcription factors as well as the finding
that such co-activators frequently possess histone acetyltransferase activity
indicating that they may act by modulating chromatin structure. In addition
to discussion of co-activators in the appropriate sections on individual tran-
scription factors, the new edition of this work now includes specific new
sections dealing with this important topic. Thus the role of chromatin struc-
ture and histone acetylation in the regulation of gene expression is now
introduced in Chapter one (section 1.4), the role of CBP in cyclic AMP
mediated gene activation where it was originally discovered is discussed in
Chapter four together with other aspects of this signalling pathway (section
4.3) and the interaction of transcriptional activators with co-activators is
discussed in a separate section of Chapter nine (section 9.2.4).

In addition to these new sections on this aspect, other new sections have
been added describing topics which are now of sufficient importance to merit a
separate section. These are the methods used to determine the DNA binding
specificity of an uncharacterized transcription factor (Chapter two, section
2.3.4), the Pax family transcription factors (Chapter six, section 6.3.2), anti-
oncogenic transcription factors other than p53 or Rb (Chapter seven, section
7.3.4) and the regulation of transcription factor activity by protein degradation
and processing (Chapter ten, section 10.3.5). Similarly, Chapter seven now
includes an extensive discussion of the role of transcription factors in diseases
other than cancer and its title has therefore been changed to “Iranscription
factors and human disease’ (from “Transcription factors and cancer’).

As well as these changes in the text, we have been able to include, for the
first time, a special section of colour illustrations illustrating various aspects of
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transcription factor structure which are being progressively elucidated. It is
hoped that all these changes will allow this new edition, like its predecessors,
to provide an up-to-date overview of the important area of transcription
factors and their vital role in regulating transcription in different cell
types, during development and in disease.

Finally, I would like to thank Mrs Sarah Franklin for her efficiency in
producing the text and dealing with the need to make numerous changes
from the previous edition as well as Mrs Jane Templeman for continuing to
use her outstanding skills in the preparation of the numerous new illustrations
in this edition. Thanks are also due to Tessa Picknett and the staff at Academic
Press for producing this new edition with their customary efficiency.

David S. Latchman



PREFACE TO THE SECOND EDITION

In the four years since the first edition of this work was published, the explo-
sion of information about transcription factors has continued. The genes
encoding many more transcription factors have been cloned and this informa-
tion used to analyse their structure and function culminating in many cases
with the use of inactivating mutations to prepare so called ‘knock out’ mice,
thereby testing directly the role of these factors in development. Nonetheless,
the examples used in the first part of this book to illustrate the role of tran-
scription factors in processes as diverse as inducible gene expression and
development still remain among the best understood. The discussion of
these factors has therefore been considerably updated to reflect the progress
made in the last few years. In addition new sections have been added on topics
such as TBP; the myc oncogene and anti-oncogenes where the degree of
additional information now warrants a separate section.

Even greater changes have been necessary in the second part of the book
which deals with the mechanisms by which transcription factors act. Thus, for
example, the sections in Chapter nine on the mechanisms of transcriptional
activation and on transcriptional repression have been completely rewritten.
In addition, the increasing emphasis on transcriptional repression discussed
in Chapter nine has led to a change in the title of Chapter ten to “What
regulates the regulators?’ (from ‘What activates the activators?’). Moreover,
this chapter now includes a much more extensive section on the interaction
between different factors which is another major theme to have emerged in
the last few years. It is hoped that these changes will allow the new edition to
build on the success of the first edition in providing an overview of these vital
factors and the role they play in gene regulation.

Finally I would like to thank Jane Templeman who has prepared a large
number of new illustrations to complement the excellent ones she provided
for the first edition and Sarah Chinn for coping with the necessity of adding,
deleting or amending large sections of the first edition. I am also grateful to
Tessa Picknett and the staff at Academic Press for commissioning this new
edition and their efficiency in producing it.

David S. Latchman



PREFACE TO THE FIRST EDITION

In my previous book, Gene Regulation: A Eukaryotic Perspective (Unwin-Hyman,
1990); I described the mechanisms by which the expression of eukaryotic
genes is regulated during processes as diverse as steroid treatment and
embryonic development. Although some of this regulation occurs at the
post-transcriptional level, it is clear that the process of gene transcription itself
is the major point at which gene expression is regulated. In turn this has
focused attention on the protein factors, known as transcription factors,
which control both the basal processes of transcription and its regulation in
response to specific stimuli or developmental processes. The characterization
of many of these factors and, in particular, the cloning of the genes encoding
them has resulted in the availability of a bewildering array of information on
these factors, their mechanism of action and their relationship to each other.
Despite its evident interest and importance, however, this information could
be discussed only relatively briefly in Gene Regulation whose primary purpose
was to provide an overview of the process of gene regulation and the various
mechanisms by which this is achieved.

It is the purpose of this book therefore to discuss in detail the available
information on transcription factors emphasizing common themes and
mechanisms to which new information can be related as it becomes available.
As such it is hoped the work will appeal to final year undergraduates and
postgraduate students entering the field as well as to those moving into the
area from other scientific or clinical fields who wish to know how transcrip-
tion factors may regulate the gene in which they are interested.

In order to provide a basis for the discussion of transcription factors, the
first two chapters focus respectively on the DNA sequences with which the
factors interact and on the experimental methods that are used to study these
factors and obtain the information about them provided in subsequent chap-
ters. The remainder of the work is divided into two distinct portions. Thus
Chapters three to seven focus on the role of transcription factors in particular
processes. These include constitutive and inducible gene expression, cell type-
specific and developmentally regulated gene expression and the role of tran-
scription factors in cancer. Subsequently Chapters eight to ten adopt a more
mechanistic approach and consider the features of transcription factors which
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allow them to fulfil their function. These include the ability to bind to DNA
and modulate transcription either positively or negatively as well as the ability
to respond to specific stimuli and thereby activate gene expression in a regu-
lated manner.

Although this dual approach to transcription factors from both a process-
oriented and mechanistic point of view may lead to some duplication, it is the
most efficient means of providing the necessary overview both of the nature
of transcription factors and the manner in which they achieve their role of
modulating gene expression in many diverse situations.

Finally I would like to thank Mrs Rose Lang for typing the text and coping
with the continual additions necessary in this fast moving field and Mrs Jane
Templeman for her outstanding skill in preparing the illustrations.

David S. Latchman



ACKNOWLEDGEMENTS

I would like to thank all the colleagues, listed below, who have given permis-
sion for material from their papers to be reproduced in this book and have
provided prints suitable for reproduction.

Figures 4.1 and 7.9, photographs kindly provided by Professor W.J. Gehring
from Gehring, Science 236, 1245 (1987) by permission of the American
Association for the Advancement of Science.

Figure 4.14, photograph kindly provided by Dr P. Holland from Holland and
Hogan, Nature 321, 251 (1986) by permission of Macmillan Magazines Ltd.
Figure 4.25 redrawn from Redemann et al., Nature 332, 90 (1988) by kind
permission of Dr H. Jackle and Macmillan Magazines Ltd.

Figures 4.31 and 4.35 redrawn from Schwabe et al., Nature 348, 458 (1990) by
kind permission of Dr D. Rhodes and Macmillan Magazines Ltd.

Figure 4.40 redrawn from Abel and Maniatis, Nature 341, 24 (1989) by kind
permission of Professor T. Maniatis and Macmillan Magazines Ltd.

Figures 7.4 and 7.7, photographs kindly provided by Dr R.L. Davis from Davis
et al., Cell 51, 987 (1987) by permission of Cell Press.

Figures 7.12 and 7.13, photographs kindly provided by Dr R. Krumlauf from
Graham et al., Cell 57, 367 (1989) by permission of Cell Press.

Figure 8.5, photograph kindly provided by Professor M. Beato from Willmann
and Beato, Nature 324, 688 (1986) by permission of Macmillan Magazines Ltd.
Figure 8.12, photograph kindly provided by Dr C. Wu from Zimarino and
Wu, Nature 327, 727 (1987), by permission of Macmillan Magazines Ltd.

I am also especially grateful to the colleagues who have provided colour
prints of transcription factor structures, allowing us to include this feature.

Plate 1, kindly provided by Dr J. H. Geiger.

Plate 2 kindly provided by Dr T. Li and Professor C. Wolberger.

Plate 3 kindly provided by Professor P. E. Wright from Lee et al., Science 245,
635 (1989) by permission of the American Association for the Advancement
of Science.

Plate 4 kindly provided by Dr R. J. Fletterick.



XXVi

ACKNOWLEDGEMENTS

Plate 5 kindly provided by Professor R. Kaptein from Hard et al., Science 249,
157 (1990) by permission of the American Association for the Advancement
of Science.

Plate 6 kindly provided by Dr D. Rhodes from Schwabe et al., Cell 75, 567
(1993) by kind permission of Cell press.

Plate 7 kindly provided by Professor D. Moras.



DNA SEQUENCES, TRANSCRIPTION
FACTORS AND CHROMATIN
STRUCTURE

1.1 THE IMPORTANCE OF TRANSCRIPTION

The fundamental dogma of molecular biology is that DNA produces RNA
which, in turn, produces protein. Hence if the genetic information that
each individual inherits as DNA (the genotype) is to be converted into the
proteins which produce the corresponding characteristics of the individual
(the phenotype), it must first be converted into an RNA product. The process
of transcription, whereby an RNA product is produced from the DNA, is
therefore an essential element in gene expression. The failure of this process
to occur will obviously render redundant all the other steps that follow the
production of the initial RNA transcript in eukaryotes, such as RNA splicing,
transport to the cytoplasm or translation into protein (for review of these
stages see Nevins, 1983; Latchman, 2002).

The central role of transcription in the process of gene expression also
renders it an attractive control point for regulating the expression of genes
in particular cell types or in response to a particular signal. Indeed, it is now
clear that, in the vast majority of cases, where a particular protein is produced
only in a particular tissue or in response to a particular signal, this is achieved
by control processes which ensure that its corresponding gene is transcribed
only in that tissue or in response to such a signal (for reviews see Darnell,
1982; Latchman, 2002). For example, the genes encoding the immunoglobu-
lin heavy and light chains of the antibody molecule are transcribed at high
level only in the antibody-producing B cells while the increase in somatostatin
production in response to treatment of cells with cyclic AMP is mediated by
increased transcription of the corresponding gene. Therefore, while post-tran-
scriptional regulation affecting for example, RNA splicing or stability plays
some role in the regulation of gene expression (for reviews see Bashirullah
et al., 2001; Graveley, 2001) the major control point lies at the level of
transcription.
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Figure 1.1

Levels of chromatin
structure in active or
inactive DNA.

1.2 CHROMATIN STRUCTURE AND ITS REMODELLING
1.2.1 CHROMATIN STRUCTURE AND GENE REGULATION

The central role of transcription, both in the basic process of gene expression
and its regulation in particular tissues, has led to considerable study of this
process. Initially such studies focused on the nature of the DNA sequences
within individual genes which were essential for either basal or regulated gene
expression. These sequences will be discussed in section 1.3. It is now clear,
however, that the accessibility of these DNA sequences and hence their ability
to regulate gene expression is controlled by the manner in which they are
packaged in the cell. The packaging of DNA will therefore be discussed in this
section.

It has been known for some time that the DNA in eukaryotic cells is pack-
aged by association with specific proteins, such as the histones, into a struc-
ture known as chromatin (for reviews see Wolffe, 1995; Latchman, 2002;
Felsenfeld and Groudine, 2003). The fundamental unit of this structure is
the nucleosome in which the DNA is wrapped twice around a unit of eight
histone molecules (two each of histones H2A, H2B, H3 and H4) (for review
see Kornberg and Lorch, 1999). This structure is compacted further into the
so-called solenoid structure in genes which are not transcriptionally active or
about to become active. In contrast, active or potentially active genes exist in
the simple nucleosomal structure. Moreover, in the regulatory regions of
these genes nucleosomes are either removed altogether or undergo a struc-
tural alteration which facilitates the binding of specific transcription factors to
their binding sites in these regions (Fig. 1.1).

Interestingly, the tightly packed solenoid structure can be compacted even
further, by extensive looping, to form the chromosomes which are visible
during cell division. These loops are linked at their bases to a protein scaffold
known as the nuclear matrix, with such linkage occurring via specific DNA
sequences, known as matrix attachment regions (MARs) (Fig. 1.2; for review
see Horn and Peterson, 2002).

Higher order
structure of
inactive DNA

Nucleosome-free Active gene in
regulatory region  nucleosome structure
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Clearly, the access of a transcription factor to its appropriate binding site
will be affected by the manner in which that site is packaged within the
chromatin structure. Evidently, therefore, genes that are about to be tran-
scribed must undergo changes in chromatin structure which facilitate such
transcription by allowing access of activating transcription factors to their
binding sites. Although a detailed discussion of these changes is beyond the
scope of this book (for reviews see Aalfs and Kingston, 2000; Wu and
Grunstein, 2000; Bradbury, 2002; Latchman, 2002; Richards and Elgin,
2002; Felsenfeld and Groudine, 2003), at least two mechanisms which can
alter chromatin structure are of particular importance in terms of transcrip-
tion factor regulation and these will be discussed in turn.

1.2.2 CHROMATIN REMODELLING FACTORS

A number of studies have identified protein complexes which are capable of
binding to DNA, hydrolysing ATP and using the energy generated to disrupt
the nucleosomal structure. The best characterized of these is the SWI/SNF
complex which contains a number of different polypeptides. It was originally
defined in yeast but has now been identified in a range of organisms including
humans (for review see Aalfs and Kingston, 2000; Sudarsanam and Winston,
2000). The critical role of this complex in regulating gene expression is indi-
cated by the phenotype of the brahma mutation in Drosophila which inacti-
vates the SWI2 component of the complex. Thus, in this mutant the genes

Figure 1.2

The tightly packed
solenoid structure can be
further compacted by the
formation of loops. These
loops (which contain
approximately 20—

80 000 bases of DNA)
are attached to the
nuclear matrix via specific
DNA elements known as
matrix attachment
regions.

3
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Figure 1.3

The SWI/SNF complex
can allow a regulatory
protein access to its
binding site (X) by (a)
producing an altered
structure of the
nucleosome in a process
known as nucleosome
remodelling; (b) inducing
nucleosome sliding to a
different position on the
DNA; or (c) displacing
the nucleosome onto
another DNA molecule.

encoding several homeobox-containing genes, which control the correct pat-
terning of the body (see Chapter 4, section 4.2), remain in an inactive chro-
matin structure and are hence not transcribed. This results in a mutant fly
with a grossly abnormal body structure (for review see Simon, 1995).

It is likely that SWI/SNF and other chromatin remodelling complexes can
act by three different methods to alter the accessibility of the DNA. Thus, they
may act by altering the association of the histone molecules within the nucleo-
some so that the nucleosome structure is changed in such a way as to allow
other factors to bind to DNA (nucleosome remodelling: Fig. 1.3a). Secondly,
they may act by causing the nucleosome to move along the DNA, so exposing
a particular DNA sequence (nucleosome sliding: Fig. 1.3b). Finally, they may
act by displacing a nucleosome so that it leaves the target DNA and binds to
another DNA molecule (nucleosome displacement: Fig.1.3c). All these meth-
ods have in common the use of ATP hydrolysis to alter the nucleosome in
some way so as to allow a particular region of DNA to become more accessible
and hence bind specific regulatory factors.

Evidently, these mechanisms beg the question of how the SWL/SNF com-
plex is itself recruited to the genes which need to be activated. This can occur
via its association with the RNA polymerase complex or by its association with
other transcription factors which can bind to their specific DNA binding sites
even in tightly packed, non-remodelled chromatin. These processes are
discussed in subsequent chapters.

Interestingly, it has recently been shown that chromatin remodelling com-
plexes can also be recruited to the DNA by the SATBI protein which is
involved in the looping of the chromatin into a highly compact structure

l Swi/Snf
Nucleosome Gene Gene
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Gene Gene
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(Yasui et al., 2002) (see section 1.2.1). This provides a link between the looping
process and chromatin remodelling/gene regulation and suggests that such
remodelling processes can target the large regions of DNA (20-80 000 bases
of DNA) contained in individual loops.

1.2.3 HISTONE ACETYLATION

The histone molecules which play a key role in chromatin structure are subject
to a number of post-translational modifications such as phosphorylation, ubi-
quitination or acetylation (for reviews see Strahl and Allis, 2000; Wu and
Grunstein, 2000; Jenuwein and Allis, 2001; Felsenfeld and Groudine, 2003).
In particular, the addition of an acetyl group to a free amino group in lysine
residues in the histone molecule reduces its net positive charge. Such acety-
lated forms of the histones have been found preferentially in active or poten-
tially active genes where the chromatin is less tightly packed. Moreover,
treatments which enhance histone acetylation, such as addition of sodium
butyrate to cultured cells, result in a less tightly packed chromatin structure
and the activation of previously silent cellular genes. This suggests that hyper-
acetylation of histones could play a causal role in producing the more open
chromatin structure characteristic of active or potentially active genes.

Hence, activation of gene expression could be achieved by factors with
histone acetyltransferase activity which were able to acetylate histones and
hence open up the chromatin structure, whereas inhibition of gene expres-
sion would be achieved by histone deacetylases which would have the opposite
effect (Fig. 1.4). Most interestingly, recent studies have identified both com-
ponents of the basal transcriptional complex and specific activating transcrip-
tion factors with histone acetyltransferase activity as well as specific inhibitory
transcription factors with histone deacetylase activity (for review see Brown et
al., 2000). These findings, which link studies on modulation of chromatin
structure with those on activating and inhibitory transcription factors, are
discussed further in later chapters.

It is clear, therefore, that histone acetylation plays a key role in regulating
chromatin structure. However, in the last few years it has become increasingly
clear that other histone modifications, such as methylation, phosphorylation
or the addition of the small protein, ubiquitin (ubiquitination) are also
involved in this process and that these modifications interact with one another
and with acetylation. Thus, for example, demethylation of the lysine amino
acid at position 9 in histone H3 facilitates phosphorylation of serine 10 and
acetylation of lysine 14 of H3 leading to opening of the chromatin and gene
activation (Paro, 2000) (Fig. 1.5). Such interaction can also occur between
modifications on one histone molecule and those on another. Thus, ubiqui-

5



6

EUKARYOTIC TRANSCRIPTION FACTORS

Figure 1.4

(a) An activating molecule
(Act) can direct the
acetylation of histones in
the nucleosome (N)
thereby resulting in a
change in chromatin
structure from a tightly
packed (wavy line) to a
more open (solid line)
configuration. (b) An
inhibitory molecule can
direct the deacetylation of
histones thereby having
the opposite effect on
chromatin structure.

Figure 1.5
Demethylation of the
lysine amino acid at
position 9 in histone H3
facilitates phosphorylation
of serine 10 and
acetylation of lysine 14
leading to a more open
chromatin structure.
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tination of histone H2B facilitates subsequent methylation of histone H3
on the lysines at positions 4 and 79 leading to a tightly packed chromatin
structure and gene silencing (Briggs et al., 2002; Sun and Allis, 2002).

This complex pattern of modification has led to the idea of a ‘histone
code’ in which the chromatin structure of a particular gene is specified by
the pattern of different modifications of the histones that package it (for
reviews see Strahl and Allis, 2000; Berger, 2001; Goll and Bestor, 2002;
Turner, 2002).

Hence, both ATP-dependent chromatin remodelling complexes and
alterations in histone acetylation/modification play a vital role in regulating
the chromatin structure of specific genes. Although these two processes have
been discussed separately, it is likely that chromatin remodelling and histone
modification enzymes cooperate. Thus, for example, it has been shown that
acetylation of histones can allow recruitment of SWI/SNF to a promoter
(Agalioti et al., 2002) as well as preventing it from dissociating once it has
bound (Hassan et al., 2001). Hence, it appears that these two processes act
together to ensure that the DNA sequences involved in transcription control
become accessible at the correct time in development or in response to
appropriate signals (for review see Wu and Grunstein, 2000; Narlikor et
al., 2002). The nature of these DNA sequences is discussed in the next
section.

1.3 DNA SEQUENCE ELEMENTS
1.8.1 THE GENE PROMOTER

The primary aim of chromatin remodelling processes is to expose specific
DNA sequences so that these can be targeted by transcription factors involved
in the process of gene transcription. In prokaryotes, such sequences are found
immediately upstream of the start site of transcription and form part of the
promoter directing expression of the genes. Sequences found at this position
include both elements found in all genes which are involved in the basic
process of transcription itself and those found in a more limited number of
genes which mediate their response to a particular signal (for review see
Muller-Hill, 1996).

Early studies of cloned eukaryotic genes, therefore, concentrated on the
region immediately upstream of the transcribed region where, by analogy,
sequences involved in transcription and its regulation should be located.
Putative regulatory sequences were identified by comparison between differ-
ent genes and the conclusions reached in this way confirmed either by

7
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Figure 1.6
Transcriptional control
elements upstream of the
transcriptional start site in
the human genes
encoding hsp70 (panel a)
and methallothionein II1A
(panel b). The TATA, Sp1
and CCAAT boxes bind

factors that are involved in

constitutive transcription
while the glucocorticoid
response element (GRE),
metal response element
(MRE), heat shock
element (HSE) and the
AP1 and AP2 sites bind
factors involved in the
induction of gene
expression in response to
specific stimuli.

destroying these sequences by deletion or mutation or by transferring them to
another gene in an attempt to alter its pattern of regulation.

This work carried out on a number of different genes encoding specific
proteins identified many short sequence elements involved in transcriptional
control (for reviews see Davidson et al., 1983; Jones et al., 1988). The elements
of this type present in two typical examples, the human gene encoding the
70 kd heat inducible (heat shock) protein (Williams et al., 1989) and the human
metallothionein ITA gene (Lee et al., 1987), are illustrated in Figure 1.6.

Comparisons of these and many other genes revealed that, as in bacteria,
their upstream regions contain two types of elements. First, sequences found
in very many genes exhibiting distinct patterns of regulation which are likely
to be involved in the basic process of transcription itself and secondly those
found only in genes transcribed in a particular tissue or in response to a
specific signal which are likely to produce this specific pattern of expression.
These will be discussed in turn.

SP1 CCAAT AP2 HSE CCAAT SP1  TATA AP2
—-158 -105 -74 -28 0
()
GRE AP2 AP2 MRE MRE AP2 AP1 MRE SP1 TATA
| i :
-300 -250 —-200 —-150 —-100 -50 0

1.3.2 SEQUENCES INVOLVED IN THE BASIC PROCESS OF
TRANSCRIPTION

Although they are regulated very differently, the hsp70 and metallothionein
genes both contain a TATA box. This is an AT-rich sequence (consensus
TATAA/TAA/T) which is found about thirty base pairs upstream of the
transcriptional start site in very many but not all genes. Mutagenesis or reloca-
tion of this sequence has shown that it plays an essential role in accurately
positioning the start site of transcription (Breathnach and Chambon, 1981).
The region of the gene bracketed by the TATA box and the site of transcrip-
tional initiation (the Cap site) has been operationally defined as the gene
promoter or core promoter (Goodwin et al., 1990). It is likely that this region
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binds several proteins essential for transcription, as well as RNA polymerase II
itself which is the enzyme responsible for transcribing protein coding genes.

Although the TATA box is found in most eukaryotic genes, it is absent in
some genes, notably housekeeping genes expressed in all tissues and in some
tissue-specific genes (for reviews of the different classes of core promoters see
Smale, 2001; Butler and Kadonaga, 2002). In these promoters, a sequence
known as the initiator element, which is located over the start site of transcrip-
tion itself, appears to play a critical role in determining the initiation point
and acts as a minimal promoter capable of producing basal levels of trans-
cription (see Chapter 3, section 3.6 for a discussion of transcription from
promoters containing or lacking a TATA box).

In promoters which contain a TATA box and in those which lack it, the
very low activity of the promoter itself is dramatically increased by other
elements located upstream of the promoter. These elements are found in a
very wide variety of genes with different patterns of expression indicating that
they play a role in stimulating the constitutive activity of promoters. Thus
inspection of the hsp70 and metallothionein ITA genes reveals that both con-
tain one or more copies of a GC-rich sequence, known as the Sp1 box, which
is found upstream of the promoter in many genes both with and without
TATA boxes (for review see Lania et al., 1997).

In addition, the hsp70 promoter but not the metallothionein promoter
contains another sequence, the CCAAT box, which is also found in very
many genes with disparate patterns of regulation. Both the CCAAT box
and the Spl box are typically found upstream of the TATA box as in the
metallothionein and hsp70 genes. Some genes, as in the case of hsp70 may
have both of these elements, whereas others such as the metallothionein gene
have single or multiple copies of one or the other. In every case, however,
these elements are essential for transcription of the genes and their elimina-
tion by deletion or mutation abolishes transcription. Hence these sequences
play an essential role in efficient transcription of the gene and have been
termed upstream promoter elements (UPE: Goodwin et al., 1990).

1.3.3 SEQUENCES INVOLVED IN REGULATED TRANSCRIPTION

Inspection of the hsp70 promoter (see Fig.1.6) reveals several other sequence
elements which are only shared with a much more limited number of other
genes and which are interdigitated with the upstream promoter elements
discussed above. Indeed, one of these, which is located approximately ninety
bases upstream of the transcriptional start site, is shared only with other heat
shock genes whose transcription is increased in response to elevated tempera-

9
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Figure 1.7
Demonstration that the
heat shock element
mediates heat inducibility.
Transfer of this sequence
to a gene (thymidine
kinase) which is not
normally inducible renders
this gene heat inducible.

ture. This suggests that this heat shock element may be essential for the
regulated transcription of the hsp70 gene in response to heat.

To prove this directly, however, it is necessary to transfer this sequence to a
non-heat-inducible gene and show that this transfer renders the recipient gene
heat inducible. Pelham (1982) successfully achieved this by linking the heat
shock element to the non-heat-inducible thymidine kinase gene of the
eukaryotic virus herpes simplex. This hybrid gene could be activated following
its introduction into mammalian cells by raising the temperature (Fig. 1.7).
Hence the heat shock element can confer heat inducibility on another gene,
directly proving that its presence in the hsp gene promoters is responsible for
their heat inducibility.

Moreover, although these experiments used a heat shock element taken
from the hsp70 gene of the fruit fly Drosophila melanogaster, the hybrid gene
was introduced into mammalian cells. Not only does the successful function-
ing of the fly element in mammalian cells indicate that this process is evolu-
tionarily conserved, but it permits a further conclusion about the way in which
the effect operates. Thus, in the cold-blooded Drosophila, 37°C represents a
thermally stressful temperature and the heat shock response would normally
be active at this temperature. The hybrid gene was inactive at 37°C in the
mammalian cells, however, and was only induced at 42°C, the heat shock

Heat inducible Non-inducible
Drosophila hsp 70 gene HSV thymidine
l l kinalse gene
o 70 ——{ ]
Heat-shock
consensus

element l l

Chimaeric gene

Introduced into
cells and raise

tk
temperature
Heat-inducible
transcription
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temperature characteristic of the cell into which it was introduced. Hence this
sequence does not act as a thermostat, set to go off at a particular temperature
since this would occur at the Drosophila heat shock temperature (Fig. 1.8a).
Rather, this sequence must act by being recognized by a cellular protein which
is activated only at an elevated temperature characteristic of the mammalian
cell heat shock response (Fig.1.8b).

This experiment therefore not only directly proves the importance of the
heat shock element in producing the heat inducibility of the hsp70 gene, but
also shows that this sequence acts by binding a cellular protein which is acti-
vated in response to elevated temperature. The binding of this transcription
factor then activates transcription of the hsp70 gene. The manner in which
this factor activates transcription of the hsp70 gene and the other heat shock
genes is discussed further in Chapter 8 (section 8.3.1).

The presence of specific DNA sequences which can bind particular pro-
teins, will therefore confer on a specific gene the ability to respond to parti-
cular stimuli. Thus, the lack of a heat shock element in the metallothionein
IIA gene (see Fig.1.6) means that this gene is not heat inducible. In contrast,
however, this gene, unlike the hsp70 gene, contains a glucocorticoid response
element (GRE). Hence it can bind the complex of the glucocorticoid receptor
and the hormone itself, which forms following treatment of cells with gluco-
corticoid. Its transcription is therefore activated in response to glucocorticoid

/ Drosophila cells 37°C —Q— HSE activated
Drosophila HSE \
Mammalian cells 37°C _Q_ HSE activated
(a) Thermostat DNA sequence
Protein active
Drosophila cells 37°C ____ HSE activated

Protein inactive

_/

Drosophila HSE \ / 37°C
Mammalian cells

42°C

IS

HSE inactive

Protein active

®

(b) Thermostat protein HSE activated

Figure 1.8

Predicted effects of
placing the Drosophila
heat shock element in a
mammalian cell if the
element acts as a
thermostat detecting
elevated temperature
directly (panel a) or if it
acts by binding a protein
which is activated by
elevated temperature
(panel b). Note that only
possibility (b) can
account for the
observation that the
Drosophila heat shock
element only activates
transcription in
mammalian cells at the
mammalian heat shock
temperature of 42°C and
not at the Drosophila
heat shock temperature
of 37°C.
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Figure 1.9

Linkage of the octamer
binding motif ATGCAAAT
(1) and the related Pit-1
binding motif ATGAATAT
(2) to the prolactin
promoter and introduction
into B cells and pituitary
cells (panel a). Only the
octamer containing
construct 1 directs a high
level of activity in B cells,
whereas only construct 2
containing the Pit-1
binding site directs a
high level of gene activity
in pituitary cells (panel

b). Data from Elsholtz et
al. (1990).

whereas that of the hsp70 gene is not (see Chapter 4, section 4.4). Similarly,
only the metallothionein gene contains metal response elements (MRE) allow-
ing it to be activated in response to treatment with heavy metals such as zinc
and cadmium (Thiele, 1992). In contrast both genes contain binding sites for
the transcription factor AP2 which mediates gene activation in response to
cyclic AMP and phorbol esters.

Similar DNA sequence elements in the promoters of tissue specific genes
play a critical role in producing their tissue specific pattern of expression by
binding transcription factors which are present in an active form only in a
particular tissue where the gene will be activated. For example, the promoters
of the immunoglobulin heavy and light chain genes contain a sequence known
as the octamer motif (ATGCAAAT) which can confer B-cell specific expres-
sion on an unrelated promoter (Wirth et al., 1987). Similarly, the related
sequence ATGAATAA/T is found in genes expressed specifically in the ante-
rior pituitary gland, such as the prolactin gene and the growth hormone gene,
and binds a transcription factor known as Pit-1 which is expressed only in the
anterior pituitary (for review see Andersen and Rosenfeld, 1994). If this short
sequence is inserted upstream of a promoter, the gene is expressed only in
pituitary cells. In contrast the octamer motif which differs by only two bases
will direct expression only in B cells when inserted upstream of the same
promoter (Elsholtz et al., 1990; Fig. 1.9). Hence small differences in control
element sequences can produce radically different patterns of gene ex-
pression.

1) ATGCAAAT —— Prolactin promoter B cell
—_—
2) ATGAATAT —— Prolactin promoter \ Pituitary
cells

(@)

1500 Construct 1 Construct 2
> -
= 1000
o
©
[0}
5
¢ 500
p— [1]
B cell Pituitary B cell Pituitary
cell cell

(b)
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1.3.4 SEQUENCES WHICH ACT AT A DISTANCE

(a) Enhancers

One of the characteristic features of eukaryotic gene expression is the exis-
tence of sequence elements located at great distances from the start site of
transcription which can influence the level of gene expression. These ele-
ments can be located upstream, downstream or within a transcription unit
and function in either orientation relative to the start site of transcription
(Fig. 1.10). They act by increasing the activity of a promoter, although they

Enhancer Promoter

[ . .
| |—|Transcrlptlon unit

+

(a) Distance

Enhancer Promoter

'
- I |—|Transcription unit |
T~ T+

Enhancer Promoter

: ¢
- I |—|Transcription unit |
\_/ +

-—

(b) Orientation

Enhancer Promoter

'
I |—|Transcription unit |
+

Promoter Enhancer

Transcription unit

Promoter Enhancer
|:|—| Transcription

(c) Position

unit |

Figure 1.10
Characteristics of an
enhancer element which
can activate a promoter
at a distance (a); in
either orientation relative
to the promoter (b); and
when positioned
upstream, downstream,
or within a transcription
unit (c).
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lack promoter activity themselves and are hence referred to as enhancers (for
reviews see Hatzopoulos et al., 1988; Muller et al., 1988). Some enhancers are
active in all tissues and increase the activity of a promoter in all cell types,
while others function as tissue specific enhancers which activate a particular
promoter only in a specific cell type. Thus the enhancer located in the inter-
vening region of the immunoglobulin genes is active only in B cells and the B-
cell-specific expression of the immunoglobulin genes is produced by the inter-
action of this enhancer and the immunoglobulin promoter which, as we have
previously seen, is also B-cell specific (Garcia et al., 1986).

As with promoter elements, enhancers contain multiple binding sites for
transcription factors which interact together to mediate enhancer function.
This has led to the idea that a multi-protein complex, known as the enhanceo-
some, assembles on the enhancer and induces transcriptional activation of the
target gene (for reviews see Merika and Thanos, 2001; Strahl, 2001). In many
cases the elements within enhancers are identical to those contained imme-
diately upstream of gene promoters. Thus, the immunoglobulin heavy chain
enhancer contains a copy of the octamer sequence (Sen and Baltimore, 1986)
which is also found in the immunoglobulin promoters (section 1.3.3).
Similarly multiple copies of the heat shock element are located far upstream
of the start site in the Xenopus hsp70 gene and function as a heat inducible
enhancer when transferred to another gene (Bienz and Pelham, 1986).

Enhancers therefore consist of sequence elements which are also present
in similarly regulated promoters and may be found within the enhancer
associated with other control elements or in multiple copies.

(b) Locus control regions

The genes encoding the B-globin component of haemoglobin and other
related molecules are found clustered together in the genome with five func-
tional genes located adjacent to one another. All of these genes are expressed
in erythroid (red blood cell) precursors and not in other cell types and this
pattern of expression is dependent on an element located 10-20 kilo-bases
upstream of the gene cluster which is known as a locus control region (LCR)
(Fig. 1.11). In the absence of this element, none of the genes is expressed in
the correct erythroid-specific manner (for reviews of LCRs see Bulger and
Groudine, 1999; Li et al., 1999).

It is likely that the LCR functions by regulating chromatin structure so that
the entire region of the genome containing B-globin-like genes is opened up
in red blood cell precursors. Each of the genes within the region can then be
individually regulated in the red blood cell lineage by their own individual
enhancer and promoter elements with, for example, the e-globin gene being
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Open chromatin structure in erythroid cells
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expressed in the embryo and the - and d-globin genes in the adult (see
Fig. 1.11).

Since its original identification in the S-globin locus, LCRs have been found
regulating the expression of a number of other gene clusters expressed in
different cell types. Interestingly, in several cases, LCRs contain matrix attach-
ment regions (see section 1.2.1). This suggests that a region controlled by an
LCR, such as the g-globin cluster, may form a single large loop attached to the
nuclear matrix whose chromatin structure is regulated as a single unit.

The typical eukaryotic gene will therefore consist of multiple distinct tran-
scriptional control elements (Fig. 1.12). These are first, the promoter itself,
secondly upstream promoter elements (UPE) located close to it, which are
required for efficient transcription in any cell type, thirdly, other elements
adjacent to the promoter which are interdigitated with the UPEs and which
activate the gene in particular tissues or in response to particular stimuli and,
lastly, elements such as enhancers or locus control regions which act at a
distance to regulate gene expression.

Such sequences often act by binding positively acting factors which then
stimulate transcription (Fig. 1.13a). As will be discussed in later chapters, this
could involve the DNA binding protein either altering chromatin structure to
make the DNA more accessible to other positively-acting regulatory factors or

Start of
transcription
AP1  AP2 GRE CRE CCAAT SP1 TATA l
HIHEHl— -
[
Enhancer Regulatory elements Upstream promoter Promoter

elements

Figure 1.11

The locus control region
(LCR) in the $3-globin
gene cluster directs the
correct pattern of
chromatin opening in
erythroid cells. Regulatory
processes acting on each
gene in the cluster then
allow it to be expressed
at the correct time in
erythroid development
with the e-globin gene
being expressed in the
early embryo, the G~ and
Ay-globin genes in the
fetus and the 3 and 6-
globin genes in the adult.

Figure 1.12

Structure of a typical
gene with a TATA box-
containing promoter,
upstream promoter
elements such as the
CCAAT and Sp1 boxes,
regulatory elements
inducing expression in
response to treatment
with substances such as
glucocorticoid (GRE) and
cyclic AMP (CRE) and
other elements within
more distant enhancers.
Note that as discussed in
the text and illustrated in
Figure 1.6, the upstream
promoter elements are
often interdigitated with
the regulatory elements
while the same regulatory
elements can be found
upstream of the promoter
and in enhancers.
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Figure 1.13 v
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direct stimulation of transcription by the DNA binding protein interacting
with RNA polymerase or its associated molecules. Interestingly, however,
although most sequences act in such a positive way, some sequences do
appear to act in a negative manner to inhibit transcription and these are

discussed in the next section.

1.3.5 NEGATIVELY ACTING DNA SEQUENCES

(a) Silencers

Silencer elements, which act to inhibit gene transcription, have been defined
in a number of genes including the cellular oncogene c-myc (Chapter 7, sec-
tion 7.2.3) and those encoding proteins such as growth hormone or collagen
type II. As with activating sequences, some silencer elements are constitutively
active while others display cell-type specific activity. Thus, for example, the
silencer in the gene encoding the T-lymphocyte marker CD4 represses its
expression in most T cells where CD4 is not expressed but is inactive in a
subset of T cells allowing these cells actively to express the CD4 protein
(Sawada et al., 1994). In many cases silencer elements have been shown to
act by binding regulatory factors which then act to reduce the rate of tran-
scription (Fig. 1.13b) either by promoting a more tightly packed chromatin
structure or by interacting with RNA polymerase and its associated molecules

in an inhibitory manner.

(b) Insulators

The ability of sequences such as enhancers or LCRs to act over large distances
evidently begs the question of how their activity is limited to the genes that
they need to regulate and does not affect other genes in adjacent regions. This



DNA SEQUENCES, TRANSCRIPTION FACTORS AND CHROMATIN STRUCTURE

is achieved by DNA elements known as insulators which act to block the
spread of enhancer or silencer activity (Fig. 1.14) (for reviews see Bell et al.,
2001; Labrador and Corces, 2002; West et al., 2002).

It is likely that insulators act by blocking the alterations in DNA structure
induced by enhancers or silencers. In some cases this involves a direct effect on
chromatin structure preventing the opening of chromatin structure induced
by enhancers (or the production of a more tightly packed chromatin structure
induced by silencers) from spreading to a particular region of chromatin. In
other cases an insulator may prevent the looping of DNA which is required to
bring together regulatory proteins bound at the enhancer/silencer with their
target proteins bound to the promoter (see below section 1.3.6).

an

Enhancer Gene 1 Insulator Gene 2

“Z— H—@—

1.3.6 INTERACTION BETWEEN FACTORS BOUND AT VARIOUS
SITES

Obviously the balance between positively and negatively acting transcription
factors which bind to the regulatory regions of a particular gene will deter-
mine the rate of gene transcription in any particular situation. In some cases
binding of the RNA polymerase and associated factors to the promoter and of
other positive factors to the UPEs will be sufficient for transcription to occur
and the gene will be expressed constitutively. In other cases, however, such
interactions will be insufficient and transcription of the gene will occur only in
response to the binding, to another DNA sequence, of a factor which is
activated in response to a particular stimulus or is present only in a particular
tissue. These regulatory factors will then interact with the constitutive factors
allowing transcription to occur. Hence their binding will result in the
observed tissue specific or inducible pattern of gene expression.

Such interaction is well illustrated by the metallothionein IIA gene. As
illustrated in Figure 1.6 this gene contains a binding site for the transcription
factor AP1 which produces induction of gene expression in response to phor-
bol ester treatment. The action of AP1 on the expression of the metallothio-
nein gene is abolished, however, both by mutations in its binding site and by

An insulator sequence
can limit the action of an
enhancer to genes
located between the
enhancer and the
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Figure 1.15

Contact between proteins
bound at the promoter
and those bound at a
distant enhancer can be
achieved by looping out
of the intervening DNA.

Figure 1.16

A factor which bends the
DNA (B) can indirectly
activate transcription by
facilitating the interaction
of two activating
transcription factors (A1
and A2).

mutations in the adjacent Spl motif which prevent this motif binding its
corresponding transcription factor Spl (Lee et al., 1987). Although these
mutations in the Spl motif do not abolish AP1 binding they do prevent its
action, indicating that the inducible AP1 factor interacts with the constitutive
Spl factor to activate transcription.

Clearly such interactions between bound transcription factors need not be
confined to factors bound to regions adjacent to the promoter but can also
involve the similar factors bound to more distant enhancers. It is likely that
this is achieved by a looping out of the intervening DNA allowing contact
between factors bound at the promoter and those bound at the enhancer
(Fig. 1.15) (for further discussion see Bulger and Groudine, 1999;
Latchman, 2002).

This need for transcription factors to interact with one another to stimulate
transcription means that transcription can also be stimulated by a class of
factors which act indirectly by binding to the DNA and bending it so that
other DNA bound factors can interact with one another (Fig. 1.16). Thus, the
LEF-1 factor, which is specifically expressed in T lymphocytes, binds to the

Start site

Bound
protein
Protein binds and contacts

transcriptional apparatus by
looping out of intervening DNA
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enhancer of the T-cell receptor a gene and bends the DNA so that other
constitutively expressed transcription factors can interact with one another,
thereby allowing them to activate transcription. This results in the T-cell spe-
cific expression of the gene even though the directly activating factors are not
expressed in a T-cell specific manner (for review see Werner and Burley,
1997). Similarly, the DNA binding transcription factor HMGI (Y) plays a
critical role in the multi-protein enhanceosome which assembles on the inter-
feron f gene enhancer and is essential for the inducibility of this gene follow-
ing viral infection (for review see Merika and Thanos, 2001) (for further
discussion of the processes involved in the activation of this promoter see
Chapter 5, section 5.6).

1.4 CONCLUSIONS

It is clear that both the process of transcription itself and its regulation in
particular tissues or in response to particular signals are controlled by short
DNA sequence elements located adjacent to the promoter or in enhancers. In
turn such sequences act by binding proteins which are either active constitu-
tively or are present in an active form only in a specific tissue or following a
specific inducing signal. Such DNA bound transcription factors then interact
with each other and the RNA polymerase itself in order to produce constitu-
tive or regulated transcription. The nature of these factors, the manner in
which they function and their role in different biological processes form the
subject of this book.
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METHODS FOR STUDYING
TRANSCRIPTION FACTORS

2.1 INTRODUCTION

The explosion in the available information on transcription factors that has
occurred in recent years has arisen primarily because of the availability of new
or improved methods for studying these factors. Initially such studies may
focus on identifying a factor that interacts with a particular DNA sequence
and characterizing this interaction and the methods for doing this are dis-
cussed in section 2.2. Subsequently, the protein identified in this way is
further characterized and purified and its corresponding gene isolated. The
methods involved in the purification and/or cloning of transcription factors
are considered in section 2.3, while section 2.4 analyses the methods used to
characterize such cloned transcription factors including the methods for
determining the DNA binding site or gene targets of a transcription factor
which is initially identified by means other than its DNA binding character-
istics. (For details of the methodologies involved see Latchman, 1999.)

2.2 METHODS FOR STUDYING DNA-PROTEIN
INTERACTIONS

2.2.1 DNA MOBILITY SHIFT ASSAY

As discussed in Chapter 1 (section 1.3), the initial stimulus to identify a tran-
scription factor frequently comes from the identification of a particular DNA
sequence that confers a specific pattern of expression on a gene which carries
it. The next step therefore following the identification of such a sequence will
be to define the protein factors that bind to it. This can be readily achieved by
the DNA mobility shift or gel retardation assay (Fried and Crothers, 1981;
Garner and Revzin, 1981).

This method relies on the obvious principle that a fragment of DNA to
which a protein has bound will move more slowly in gel electrophoresis than
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Figure 2.1

DNA mobility shift or gel
retardation assay. Binding
of a cellular protein (B) to
the radioactively-labelled
DNA causes it to move
more slowly upon gel
electrophoresis and
hence results in the
appearance of a retarded
band upon
autoradiography to detect
the radioactive label.

the same DNA fragment without bound protein. The DNA mobility shift assay
is carried out therefore by first radioactively labelling the specific DNA
sequence whose protein binding properties are being investigated. The
labelled DNA is then incubated with a nuclear (Dignam et al., 1983) or
whole cell (Manley et al., 1980) extract of cells prepared in such a way as to
contain the DNA binding proteins. In this way DNA-protein complexes are
allowed to form. The complexes are then electrophoresed on a non-denatur-
ing polyacrylamide gel and the position of the radioactive DNA visualized by
autoradiography. If no protein has bound to the DNA, all the radioactive label
will be at the bottom of the gel, whereas if a protein~-DNA complex has
formed, radioactive DNA to which the protein has bound will migrate more
slowly and hence will be visualized near the top of the gel (Fig. 2.1). (For
methodological details see Smith et al., 1999.)

This technique can be used therefore to identify proteins which can bind to
a particular DNA sequence in extracts prepared from specific cell types. Thus,
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for example, in the case of the octamer sequence discussed in Chapter 1,
(section 1.3.3), a single retarded band is detected when this sequence is
mixed, for example, with a fibroblast extract. In contrast, when an extract
from immunoglobulin-producing B cells is used, two distinct retarded
bands are seen (Fig. 2.2). Since each band is produced by a distinct protein
binding to the DNA, this indicates that, in addition to the ubiquitous octamer
binding protein Oct-1 which is present in most cell types, B cells also contain
an additional octamer binding protein, Oct-2, which is absent in many other
cells.

As well as defining the proteins binding to a particular sequence, the DNA
mobility shift assay can also be used to investigate the precise sequence spe-
cificity of this binding. This can be done by including in the binding reaction a
large excess of a second DNA sequence which has not been labelled. If this
DNA sequence can also bind the protein bound by the labelled DNA, it will do
so. Moreover, binding to the unlabelled DNA will predominate since it is
present in large excess. Hence the retarded band will not appear in the
presence of the unlabelled competitor since only protein-DNA complexes
containing labelled DNA are visualized on autoradiography (Fig. 2.3b). In
contrast if the competitor cannot bind the same sequence as the labelled

I 2
abcecdabed

- - -
-
® - -

0l
02

Figure 2.2

DNA mobility shift assay
using a radioactively-
labelled probe containing
the binding site for
octamer binding proteins
(ATGCAAAT) and extracts
prepared from fibroblast
cells (1) or B cells (2).
Note that fibroblast cells
contain only one protein
Oct-1 (01) capable of
producing a retarded
band, whereas B cells
contain both Oct-1 and an
additional tissue-specific
protein Oct-2 (02). The
complexes formed by
Oct-1 and Oct-2 on the
labelled oligonucleotide in
the absence of unlabelled
oligonucleotide (track a)
are readily removed by a
one hundredfold excess of
unlabelled octamer
oligonucleotide (track b).
They are not removed,
however, by a similar
excess of a mutant
octamer oligonucleotide
(ATAATAAT) which is
known not to bind
octamer binding proteins
(track c), or of the binding
site for the unrelated
transcription factor Sp1
(track d: Dynan and Tijian,
1983). This indicates that
the retarded bands are
produced by sequence
specific DNA binding
proteins which bind
specifically to the octamer
motif and not to mutant or
unrelated motifs.

25



26

EUKARYOTIC TRANSCRIPTION FACTORS

Figure 2.3

Use of unlabelled
competitor DNAs in the
DNA mobility shift assay.
If an unlabelled DNA
sequence is capable of
binding the same protein
as is bound by the
labelled probe, it will do
so (B) and the radioactive
retarded band will not be
observed, whereas if it
cannot bind the same
protein (C), the
radioactive retarded band
will form exactly as in the
absence of competitor
(A).

(a) No competitor (b) Competitor and (c) Competitor and
labelled probe bind labelled probe bind
the same protein different proteins
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DNA, the complex with the labelled DNA will form and the labelled band will
be visualized as before (Fig. 2.3c).

Thus, by using competitor DNAs which contain the binding sites for pre-
viously described transcription factors, it can be established whether the pro-
tein detected in a particular mobility shift experiment is identical or related to
any of these factors. Similarly, if competitor DNAs are used which differ in
only one or a few bases from the original binding site the effect of such base
changes on the efficiency of the competitor DNA and hence on binding of the
transcription factor can be assessed. Figure 2.2 illustrates an example of this
type of competition approach showing that the octamer binding proteins Oct-
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1 and Oct-2 are efficiently competed away from the labelled octamer probe by
an excess of identical unlabelled competitor but not by a competitor contain-
ing three base changes in this sequence which prevents binding (ATGCAAAT
to ATAATAAT). Similarly no competition is observed, as expected, when the
binding site of an unrelated transcription factor Sp1 is used as the competitor
DNA.

The DNA mobility shift assay therefore provides an excellent means of
initially identifying a particular factor binding to a specific sequence and
characterizing both its tissue distribution and its sequence specificity.

2.2.2 DNAsel FOOTPRINTING ASSAY

Although the mobility shift assay provides a means of obtaining information
on DNA-protein interaction, it cannot be used directly to localize the area of
the contact between protein and DNA. For this purpose, the DNAsel foot-
print assay is used (Galas and Schmitz, 1978; Dynan and Tjian, 1983).

In this assay, DNA and protein are mixed as before, the DNA being labelled
however, only at the end of one strand of the double-stranded molecule.
Following binding, the DNA is treated with a small amount of the enzyme
deoxyribonuclease I (DNAsel) which will digest DNA. The digestion condi-
tions are chosen, however, so that each molecule of DNA will be cut once or a
very few times by the enzyme. Following digestion, the bound protein is
removed and the DNA fragments separated by electrophoresis on a polyacryl-
amide gel capable of resolving DNA fragments differing in size by only one
base. This produces a ladder of bands representing the products of DNAsel
cutting either one or two or three or four etc., bases from the labelled end.
Where a particular piece of the DNA has bound a protein, however, it will be
protected from digestion and hence the bands corresponding to cleavage at
these points will be absent. This will be visualized on electrophoresis as a
blank area on the gel lacking labelled fragments and is referred to as the
footprint of the protein (Fig. 2.4). Similar labelling of the other strand of
the DNA molecule will allow the interaction of the protein with the other
strand of the DNA to be assessed.

The footprinting technique therefore allows a visualization of the interac-
tion of a particular factor with a specific piece of DNA. By using a sufficiently
large piece of DNA, the binding of different proteins to different DNA
sequences within the same fragment can be assessed. An analysis of this
type is shown in Figure 2.5. This shows the footprints (A and B) produced
by two cellular proteins binding to two distinct sequences within a region of
the human immunodeficiency virus (HIV) control element which has an inhi-
biting effect on promoter activity (Orchard et al., 1990). Interestingly some
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Figure 2.4

DNAsel footprinting
assay. If a protein binds
at a specific site within a
DNA fragment labelled at
one end, the region of
DNA at which the protein
binds will be protected
from digestion with
DNAsel. Hence this
region will appear as a
footprint in the ladder of
bands produced by the
DNA being cut at all
other points by DNAsel.
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insights into the topology of the DNA-protein interaction are also obtained in
this experiment since bands adjacent to the protected region appear more
intense in the presence of the protein. These regions of hypersensitivity to
cutting are likely to represent a change in the structure of the DNA in this
region when the protein has bound rendering the DNA more susceptible to
enzyme cleavage.

As with the mobility shift assay, unlabelled competitor sequences can be
used to remove a particular footprint and determine its sequence specificity.
In the HIV case illustrated in Figure 2.5, short DNA competitors containing
the sequence of one or other of the footprinted areas were used specifically to
remove each footprint without affecting the other, indicating that two distinct
proteins produce the two footprints.

As well as footprinting using DNAsel, other footprinting techniques have
been developed which rely on the protection of DNA which has bound pro-
tein from cleavage by other reagents that normally cleave the DNA. These
include hydroxyl radical footprinting and phenanthroline-copper footprinting
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Figure 2.5
a) Panel (a): DNAsel footprinting assay
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B) are not observed when no cell
extract is added to the reaction
(track A) but are observed when
cellular extract is added in the
absence of competitor (track B).
Addition of unlabelled oligonucleotide
competitor containing the DNA
sequence of site A removes the site
A footprint without affecting site B
(track C) while an unlabelled
oligonucleotide containing the site B
DNA sequence has the opposite
effect (track D). Both footprints are
removed by a mixture of unlabelled

LY TR
= --—- site A and B oligonucleotides (track
- . Arrows indicate the position o
F'YTYY E). A indicate the positi f

sites at which cleavage with DNAsel
is enhanced in the presence of
protein bound to an adjacent site
indicating the existence of
conformational changes induced by
protein binding. The track labelled G
represents a marker track consisting

Bl - - . "aﬁ.ta%?;&{on of the same DNA fragment
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| e | I-B—| | | residue. Panel (b): Position of sites
-4|56 _3::'0 ” (!] A and B within the HIV control

element. The arrow indicates the
start site of transcription.

which, like DNAsel footprinting, rely on the ability of the reagents to cleave
the DNA in a non-sequence specific manner (for further details see Kreale,
1994; Papavassilou, 1995).

Of greater interest, however, is the technique of dimethyl sulphate (DMS)
protection footprinting since it can provide information on the exact bases
within the binding site which are contacted by the protein. Thus, this method
relies on the ability of DMS to specifically methylate guanine residues in the
DNA. These methylated G residues can then be cleaved by exposure to
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piperidene, whereas no cleavage occurs at unmethylated G residues (Maxam
and Gilbert, 1980). A protein bound to the DNA will protect the guanine
residues which it contacts from methylation and hence they will not be cleaved
upon subsequent piperidene treatment. As in the other footprinting techni-
ques, therefore, specific bands produced by such treatment of naked DNA are
absent in the protein-DNA sample. Unlike the other methods, however,
because cleavage occurs at specific guanine residues, this method identifies
specific bases within the DNA that are contacted by the transcription factor
protein.

These footprinting techniques therefore offer an advance on the mobility
shift assay, allowing a more precise visualization of the DNA-protein interac-
tion. (For methodological details see Spiro and McMurray, 1999.)

2.2.3 METHYLATION INTERFERENCE ASSAY

The pattern of DNA-protein interaction can also be studied in more detail
using the methylation interference assay (Siebenlist and Gilbert, 1980). Like
methylation protection, this method relies on the ability of DMS to methylate
G residues which can then be cleaved with piperidene. However, methylation
interference is based on assessing whether the prior methylation of specific G
residues in the target DNA affects subsequent protein binding. Thus, the
target DNA is first partially methylated using DMS so that on average only
one G residue per DNA molecule is methylated (Maxam and Gilbert, 1980).
Each individual DNA molecule will therefore contain some methylated G
residues with the particular residues which are methylated being different
in each molecule. These partially methylated DNAs are then used in a DNA
mobility shift experiment with an appropriate cell extract containing the DNA
binding protein. Following electrophoresis the band produced by the DNA
which has bound protein and that produced by the DNA which has not, are
excised from the gel and treated with piperidine to cleave the DNA at the
methylated G residues and not at unmethylated Gs. Clearly, if methylation of
a particular G prevents protein binding then cleavage at this particular methy-
lated G will be observed only in the DNA which failed to bind the protein.
Conversely, if a particular G residue plays no role in binding, then cleavage at
this G residue will be observed equally in both the DNA which bound the
protein and that which failed to do so (Fig. 2.6).

Figure 2.7 shows this type of analysis applied to the protein binding to site
B within the negatively acting element in the human immunodeficiency virus
promoter (for the footprint produced by the binding of this protein see
Fig. 2.5). In this case the footprinted sequence was palindromic (Fig. 2.7)
suggesting that the DNA-protein interaction may involve similar binding to
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the two halves of the palindrome. The methylation interference analysis of site
B confirms this by showing that methylation of equivalent G residues in each
half of the palindrome interferes with binding of the protein, indicating that
these residues are critical for binding.

Although the DMS method only studies contacts of the protein with G
residues, interference analysis can also be used to study the interaction of
DNA binding proteins with A residues in the binding site. This can be done
either by methylating all purines to allow study of interference at A and G
residues simultaneously (see for example Ares et al., 1987) or by using diethyl-
pyrocarbonate specifically to modify A residues (probably by carboxyethyla-
tion) rendering them susceptible to piperidine cleavage (see for example

Figure 2.6

Methylation interference
assay. Partially
methylated DNA is used
in a DNA mobility shift
assay and both the DNA
that has failed to bind
protein and that which
has bound protein and
formed a retarded band
are subsequently cleaved
at methylated G residues
with piperidine. If
methylation at a specific
G residue has no effect
on protein binding (types
A and C) the bound and
unbound DNA will
contain equal amounts of
methylated G at this
position. In contrast, if
methylation at a particular
G prevents binding of the
protein (type B), only the
unbound DNA will
contain methylated G at
this position.
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Figure 2.7

Panel (a): Methylation
interference assay applied
to the DNA of site B in
the HIV control element
as defined in the
footprinting experiment
shown in Figure 2.5.
Both the upper (tracks A
and B) and lower (tracks
C and D) strands of the
double-stranded DNA
sequence were analysed.
Tracks B and C show the
methylation pattern of the
unbound DNA that failed
to bind protein, whereas
tracks A and D show the
methylation pattern of
DNA that has bound
protein. The arrows show
G residues whose
methylation is
considerably lower in the
bound compared to the
unbound DNA and which
are therefore critical for
binding the specific
cellular protein that
interacts with this DNA
sequence. Panel (b):
DNA sequence of site B.
The extent of the
footprint region is
indicated by the square
brackets and the critical
G residues defined by the
methylation interference
assay in panel (a) are
asterisked. Note the
symmetrical pattern of
critical G residues within
the palindromic DNA
sequence.
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Sturm et al., 1988). These techniques are of particular value when studying
sequences such as the octamer motif in which there are relatively few G
residues, hence limiting the information which can be obtained by studying
interference at G residues alone (Sturm et al., 1987; Baumruker et al., 1988).
Chemical interference techniques can therefore be used to supplement foot-
printing methodologies and identify the precise DNA-protein interactions
within the footprinted region. (For methodological details see Spiro and
McMurray, 1999.)

2.2.4 IN VIVO FOOTPRINTING ASSAY

Although the methods described so far can provide considerable information
about DNA-protein contacts they all suffer from the deficiency that the DNA-
protein interaction occurs in vitro when cell extract and the DNA are mixed.
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Hence they indicate what factors can bind to the DNA rather than whether
such factors actually do bind to the DNA in the intact cell where a particular
factor may be sequestered in the cytoplasm or where its binding may be
impeded by the association of DNA with other proteins such as histones.

These problems are overcome by the technique of in vivo footprinting,
which is an extension of the in vitro DMS protection footprinting technique
described in section 2.2.2. Thus intact cells are freely permeable to DMS
which can therefore be used to methylate the DNA within its native chromatin
structure in such cells. Exactly as in the in vitro technique, G residues, to which
a protein has bound, will be protected from such methylation and will there-
fore not be cleaved when the DNA is subsequently isolated and treated with
piperidene. Hence the bands produced by cleavage at these residues will be
absent when the pattern produced by intact chromatin is compared to that
produced by naked DNA (Fig. 2.8).

Intact cell Naked DNA
DMS
me me
Isolate DNA and
cleave with
piperidine
PCR
amplification
Gel analysis

-<— Protected
G residue

Figure 2.8

In vivo footprinting using
the methylation
protection assay in which
specific G residues are
protected by bound
protein (X) from
methylation by DMS
treatment of intact cells.
Hence following DNA
isolation, cleavage of
methylated G residues
with piperidine and
subsequent amplification
by the polymerase chain
reaction (PCR), the band
corresponding to
cleavage at this protected
residue will be absent. In
contrast, cleavage at this
position will be observed
in naked DNA where no
protein protects this
residue from methylation.
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Obviously the amounts of any specific DNA sequence obtained from total
chromatin in this procedure are vanishingly small compared to when a cloned
DNA fragment is used in the in vitro procedure. It is thus necessary to amplify
the DNA of interest from within total chromatin by the polymerase chain
reaction in order to obtain sufficient material for analysis by this method.
When this is done, however, in vivo footprinting provides an excellent
means for analysing DNA-protein contacts within intact cells in vivo as well
as determining the changes in such contacts which occur in response to
specific treatments (see Herrera et al., 1989; Mueller and Wold, 1989 for
examples of this approach and Spiro and McMurray, 1999 for a full descrip-
tion of the methodologies involved).

Taken together, therefore, the three methods of DNA mobility shift, foot-
printing and methylation interference can provide considerable information
on the nature of the interaction between a particular DNA sequence and a
transcription factor. They serve as an essential prelude to a detailed study of
the transcription factor itself.

2.3 METHODS FOR PURIFYING AND/OR CLONING
TRANSCRIPTION FACTORS

2.3.1 PROTEIN PURIFICATION

As discussed above, once a particular DNA sequence has been shown to be
involved in transcriptional regulation, a number of techniques are available
for characterizing the binding of transcription factors to this sequence.
Although such studies can be carried out on crude cellular extracts containing
the protein, ultimately they need to be supplemented by studies on the pro-
tein itself. This can be achieved by purifying the transcription factor from
extracts of cells containing it. Unfortunately, however, conventional protein
purification techniques such as conventional chromatography and high pres-
sure liquid chromatography (HPLC) result in the isolation of transcription
factors at only 1-2% purity (Kadonaga and Tjian, 1986).

To overcome this problem and purify the transcription factor Spl,
Kadonaga and Tjian (1986) devised a method involving DNA affinity chroma-
tography. In this method (Fig. 2.9), a DNA sequence containing a high affinity
binding site for the transcription factor is synthesized and the individual
molecules joined to form a multimeric molecule. This very high affinity bind-
ing site is then coupled to an activated sepharose support on a column and
total cellular protein passed down the column. The Spl protein binds speci-
fically to its corresponding DNA sequence while all other cellular proteins do
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not bind. The bound Sp1 can be eluted simply by raising the salt concentra-
tion. Two successive affinity chromatography steps of this type successfully
resulted in the isolation of Sp1 at 90% purity, 30% of the Sp1 in the original
extract being recovered, representing a 500-1000-fold purification (Kadonaga
and Tjian, 1986).

Although this simple one step method was successful in this case, it relies
critically on the addition of exactly the right amount of non-specific DNA
carrier to the cell extract. Thus this added carrier acts to remove proteins
which bind to DNA in a non-sequence specific manner and which would
hence bind non-specifically to the Spl affinity column and contaminate the
resulting Sp1 preparation. This contamination will occur if too little carrier is
added. If too much carrier is added, however, it will bind out the Sp1 since,
like all sequence specific proteins, Spl can bind with low affinity to any DNA
sequence. Hence in this case no Sp1 will bind to the column itself (Fig. 2.10).

To overcome this problem Rosenfeld and Kelley (1986) devised a method
in which proteins capable of binding to DNA with high affinity in a non-
sequence specific manner are removed prior to the affinity column. To do
this the bulk of cellular protein was removed on a Biorex 70 high capacity ion

Figure 2.9

Purification of
transcription factor Sp1
on an affinity column in
which multiple copies of
the DNA sequence
binding Sp1 have been
coupled to a sepharose
support (Kadonaga and
Tjian, 1986).
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Figure 2.10
Consequences of adding
different amounts of non-
specific carrier DNA to
the protein passing
through the Sp1 affinity
column. If the correct
amount of non-specific
carrier is added it will bind
proteins which interact
with DNA in a non-
sequence specific manner
allowing Sp1 to bind to
the column (A). However,
addition of too little carrier
will result in non-
sequence specific
proteins binding to the
column thereby
preventing the binding of
Sp1 (B), whereas in the
presence of too much
carrier both the non-
specific proteins and Sp1
will bind to the carrier (C).

W@Vl\ljn specific binding protein
Carrier @
Spi Column

(a) Correct amount of carrier

Sp1 does
Sp1 not bind
(b) Too little carrier
Sp1 binds to

the carrier and
not the column

(501
N

(c) Too much carrier

exchange column and proteins which can bind to any DNA with high affinity
were then removed on a cellulose column to which total bacterial DNA had
been bound. Subsequently the remaining proteins which had bound to non-
sequence specific DNA only with low affinity were applied to a column con-
taining a high affinity binding site for transcription factor NF-1 (Fig. 2.11).
NF-1 bound to this site with high affinity and could be eluted in essentially
pure form by raising the salt concentration (Table 2.1). It should be noted
that in this and other purification procedures the fractions containing the
transcription factor can readily be identified by carrying out a DNA
mobility shift or footprinting assay with each fraction using the specific
DNA binding site of the transcription factor.

The purified protein obtained in this way can obviously be used to char-
acterize the protein, for example, by determining its molecular weight or by
raising an antibody to it to characterize its expression pattern in different cell
types. Similarly the activity of the protein can be assessed by adding it to
cellular extracts and assessing its effect on their ability to transcribe an exo-
genously added DNA in an in vitro transcription assay. Unfortunately, how-
ever, because of the very low abundance of transcription factors in the cell,
these purification procedures yield very small amounts of protein. For exam-
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Table 2.1
Purification of transcription factor NF1 from Hela cells
Total protein Specific binding of | Purification | Yield
(mg) 32p DNA (fmol/ (fold) (%)
mg protein) x 103
HelLa cell 4590 3.1 100
extract®
Biorex 70 column 550 27.1 104
E. coli DNA 65.2 181 83
cellulose
NF1 affinity
matrix
1st passage 2.1 4510 1455 67
2nd passage 1.1 7517 2425 57

* Prepared from 6 x 10'° cells or 120 g cells

Figure 2.11

Purification of
transcription factor NF-1
(Rosenfeld and Kelley,
1986). Following removal
of most cellular proteins
on a Biorex 70 ion
exchange column,
proteins that bind to all
DNA sequences with high
affinity were removed on
a bacterial DNA-cellulose
column. Subsequent
application of the
remaining proteins to a
column containing the
NF-1 binding site results
in the purification of NF-1
since it is the only protein
which binds with low
affinity to random DNA
but with high affinity to an
NF-1 site.
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ple Treisman (1987) succeeded in purifying only 1.6 ug of the serum response
factor starting with 2 x 10" cells or 40 g of cells. Such difficulties clearly limit
the experiments that can be done with purified material. Indeed, the primary
use of purified factor in most cases has simply been to provide material to
isolate the gene encoding the protein. This gene can then be expressed either
in vitro or in bacteria to provide a far more abundant source of the corre-
sponding protein than could be obtained from cells that naturally express it.

2.3.2 GENE CLONING

Several methods are available for cloning the gene encoding a particular
transcription factor and these will be discussed in turn.

(a) Use of oligonucleotide probes predicted from the protein
sequence of the factor

If a particular transcription factor has been purified, it is possible to obtain
portions of its amino acid sequence. In turn, such sequences can be used to
predict oligonucleotides containing DNA sequences capable of encoding
these protein fragments. Due to the redundancy of the genetic code, whereby
several different DNA codons can encode a particular amino acid, there will
be multiple different oligonucleotides capable of encoding a particular amino
acid sequence. All these possible oligonucleotides are synthesized chemically,
made radioactive and used to screen a cDNA library prepared from mRNA
isolated from a cell type expressing the factor. The oligonucleotide in the
mixture which does correspond to the transcription factor amino acid
sequence will hybridize to the corresponding sequence in a cDNA clone
derived from mRNA encoding the factor. Hence such a clone can be readily
identified in the cDNA library (Fig. 2.12).

In cases where purified protein is available as in those discussed in the
previous section, this approach represents a relatively simple method for iso-
lating cDNA clones. It has therefore been widely used to isolate cDNA clones
corresponding to purified factors such as Spl (Kadonaga et al., 1987: Fig.
2.12), NF1 (Santoro et al., 1988) and the serum response factor (Norman
et al., 1988) (for methodological details see Nicolas et al., 1999).

(b) Use of oligonucleotide probes derived from the DNA binding site
of the factor

Although relatively simple, the use of oligonucleotides derived from protein
sequences does require purified protein. As we have seen, purification of a
transcription factor requires a vast quantity of cells and is technically difficult.
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Moreover, eventual determination of the partial amino acid sequence of the
protein requires access to expensive protein sequencing apparatus.

To bypass these problems Singh et al. (1988) devised a procedure which is
based on the fact that information is usually available about the specific DNA
sequence to which a particular transcription factor binds. Hence a cDNA
clone expressing the factor can be identified in a library by its ability to
bind the appropriate DNA sequence. This method relies therefore on
DNA-protein binding rather than DNA-DNA binding. Hence the library
must be prepared in such a way that the cloned cDNA inserts are translated
by the bacteria into their corresponding proteins. This is normally achieved by
inserting the cDNA into the coding region of the bacteriophage lambda beta-
galactosidase gene resulting in its translation as part of the bacteriophage
protein. The resulting fusion protein binds DNA with the same sequence
specificity as the original factor. Hence a cDNA clone encoding a particular
factor can be identified in the library by screening with a radioactive oligo-
nucleotide containing the binding site (Fig. 2.13).

This technique has been used to isolate ¢cDNA clones encoding several
transcription factors, such as the CCAAT box binding factor C/EBP

Figure 2.12

Isolation of cDNA clones
for the Sp1 transcription
factor by screening with
short oligonucleotides
predicted from the
protein sequence of Sp1.
Because several different
triplets of bases can
code for any given amino
acid, multiple
oligonucleoti