
Genomic 
Mosaicism 
in Neurons and 
Other Cell Types

José María Frade
Fred H. Gage Editors

Neuromethods  131



For further volumes:  
http://www.springer.com/series/7657

Neuromethods

Series Editor
Wolfgang Walz

University of Saskatchewan
Saskatoon, SK, Canada

http://www.springer.com/series/7657


Genomic Mosaicism  
in Neurons and Other Cell Types

Editors

José María Frade

Department of Molecular, Cellular and Developmental Neurobiology,  
Cajal Institute (IC-CSIC), Madrid, Spain

Fred H. Gage

Biological Studies and Laboratory of Genetics, The Salk Institute, La Jolla, CA, USA



ISSN 0893-2336     ISSN 1940-6045 (electronic)
Neuromethods
ISBN 978-1-4939-7279-1    ISBN 978-1-4939-7280-7 (eBook)
DOI 10.1007/978-1-4939-7280-7

Library of Congress Control Number: 2017950870

© Springer Science+Business Media LLC 2017
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the material is 
concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting, reproduction 
on microfilms or in any other physical way, and transmission or information storage and retrieval, electronic adaptation, 
computer software, or by similar or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication does not 
imply, even in the absence of a specific statement, that such names are exempt from the relevant protective laws and 
regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are believed 
to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors give a warranty, 
express or implied, with respect to the material contained herein or for any errors or omissions that may have been 
made. The publisher remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Printed on acid-free paper

This Humana Press imprint is published by Springer Nature
The registered company is Springer Science+Business Media LLC
The registered company address is: 233 Spring Street, New York, NY 10013, U.S.A.

Editors
José María Frade
Department of Molecular, Cellular  

and Developmental Neurobiology
Cajal Institute (IC-CSIC)
Madrid, Spain

Fred H. Gage
Biological Studies and Laboratory of Genetics
The Salk Institute
La Jolla, CA, USA



v

Experimental life sciences have two basic foundations: concepts and tools. The Neuromethods 
series focuses on the tools and techniques unique to the investigation of the nervous system 
and excitable cells. It will not, however, shortchange the concept side of things as care has 
been taken to integrate these tools within the context of the concepts and questions under 
investigation. In this way, the series is unique in that it not only collects protocols but also 
includes theoretical background information and critiques which led to the methods and 
their development. Thus it gives the reader a better understanding of the origin of the 
techniques and their potential future development. The Neuromethods publishing program 
strikes a balance between recent and exciting developments like those concerning new ani-
mal models of disease, imaging, in vivo methods, and more established techniques, includ-
ing, for example, immunocytochemistry and electrophysiological technologies. New 
trainees in neurosciences still need a sound footing in these older methods in order to apply 
a critical approach to their results.

Under the guidance of its founders, Alan Boulton and Glen Baker, the Neuromethods 
series has been a success since its first volume published through Humana Press in 1985. 
The series continues to flourish through many changes over the years. It is now published 
under the umbrella of Springer Protocols. While methods involving brain research have 
changed a lot since the series started, the publishing environment and technology have 
changed even more radically. Neuromethods has the distinct layout and style of the 
Springer Protocols program, designed specifically for readability and ease of reference in 
a laboratory setting.

The careful application of methods is potentially the most important step in the process 
of scientific inquiry. In the past, new methodologies led the way in developing new disci-
plines in the biological and medical sciences. For example, Physiology emerged out of 
Anatomy in the nineteenth century by harnessing new methods based on the newly discov-
ered phenomenon of electricity. Nowadays, the relationships between disciplines and meth-
ods are more complex. Methods are now widely shared between disciplines and research 
areas. New developments in electronic publishing make it possible for scientists that 
encounter new methods to quickly find sources of information electronically. The design of 
individual volumes and chapters in this series takes this new access technology into account. 
Springer Protocols makes it possible to download single protocols separately. In addition, 
Springer makes its print-on-demand technology available globally. A print copy can there-
fore be acquired quickly and for a competitive price anywhere in the world.

Saskatoon, Canada Wolfgang Walz
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A variety of techniques developed over many years of research have made it possible to 
demonstrate that vertebrate neurons are not genomically homogeneous and that this 
genomic mosaicism contributes to the cellular diversity that characterizes the vertebrate 
nervous system. This volume summarizes the currently available methods for the analysis of 
genomic variability in vertebrate neurons. These methods are continuously evolving to face 
this challenging problem, and we foresee that future methodologies will surely improve our 
knowledge about the actual genomic composition of vertebrate neurons. Another aim of 
this volume has been to attract the attention of readers to a novel field of research that 
opens new avenues in the way we understand the brain and its basic constituents: the neu-
rons. A deep knowledge of the mechanisms that trigger the enormous amount of variability 
in the normal and pathological brain will surely facilitate the design in the future of previ-
ously unimaginable therapies against brain disease.

The first method that unequivocally demonstrated the existence of genomic variability 
in neurons was fluorescence in situ hybridization (FISH). By using chromosome-specific, 
composite probe pools, Jerold Chun’s laboratory showed in 2001 the existence of aneu-
ploid neurons in the adult brain [1]. This finding was confirmed by alternative FISH meth-
ods that used probes against whole chromosomes [2] or multiple probes recognizing 
different regions from the same chromosome, such as those described by Montagna and 
coworkers in this volume.

In addition to the FISH technology, other new techniques have improved our knowl-
edge about the variability in the genomic composition of vertebrate neurons. Next genera-
tion sequencing (NGS) applied to single-cell genomes, a technology initially developed for 
the analysis of cancer cells [3], has been a major advance in the analysis of genomic vari-
ability in cells. This methodology has been rapidly adopted by neuroscientists, transforming 
the way in which genomic mosaicism in neurons can be studied. Examples of two specific 
methods for whole genome amplification of single cells followed by deep sequencing are 
shown in Chaps. 6 and 7. Single-cell DNA sequencing has shown not only the existence of 
gains or losses of full chromosomes from a euploid complement [4], thus confirming previ-
ous FISH analyses, but also the presence of subchromosomal copy number variation con-
sisting of relatively small deletions and duplications of genomic DNA [5, 6] as well as 
variations in the distribution throughout the genome of LINE-1 sequences [7].

Single-cell NGS applied to single neurons requires a previous genome amplification step 
that might introduce artifacts in the analysis. In addition, single probe FISH might misinter-
pret specific deletions or duplications as losses or gains of full chromosomes. Therefore, a 
main goal in the field has been to develop improved protocols for unbiased analysis of neu-
ronal genomes; some ideas for this improvement are discussed in Chap. 1. Further develop-
ment of the protocols of single-cell sequencing will surely clarify current discrepancies about 
the actual proportion of aneuploid neurons in the mammalian brain, which seems to differ 
depending on whether FISH or single-cell sequencing is used for the analysis [4, 8].

Neither FISH nor single-cell genomic sequencing can identify the existence of full 
genome duplications in neurons. Indeed, the presence of four FISH spots in a tetraploid 
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neuron could be misinterpreted as an event of tetrasomy, and single-cell sequencing cannot 
identify the ploidy level. Flow cytometry and slide-based cytometry have emerged as highly 
useful methods that unambiguously detect hyperploidy in neurons [9–11]. These proce-
dures are often complemented with FISH to unequivocally demonstrate the existence of 
tetraploidy. In this regard, Chap. 3 describes protocols for the use of cell nuclei sorting 
followed by FISH, which would be useful for this kind of analyses.

The molecular mechanisms involved in retrotransposition are essentially known [12–14], 
and the regulation of cell cycle progression in differentiating neurons leading to neuronal 
tetraploidy is beginning to be understood [10, 11, 15]. In contrast, the mechanisms lead-
ing to deletions and duplication in specific genomic regions, as well as the way in which 
chromosomal gains or losses appear in the developing and adult vertebrate nervous system, 
remain obscure. The possibility that random mutagenesis is involved in these latter pro-
cesses cannot be ruled out. Indeed, a number of studies have reported massive cell death 
during neural development in mouse models defective in DNA double-strand break (DSB) 
repair [16–21], suggesting that stochastic DNA breaks occurring during development 
could result in genomic mosaicism. Similarly, aneuploidy could also derive from randomly 
occurring aberrant mitosis [1]. Nevertheless, both aneuploidies and other genomic altera-
tions occurring during the development of the vertebrate nervous system could also derive, 
at least partially, from a developmental program aimed at generating genomic variability in 
the nervous system. This view is supported by the observation that, during their last division, 
S-phase is shortened in neural precursors committed to neuronal differentiation [22, 23]. 
This observation led [22] to suggest that terminally differentiating neuronal precursors 
invest less time during S-phase in controlling the quality of replicated DNA, thus facilitat-
ing the existence of replicative stress and DSBs in their DNA. The known concatenation 
checkpoint deficiency in neural progenitor cells [24] could facilitate mitosis entry prior to 
chromosome disentangling, thus triggering genomic and chromosomal aberrations in 
vertebrate neurons. This possibility is consistent with the observation that a substantial 
proportion of terminally differentiating neuronal precursors contains altered DNA profiles 
(both hyperploidy and hypoploidy) when studied by flow cytometry [23]. Different degrees 
of genomic variability are expected to result from this process, and those neurons with 
elevated levels of aneuploidy are then removed by apoptosis, as described by [25]. This 
Darwinian-like process would be reminiscent of the apoptotic removal of neurons incor-
rectly innervating their targets during the neurotrophic phase [26].

In the adult brain, DSBs can be generated by oxidative stress and other genotoxic 
agents [27], and deficiencies in DSB repair associated with neurodegeneration [28] or viral 
infections [29] may be the basis of DNA copy variation in the adult brain. In addition, 
aneuploidy [30], which may be derived from aberrant cell cycle events in neurons [31], is 
increased in the adult brain. It is crucial, therefore, to develop methods for the evaluation 
of cell cycle progression in the aging brain to decipher the events involved in the creation 
of this type of mosaicism associated with aging and neurodegeneration.

We hope this volume has allowed readers to learn the most prominent techniques cur-
rently available for the analysis of genome and genetic mosaicism in vertebrate neurons and 
other cell types. We also urge our readers to join us in this still developing enterprise to 
describe the mechanisms and effects that genomic variability triggers in both normal and 
pathological neurons.

Madrid, Spain José María Frade 
La Jolla, CA, USA  Fred H. Gage
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Chapter 1      

Principles and Approaches for Discovery and Validation 
of Somatic Mosaicism in the Human Brain

Alexej Abyzov, Alexander E. Urban, and Flora M. Vaccarino

Abstract

Mosaic variants are by definition present in just some of the cells that make up a given tissue. The frequency 
of such mosaic variants in that cell population depends on many factors, including when they originated 
during development, and whether they affect rates or patterns of cellular proliferation or are subject to 
selection of the cells carrying them. Their confident detection depends on combinations of the following 
four factors: (1) frequency, type, and functional effect of a mosaic variant; (2) strategy utilized for the 
discovery (single cell or bulk analyses); (3) applied experimental and analytical method (e.g., sequencing, 
droplet digital PCR); and (4) funds and effort that can be invested into each experiment. Furthermore, 
none of the existing strategies and techniques are universally applicable, nor cost effective, to find variants 
of all types. Studies aimed at discovering mosaic variants should carefully balance strategy, experimental 
and computational techniques, funds, and effort to carry out experiments and analyses that will allow the 
aims to be achieved.

Key words Whole-genome amplification (WGA), Fluorescence in situ hybridization (FISH), Array 
comparative genome hybridization (aCGH), Flow cytometry, Single-nucleotide polymorphism 
(SNP) array, Whole-genome sequencing, DNA fragment capture, L1-enrichment, Amplicon-Seq

1 Spectrum of Mosaic Variants

Mosaic variants can differ in type, frequency, and functional effect. 
They encompass variations in DNA sequence, such as single- 
nucleotide variants (SNV), small insertions and deletions (indel), 
and genome structural variations (SV), including mobile element 
insertions (MEI), copy number alterations (CNA), losses of het-
erozygosity (LOH), inversions, translocations, chromosomal 
aneuploidies, and multiploidies (Box 1). Not all experimental tech-
niques are equally well suited to discover variants of all types. In 
fact, most of the techniques are capable of finding variants of just 
one type. Whole-genome sequencing (WGS) could be seen as a 
notable exception as it can potentially detect variants of all types. 
However, as will be discussed below, only when combined with the 
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appropriate experimental design and analytical components can 
WGS be utilized to its full benefit.

All types of variants have common characteristics that are relevant 
regarding options for their detection. Rare variants are harder to find 
regardless of the utilized strategy and experimental technique. This 
follows from the general logic that the more rare a variant is, the 
smaller a contribution it will make to the measurable experimental 
signal, regardless of what that signal is. Variants that may give selec-
tive advantage to a cell, for instance faster proliferation or better via-
bility, will have a higher frequency in a given tissue [1]. Conversely 
mosaic variants can be disadvantageous for the cells that carry them, 
for instance by lengthening the cell cycle or reducing cellular viability, 
and could then be expected to have a lower frequency in the tissue. 

Box 1 Mosaic Variants and Alterations

SNV—Single-nucleotide variant, a change in a nucleotide at a defined position, e.g., C to T.
Indel—Short insertion (in-) or deletion (-del) in the genome. There is no common consensus 

about maximum indel size. Typically, an indel is defined as an insertion or a deletion 
smaller than 50 or 100 bp. Several studies, however, consider insertions and deletions of 
kbp size also as indels.

MEI—Mobile element insertion, an insertion of retrotransposon elements (endogenous 
retroviruses) into the genome. In humans four elements are present and can retrotrans-
pose: ALU, LINE1, HERV, and SVA.

CNA—Copy number alteration, a region that has a higher or lower number of copies compared 
to other regions in the same genome, e.g., a deletion or duplication. This term is often used 
for large somatic alterations in the genome but is applicable to any alterations larger than 
indels.

LOH—Loss of heterozygosity, a normally diploid region where germline SNPs become homo-
zygous either as a result of loss of one haplotype or replacement of one haplotype with the 
copy of another one. Regions of LOH are typically large, as, in order to be detected, they 
must contain at least a few heterozygous SNPs. The loss of one haplotype, i.e., a heterozy-
gous deletion, is a CNA as well.

Inversion—Replacement of a sequence with its reverse complement. This term is applicable to 
alterations larger than indels.

Translocation—Rearrangement leading to covalent connection of DNA from two different 
chromosomes.

Chromosomal Aneuploidy—Change in the number of copies for a entire chromosome or 
arm(s) of a chromosome.

Multiploidy—Global change in the genome ploidy.
SV—Structural variant, a general term to denote variations, alterations, and rearrangements in 

the genome. SVs include CNAs, MEIs, inversions, translocations, chromosomal aneuploi-
dies, multiploidies, and complex rearrangements that bear signatures of multiple aforemen-
tioned types. Complex rearrangements are not very frequent but can be observed in 
appreciable numbers as inherited variants, somatic variants in cancers, and mosaic variants 
in normal cells. Highly complex and clustered rearrangements that may also involve mul-
tiple chromosomes are called chromothripsis.

Alexej Abyzov et al.
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Some variants could reduce cell fitness under the experimental 
approaches that may be used to detect them, for example cell trans-
formation and/or clonal culturing. This would preclude discovering 
these mutations by using such approaches. And, obviously, mosaic 
mutations leading to cell death by, for example, knocking out an 
essential gene, will not be discovered by any approach.

2 Strategies for Mosaic Variant Discovery

Two major strategies for mosaic variant detection are bulk analysis 
and single-cell analysis (Fig. 1). When a tissue sample or cell type is 
analyzed in bulk, the genomes of many cells or nuclei are assayed 
together in a single experiment. In single-cell analysis the genome 
of only an individual cell or nucleus is assayed in a single experi-
ment. Each strategy can be combined with multiple experimental 
techniques for data generation and analysis such as sequencing and 
FISH. And, in fact, almost all techniques for detection can be com-
bined with either of the strategies. Often, the DNA of analyzed 
cells or tissue is prepared in a strategy- and technique-specific way 
prior to analysis. A typical example is whole-genome amplification 
(WGA) or clonal amplification of single cells. Because such manip-
ulations can introduce artifacts into the DNA, the discovery of 
variants in such material does not necessarily imply their presence 
in the original tissue. Experimental validation of the likely exis-
tence of a given variant call or set of variant calls is required prior 
to reporting it, and it is essential that such validation is done in a 
way that excludes being confounded by artifacts of DNA prepara-
tion. Therefore, we differentiate between technical validation, by 
which we mean validation of variants present in manipulated (e.g., 
WGA treated) DNA, and biological validation, by which we mean 
validation of variants in cells from the original tissue sample 
(Fig. 1).

Bulk samples, i.e., populations of cells to be analyzed together, can 
be directly obtained from primary brain tissue, e.g., from 
 postmortem tissue or from surgically resected material, in which 
case they represent a mix of different cell types. DNA can be 
extracted directly from this mix of cells. Alternatively, the bulk tis-
sue sample can be subjected to sorting for particular cell fractions, 
such as neuronal nuclei positive for the NeuN marker, leading to a 
relatively more homogeneous cell type of sample [2]; see also 
Chaps. 3 and 4. Experimental techniques typically applied to bulk 
tissue are WGS, SNP arrays, array comparative genome hybridization 
(aCGH), oligomer-capture or PCR-based targeted high-depth 
sequencing, regular PCR followed by Sanger sequencing, and digi-
tal PCR (the latter two approaches are of low throughput and typi-
cally used for validation rather than discovery).

2.1 Bulk Analysis

Principles and Approaches for Discovery and Validation of Somatic Mosaicism…
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Analysis of bulk material is widely used, primarily because most 
experimental techniques require large quantities of DNA (at least a 
few thousand cells). Its main disadvantage is that it mostly discov-
ers only common variants (in modern studies typically only variants 
with AF above 10–20% can be detected). Rare variants, such as 
those present in only the two green cells in Fig. 1, are not likely to 
be discovered. While an argument could be made that such rare 
variants are unlikely to have a strong phenotypic effect on the stud-
ied tissue, this has not been proven. In fact, evidence exists that 
variants with a frequency of just a few percent can result in pro-
found phenotypic effects [3–6]. Moreover, the definition of “rare” 
differs between studies. Oftentimes, authors consider as “rare” those 
variants that are beyond their detection limits; for WGS, standard 
30× average genomic coverage typically will not detect variants at 
AF below 20% [7]. Hence, when performing WGS on bulk tissue, 
the sensitivity is a function of the amount of generated sequencing 
data and limited by the depth of coverage by the DNA sequencing 
reads—the higher the coverage, the higher the sensitivity will be. 

Fig. 1 Conceptual strategies for mosaic variants discovery. In the first strategy a 
sample is analyzed in bulk. At a standard sequencing depth of 30×, variants 
below 20% allele frequency (AF) are not detectable and thus very rare variants 
are unlikely to be found. In this strategy technical validation of calls in the original 
sample is equivalent to biological validation. In the second strategy individual 
cells are analyzed. Most experimental techniques will not work with DNA from 
just a single cell and amplification of a cell’s DNA is required. This is achieved 
through either clonal expansion or in vitro whole-genome amplification (WGA). 
Because of this, technical validation of a call on amplified DNA is not the same 
as biological validation in the original sample. Extremely rare variants that can be 
called correctly are challenging to validate in the original sample. Therefore, the 
technique chosen for single-cell analysis must be one that gives high confidence 
in variant detection

Alexej Abyzov et al.
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For targeted deep-coverage sequencing of certain regions in the 
human genome, sensitivity can be high enough to find variants at 
0.1% AF [8]. However, carrying out high-depth analysis of the 
entire genome is very expensive, which represents the second 
essential limitation of bulk analysis. For other experimental tech-
niques, such as SNP arrays, the detection sensitivity is further lim-
ited by inherent noise, and variants below a frequency of 10% 
cannot be detected [9, 10]. Improvement of discovery sensitivity 
towards variants at lower AF and towards smaller sized CNVs can 
be made by comparing tissues from the same individual or from 
monozygotic twins, as such comparison allows for better control of 
technical variability and noise [11, 12].

Advantages of bulk tissue as starting point are that the steps of 
sample preparation and handling are typically easier, less time con-
suming, and cheaper than for single-cell analysis. Finally, technical 
validation of calls in the original sample is equivalent to biological 
validation (Fig. 1), relatively straightforward at least for higher 
frequency variants, and can be done with techniques that are 
orthogonal and much more sensitive than those used for discovery 
(Table 1).

In single-cell analysis the genome of an individual cell or nucleus 
is analyzed in each experiment (Fig. 1), and multiple individual 
cells or nuclei can be analyzed in parallel to allow for statistically 
significant findings. The fundamental strength of this strategy is 
that it can discover variants present in a given cell, regardless of 

2.2 Single-Cell 
Analysis

Table 1 
Comparative characteristics of bulk and single-cell strategies for mosaic variant discovery

Bulk analysis Single-cell analyses

Discovery of variants with different 
frequencies within tissue

Common variants in analyzed 
cells (typically above 10–30%)

Variants of any frequency if 
present in analyzed cell(s)

Comparison to other samples from 
the same individual

Beneficial but not essential Essential

Determining the presence of 
multiple variants in a single cell

Can be inferred in some cases Can be confidently 
determined

Data-driven evaluation of analytics Not possible Possible

Sample preparation and handling Straightforward, relatively 
affordable

More complex, relatively 
expensive

Technical validation Possible for all variants Possible for all variants

Biological validation Possible for all variants Possible for a subset of 
variants, with frequency 
above detection threshold 
in primary tissue

Principles and Approaches for Discovery and Validation of Somatic Mosaicism…
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their frequency in a tissue. However, this also presents two fun-
damental challenges. Namely that for rare variants the analysis of 
a large number of individual cells or nuclei will be necessary, and 
that most of the discovered variants may be so rare that validat-
ing them in the primary tissue or detecting them again in addi-
tional cells from the same source tissue can be very unlikely 
[13–17]. Consequently, when conducting such experiments, 
one has to rely on experimental techniques for the preparation of 
DNA and for calling variants from such DNA that are robust and 
produce a high-confidence call set. Unfortunately, for some of 
the currently existing techniques (e.g., amplification of DNA 
from single cells) there will have to be the development of exten-
sive improvements before one can say that they reached the nec-
essary level of maturation.

Another strength of single-cell analyses is that the majority 
of mosaic variants are likely to be on only one allele out of the two 
typically present in a cell (only sex chromosomes in male cells are 
present in only one copy). This provides means for filtering out 
false-positive calls that could be the result of DNA preparation 
or data generation. For example, mosaic SNVs should be present 
at roughly ~50% AF in single-cell sequencing experiments. 
Additionally this feature makes mosaic variants similar to the 
heterozygous germline variants present in a cell. And conse-
quently, germline variants detected from the same single-cell-
based sequencing data can be used to test, optimize, refine, 
validate, and estimate the sensitivity of the analytical methodol-
ogy used for discovery of mosaic variants.

Because mosaic variants are indistinguishable in AF from germ-
line variants, single-cell analyses must compare the genome of a 
single cell to a genome of some reference tissue (e.g., genome of 
bulk DNA from polyclonal tissue such as blood) from the same 
person in order to exclude germline variants. When analyzing cells 
in bulk, reference tissue is not necessarily required, as mosaic vari-
ants can be distinguished from germline variants based on their AF. 
Still, reference tissue can be analyzed in all cases to increase sensi-
tivity and specificity of discovery and confidence in discovered 
variants.

Finally, an advantage of the single-cell strategy over bulk 
sequencing is that the presence of multiple variants in one and the 
same cell, and their sharing across cells, can be readily determined 
(Table 1).

Direct observation of chromosomal aneuploidies in cells is possible 
under the microscope but only during cell division. Therefore, 
such cytogenetic analyses are only applicable to astrocytes or glia 
cells in adult brain, or to fetal brain. Direct observation of whole- 
chromosome aneuploidies or large CNAs is also possible with fluo-
rescent in situ hybridization (FISH) [18]. These classical although 

2.2.1 Direct Observation 
of Mosaic Variants 
in Single Cells

Alexej Abyzov et al.
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low-resolution techniques are very reliable and often used as vali-
dations for newer and/or higher resolution techniques (see Chaps. 
2, 3, 14, and 16).

For all experimental techniques besides microscopic examination, 
the amount of DNA extracted from a single cell is too small to 
yield any observable signal. Therefore, the DNA of a cell has to be 
amplified. Such whole-genome amplification is the key step in 
single- cell analyses, since the quality of the amplified DNA is the 
major determinant for finding mosaic variants in single cells (Fig. 1). 
There are several enzymatic processes available for the amplifica-
tion of whole single-cell genomes. However, various errors and 
biases are inherent to all of them, with the exact types of these 
errors being different for different WGA processes.

The oldest WGA method is to degenerate oligonucleotide- 
primed PCR (DOP-PCR) [19]. This PCR-based technique yields 
the most uniform coverage across the genome and is therefore 
recommended when aiming to discover mosaic CNAs and other 
larger chromosomal aberrations [20–22]. More details are given 
in Chap. 6. Multiple displacement amplification (MDA) on the 
other hand [23] is an isothermal WGA technique which, while 
suffering from drastically less uniform coverage and a relatively 
high rate of allelic dropouts (i.e., regions of the genome where 
none or only one out of two possible haplotypes is being ampli-
fied, Fig. 2), is advantageous in that it has a much lower rate of 
error in the amplified DNA and also produces very long DNA 
fragments (up to several kbp long), as opposed to the relatively 
short amplicons produced by PCR-based WGA. Because of these 
properties, MDA is often suggested as the WGA method of choice 
for the discovery of certain types of mosaic variants, particularly 
SNVs and MEIs [16, 24] (see Chap. 13). However, there is cur-
rently no universal agreement in the field about the utility of WGA 

2.2.2 Single-Cell 
Whole-Genome 
Amplification (WGA)

Fig. 2 Allele frequency (AF) distribution of heterozygous SNPs when sequencing 
bulk samples (left ) and MDA-amplified samples from a single cell to the same 
coverage of 30×. The shape of the distributions can be described by Gaussian 
function (black bell-shaped curve). While in both samples AF is centered on 0.5, 
the distribution is much wider for the single-cell sample, reflecting uneven 
amplification of one allele vs. the other. Regions with allelic dropout in the single- 
cell sample contribute to bars at 0 and 1 AF

Principles and Approaches for Discovery and Validation of Somatic Mosaicism…
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methods for the discovery of somatic mosaicism [13, 14, 17]. 
Other techniques for single-cell WGA, more recently developed 
and currently not widely adopted, are based on DOP-PCR or 
MDA and attempt to mitigate the earlier method’s weaknesses: 
MALBAC [25], which is also described in details in Chap. 7; 
PicoPLEX [26]; MIDAS [27]; TruePrime [28]; and cold MDA 
{please insert reference to PMID:28319112}. A principally new 
linear WGA approach has also been suggested {please insert refer-
ence to PMID:28408603}.

Single-cell whole-genome amplification is at the present state of 
the field far less faithful than in vivo genome duplication in mitotic 
cells. The reason is obvious: dividing cells use much more sophis-
ticated molecular machinery to precisely duplicate their entire 
DNA and minimize errors by thorough proofreading and error 
correction: machinery that is not recapitulated by in vitro enzy-
matic WGA procedures. To leverage the advantage of the high- 
precision DNA amplification in dividing cells, the single-cell clonal 
expansion strategy can be used to study mosaic variants (Fig. 1) 
[13–15, 17, 29]. In this strategy single-cell colonies are cultured 
until the number of cells in culture is large enough to extract the 
amount of DNA necessary to apply an experimental technique for 
discovery without enzymatic WGA.

Although the clonal expansion strategy bypasses some techni-
cal challenges related to discovery of mosaic variants in the context 
of single-cell WGA, the clonal expansion strategy has its own limi-
tations. Depending on which methodology is used, ensuring clon-
ality of cell colonies from tissue culture can be challenging. In 
many cases clonality is deemed very likely [15] and verified post 
hoc using the generated DNA sequencing data [14].

Next, one has to filter out variants generated during cultur-
ing. In the ideal scenario, where all cells in a clonal colony survive 
and divide at exactly the same pace, variants created during cul-
turing will have a small AF in the colony. For diploid chromo-
somes, variants created during the first division of the founder 
cell will be present on only one haplotype out of four in the 
daughter cells. Thus, their AF in the colony will be 25%, which is 
significantly lower than the AF of 50% for heterozygous germline 
variants or for mosaic variants in the founder cell. Similarly, for 
haploid chromosomes such variants will have an AF that is half 
that of the germline and of the mosaic variants. Variants created 
during later cell divisions will be at even lower AF. Therefore, 
separation of discovered variants by AF is an efficient way of 
removing culturing artifacts. However, in the real world cells may 
divide at different pace, experience positive or negative selection 
and senescence, or die, all of which may increase AF of variants 
created during culture, making them less distinguishable from 

2.2.3 Clonal Expansion

Alexej Abyzov et al.



11

mosaic variants in the founder cell. Variants that arose during the 
first few cell divisions are the ones most likely to be indistinguish-
able from mosaic variants; therefore it is desirable to monitor 
early stages of clonal expansions to ensure that there was no dis-
parity in cell proliferation.

The most fundamental limitation of the clonal expansion is 
that only culturable cells (such as neuronal progenitors and glia) 
can be analyzed, while terminally differentiated neurons are inac-
cessible to this strategy. Ability of a cell to proliferate may not 
only be determined by its differentiation state but also by its 
mosaic mutations. Thus, mosaic mutations that lead to a cell 
being unculturable will not be discovered, and this represents a 
fundamental and essential bias inherent to the clonal expansion 
strategy.

There are a few strategies that have been suggested as options that 
would diminish the disadvantages of single-cell amplification and 
of clonal expansion. The most prominent is an adaptation of clonal 
expansion for somatic cells, called somatic cell nuclear transfer 
(SCNT) [30], discussed in details in Chap. 9. In this strategy, the 
nucleus of a somatic cell is transferred to an enucleated oocyte, 
which then, at low but appreciable rates, can proliferate and result 
in a cell colony or, if transferred into the uterus of the matching 
model organism, even lead to a living animal, as it has been done 
in mouse. Another strategy utilizes cell cycle S-phase arrest with 
in vitro amplification of the duplicated genome from the still undi-
vided cell [31]. This strategy can be useful for finding mosaic vari-
ants in cells with limited potential for proliferation and has the 
advantage of starting DNA amplification from a larger DNA 
amount than that in a single diploid cell. Finally, a somewhat dif-
ferent strategy involves sorting cells into different cellular subtypes 
by using antibodies as lineage markers [32]. This could be particu-
larly advantageous for studying mosaicism in brain, a very complex 
organ consisting of multiple types of neurons, microglial cells, 
astrocytes, and oligodendrocytes. Since, theoretically, cells of each 
type arise from only a few ancestor-founder cells in a local region 
of the developing CNS, this avenue potentially provides better sen-
sitivity for resolving mosaic mutations present in the founder cells, 
as such mutations will be at higher AF in the relevant sorted cell 
fraction. However, the advantageousness of this strategy has not 
yet been demonstrated.

3 Experimental Techniques for Mosaic Variant Discovery and Validation

In classical FISH, fluorescent probes made from BAC clone 
sequences, of typically around 100 kbp length, bind to the comple-
mentary regions of a chromosome [18]. The fluorescent signal is 

2.3 Hybrid Strategies

3.1 FISH 
(Fluorescent In Situ 
Hybridization)

Principles and Approaches for Discovery and Validation of Somatic Mosaicism…
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then observed within individual cells under a microscope. Given 
the large size of the probes, technical limitations on the number of 
probes that can be used in each given experiment, and the necessity 
to limit each experiment to probing a relatively small region of the 
genome, FISH can typically detect only very large CNAs or SVs in 
general. However, hybridization of probes is very strong and in 
general FISH is widely considered a robust technique [33]. 
Application of FISH to brain cells is discussed in Chaps. 2, 3, 14, 
15, and 16. There are also many methods derived from the original 
BAC-based FISH, such as the use of a series of fluorescently labeled 
oligomers as probes. For the most part, in the context of somatic 
variation, FISH should be seen as a method to consider as a tool 
for validation in some narrowly defined scenarios, but not so much 
an option for genome-wide discovery of variants.

In the context of somatic variation, flow cytometry has been 
reported as a tool for the discovery of highly aneuploid and poly-
ploid cells in brain, by measuring the total amount of DNA per cell 
or nucleus. This method is being addressed in Chaps. 3 and 4.

Array comparative genome hybridization (aCGH) relies on 
hybridization of DNA from two samples (the test sample and a 
reference sample) to a set of several hundred thousand, 50–100 bp 
long, oligonucleotide probes that represent the genome sequence 
and are arrayed on a glass slide [34, 35] {Haraksingh et al., this 
paper is now out in print, please insert it as reference number 36: 
PMID 28438122, Haraksingh, Abyzov, Urban, BMC Genomics 
2017 (and move all the other references down one in number 
accordingly, i.e. the current 36 is now 37 and so on). DNA from 
the two samples is each labeled with a different fluorescent dye. By 
comparing differential fluorescence intensities for a given probe or 
a set of probes, one can infer a relative change in the number of 
copies in the two analyzed samples. The number of probes in 
aCGH experiment can be very large. While typically arrays contain 
a few million probes or less, custom arrays can have up to 42 mil-
lion probes [36]. Probes are designed based on the reference 
genome and may cover the entire genome or some portion. The 
studied DNA can be either from a bulk of cells or whole-genome 
amplified from a single cell. aCGH is in general a very robust 
method for detecting genomic copy number changes from large 
chromosomal aneuploidies to relatively small CNAs (i.e., millions 
bp to tens of thousands bp for standard whole-genome oligomer-
chip-based aCGH). It has been used successfully in the context of 
somatic genome variation [11, 37, 38]. One limitation is that for 
the analysis of DNA extracted from bulk tissue this technique is 
not very sensitive, and one should not expect to be able to detect 
variants that are present in less than a considerable fraction of the 
cells of this tissue.

3.2 Flow Cytometry

3.3 Array 
Comparative Genome 
Hybridization
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SNP arrays are glass chips carrying oligonucleotide probes that 
represent hundreds of thousands to millions of known single- 
nucleotide polymorphisms (SNPs) [39] (Haraksingh et al., this 
paper is now out in print, please insert it as reference number 36: 
PMID 28438122, Haraksingh, Abyzov, Urban, BMC Genomics 
2017 (and move all the other references down one in number 
accordingly, i.e. the current 36 is now 37 and so on)). For each 
targeted SNP there are oligomers representing the two alleles, 
commonly referred as A and B. Fluorescently labeled DNA from 
the test sample is then hybridized to the array and differential sig-
nal strength from the oligomers representing the various alleles 
makes it possible to determine which of the SNPs included in a 
given array design are present in the sample. At each SNP locus the 
sample’s genotype is determined, i.e., heterozygous or homozy-
gous for a certain SNP. Reanalyzing the data by integrating the 
signal intensity of all oligos for a given SNP also allows detecting 
copy number changes [35, 40]. This technique does not require 
comparative hybridization of DNA from a reference sample. 
Furthermore, careful analysis of A and B allele frequencies can be 
used to detect mosaic copy number changes from bulk tissue DNA 
with greater sensitivity than when using aCGH. Other than that, 
similar considerations apply as for aCGH—the method is robust 
for the detection of medium- to large-sized copy number changes 
and can be applied to DNA from a bulk of cells or to whole- 
genome- amplified DNA from a single cell [9, 10, 21, 41].

DNA sequencing methods, in particular the now-available and revo-
lutionary “next-generation” technologies, hold the promise of being 
able to discover all types of mosaic variants across the entire genome. 
From a sequencing library prepared from a sample of genomic DNA, 
DNA sequencing instruments generate outputs in the form of mil-
lions and even billions of shorter stretches of nucleotide sequence, 
called sequencing reads. Those reads are then computationally 
mapped to the reference genome and by using algorithms that detect 
inconsistencies or imperfections in the mapping, like mismatches for 
SNVs and gaps in reads for indels, one can discover variants present 
in the analyzed sample and absent from the human reference genome. 
Comparing two samples to each other allows discovering variants 
that are present in one sample and absent from the other. A current 
standard read length is 100-150 bp and the read output is typically 
generated as pairs of reads that are separated by a stretch of sequence 
of about 250 bp that is not read out. Sequencing reads in pairs 
improves the mapping to the reference genome and contains addi-
tional information (i.e., the expected distance and orientation of the 
reads) that can be used to discover structural variation in the genome 
under analysis (i.e., when observing discordance in pairs of reads 
from the expectation). DNA  sequencing can be applied to single 
cells, clonally expanded colonies, as well as bulk samples.

3.4 SNP Arrays

3.5 DNA Sequencing

Principles and Approaches for Discovery and Validation of Somatic Mosaicism…
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WGS is the most comprehensive and least biased way to analyze 
genomes. Its efficiency for single-cell analyses is currently dependent 
on evenness and errors during whole-genome DNA amplification, 
while the efficiency of bulk cell analyses by WGS depends on the 
depth of coverage after mapping the sequencing reads onto the refer-
ence genome. At coverages of 30×–40×, which is currently consid-
ered the adequate standard to find germline SNPs by WGS, only 
mosaic variants at an AF of 15–20% or higher can be discovered with 
confidence. Therefore, much deeper sequencing coverage is neces-
sary for finding low-frequency variants. WGS is still relatively costly 
and obtaining a coverage of, for example, 500× to analyze mosaic 
SNVs and indels is for the most part still prohibitively expensive. 
However, for an analysis of the genome of single cells or clonal colo-
nies such high coverage is not necessary, since 30×–40× coverage 
already allows discovering a majority of germline and mosaic variants 
[16, 42, 43]. The efficiency of applying WGS for finding SVs depends 
on physical coverage, i.e., when counting unsequenced bases between 
paired reads [44, 45]. Therefore, custom libraries with long spans of 
DNA sequence (2–20 kbp between reads) could be an efficient way 
of finding mosaic SVs, as physical coverage will be several fold larger 
than sequencing coverage.

Another advantage of WGS is that generated reads cover the 
genome proportionally to its copy number; that is, an increase or a 
decrease in copy number of a particular region of the genome will 
be reflected, respectively, in an increase or a decrease in read cover-
age. Biases in this type of read-depth analysis do exist but their 
sources are for the most part known and can be corrected for, so 
that depth of coverage by sequencing reads can be used to find 
large aneuploidies and CNA [46]. Even at moderate coverage, the 
depth of coverage method is sensitive enough to find CNA of few 
kbp in size and larger in clonal colonies and single cells, where the 
CNA will most likely be present at 50% of AF [21, 46]. However, 
in bulk tissue, read-depth analysis will only work if a mosaic CNA 
is either present in a large fraction of the cells in the tissue under 
analysis. Combined with a special library preparation that separates 
reads by DNA strands one can observe genomic rearrangements at 
extremely shallow coverage [47].

Enrichment for particular regions of the genome during the produc-
tion of a sequencing library can be used to increase sequencing cover-
age of those targeted regions and consequently boost sensitivity for 
finding low-frequency variants. DNA capture library preparation 
begins with hybridizing DNA fragments from a sample to a pool of 
oligomer baits that have been designed to be complementary to the 
targeted regions in the genome. The oligomer baits carry a chemical 
label, typically a biotin moiety, which is used to extract the baits from 
the hybridization reaction and with it the captured target DNA, which 
is then prepared as library and sequenced. This approach has been 

3.5.1 Whole-Genome 
Sequencing (WGS)

3.5.2 DNA Fragment 
Capture and Sequencing
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used to perform high coverage sequencing (>200×) of a panel of can-
didate genes implicated in intellectual disability in blood samples, 
allowing several somatic mutations to be detected and validated by 
subcloning [48]. The targeted capture approach is most commonly 
used to sequence only the coding portion of the genome, so-called 
exome sequencing. As the coding portion of the genome is only about 
1–2% of the entire genomic sequence and generally regarded as being 
the place where most variants with strong and direct phenotypic 
effects can be expected to reside, even an off-the-shelf exome sequenc-
ing may provide a relatively cost-effective option for discovering 
mosaic variants and not just germline variants, for which exome- 
sequencing was originally developed [49]. However, the capture step 
introduces bias into the coverage across the captured regions. 
Particularly regions with indels are not well captured, and, generally, 
coverage across the genome is not uniform. While read-depth analysis 
is still possible, it is only sensitive to large CNAs that span multiple 
exons or genes. And lastly, this approach would miss variants that 
occurred in any regions of the genome that are not exonic in nature 
but may well be functionally relevant, such as gene-distal regulatory or 
enhancer sequence elements.

Custom capture libraries can be made to target certain ele-
ments in the genome, as was described for retrotransposon families 
in the human genome [50, 51]. Sequencing of the captured DNA 
library will yield reads that mostly map on or around retroelements 
across the entire genome, independent of their location, allowing 
for discovery of germline and mosaic retroelements. Further details 
are described in Chap. 12. However, because of the biases in cap-
ture referred to above, this method cannot give a reliable quantita-
tive estimate of mosaic retroelements, and should be validated with 
an orthogonal technique.

As an alternative to targeted sequence capture, PCR-amplified DNA 
from multiple target regions can be pooled and sequenced in the 
same experiment, an approach called amplicon-seq. Because of the 
need to conduct separate amplification reactions for each target 
region this technique can only be used for a relatively limited num-
ber of regions at a time, for example for the analysis of the exons of 
a handful of genes. On the other hand, given that the targeted 
regions represent only a tiny fraction of the entire genome, even 
producing only a few million sequence reads from these pooled 
amplicons can result in extremely deep coverage of the regions to be 
analyzed, which often will allow detecting or confirming even low-
frequency mosaic variants [52]. One major caveat is that the DNA 
polymerase can introduce errors into the amplified DNA that would 
look like mosaic variants and thereby cancel out the advantage of 
having deep sequence coverage. Therefore the use of high-fidelity 
polymerase and a careful estimation of its background error rate are 
necessary to reliably find mosaic variants with this technique.

3.5.3 Amplicon-Seq 
and L1 Enrichment by PCR 
Amplification

Principles and Approaches for Discovery and Validation of Somatic Mosaicism…
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In addition to using amplicon-seq for the analysis of specific tar-
get regions, PCR amplification can also be employed as a tool for 
genome-wide discovery to generate amplified DNA from, in theory, 
all loci where a particular genomic sequence element resides. For 
example, one way to study mosaic retrotransposition of L1 elements 
was by semi-targeted PCR where one of the primers contains the 
3′-ends of active L1 elements [53–55]. Sequencing of such PCR 
amplicons will yield reads that mostly map on or around both germ-
line and mosaic L1 elements. Comparison with the reference tissue 
from the same individual then allows distinguishing mosaic L1s from 
germline L1s and from background noise. Just as for the targeted 
capture sequencing approach, this approach is advantageous in that 
with significantly fewer sequencing reads than for WGS the targeted 
genomic loci are covered  significantly deeper. The disadvantage is 
that PCR amplification can result in chimeric sequences, particularly 
for loci that are rich in repeat sequences common in the human 
genome, such as L1, which can lead to false discoveries. Additionally, 
the absence of a global view of variations in genomes can lead to 
misinterpretation of SVs as mosaic L1 insertions [55]. Various aspects 
of studying L1 retrotransposition activity in brain cells are discussed 
in Chaps. 10 through 13.

4 The Concept of Validation

Validation, in the context here meaning confirming the existence 
of a discovered somatic variant in the original tissue or source DNA 
(Fig. 1) by using methods that are orthogonal to those used for 
discovery, is crucial for establishing the validity of mosaic calls. 
Methods for validation can differ drastically in their sensitivity, 
throughput, required labor, and cost (Table 2). It is also important 
to understand that the entire concept of validation and, in particu-
lar, the interpretation of its results depend on the strategy chosen 
for the discovery of mosaic variants. When conducting discovery in 
bulk tissue one only needs to conduct validation in the original 

Table 2 
Comparative characteristics of validation methods

Capture Amplicon-seq ddPCR

Throughput >1000 Hundreds Dozens

Sensitivity ~0.5% ~0.1% ~0.01%

Turn around Month Weeks Weeks

Labor Little Moderate High

Price per site Low Moderate High
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tissue with, preferably, an orthogonal experimental technique. For 
a straightforward interpretation of validation results one should 
also use a technique that is more sensitive than the one used for 
discovery (typically, targeted capture and sequencing or digital 
droplet PCR). In such a case only two outcomes for a tested vari-
ant call are possible: validated or not validated.

However, additional considerations regarding validation apply 
when analyzing mosaic variants from discovery in single cells or 
clonally expanded colonies. One can conduct validation in the origi-
nal tissue; however, none of the available techniques is more sensi-
tive than single-cell or clonal expansion analysis itself. In the most 
extreme scenario, one can have a variant present in a single cell and 
only in this cell, found during the discovery phase; but this variant 
could never be validated in the tissue, as it is not present there any-
more: the cell in which it was present having been removed and 
destroyed for the purpose of discovery. Therefore, biological valida-
tion in the original tissue may provide limited results and not validat-
ing a call could both mean that the call is incorrect or that the variant 
is too rare in the tissue to be validated. Nevertheless, carrying out 
biological validation is essential as the validated calls provide a solid 
“lower boundary” for counts of mosaic variants.

Technical validation in the DNA sample used for discovery, 
i.e., in the DNA resulting from WGA of a single cell or from the 
clonal expansion culture as opposed to from the original tissue, is 
also necessary and crucial. For this, one can use the same tech-
niques used for biological validation, i.e., targeted capture and 
sequencing or digital droplet PCR. The limitation of technical vali-
dation is that errors introduced in the DNA during preparation 
(e.g., during single-cell WGA or clonal expansion culture) may 
result in a false call that would then be validated. Thus, in such 
cases special actions need to be taken in order not only to validate 
a call but also to demonstrate that it is not likely an introduced 
artifact. For example, the AF of true mosaic variants on a diploid 
chromosome should be around 50% in the amplified DNA from a 
single cell, with strong or systematic deviation from this value 
being indicative of a given call or call set not representing true 
mosaic variants in the original tissue.

PCR is a classical technique that, especially when combined with 
Sanger sequencing, can be applied for validating SNVs, indels, and 
SVs (if their breakpoints are predicted with near-bp resolution). 
Validation of SNVs can only be done on a coarse-grained scale, i.e., 
validating presence or absence. Determining the AF or even defining 
whether a given variant is present at high or low AF is either impos-
sible or at best very subjective. However, when using PCR for the 
validation of indels there can be a good degree of sensitivity and 
objectivity. The amplified sequence containing an indel will contain a 
set of secondary peaks in the Sanger sequencing trace. Even if peaks 

4.1 Validation 
by PCR/qPCR
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are small and can be compatible with just random noise, consistency 
of the secondary peaks with the expected sequence downstream from 
the indel will validate it (Fig. 3). As such, PCR can validate indels 
with an AF in analyzed tissue as low as 1%. For validation of SVs, 
PCR may produce even greater sensitivity. PCR primers flanking SV 
breakpoints (in case of a deletion) will yield amplicons for haplotypes 
harboring an SV and yield no amplicon or a different amplicon for 
the haplotype without the SV. Thus, presence of a dual band or just 
one band with the expected size for the SV haplotype would validate 
the SV down to an AF of less than 1% [15]. Sequencing amplicons 
will provide ultimate proof and also resolve the SV breakpoints at 
base pair resolution [15].

Quantitative PCR (qPCR) is a laboratory technique that 
monitors in real time the amplification of a targeted DNA sequence 
during the reaction. For mosaic variant analysis it can be applied 
to estimate the number of copies of an amplified region in a given 
sample. The quantification is rather crude and its application for 
validation of CNAs has the same limitations as the application of 
PCR to the validation of mosaic SNVs.

Droplet digital PCR (ddPCR) is a recently developed technique that 
allows for the precise quantification of a target allele in a given DNA 
sample. In brief, the DNA sample is diluted into nanoliter- scale 
droplets in such a way that it is unlikely to have more than one mol-
ecule of the target allele in a given droplet. Then a PCR reaction 
with fluorescent tags marking the targeted region is run in each 
droplet. The readout for each droplet is whether it does or does not 
color. The reaction can be run simultaneously on multiple regions so 
regions with known copy number can be used as baseline to quantify 
the frequency of other regions. With optimization and large input 
DNA amounts the technique is sensitive to validate mosaic variants 

4.2 Validation 
by ddPCR

Fig. 3 Validation of indels with Sanger sequencing. The upper trace shows the reference sequence. An indel 
deletion is show in small letters, starting after the vertical line in the Sanger trace. The lower part shows the 
effect of the indel upon the sequence of the chromatogram, which could be inferred from a set of double 
peaks. PCR can validate indels with a frequency in analyzed tissue as low as 1%
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down to an allele frequency of 0.01% in the analyzed sample. It can 
be applied to validation of SNVs, indel, and SVs, provided that the 
latter are known with breakpoint resolution. Arguably, ddPCR is 
considered as the gold standard validation technique for mosaic vari-
ants. However, ddPCR is a laborious technique that is hard to apply 
to large numbers of predicted variants.

Re-sequencing after DNA capture or amplification can be used for 
both biological and technical validations of large numbers of pre-
dicted variant loci. In each case candidate mosaic variants are sub-
jected to sequencing at a depth that is much greater than the depth 
used for variant discovery. For biological validation in the original 
sample, deep coverage is necessary to get support for low- frequency 
variants. At a coverage of 1000× and above, variants with AF of a 
fraction of percent could be validated and their frequency can be 
precisely quantified. Such coverage is relatively easy to obtain even 
for many thousand sites. For example, 1000 sites with mosaic vari-
ants captured and sequenced to a depth of about 1000× are equiv-
alent in terms of total reads to whole-genome coverage at a 
sequencing depth of less than 0.5×. For technical validation in 
DNA from a clonal colony or from DNA amplified from a single 
cell, high coverage is necessary to precisely establish the frequency 
of mosaic candidates because, as was discussed above, AF can be 
used as indirect but very strong evidence for the mosaic nature of 
candidate variants. For example, at 1000× coverage, the uncer-
tainty in calculated AF of mosaic variant is only about 5%, meaning 
that for variants on diploid chromosomes their AF should typically 
be within a range of 50 ± 2.5%. Note that although whole-genome 
amplification will alter AF of mosaic variants, the distribution for 
many variants should still be centered around 50% (Fig. 2).

Re-sequencing can be conducted after DNA capture or PCR 
amplification (amplicon-seq) techniques as discussed above. 
Similarly as for variant discovery, application of these techniques to 
validation has certain drawbacks, the major of which is the differ-
ential efficiency of capture and amplification for alleles with and 
without mosaic variants, leading to a biased estimate of AF for 
indels and SVs.

5 Finding the Balance

When designing an experiment to detect mosaic variants and 
choosing a strategy and an experimental technique one has to 
consider characteristics of the variants to be found (i.e., type 
and frequency in studied cells), expected location of variants, 
practical limitations of dealing with the sample (i.e., whether 
isolation or culturing of single cell/nuclei is possible), and bud-
get restrictions.

4.3 Validation 
by Re-sequencing
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Two cases will outline the range of possible designs. In one 
case—the minimalistic scenario—one would need to ascertain the 
presence of one or a few already known mosaic variants in a given 
set of samples. In such a case, designing and conducting ddPCR 
reactions for each variant on bulk DNA will be the ideal solution. 
Once optimized, ddPCR reactions are relatively cost effective to 
run per sample while providing superb sensitivity. In another 
case—the global scenario—one would need to search for variants 
of all types that could be present anywhere in the entire genome 
and with an unknown frequency in the cell population of interest. 
Here, single-cell analysis with WGS is the ideal setup. Variants of 
all types could be found and at any frequency. The drawback is that 
WGS as well as single-cell culturing or single-cell/nucleus isolation 
and DNA amplification are costly procedures leading to potential 
confounds. Hence, extensive technical and biological validations 
are necessary to gain confidence in the results. Other scenarios 
would fall in between the outlined two and would provide ascer-
tainment of more variants or more variant types than in the mini-
malistic scenario but at a drastically more cost-effective way as 
compared to the comprehensive scenario.

At the current cost of sequencing a general rule for good study 
design would be to rely on single-cell analyses when hunting for 
low- and very-low-frequency variants. Analysis of bulk tissue with 
enrichment for targeted DNA (i.e., certain genomic regions or ele-
ments) would make it possible to search for intermediate AF vari-
ants, while analysis of bulk tissue without DNA enrichment enables 
the discovery of relatively high AF variants.
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Chapter 2      

FISH-Based Assays for Detecting Genomic (Chromosomal) 
Mosaicism in Human Brain Cells

Yuri B. Yurov, Svetlana G. Vorsanova, Ilia V. Soloviev, Alexei M. Ratnikov, 
and Ivan Y. Iourov

Abstract

Genomic or chromosomal mosaicism in human brain cells is considered a source for neuronal diversity and 
a mechanism for neuropsychiatric diseases. However, there is still a lack of consensus concerning the extent 
and effects of mosaic chromosome abnormalities (i.e., aneuploidy) in the normal and diseased human 
brain. To solve this problem, a need for detailed description of single-cell techniques for chromosomal 
analysis of human brain cells appears to exist. In this chapter, FISH-based techniques for detecting genomic 
(chromosomal) mosaicism in the human brain are described.

Key words Human brain, Chromosomal mosaicism, Chromosome, Aneuploidy, Fluorescence in situ 
hybridization, Single cell, Molecular cytogenetics

1 Introduction

The human brain has long been found to show appreciable rates of 
chromosomal or genomic mosaicism [1, 2]. However, despite the 
achievements in molecular cytogenetics and single-cell biology, there 
are still a number of technical limitations hindering the evaluation of 
the intrinsic rates of somatic mosaicism in human postmitotic cells 
[3–5]. Alternatively, interphase molecular cytogenetics does provide 
a basis for uncovering chromosomal or genomic variations at molec-
ular resolutions, at all stages of cell cycle and at single-cell level [6–
9]. As a result, it has been repeatedly reported that the human brain 
appears to be highly affected by mosaic aneuploidy (gain or loss of 
chromosomes in a cell) [10–17]. Furthermore, it seems that these 
types of somatic genomic variations or chromosomal mosaicism are 
an integral component of the human brain development, neuronal 
diversity, and brain functioning [10–12, 14, 17–20]. However, tak-
ing into account the devastating effect of aneuploidy or similar types 
of chromosomal mosaicism (losses/gains of large chromosome 
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parts, polyploidy—a gain of a haploid chromosome set) on cellular 
phenotype, it is considered that these somatic genome variations are 
likely to be candidate mechanisms for brain malfunctioning in neu-
rological and psychiatric diseases [1–3, 15, 20]. To test it, advanced 
and specific molecular cytogenetic methodology for uncovering 
chromosomal mosaicism in the human brain is required. In a single-
cell context, fluorescence in situ hybridization (FISH) appears to be 
a reliable basis for effective visualization approaches to detect chro-
mosomal abnormalities in interphase.

Actually, schizophrenia [21–23], Alzheimer’s disease [15, 24–
29], Lewy body diseases [30], and ataxia-telangiectasia (including 
murine models and postmortem human brain samples) [15, 31–
33] are considered to be associated with FISH-detectable somatic 
genomic variations in the affected brain. Additionally, autism is 
also hypothesized to result from brain-specific chromosomal mosa-
icism in an appreciable proportion of cases [34–37]. In the light of 
these studies, it was hypothesized that such genomic variations are 
likely to possess a kind of a general effect on behavior [38]. 
Furthermore, it appears that chromosomal mosaicism (mosaic 
aneuploidy) mediates aging of the brain [39–43] similarly to other 
human tissues [44–46]. Nonetheless, the incidence and conse-
quences of somatic chromosome and gene mutations in the human 
brain remain a matter of debate, which can shape new paradigms in 
neuroscience and neurogenomic research. Still, there is a need for 
protocols of FISH-based assays with special reference to brain 
single- cell molecular cytogenetic analysis associated with specific 
technical and analytical (interpretational) problems [47–49]. 
Among these, a striking one is referred to the definition of non-
pathogenic (background) levels of somatic mutations [1, 50–53]. 
Since chromosomal abnormalities are not unique type of somatic 
genome variations in the human brain detectable/confirmable by 
FISH [51, 52, 54–56], this problem becomes even more actual.

Here, we describe an interphase FISH protocol respecting 
technical and analytical (interpretational) problems arbitrarily des-
ignated as a molecular neurocytogenetic technology. The protocol 
describes basic procedure including brain sample preparation, 
DNA probe hybridization/detection, and microscopic visualiza-
tion. Moreover, additional approaches to enhance the interpreta-
tion of FISH results and to increase the efficiency of interphase 
FISH (i.e., quantitative FISH (QFISH)) are mentioned.

2 Materials and Solutions

To perform FISH-based experiments standard molecular cytoge-
netic equipment, reagents, and solutions are required. For more 
details, please refer to [57–59].

Yuri B. Yurov et al.
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 1. Ethanol 100, 96, and 70%, water-diluted ethanol.
 2. Glass tube and Teflon pestle (Cole-Parmer International; cat. 

Nos. A-04368-32 for Teflon pestle and A-04368-33 for glass 
tube).

 3. EBBS (Earle’s buffered saline solution).
 4. PBS (phosphate-buffered saline; pH 7.3, containing 0.1% 

(w/v) of Nonidet P-40): Stored at room temperature. Prepare 
10× stock water solution with 1.37 M NaCl, 27 mM KCl, 
100 mM Na2HPO4, and 18 mM KH2PO4 (pH 7.4 is adjusted 
by 1 N HCl).

 5. PBS/MgCl2 solution: 1 volume of 2 M MgCl2 in 38 volumes 
of 1× PBS.

 6. Formaldehyde/PBS/MgCl2 solution: Add 2.7 mL of formal-
dehyde (37%) in 100 mL of PBS/MgCl2 solution (to produce 
1% of formaldehyde in PBS/MgCl2 solution).

 7. Acetic acid glacial 60% (w/v).
 8. SSC (20× saline-sodium citrate): 3 M sodium chloride, 0.3 M 

trisodium citrate stored at room temperature. The solution is 
prepared by dissolving one volume of 20× SSC in four volumes 
of water and adding Tween-20 to 0.5%.

 9. Fixative solution of methanol: Glacial acetic acid (3:1, v:v) 
freshly prepared and stored at −20 °C. Attention: methanol is 
exceedingly toxic.

 10. Pepsin solution as required (freshly prepared): Pepsin solution 
10% (w/v) (stored at −20 °C) is diluted in prewarmed (37 °C) 
solution of 0.01 N HCl (chlorohydric acid).

 11. NaSCN (sodium isothiocyanate) 1 M (w/v) for disruption of 
DNA–protein complexes. Attention: NaSCN is toxic.

 12. Solution of Sudan black and ethanol–water (dissolve 0.7 g of 
Sudan black in 100 mL of 96% ethanol, then add and stir with 
50 mL of water, stored at room temperature).

 13. DAPI (Sigma).
 14. Propidium iodide (Sigma).
 15. Vectashield (antifade solution).
 16. Rubber cement.
 17. Xylene 100%.
 18. RNase 0.5% (w/v).
 19. Coplin jar (50 mL).
 20. Microscope slides, 25 × 75 × 1 mm, plain.
 21. 24 ×24 mm and 20 × 40 mm cover slips.
 22. 15-mL sterile plastic (or glass) tube.
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 23. Epifluorescence Microscope Zeiss Axioskop (Carl Zeiss) with 
×40 and ×100 Plan Fluo objectives and a kit with ×40 and 
×100 Plan Fluo objectives and a triple filter (B/G/R filter).

 24. Charge-coupled device (CCD) camera mounted on a fluores-
cence microscope equipped with a set of specific filters used for 
FISH (CoolCube 1; Meta Systems).

 25. Image acquisition software (ImageJ; https://imagej.nih.gov/ij/).

3 Methods

Here, we describe basic FISH protocol that underlies almost all 
targeted/multicolor FISH-based assays for studying either specific 
chromosomal loci or whole homologous chromosomes in their 
integrity. The general outline of interphase FISH is depicted in 
Fig. 1.

The preparation of brain cells for a molecular cytogenetic analysis 
of chromosome complement and genome variations has special 
peculiarities quite different from the protocols used in interphase 
molecular cytogenetics. Here, we describe brain tissue processing 
to be used for FISH-based assays to study chromosomal mosaicism 
in interphase nuclei as proposed in [60].

 1. Put the brain tissue in a dish and rinse it in 2 mL of Earle’s 
buffered saline solution.

 2. Take a part of the brain tissue of an approximate size of 
3 × 3 × 3 mm (3 mm3) and place it into the homogenizer glass 
tube. Use the Teflon pestle to homogenize the piece of brain 
tissue by intensive rotating of pestle to produce the liquid-like 
material.

 3. Append into glass tube, containing homogenized tissue, 2 mL 
of PBS and homogenize until the substance in the tube 
becomes a homogenous suspension.

 4. Put the substance into a 15-mL plastic (or glass) tube and add 
1 mL of 60% (w/v) glacial acetic acid. Leave the obtained mix 
for 3–5 min at room temperature.

 5. Add 9 mL of fixative solution of methanol and centrifuge at 
1000 g during 5 min.

 6. Decant supernatant and add fixative mixture to 10 mL of total 
solution volume. Centrifuge at 3000 g for 8 min.

 7. Repeat steps 5 and 6 three times.
 8. The suspension can be stored for 6–12 months at −20 °C.
 9. Place 100 μL of obtained suspension on microscope slide and 

leave to dry for 15–20 min.

3.1 Brain Tissue 
(Cell Suspension) 
Preparation for FISH 
Assays

3.1.1 Cell Suspension 
from Fresh-Frozen Tissue
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 10. Put slides into pepsin solution (20–100 μL of pepsin) for 
3–5 min.

 11. Put slides into PBS for 5 min.
 12. Dehydrate through a series of ethanol (100, 96, and 70%, 

3 min each) and leave to dry (see Note 1).

 1. Put fixed brain section slides (see Note 2) in 100% xylene at 
room temperature for 5 min.

 2. Refresh xylene and repeat step 1.
 3. Rehydrate sections in a series of ethanol (100, 96, and 70%, 

2 min each) and wash them in SSC/detergent solution for 
20 min mixed by inversion periodically at room temperature.

3.1.2 Cell Suspension 
from Formalin-Fixed and 
Paraffin-Embedded Sections

Fig. 1 A general schematic outline of a FISH-based assay (partially according to [60])
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 4. Put the slides into Coplin jar with 1 M NaSCN for 3–5 h (see 
Note 3).

 5. Rinse slides in water for a few seconds (see Note 4).
 6. Add 100 μL of RNase solution in 2× SSC to mount under 

coverslip and incubate at 37 °C for 15–30 min.
 7. Put slides in pepsin solution (20–100 μL of pepsin) for 3–5 min.
 8. Put slides in 2× PBS.
 9. Put slides in PBS/MgCl2.
 10. Put slides in formaldehyde/PBS/MgCl2.
 11. Put slides in 1× PBS, subsequently each for 5 min.
 12. Dehydrate through a series of ethanol (100, 96, and 70%, 

3 min each) and leave to dry.

 1. Drop 5–12 μL of the suspension on the microscope slide and 
leave it to dry.

 2. Check the distribution of nuclei through the light microscope 
using phase contrast.

 3. If the distribution of nuclei is satisfactory, ignore next two 
steps.

 4. If the distribution of nuclei is too low, centrifuge at 3500 g for 
7 min and decrease the volume twice.

 5. Mix by inversion and repeat steps 1–3. If the distribution of 
nuclei is satisfactory, ignore the next step.

 6. If the distribution of nuclei is too dense to analyze, centrifuge 
at 3500 g for 7 min and decrease the volume twice.

 7. Add 0.3–0.7 mL of fixative solution.

To succeed in FISH-based analysis of chromosomal mosaicism 
in the human brain, a rigorous selection of DNA probes is man-
datory. There are two types of probes that were found efficient 
for uncovering chromosomal mosaicism in neural cells: chromo-
some enumeration and microdissection-derived DNA probes 
[6–8, 13, 15, 19, 22, 28, 33, 62]. Chromosome enumeration 
 (chromosome- specific) DNA probes (D1Z1, D2Z1, D3Z1, 
D4Z1, D6Z1, D7Z1, D8Z2, D9Z1, D10Z1, D11Z1, D12Z3, 
D13Z1/D21Z1, D14Z1/D22Z1, D15Z4, D16Z3, D17Z1, 
D18Z1, D20Z2, DXZ1, DYZ3; the number after “D” corre-
sponds to chromosome designation number, i.e., D1Z1 is a probe 
for chromosome 1, D2Z1—for chromosome 2) are generally used 
for studying human chromosomes in interphase painting chromo-
some-specific pericentromeric DNAs [6, 8, 12, 57–59]. An exam-
ple of multicolor interphase FISH using chromosome enumeration 
probes is given in Fig. 2. However, the use of DNA probes for spe-
cific chromosomal loci limits the potential of interphase FISH due 
to the lack of a view of the integral chromosome.

3.1.3 Quality Control 
(see Note 5)

3.2 DNA Probes 
for FISH
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Microdissection-based DNA probes designed for multicolor 
chromosomal banding (MCB) originally developed by Dr. Thomas 
Liehr and his colleagues [61] were also shown to be applicable for 
interphase molecular cytogenetics as shown in Fig. 3 [6, 7, 13, 15, 
19, 22, 28, 33, 62]. These probes offer an opportunity for simul-
taneous visualization of all chromosome regions at once [13, 58, 
61, 62]. FISH-based assays using MCB probes are known as inter-
phase chromosome-specific multicolor chromosomal banding 
(ICS-MCB) [62].

Fig. 2 Multiprobe interphase FISH using enumeration/centromeric probes for chromosomes 1, 18, X, and Y; 
upper left nucleus: a presumably normal nucleus with two chromosomes 18, one chromosome X, and one 
chromosome Y; upper right nucleus: an aneuploid nuclei with two chromosomes 18, two chromosomes X, 
and one chromosome Y; lower left nucleus: an aneuploid nuclei with two chromosomes 1 and one chromo-
some X; lower right nucleus: an aneuploid nuclei with two chromosomes 1 and three chromosomes X
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Basic FISH procedure is aimed at granting two key FISH processes 
(denaturation and hybridization). Here, a basic FISH procedure is 
described (for more details see books and articles dedicated to 
technical aspects of FISH [8, 57–59]).

 1. Put 5 mL of the DNA probe on the pretreated slide and cover 
the suspension with an 18 × 18 mm coverslip.

 2. Put the slide on a warming plate at 72–76 °C for 2–7 min.
 3. Use rubber cement for sealing the sample.
 4. Relocate it into a humid chamber at 37 °C overnight (see  Note 6).

3.3 Basic FISH 
Procedure

Fig. 3 ICS-MCB with DNA probes for chromosomes 9 and X showing monosomy 
of chromosome 9 in a nucleus of the developing human brain in the upper left 
nucleus, disomy (presumably normal nucleus) of chromosome 9 in a nucleus of 
the developing human brain in the upper right nucleus, trisomy of chromosome 
9 in a nucleus of the developing human brain in the lower left nucleus, and 
disomy of chromosome X in the nucleus of the Alzheimer disease brain (from [16, 
28], open-access articles distributed under the terms of the Creative Commons 
Attribution License (http://creativecommons.org/licenses/by/2.0)

Yuri B. Yurov et al.
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 5. Take off the coverslip by putting distilled water or 2× SSC/0.2% 
Tween 20 on its edges (see Note 7).

 6. Put the slide in 50% formamide solution in 2× SSC at 42–45 °C 
for 5–15 min.

 7. Swap the washing solution for 2× SSC/Tween20 at 37–42 °C 
and leave it for 10–15 min in a 100 mL Coplin jar.

 8. Append FITC solution on the slide and cover the whole slide 
with a coverslip.

 9. Incubate the slides in a humid chamber at 37 °C for 40 min.
 10. Put the slides in 2 × SSC/0.2% Tween for 20 min at room 

temperature.
 11. Counterstain the slide by 24 mL of DAPI solution and cover 

the slide with a corresponding coverslip.
 12. Proceed to microscopic analysis under fluorescence microscope.

QFISH combines FISH and digital quantification of microscopic 
images for a variety of purposes. A detailed interphase QFISH pro-
tocol for evaluating signals for differing between false-positive sig-
nal appearance and chromosome loss [63, 64] is given below. 
Regardless of a variety of software for quantification microscopic 
images, we suggest ImageJ (see Note 8), inasmuch as it appears to 
represent one of the most familiar free software for these research 
purposes [65]. Figure 4 gives an example of QFISH on interphase 
nuclei derived from human brain cells.

 1. Acquire FISH image by a CCD camera of a fluorescence micro-
scope using a 100× (63×) objective and available software.

 2. Capture the images using separate filters for each fluorochrome 
separately.

 3. Save the images in 8-bit black and white images.
 4. Load each FISH image into ImageJ software.
 5. Selected FISH signal area by the “rectangular” selection tool.
 6. Attribute the area to the First Lane using “Select First Lane,” 

Analyze/Gels/Select First Lane, or simply press Ctrl + 1.
 7. Obtain the signal appearance with reduced background by 

“Threshold” (Image/Adjust/Threshold…) or pressing Ctrl +  
Shift + T.

 8. Obtain the plot of image containing the graph depicting inten-
sity profiles (see Note 9) using “Plot profile” (Analyze/Plot 
Profile) or simply pressing Ctrl + K.

 9. Remove the grid from the plot of image; Threshold is used 
(Image/Adjust/Threshold… or Ctrl + Shift + T).

 10. Define graph borders corresponding to a signal (select area to 
be measured) by drawing a line (Draw -Edit/Draw or simply 
press Ctrl + D).

3.4 QFISH
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 11. Select the area resulting from drawing during the previous step 
by Wand (tracing) tool.

 12. Measure the selection by Measure–Analyze/Measure or simply 
press Ctrl + M.

 13. Output numerical values of the area (perimeter) in a separate 
window.

 14. Compare numerical values of these different signals from the 
same image (Fig. 4).

4 Discussion

Technical solutions for studying chromosomal mosaicism in the 
interphase nuclei of the human brain are available in the biomedical 
literature [1, 3–5, 25, 33, 42, 48]. However, in regard to the 

Fig. 4 QFISH with using enumeration/centromeric probes for chromosomes 1 
(red signals/D1Z1) and X (green signals/DXZ1): nucleus A demonstrates a green 
signal with a relative intensity of 2120 pixels—true X chromosome monosomy; 
nucleus B demonstrates a green signal with a relative intensity of 4800 pixels—
two overlapping chromosome X signals, but not a chromosome loss [partially 
according to Fig. 1 of [28], an open-access article distributed under the terms of 
the Creative Commons Attribution License)
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problem of irreproducibility of data on chromosomal variations in 
the unaffected and diseased human brain, it appears that general-
ized/unified protocols are required. Furthermore, there is a need 
for determining the intrinsic rates of chromosomal mutations in 
human brain cell populations in the light of a panel of studies dem-
onstrating a number of processes occurring in the human brain, 
which are likely to result in brain-specific chromosomal mosaicism 
[66–71]. Since it has been shown that genomic and chromosomal 
pathology confined to the brain is a mechanism for a variety of psy-
chiatric and neurological disorders [21–33], there is a strong need 
for continuing single-cell analysis of the human brain aiming at the 
definition of cellular genome variability. Despite relatively high effi-
ciency of current molecular cytogenetic techniques for diagnosing 
chromosomal mosaicism in postmitotic human cell populations 
[72, 73], interpretation and definition of a sample as a mosaic 
remains a challenge hard to manage, especially in case of neurocy-
togenetic studies [1, 47, 70, 72]. Nevertheless, developments in 
interphase molecular cytogenetics provide a basis for solving these 
problems [8] demonstrating the relevance of molecular neurocyto-
genetic studies to neuroscience (i.e., suggesting of molecular thera-
pies for neurodegenerative diseases on the basis of molecular 
neurocytogenetic studies [48, 74] and uncovering molecular and 
cellular mechanisms for brain diseases [1, 8, 48, 70, 75]). Thus, 
chromosomal studies of the human brain (molecular neurocytoge-
netics) using FISH-based assays are to be recognized as an integral 
part of surveying genome variability that mediates interindividual/
intercellular neuronal diversity in health and disease.

5 Notes

 1. Cell suspensions are to be stored at −20 °C (for at least 1 year).
 2. Brain tissue size is supposed to range from 7 to 20 μM.
 3. NaSCN is highly toxic (wearing of gloves is indispensable).
 4. Do not allow drying of slides.
 5. Quality control procedure can be applied to cell suspensions only.
 6. Larger chromosomal DNA sequences require longer periods of 

incubation (up to three nights relying on the experiment type).
 7. This stage is mandatory if rubber cement was used to seal the 

sample.
 8. https://imagej.nih.gov/ij/.
 9. It is possible to measure relative DNA content in chromosomal 

loci painted by FISH, inasmuch as signal intensities are pro-
portional to the DNA content within these chromosomal loci 
[59, 63, 64].
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Chapter 3

Flow Cytometric and Sorting Analyses for Nuclear DNA 
Content, Nucleotide Sequencing, and Interphase FISH

Gwendolyn E. Kaeser and Jerold Chun

Abstract

The study of genomic mosaicism among human brain cells is challenging. The human brain contains 
 hundreds of billions of cells that are intricately connected and difficult to separate as intact, single cells. 
Additional challenges are encountered when interrogating small, seemingly random changes within single- 
cell genomes. Flow cytometric analysis (FCM), and fluorescence-activated nuclear sorting (FANS), has 
expanded our assessment capabilities for global and specific genomic and transcriptomic changes in human 
brain cells. The general approach is being utilized in a variety of downstream applications by many labora-
tories. Here we provide detailed methods of nuclear DNA content assessment and sorting that reports 
population averages as well as single-cell nuclear DNA content from cells of the human brain. We highlight 
protocol modifications that allow the same nuclear preparation to be used for subpopulation-specific 
FANS (also see chapter “Single-Cell Whole Genome Amplification and Sequencing to Study Neuronal 
Mosaicism and Diversity”) in downstream analyses such as fluorescent in situ hybridization (FISH) (see 
chapters “FISH-Based Assays for Detecting Genomic (Chromosomal) Mosaicism in Human Brain Cells,” 
“FISH Analysis of Aging-Associated Aneuploidy in Neurons and Non-neuronal Brain Cells” and “Using 
Fluorescence In Situ Hybridization (FISH) Analysis to Measure Chromosome Instability and Mosaic 
Aneuploidy in Neurodegenerative Diseases”), and single-cell genomic and transcriptomic sequencing (see 
chapters “Flow Cytometric Quantification, Isolation, and Subsequent Epigenetic Analysis of Tetraploid 
Neurons,” “Single Cell CNV Detection in Human Neuronal Nuclei,” “Multiple Annealing and Looping- 
Based Amplification Cycles (MALBAC) for the Analysis of DNA Copy Number Variation,” and “Single- 
Cell Whole Genome Amplification and Sequencing to Study Neuronal Mosaicism and Diversity”). Other 
downstream techniques include, but are not limited to, single-cell qPCR (see chapter “Competitive PCR 
for Copy Number Assessment by Restricting dNTPs”) and estimation of line-1 copy number (see chapters 
“Analysis of LINE-1 Retrotransposition in Neural Progenitor Cells and Neurons,” “Estimation of LINE-1 
Copy Number in the Brain Tissue and Isolated Neuronal Nuclei,” and “Analysis of Somatic LINE-1 
Insertions in Neurons”).

Key words DNA content variation, Flow sorting, Flow cytometry, Neuron, Nuclei, NeuN, 
Sequencing, Fish, Genomic mosaicism, Somatic, Aneuploidy, Aneusomy
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1 Introduction

The initial demonstration that single neurons from the same, 
 normal brain can show somatic genomic variability [1] has been 
expanded in subsequent years to encompass a vast range of genomic 
changes, including aneuploidy [2–10], other smaller copy number 
variations (CNVs) [11–15], and single-nucleotide variants (SNVs) 
[16, 17]. This led to the understanding that the vertebrate brain is 
a genomic mosaic, wherein each neuron—perhaps extending to 
non-neuronal cells—may be genomically distinct within a single 
brain. The functional roles for somatic genomic mosaicism are not 
yet known, but have been linked to pathological changes in spo-
radic Alzheimer’s disease [15], and may contribute to high levels 
of transcriptional diversity [2] in human neurons of the cerebral 
cortex [18]. Genomic mosaicism may therefore contribute to the 
complex and poorly understood cellular diversity in the brain.

Each neuron in the human brain is thought to communicate 
via thousands of synaptic connections, creating an intermixed net-
work that is virtually impossible to separate into single, complete 
cells. This high degree of complexity and inability to isolate intact 
brain cells make the study of genomic mosaicism especially chal-
lenging. Earlier interrogation methods that identified DNA 
changes in cells of the brain were primarily limited to fluorescent in 
situ hybridization (FISH), where whole chromosomes or specific 
chromosomal loci were interrogated using chromosome paints or 
point probes. These methods are labor intensive, limited by the 
number of cells that can be assessed, and are not easily adaptable 
for studying subpopulations of brain cells. By adapting methods 
used for the detection of cell cycle progression [19], apoptosis 
[20], and speciation changes in plants and animals [21] (reviewed 
in [22, 23]), our laboratory established methods for isolating and 
determining variable DNA content of brain nuclei. Use of this 
method led to the discovery that human cortical cells—particularly 
neurons—possess high levels of DNA content variation (DCV) 
compared to other cell types such as lymphocytes and cells of the 
cerebellum [11], and more recent analyses identified statistically 
significant DNA content increases in neurons of Alzheimer’s dis-
ease (AD) brains compared to controls [15].

The first use of DNA content assessment of brain cell genomic 
mosaicism was employed to confirm relative levels of hypoploidy in 
developing mouse neuroblasts [1]. This approach was later modi-
fied to allow the first use of the neuronal nuclear antigen (NeuN) 
[24] with fluorescence-activated cell sorting (FACS) to isolate and 
study neurons by FANS [5]. We have since used this approach for 
multiple applications including the quantification of nuclear DNA 
content [11, 15], quantification of aneuploidies in developing 
mouse cerebral cortices [1, 10], single-cell DNA sequencing [12], 
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and most recently, single-cell RNA sequencing in both mouse [25] 
and human [18] brain. Other groups also used similar methods for 
human single-cell DNA sequencing [13, 14, 26, 27] (also see 
Chaps. 4, 6, 7, and 13) and human DNA content measurements 
[28, 29] (also see Chap. 5).

The use of isolated nuclei is an important development for four 
reasons: (1) we are able to isolate intact nuclei from postmortem 
human brain tissue that possesses high-quality RNA and DNA, (2) 
nuclei are easily accessible to DNA dyes and antibodies and do not 
require fixation or cell permeabilization, (3) nuclei are free of other 
cytoplasmic components that may cause nonspecific DNA dye 
binding, and similarly (4) nuclei are free of mitochondria that pos-
sess DNA and therefore may alter DNA content.

DNA content assessments described here are based upon stoi-
chiometric staining by DNA dyes. Multiple dyes can be used, each 
possessing its own strengths and weaknesses. We will focus on 
three DNA intercalators; 4′,6′-diamidino-2-phenylindole (DAPI), 
DRAQ5™, and propidium iodide (PI). Both DAPI and DRAQ5 
are minor groove intercalators that bind strongly to A-T-rich 
regions of DNA, while PI is an intercalating agent that binds with 
no sequence preference at a stoichiometry of 1 molecule per 4 
bases. Both DAPI and DRAQ5 can be used to establish DNA con-
tent in the presence of RNA. In contrast, pretreatment with RNase 
A must be used when PI is the dye chosen for quantitative DNA 
assessment. Additionally, when comparing among multiple species 
to calculate DNA content, it is important to consider the GC con-
tent ratios that can differ among species before choosing DRAQ5 
or DAPI. The unbiased binding of PI makes it an ideal tool to 
measure DNA content linearly, and therefore, it will predominantly 
be used throughout this protocol; however it is recommended that 
total DNA content be established using multiple dyes.

Most importantly, intercalators do not bind covalently, but are 
reversible. Therefore, the intensity of the stain depends on the 
number of available binding sites and the number of available 
labeling molecules [22]. For accurate assessment of DNA content, 
there must be an equilibrium, or saturation point, where there are 
excess dye molecules compared to the number of DNA-binding 
sites. Therefore, it is of vital importance that each researcher inde-
pendently determines the saturation point for their nuclear 
preparation.

For total DNA content determinations, it is also important to 
use appropriate reference samples and other controls. Chicken 
and/or trout erythrocytes that are nucleated (CEN and/or TEN) 
have become common internal reference standards for calculating 
DNA content [30]. Unlike mammalian erythrocytes, chicken and 
trout erythrocytes contain a nucleus and are commercially available 
as a flow cytometry standard (e.g., BioSure, Grass Valley, CA). We 
found that human blood lymphocytes/nuclei can also serve as a 
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reference control for human brain cell nuclei; lymphocytes are 
approximately of the same size, and show a consistently low coef-
ficient of variation and consistent levels of total DNA content.

The nuclear isolation method presented here for DNA content 
assessment differs from FANS for downstream sequencing, and 
FANS for downstream FISH in several key ways: use of fixation, 
composition of staining solutions, and sorting parameters. We 
present a detailed method protocol in four sections: (1) nuclear 
extraction from human brain cerebral cortices, (2) use of an iodixa-
nol gradient, (3) nuclear staining, and (4) flow cytometry/FACS 
and gating. We also provide the equations necessary to calculate 
total DNA content in a population. Each step will note modifica-
tions of the protocol for different downstream applications.

2 Materials

 1. Human brain tissue.
 2. Ice bucket.
 3. Cryostat.
 4. Optional: Cut-resistant work gloves.
 5. Weigh boats.
 6. Razor blade.
 7. Angled forceps.
 8. Optional: Optimal cutting temperature (OCT) compound.
 9. 1.5 mL Eppendorf tubes.
 10. 40–50 μm Cell strainer.
 11. 5 mL Dounce homogenizer with Teflon pestle.
 12. 15 mL Conical tubes.
 13. Optional: 96- or 384-well PCR plates.
 14. Chicken erythrocyte nuclei (CENs) (BioSure).
 15. Appropriate safety gear, precautions, and IRB approvals, 

including use of BSL-2 facilities.

 1. NEB buffer [20 mM Tris (pH 8), 320 mM sucrose, 5 mM 
CaCl2, 3 mM MgAc2, 0.1 mM EDTA, 0.1% Triton X-100].

 2. 1× PBSE [1× PBS, 2 mM EGTA].
 3. 6× Tricine stock [120 mM Tricine–KOH (pH 7.8), 150 mM 

KCl, 30 mM MgCl2].
 4. Solution D [0.25 M sucrose, 1× Tricine].
 5. OptiPrep™ or other iodixanol solution.
 6. 50% Iodixanol [5 volumes Optiprep, 1 volume 6× Tricine].

2.1 Materials

2.2 Solutions
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 7. 35% Iodixanol [1 volume 50% iodixanol, 2.3 volumes solution D].
 8. 10% Iodixanol [1 volume 50% iodixanol, 4 volumes solution D].
 9. 2% BSA (fatty acid free) in 1× PBSE.
 10. DAPI (4′,6-diamidino-2-phenylindole).
 11. NeuN antibody (recommended: rabbit anti-NeuN monoclo-

nal, MABN140, Millipore at 1:1500).
 12. Propidium iodide (PI) 5 mg/mL stock solution.
 13. RNase A.
 14. Diethylpyrocarbonate (DEP-C)-treated water, or commer-

cially available nuclease-free water (NFW) (see Note 1).
 15. Neutral buffered formalin (NBF).
 16. 4% Paraformaldehyde.

 1. Refrigerated centrifuge with swinging buckets.
 2. Transilluminator.
 3. For DNA content analysis: BD Biosciences LSRII, or 

comparable.
 4. For FACS: BD Biosciences FACS Aria II, III, Beckman Coulter 

Astrios, or comparable.

 1. FlowJo or comparable software.
 2. Statistical software (Excel, GraphPad Prism, etc.).

3 Methods

 1. All solutions should be cold.
 2. Samples should be kept on ice as much as possible.
 3. All spins are at 4 °C for 5 min unless otherwise noted.
 4. All researchers must be trained in the proper safe handling of 

human tissues and all IRB and related approvals must be in 
place, along with access to BSL-2 or above safety environment, 
and related facilities for disposal of waste and sharp items.

 1. Human brain tissue stored at −80 °C should first be allowed to 
equilibrate within the cutting box for 5–15 min at −25 to 
−28 °C to prevent fracturing during cutting. A cryostat system 
works well for this. It is recommended that you use cut-resistant 
gloves and care, while working in the cryostat with human speci-
mens, along with appropriate eye and clothing protection.

 2. Place the brain tissue in a weigh boat, hold the tissue in place 
with angled forceps, and use a razor blade to cut the desired 
piece of tissue. Alternatively, tissue can be frozen to a cutting 

2.3 Equipment

2.4 Software

3.1 Before You Begin

3.2 Nuclear 
Extraction from Fresh- 
Frozen Human 
Cortices
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block using optimal cutting temperature (OCT) compound 
and thickly (50–60 μm) sectioned.

 3. Place the isolated frozen tissue into 1 mL of ice-cold NEB 
 buffer in a 1.5 mL Eppendorf tube and incubate for 10 min 
on ice.

 4. Cut the tip from a p1000 filtered tip and transfer the tissue and 
1 mL of NEB into an ice-cold, 5 mL glass Dounce homoge-
nizer with Teflon pestle (see Note 2).

 5. Extract nuclei with 10–20 gentle up-and-down strokes of the 
pestle; be cautious not to introduce bubbling.

 6. Pass the homogenate through a 40–50 μm cell strainer into a 
15 mL conical. Wash the glass homogenizer with 4 mL of 
NEB buffer and pass this through the same cell strainer.

 7. Pellet nuclei at approximately 600 × g at 4 °C for 5 min (see 
Note 3).

 8. Discard the supernatant and resuspend the pellet in 5 mL of 1× 
PBSE.

 9. Pellet nuclei by spinning at approximately 600 × g at 4 °C for 
5 min.

 1. Prepare solutions for the iodixanol gradient. For each sample, 
use approximately 2 mL of solution D, 700 μL of 50% iodixa-
nol, 500 μL of 35% iodixanol, and 2.2 mL of 10% iodixanol see 
Note 5.

 2. Discard the supernatant, resuspend nuclei in 200 μL solution 
D, and then mix with 200 μL of 10% iodixanol. Allow mixture 
to equilibrate while you prepare the gradient tubes.

 3. For at least one sample, make a control tube by combining 
100 μL of resuspended nuclei in 100 μL of DAPI (1:2000) in 
solution D.

 4. In a 12 × 75 mm tube (one per sample) prepare the gradient 
(Fig. 1) by first adding 400 μL of 35% iodixanol directly to the 
bottom of the tube. Mark the volume height on the side of the 
tube; this is where your nuclei will separate. Then, slowly and 
without mixing, layer 2 mL of 10% iodixanol, followed by 
300–500 μL of resuspended sample, to the top. If you have 
multiple samples, complete the first two layers for all tubes 
before adding the resuspended mixture.

 5. Centrifuge at 1700 × g for 15 min at 4 °C.
 6. Visualize the DAPI control samples on transilluminator to ver-

ify nuclear separation and location.
 7. Save the nuclei at the 35%|10% boundary into new 15 mL con-

ical and add 5 mL of 1× PBSE to wash nuclei.
 8. Pellet nuclei at 780 × g at 4 °C for 5 min.

3.3 Iodixanol 
Gradient (Note 4)
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 9. Check to ensure that nuclei have pelleted, and then discard the 
supernatant.

 10. For downstream sequencing or DNA content assessment without 
fixation: Resuspend in 1 mL of 2% BSA in PBSE and block for 
at least 20 min (can go up to 2 h) on ice with rotation.

 11. For downstream FISH: Resuspend nuclei in 1 mL of neutral 
buffered formalin and fix for 5 min at room temperature with 
rotation. Next, add 9 mL of 1× PBSE and pellet nuclei at 
780 × g at 4 °C for 5 min. Resuspend in 1 mL 2% BSA in 1× 
PBSE and block for at least 20 min (can go up to 2 h) on ice 
with rotation.

 12. For DNA content assessment with fixation: Resuspend nuclei in 
1 mL of 1× PBSE followed by 1 mL of 4% PFA added dropwise 
while gently vortexing. Fix for 40 min with rotation. Next, add 
8 mL of 1× PBSE and pellet nuclei at 780 × g for 5 min. 
Resuspend in 1 mL 2% BSA in 1× PBSE and block for at least 
20 min (can go up to 2 h) on ice with rotation (see Note 6).

 1. Prior to pelleting nuclei, separate unstained and single-color 
controls where necessary. Pellet nuclei at 780 × g at 4 °C for 
5 min. Discard the supernatant and resuspend in 500 μL of 
primary antibody staining solution (see Note 7). If samples 
typically have a low yield, primary antibody staining solution 
can be added to blocking solution with final concentrations 
listed below.

3.4 Nuclear Staining

Fig. 1 Depiction of iodixanol gradient prior to separation (a) and after separation 
(b). (a) First, the sample containing both nuclei (colored in blue for depiction) and 
debris (grey clouds) is layered on top of a layer of 10% iodixanol and 35% iodixa-
nol. The tubes are then centrifuged at 1700 × g at 4 °C for 15 min. (b) Nuclei are 
now located above the 35% iodixanol layer, while debris remained above or 
within the 10% iodixanol layer

Flow Cytometry and FACS for DNA Content



50

  For downstream RNA sequencing or FISH: Primary NeuN anti-
body; 20–60 min on ice with rotation.

  For downstream DNA sequencing, FISH, or DNA content assess-
ment with PI: RNase A, 50 μg/mL; primary NeuN antibody; 
20–60 min on ice with rotation.

 2. Add 9.5 mL of 2% BSA in 1× PBSE and rinse on ice with rota-
tion for 10 min. Pellet nuclei at 780 × g at 4 °C for 5 min.

 3. Resuspend in 500 μL of secondary antibody solution. The 
concentration of secondary antibody should be determined 
in-house.

 4. Add 9.5 mL of 2% BSA in 1× PBSE and rinse on ice with rota-
tion for 10 min. Pellet nuclei at 780 × g at 4 °C for 5 min.

 5. Discard the supernatant and resuspend in appropriate volume 
of 2% BSA in 1× PBSE containing the appropriate DNA/RNA 
counterstain for flow cytometric analysis or sorting.

  For DNA content analysis with PI: Add 1 mL of propidium 
iodide staining solution with 50 μg/mL of PI and the internal 
reference standard, CENs (see Note 8). Incubate for 1–3 h 
prior to FCM (see Note 9).

 1. The gating strategy (Fig. 2) should be the same for nearly all 
applications, except that filter sets will change according to 
your selected secondary antibody and DNA counterstain.

 2. For DNA content assessment: Record a minimum of 10,000 
nuclear events after gating.

 3. Sorting for FISH: Bulk sort nuclei into Eppendorf tubes con-
taining 50 μL of 2% BSA in 1× PBSE. Following the sort pro-
cedure, drop ~20,000 nuclei on positively charged slides. Dry 
nuclei on a heating block at 55 °C for 5 min. Proceed with 
FISH protocol fixation and staining.

  Sorting for DNA sequencing: For small population or single-
cell sequencing which will require DNA amplification (see 
Note 10), sort samples into PCR tubes or 96-well plates con-
taining a minimum of 2 μL of storage buffer (or more as rec-
ommended from amplification protocol) (see Note 11). 
Following sorting, centrifuge briefly and store nuclei at −80 °C  
for up to 4 months.

  Sorting for RNA sequencing: For RNA sequencing of bulk 
samples, or downstream microfluidic assessment of single cells, 
nuclei are sorted into 1.5 mL Eppendorf containing 50 μL of 
2% BSA in PBSE (see Note 11).

The DNA index of a sample is calculated by taking the mean fluo-
rescence intensity of each population and taking a ratio compared 
to reference standards and control populations (Table 1). Controls 
may be another species (CENs or trout erythrocyte nuclei (TENs)), 

3.5 Flow Cytometry 
Gating Strategy

3.6 DNA Content 
Assessment
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other tissue types (lymphocytes (LYM) or cerebellum), or other 
cell types (NeuN negative nuclei). The mean fluorescence intensity 
of DNA in your sample can be calculated using FlowJo or other 
comparable software. DNA index can be represented as a fraction, 
or may be converted to the average pg of DNA per nucleus, total 
megabase change, or percent of change.

4 Notes

 1. Solutions for downstream RNA sequencing should be made 
with DEP-C-treated water or commercially available NFW.

 2. Our group has used both 1% NP40 [11, 15] and NEB buffer 
[18] to analyze and sort human tissue. No differences have 

Fig. 2 Gating strategy for DNA content assessment and nuclear sorting. (a, b) Traditional doublet gating is used 
to eliminate debris and two nuclei stuck together. (a) Side scatter area (SSC-A) versus side scatter width (SSC- 
W) and (b) forward scatter area (FSC-A) and forward scatter width (FSC-W) are both used to eliminate most of 
the doublet nuclei. (c) The PI (PerCP-Cy5–5-A) positive singlet population is selected. The right part of this popu-
lation is likely two nuclei stuck together. (d) NeuN+ and NeuN- populations (FIT-C) are selected. Pacific Blue-A 
is an unused filter with low levels of background, enabling accurate drawing of NeuN+ and NeuN- gates
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been detected for DNA content assessment; however, NEB 
tends to have less clumping of more dense brain tissues like the 
cerebellum.

 3. This protocol can also be used for nuclear isolation from mouse 
brain tissue. However, we find that adult mouse nuclei need to 
be pelleted at a speed of 650 × g for this first step, and all non-
iodixanol gradient steps.

 4. The iodixanol gradient will greatly improve your nuclei-to- 
debris ratio by removing excess lipid and white matter. This 
step is not required for all analyses and is frequently skipped for 
DNA content assessment. Extensive studies have shown that 
this does not impact the average total DNA content of a sam-
ple. Additionally, this step can generally be skipped for fresh 
fetal and adult mouse brain tissue.

 5. Optiprep (Sigma) is a commercially available stock of 60% 
iodixanol.

 6. Fixation of nuclei for DNA content assessment allows for 
nuclei to be collected and stored before analysis up to a few 
months. However, we have found that the preferred precipitat-
ing fixatives (e.g., alcohols) [22] often interfere with quality 
antibody staining. Cross-linking fixatives (e.g., formaldehyde) 
cross-link chromatin and compromise the stoichiometry of 
intercalating dyes [22], but preserve NeuN staining. It is 
therefore recommended to analyze total DNA content with-
out fixation and post-fix for long-term storage.

 7. This staining is tested to be optimal with 1–5 × 106 nuclei. For 
larger preparations, experimenters will need to optimize stain-
ing parameters.

Table 1 

Example calculation of the DNA index

Mean PI internal 
reference CENs

Mean PI  
of sample

DNA index  
to CEN

DNA index  
to LYM

Average pg/
nucleus (pg)

Human cortex 1 164.8 458.1 2.780 1.014 6.794

Human cortex 2 169.7 489.6 2.885 1.052 7.048

Human LYM 168.6 462.3 2.742 1.000 6.700

In this example calculation, the mean CEN and mean sample fluorescence were determined following the gating strat-

egy demonstrated in Fig. 2 using the FlowJo software. The DNA Index-to-CENs is determined by 
Mean sample
MeanCEN

. The 

DNA index-to-lymphocytes (LYM) is determined by 
DICENSample
DICENLYM

. The approximation of average picograms per 

nucleus is determined using 6.7 pg/nucleus as a standard for lymphocytes
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 8. Do not use internal reference standards when sorting. If neces-
sary, standards can be run in separate tubes for gate setup and 
DNA content determination.

 9. Other DNA content dyes may also be used. All dyes must be 
stained to saturation (equilibrium). The optimal concentration 
and staining time can be determined by keeping the number of 
cells with a sample constant, and fluctuating the concentration 
of PI (or other DNA counterstain) and the time of staining. A 
concentration of 50 μg/mL is sufficient for up to 1–5 × 106 
human nuclei that must be stained at least for 1 h. Figure 3 
demonstrates saturation of DAPI at 1 μg/mL within 5 min (it 
is suggested to stain for 20–30 min prior to analysis).

 10. Downstream protocols (DNA amplification or library prepara-
tion) could either benefit from, or be impaired by, the presence 
of BSA or EGTA. It is the experimenter’s responsibility to 
assess if 1× PBS, 1× PBSE, or 1% BSA will produce more con-
sistent results with their specific protocol.

 11. Take care that the PCR tubes and buffer are clean and sterile, 
and minimize the length of time the tubes are exposed to open 
air during the sort to minimize contamination artifacts.

Fig. 3 Visualization of DAPI uptake in nuclear DNA. Flow cytometry scatter plot 
demonstrating DAPI uptake into human brain nuclei. (1 ) Nuclei were first 
recorded prior to incubation with DAPI. (2 ) The same sample was removed, and 
DAPI was added at a final concentration of 1 μg/mL, vortexed for 5 s, and placed 
back on the machine to record. (3 ) Next, the sample was removed, and DAPI was 
added to a final concentration of 5 μg/mL, vortexed for 5 s, and placed back on 
the machine to record events. This experiment demonstrates that DAPI uptake 
and saturation occur extremely quickly. However, PI (not shown) can require up 
to 1 h to reach equilibrium

Flow Cytometry and FACS for DNA Content
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5 Concluding Remarks

This protocol presents a detailed method for human brain cell 
nuclei extraction, DNA content assessment, and flow sorting for 
downstream sequencing or FISH. The use of flow cytometry and 
FACS in neuroscience has greatly increased our ability to study 
new aspects of cellular diversity and function, including the occur-
rence and significance of somatic genomic mosaicism in the devel-
oping and adult brain.
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Chapter 4

Flow Cytometric Quantification, Isolation, and Subsequent 
Epigenetic Analysis of Tetraploid Neurons

Noelia López-Sánchez, Iris Patiño-Parrado, and José María Frade

Abstract

Different forms of genomic mosaicism can be detected in vertebrate neurons, including copy number 
variation, L1 transposition, and aneuploidy. In addition, some populations of vertebrate neurons can also 
show double the normal amount of DNA, a condition referred to as somatic tetraploidy. These neurons 
are generated during early stages of development, as they migrate to their adult locations in the adult ner-
vous system, and constitute subpopulations of projection neurons. We have previously shown that neuro-
nal tetraploidy can be characterized by flow cytometry using isolated cell nuclei from different mammalian 
and avian structures. In this chapter, we describe this procedure using a different model system: the 
rhombencephalic derivatives from adult zebrafish. In addition, tetraploid neuronal nuclei can be isolated 
by fluorescence-activated cell sorting and their genomic DNA used for further analyses, either used directly 
or after whole-genome amplification. Here we show as an example how to perform epigenetic analyses to 
characterize CpG methylation in differentially methylated regions controlling the Rasgrf1-imprinting 
domain in mice.

Key words Cell sorting, FACS, Tetraploid neuron, Cell nuclei, Zebrafish, Genomic imprinting, 
DNA methylation, Pyrosequencing

1 Introduction

Polyploidy can be defined as the presence in a cell of multiple copies 
of the haploid chromosome complement, which is usually referred 
to as N. This condition can affect all the cells in the body (i.e., “ger-
minal polyploidy”), a strategy adopted by several organisms to 
increase their size. This type of polyploidy is widespread in plants 
[1–3], and it can often be observed in animals [4], including proto-
zoa [5], insects [6], fishes [7], amphibians [8, 9], and reptiles [10].

With the occurrence of multicellularity and the acquisition of 
the soma, specific cell types or tissues can show changes in the 
amount of DNA proportional to the haploid complement, thus 
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resulting in “somatic polyploidy.” This term is used in a generic 
meaning since, in the absence of mitosis, the identification of the 
actual number of chromosomal sets is not feasible. In this case, 
somatic polyploid cells are usually referred to the amount of DNA 
that is present in their nuclei (measured in terms of the C value, 
i.e., the amount of DNA present in the haploid complement). It is 
important not to confound the C value with the N value: while the 
former increases during S phase and remains duplicated during G2, 
N is unaltered as the cell progresses through the cell cycle (Fig. 1).

Somatic polyploidy can affect different tissues in both verte-
brates and invertebrates, where it may serve as a means to increase 

Fig. 1 C value and N value in germinal cells (gametes), somatic cells in G1 and G2/M phases of the cell cycle, 
and in tetraploid neurons. C value refers to the amount of DNA present in the gametes whereas N value denotes 
the chromosomal complement that characterizes the gametes. Since chromosomes may contain one or two 
chromatids the C values is duplicated  during G2 while the N value is unaltered as the cell progresses through 
the cell cycle. Since neurons cannot divide, the number of chromosomes of those with 4C DNA content cannot 
be identified and they are referred to as somatic tetraploid neurons sensu lato
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cell size and to promote gene expression and metabolic activity 
[11], which could facilitate better adaptation to metabolic and/or 
genotoxic stress and a lower sensibility to apoptotic stimuli [12–
16]. In invertebrates, somatic polyploidy can be detected for 
instance in the glial cells making the blood–brain barrier [17] and 
in oocyte nurse cells [18] in Drosophila, and in Malpighian tubules 
and silk glands in the flour moth [19]. In mammals, a number of 
cell types have been shown to be polyploid, including megakaryo-
cytes [20], trophoblast giant cells [21], hepatocytes [22], keratino-
cytes [23], vascular smooth cells [24], and cardiomyocytes [25].

As other tissues, the nervous system can also contain somatic 
polyploid cells. In invertebrates, several examples of somatic poly-
ploid neurons have been described [26, 27]. The augment in the 
size of these neurons is likely required for increasing the speed at 
which action potentials move along their axons [28]. In some 
instances, the levels of ploidy may be really enormous as it is the 
case for nuclei of giant neurons from Aplysia californica, which has 
been shown to contain 200,000-fold the normal amount of hap-
loid DNA (i.e., 200,000C) [29].

For decades, it has been assumed that the vertebrate nervous sys-
tem is homogenous from a genomic point of view, being consti-
tuted by diploid neurons (i.e., neurons showing 2C DNA content) 
[30]. This belief was challenged in the 1968 when Lapman [31] 
proposed that Purkinje cells contain tetraploid nuclei. This ques-
tion has been readdressed, and current evidence indicates that a 
small proportion of neurons in the vertebrate nervous system con-
tain tetraploid neurons (i.e., neurons with 4C DNA content) 
(Fig. 1). By using state-of-the-art techniques, Thomas Arendt’s 
laboratory has shown that around 1% of neurons are tetraploid in 
the cerebral cortex of normal individuals [32]. In addition, we and 
others have demonstrated that tetraploid neurons exist in the nor-
mal vertebrate retina [33–35], as well as in the chick forebrain and 
mouse cerebral cortex [36]. In the chick retina, tetraploid neurons 
constitute subpopulations of horizontal cells [34, 35] and RGCs, 
the latter innervating lamina F at the stratum-griseum-et-fibrosum-
superficiale of the tectal cortex [33]. These neurons are generated 
during the early stages of retinal development, soon after they 
acquire initial neuronal markers. In this regard, a subset of migrat-
ing RGCs expressing the transcription factor E2F1, and lacking Rb 
protein, undergoe S phase and remain in a permanent G2-like 
state, due to the inactivation of Cdk1 in these cells [37]. In these 
cells, p27Kip1 expression prevents further round of replication, thus 
keeping these neurons in a tetraploid state [38]. Therefore, endo-
reduplication, but not alternative mechanisms such as aneuploidy 
or cell fusion [39, 40], seems to represent the major mechanism 
generating tetraploid RGCs in the vertebrate nervous system.

1.1 Somatic 
Tetraploidy 
in Vertebrate Neurons

Tetraploid Neuron Analysis by Flow Cytometry
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As indicated above, the initial attempts for DNA content quantifi-
cation in vertebrate neurons took place in the late 1960s [31]. At 
this early period, DNA quantification was performed by using a 
histochemical method, the Feulgen stain [41]. This colorimetric 
procedure is based on the acid hydrolysis of DNA, which produces 
free aldehyde groups that are subsequently detected [42]. Then, 
the intensity of the Feulgen reaction, which is proportional to the 
DNA concentration, can be measured using microdensitometric 
procedures [43]. Although many laboratories were focused on the 
analysis of neuronal tetraploidy using this technology [44–46], no 
clear conclusion was reached at that time due to the limitations 
inherent to the Feulgen technique applied to cells with low levels 
of polyploidy [47].

More recently, a number of methods based on fluorescent 
labeling of DNA have been developed to identify and characterize 
neuronal tetraploidy. These methods allow the identification 
through fluorescent labeling of the cell types that become tetra-
ploid in the vertebrate nervous system. In Chap. 5, Thomas Arendt 
and colleagues describe a procedure for DNA quantification in 
single cells in brain slices based on image cytometry. This method 
relies on laser scanning cytometry-based technology applied to tis-
sue sections labeled with fluorescent DNA dyes such as 
4′,6- diamidino-2-phenylindole (DAPI) or propidium iodide (PI) 
[48], which stoichiometrically bind to DNA. By using this method, 
these authors showed a positive correlation between the fluores-
cence intensity signal and both the number of dots detected with 
chromogenic in situ hybridization (CISH) using chromosome- 
specific probes and the amplification levels of alu repeats obtained 
by real-time PCR amplification in microdissected neurons [32].

A robust method for the analysis of neuronal tetraploidy is flow 
cytometry, a technique that allows the analysis of DNA content, 
protein expression, and other functional parameters in isolated 
cells or organelles in suspension [49–52]. An initial attempt for 
DNA content analysis in cerebral tissue using this technique was 
performed using fluorescent labeling of DNA through the 
acriflavine- Feulgen method [53]. This protocol uses formalin-fixed 
cell nuclei subjected to the acidic treatment inherent to the Feulgen 
stain, which includes acriflavine to provide fluorescence. This prim-
itive protocol leads to a high frequency of nuclear doublets that 
cannot be removed from the analysis, thus impeding reliable quan-
tification of 4C nuclei. Furthermore, the acriflavine-Feulgen 
method is too aggressive to allow parallel labeling to identify the 
nature of the tetraploid cell nuclei.

An important improvement for DNA analysis using flow 
cytometry derived from the use of fluorescent DNA dyes, such as 
PI [54]. The subsequent development of methods to remove dou-
blets from the analysis, such as the standard pulse processing 
method [55] which we routinely use in our studies (see [36], for 

1.2 Methods 
to Characterize 
Tetraploidy 
in Vertebrate Neurons
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example), was an additional advance for the quantitative power of 
flow cytometry. Many studies have been performed since the devel-
opment of this improved methodology. Embryonic neurons can be 
isolated through controlled trypsin digestion of developing neural 
tissues following a protocol similar to that used for cell culture. 
Cell suspensions are then subjected to a number of steps including 
ethanol fixation, cell immunolabeling with specific neuronal mark-
ers, RNA removal with RNase, and stoichiometric DNA labeling 
with PI, prior to flow cytometric analysis [56]. In the past, our 
laboratory has used this procedure for the analysis of neuronal tet-
raploidy in cell suspensions from different neural tissues obtained 
from the chick embryo [33, 57].

A further improvement to perform quantitative analyses by 
flow cytometry was the use of fresh cell nuclei isolated by tissue 
grinding [58]. This approach eliminates the need for fluorescent 
DNA dyes to cross a permeabilized plasma membrane and reduces 
nonspecific dye binding to cytoplasmic components, allowing very 
accurate DNA cell cycle analysis. Most protocols for cell nuclei 
analysis by flow cytometry use fixed cell nuclei, either by ethanol or 
formaldehyde [59, 60], although examples of flow cytometric 
analysis using fresh cell nuclei are also available in the literature 
[61]. It is important to point out that the analysis of DNA content 
with fresh cell nuclei avoids the disadvantages of formaldehyde, 
which triggers chromatin cross-linking that impairs stoichiometric 
analysis of DNA content [62], and of ethanol, which may lead to 
cell or organelle aggregation [63].

In our laboratory we have developed a flow cytometric method 
for DNA content quantification that uses fresh cell nuclei from 
neural tissues obtained with minimal manipulation [36, 64, 65]. 
This protocol, which is described in detail later in this chapter, 
results in narrow coefficients of variation that allows accurate DNA 
quantification in our samples. For additional information, see 
Chap. 2 in which this technology is used for nuclear DNA content 
analysis, nucleotide sequencing, and interphase FISH.

A simple way to isolate cell nuclei from hyperploid neurons relies 
on the use of laser capture microdissection from tissue sections, as 
shown by Mosch et al. [32]. Nevertheless, this method is time 
consuming, thus precluding its use for the analysis of a high num-
ber of cell nuclei. Therefore, other preparative procedures based 
on flow cytometry have been developed. Fluorescence-activated 
cell  sorting (FACS) is a technical development of flow cytometry 
that enables sorting of a mixture of organelles or cells into two or 
more fractions using the scatter and fluorescence signals of each 
particle [66]. This methodology has been used by our laboratory 
to isolate neural precursors in different stages of the cell cycle [67] 
or live neurons out of cortical cells [68].

1.3 Methods 
for the Isolation 
of the Genome 
of Tetraploid Neurons

Tetraploid Neuron Analysis by Flow Cytometry
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Immunolabeling of fresh cell nuclei with antibodies against 
nuclear markers specific for neuronal subtypes allows the isolation 
of rather pure neuronal cell populations through FACS. This 
approach yields sufficient amount of genomic DNA from cell pop-
ulations enriched in tetraploid neurons, which can be used for 
genomic analyses either directly or after whole-genome amplifica-
tion. Nascent RNA can also be obtained from these nuclear prepa-
rations, thus resulting in a convenient method for the analysis of 
gene expression in tetraploid neurons.

In this chapter, we describe the protocol routinely performed 
in our laboratory to reliably quantify the proportion of tetraploid 
neurons in specific neural tissues as well as a method for the purifi-
cation of diploid and tetraploid nuclei to perform further analyses 
with their genomic DNA.

2 Materials

Postnatal day 15 (P15) mice (C57BL/6J background) and 
20-month-old zebrafish (WIK line) were used in this study to 
obtain cerebral hemicortices and rhombencephalic derivatives, 
respectively. These tissues were frozen and stored at −80 °C.

Primers used in this chapter are those named as “inside forward” 
(TAGAGAGTTTATAAAGTTAG) and “inside reverse” (ACTAA 
AACAAAAACAACA) in the study by Li et al. [69]. For pyrose-
quencing, the inside forward primer was biotinylated at the 5′ end, 
and the pyrosequencing primer was TAATACAACAACAACAA 
TAACAATC. PCR reactions were performed as described in [69].

 – Triton X-100 (Sigma-Aldrich).
 – Protease inhibitor cocktail tablets (cOmplete, Mini, EDTA- 

free) (Roche).
 – Bovine serum albumin (BSA) (stock 30 mg/mL in PBS) 

(Sigma-Aldrich).
 – Fetal calf serum (Life Technologies).
 – Mouse Anti-NeuN antibody (clone A60) (EMD Millipore).
 – Rabbit monoclonal Anti-NeuN antibody [clone A60] (Abcam).
 – Alexa Fluor 488 Goat Anti-Mouse IgG (H + L) Antibody (Life 

Technologies).
 – Alexa Fluor 488 Donkey Anti-Rabbit IgG (H + L) Antibody 

(Life Technologies).
 – Propidium iodide (stock: 1 mg/mL) (Sigma-Aldrich).
 – DAPI (stock 200 μg/mL) (Sigma-Aldrich).

2.1 Mice 
and Zebrafish

2.2 Oligonucleotides

2.3 Reagents
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 – RNase A (10 mg/mL, inactivated by boiling as indicated by 
the manufacturer) (Sigma-Aldrich).

 – PyroMark Gold Q26 reagents (Qiagen).
 – DNeasy Blood & Tissue Kit (Qiagen).
 – EpiTect Bisulfite Kit (Qiagen).
 – DNA Clean & Concentrator-5 Kit (ZymoResearch).
 – pGEM-T Easy (Promega).
 – PureYield Plasmid Miniprep System (Promega).

 – Phosphate-buffered saline (PBS).
 – Nuclear isolation buffer (NIB): DNase-free PBS containing 

0.1% Triton X-100 and 1× complete Protease Inhibitor 
Cocktail (Roche).

 – 15 mL tube (Falcon).
 – 1.5 mL Standard and DNA LoBind tubes (Eppendorf).
 – 0.5 mL Protein LoBind tubes (Eppendorf).
 – 7 mL Dounce homogenizer (WHEATON).
 – Epifluorescence E80i Nikon microscope equipped with a 

DXM 1200 digital camera.
 – Centrifuge 5415 R (Eppendorf).
 – Autoclaved 40 μm nylon filters.
 – FACSAria cytometer (BD Biosciences) equipped with a 

488 nm Coherent Sapphire solid-state and 633 nm JDS 
Uniphase HeNe air-cooled laser [emission filters: BP 530/30 
(FITC), BP 616/23 (PE-Texas Red) and BP 660/20 (APC) 
for Alexa 488, PI, and Alexa 647, respectively].

 – PSQ96MA pyrosequencer (Biotage).

 – FACSDiva (BD Biosciences).
 – Pyro Q-CpG software (Biotage).
 – QUMA software (http://quma.cdb.riken.jp).

Sanger sequencing results were analyzed for change in methylation 
pattern with the quantification tool for methylation analysis 
(QUMA) [70]. Data are shown as mean ± s.e.m. For pyrosequenc-
ing, statistics were calculated over all CpGs with passed quality. 
Statistical significance was determined using two-tailed Student’s 
t test.

2.4 Buffers

2.5 Equipment

2.6 Software

2.7 Data Analysis 
and Statistics

Tetraploid Neuron Analysis by Flow Cytometry
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3 Methods

The development of a flow cytometric procedure for the character-
ization of both cells and organelles based on size and/or fluores-
cent labeling has been a major scientific breakthrough in biological 
sciences. This technology was initially developed for the analysis of 
isolated cells that can easily be passed through a laser beam. This 
includes unicellular organisms [71], dissociated cell lines [72], or 
biological samples containing single cells including blood [73], 
sperm [74], gynecologic samples [75], or bladder washings [76]. 
Nevertheless, further developments of the technique made flow 
cytometry also useful for the analysis and isolation of cells or cell 
organelles derived from compact tissues, provided that they are 
previously dissociated through enzymatic and/or mechanic proce-
dures. This was not an exception for the brain, and protocols for 
the analysis of DNA content were initially described already in the 
late 1970s, using formalin-fixed cell nuclei obtained by tissue 
grinding from solid brain tumors [77].

We routinely use flow cytometry for DNA quantification in 
isolated cell nuclei of neural origin and in living cells [33, 36, 57, 
64, 65, 68, 78]. In this section, we describe the procedure devel-
oped by our laboratory for the quantification of tetraploid neurons 
in vertebrate neural tissues using unfixed cell nuclei immunola-
beled with antibodies specific for nucleus-located neuronal mark-
ers [36]. The use of unfixed cell nuclei results in low coefficients of 
variation, thus facilitating the identification of low-abundance 
nuclear populations. By using this procedure, we have been able to 
detect a small proportion of tetraploid neurons in several neural 
structures from different species, including human (unpublished 
results), mouse [33, 36], chick [33, 57], and zebrafish (see below).

Our method is based on tissue grinding with a Dounce homog-
enizer followed by two centrifugation steps to first remove undisso-
ciated tissue and then to isolate fresh cell nuclei. These cell nuclei are 
subsequently immunolabeled with an anti-NeuN antibody to iden-
tify those that are derived from neurons. This method has the advan-
tage of allowing the characterization of any neuronal type provided 
that it can be identified by a nuclear marker. We have used this 
method to show that the major population of tetraploid neurons in 
the mouse cerebral cortex express CTIP2 [36], a known marker of 
subcortical projection neurons located in layers V and VI [79]. This 
observation, together with the finding that retinal tetraploid neu-
rons are mainly a subpopulation of retinal ganglion cells, indicates 
that neuronal tetraploidy is mainly associated with projection neu-
rons. The use of antibodies against the early-response genes c-Fos 
and Erg-1, known to be expressed in active neurons, also allowed us 
to demonstrate that tetraploid neurons are functional [36].

Along this section we explain our protocol for the identifica-
tion and quantification of tetraploidy in neurons using the 

3.1 Flow Cytometric 
Characterization 
of Tetraploid Neurons 
in Vertebrates: General 
Considerations
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rhombencephalic derivatives of the zebrafish brain as a model sys-
tem. In addition, we describe an optimized protocol for the isola-
tion by FACS of cell nuclei from diploid and tetraploid neurons 
obtained from P15 cerebral cortex. Then, we describe how to 
obtain genomic DNA from these neurons and, finally, we present 
an example of the genomic analysis that can be performed in these 
neurons. For this aim we have chosen the analysis of CpG methyla-
tion in genomic imprinting (i.e., monoallelic expression of genes 
depending on parental origin). Most imprinted genes are located 
in clusters distributed throughout the whole genome [80], and 
they are co-regulated by cis-acting imprinting control elements 
that contain chromosome-specific DMRs. Epigenetic methylation 
of the CpGs constituting these DMRs is established in the germ-
line and then this methylation pattern is tightly maintained in all 
somatic tissues during adulthood [81, 82]. In this chapter we 
describe how to study the methylation pattern of the Rasgrf1- 
imprinted domain [69] in diploid versus tetraploid cortical neu-
rons from P15 mice.

Our analyses using freshly isolated cell nuclei have mainly been 
focused on the mouse cerebral cortex, but they can also be applied 
to other neural structures such as the hippocampus and the olfac-
tory bulb in this species. In addition, we have succeeded in the 
characterization of tetraploid neurons in brain tissue from other 
species including zebrafish and chick as well as from postmortem 
human cerebral tissue using minor modifications of the basic pro-
tocol (see Fig. 2). In this section, we describe the protocol for the 
characterization of tetraploid neurons using the neural structures 
derived from the rhombencephalon in zebrafish as a model system. 
Whenever required, indications of the necessary modifications for 
other species are described in the Notes section.

There are a number of variables to consider when cell nuclei sus-
pensions are being prepared, including the species, age, and neural 
tissue under analysis. In the case at hands, experiments are per-
formed with the rhombencephalon-derived tissue from one 
20-month-old zebrafish (one neural structure per sample), previ-
ously snap-frozen on dry ice and stored at −80 °C. The tissue is 
placed in 0.4 mL of ice-cold, nuclear isolation buffer (NIB) see 
Note 1), and cell nuclei are then released by mechanical disaggre-
gation using a Dounce homogenizer (with sequential use of both 
loose and tight pestles). The characteristics of zebrafish brain allow 
a complete mechanical dissociation and the obtention of very clear 
nuclear suspensions, but removal of small amounts of undissoci-
ated tissue could be necessary for other tissues using a centrifuga-
tion step (see Note 2). In some instances, small debris present in 
the supernatants obtained after this centrifugation step can be 
removed through subsequent washes with NBT (see Note 3).

3.2 Analysis 
and Quantification 
of Neuronal 
Tetraploidy 
in Zebrafish Neural 
Tissues

3.2.1 Preparation 
of Nuclear Suspensions 
and Immunolabeling
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Fig. 2 Flow diagram describing the protocol for the isolation of fresh cell nuclei from the indicated tissues. 
These cell nuclei can be used for immunostaining with neuronal markers with nuclear location and flow 
cytometry analysis

Noelia López-Sánchez et al.
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Once the nuclear preparation is obtained, cell nuclei are immu-
nostained with antibodies against specific nuclear markers (NeuN 
in this case). For this purpose, we recommend to use commercially 
available antibodies known to work for chromatin immunoprecipi-
tation as they are likely to recognize the native structure of the 
antigen. An improvement of our methodology is that both primary 
and secondary antibodies are added together to the cellular prepa-
rations (optimal dilutions have to be empirically deduced). This 
avoids unnecessary washing steps that may result in bias or general-
ized loss of cell nuclei. This makes our protocol highly accurate 
and yielding representative results, something that is crucial for 
this type of analysis. As a first approximation, primary antibodies 
should be diluted around 0.5–1.0 times the recommended dilu-
tion for immunohistochemistry. Secondary antibodies are usually 
employed at 1/500 dilution (see Note 4). For the example illus-
trated in Fig. 3, an anti-NeuN rabbit monoclonal antibody was 
used at 1/600 dilution and an Alexa 488 anti-rabbit antibody was 
diluted 500 times. Immunostaining is performed in an Eppendorf 
tube containing the isolated unfixed nuclei described above plus 
5% fetal calf serum (FCS) and 1.25 mg/mL bovine serum albumin 
(BSA) (final concentrations). In this way, labeling is specific as 
blocking proteins are co-added with the antibodies. It is important 
to prepare control samples in which the primary antibodies are 
excluded. When the availability of the samples is limited, this con-
trol can be obtained by taking small aliquots from the experimental 
points, which are then joined together. Nuclear suspensions with 
antibodies are finally incubated O/N at 4 °C in the dark.

NeuN-immunostained nuclei are filtered through a 40 μm nylon 
filter, and the volume adjusted to 0.5 mL (see Note 5) with PBS 
containing PI and DNase-free RNase I at a final concentration of 
40 and 25 μg/mL, respectively, and then incubated for 30 min at 
room temperature (RT). The quality of the nuclei and specificity of 
immunostaining signal have to be checked by fluorescence micros-
copy (Fig. 3a).

In our experiments, the analysis by flow cytometry is per-
formed with a FACSAria cytometer. Nevertheless, any flow cytom-
eter available in the market would be equally efficient for this kind 
of analysis. Immunostained samples are passed through the cytom-
eter and data are collected. In our case, we use Alexa 488 to label 
NeuN and PI for DNA quantification. Therefore, the analysis is 
performed with the BP 530/30 and BP 616/23 emission filters 
(used for Alexa 488 and PI, respectively). Data are then analyzed 
with the FACSDiva package. To this aim, gating is adjusted to 
remove cellular debris, which is easily differentiated from nuclei 
due to its inability to incorporate PI. Aggregates are then removed 
after plotting DNA pulse area versus its corresponding pulse height 
following the procedure described in [55] (Fig. 3b). Then, the 

3.2.2 Flow Cytometric 
Analysis
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Fig. 3 Electronic gating method for zebrafish cell nuclei immunostained with NeuN and analyzed by flow 
cytometry. (a) NeuN-positive nuclei (white arrows) and NeuN-negative nucleus (yellow arrow ) labeled with 
DAPI are shown. Ph: phase contrast. Bar: 10 μm. (b) Fresh cell nuclei were isolated from neural tissues derived 
from the rhombencephalon of 20 m zebrafish, stained with propidium iodide (PI), and subjected to flow 
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NeuN-positive nuclear population is selected and plotted against 
PI intensity to quantify the proportion of neuronal tetraploid 
and diploid nuclei (Fig. 3c). A histogram is finally created for the 
quantification of the tetraploid neuron population. Figure 3d illus-
trates a representative result obtained from this analysis, indicating 
that 4.21 ± 0.41% (mean ± s.e.m.) of neurons are tetraploid in 
the  neural tissues derived from the rhombencephalon in the adult 
zebrafish (n = 8).

Besides the common use of flow cytometry for the characterization 
and quantification of tetraploid neurons in specific tissues, FACS 
technology can also be used for the isolation of genomic DNA 
from these neurons (i.e., 4C NeuN-positive cell nuclei). To this 
aim, we usually employ a nozzle with a 100 μm diameter, a size 
that does not perturb nuclear integrity. It is important to point out 
that cell sorting is a challenging approach when the abundance of 
the target population is low, as it is the case for tetraploid neurons. 
A single round of cell sorting is able to enrich the tetraploid nuclear 
population to around 20% as a maximum. Therefore, two rounds 
of cell sorting are required to enrich the tetraploid population to 
80–90%. As a consequence, the final number of tetraploid nuclei 
that are obtained is quite low. Another reason for a reduced yield 
of tetraploid neuronal nuclei is the necessity of checking its pro-
portion within the enriched sample. This analysis results in the loss 
of a significant number of isolated nuclei, which are passed through 
the flow cytometer following the protocol described above. As an 
average, we usually recover around 1000–9000 tetraploid nuclei 
out of four P15 mouse hemicortices, and about 100–500 cell 
nuclei are used for this validation step. The rest can be used for 
genomic DNA extraction. The isolation of basically pure diploid 
neurons is easier, as this population represents around 98–99% of 
total neurons and around half of all cell nuclei in the cerebral cor-
tex. Therefore, a single round of FACS is sufficient for the isolation 
of highly enriched diploid neuron populations. We usually isolate 
genomic DNA from 200,000 diploid cell nuclei.

For the isolation of cortical neurons of diploid and tetraploid DNA 
content, one cortical hemisphere from P15 mice is homogenized 
using a Dounce homogenizer in 2 mL of ice-cold NIB (see Fig. 2). 
Undissociated tissue is then removed by centrifugation at 200 × g 

3.3 Isolation 
of Diploid 
and Tetraploid 
Neurons 
from Vertebrate Neural 
Tissues to Perform 
Epigenetic Studies

3.3.1 Isolation of Cell 
Nuclei from Diploid 
and Tetraploid Cortical 
Neurons

Fig. 3 (continued) cytometric analysis. After gating on forward scattering area vs. side scattering area (not 
shown), DNA content was Fig. 3 (continued) assessed by plotting PI (Pe-Texas Red-H) vs. PI (Pe-Texas Red-A) 
levels. Diploid and tetraploid nuclei were subsequently gated from these plots (singlets), while the doublets of 
diploid nuclei were discarded (aggregates). (c) DNA content from the gated cell population containing both 
diploid (2C) and tetraploid (4C) events, plotted against Neu immunolabeling levels (FITC-A), is shown. A control 
analysis performed with nuclei labeled with secondary antibodies is also shown. (d) A histogram showing the 
count numbers of diploid (2C) and tetraploid (4C) nuclei is shown

Tetraploid Neuron Analysis by Flow Cytometry
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for 1.5 min (4 °C) as described above. The supernatant is then 
diluted with 4 mL of NIB, while the pellet is resuspended with 
1.5 mL NIB and centrifuged at 100 × g for 1.5 min at 4 °C, and 
the resulting supernatant is added to the previous one (see Fig. 2). 
The mixed supernatant is then distributed in five Eppendorf tubes 
and centrifuged at 400 × g to isolate cell nuclei and remove the cell 
debris from the sample. Each pellet is then incubated for 30 min 
with 30 μL NIB on ice, resuspended by gently swirling, joined into 
one single Eppendorf tube (150 μL in total), and directly used for 
immunolabeling. To this aim, the cell nuclei are incubated O/N in 
the dark at 4 °C with a mouse monoclonal antibody against NeuN 
diluted 1/1000 and a secondary Alexa 488 anti-mouse antibody 
used at a 1/500 dilution in NIB containing 5% fetal calf serum 
(FCS) and 1.25 mg/mL bovine serum albumin (BSA). In parallel, 
control samples are prepared lacking the primary antibody. After 
the incubation period, immunostained nuclei are filtered through 
a 40 μm nylon filter and, then, DNA staining is performed with 
40 μg/mL PI, while RNA is removed with 25 μg/mL DNase-free 
RNase I, which is incubated for 30 min at RT. After analyzing the 
quality of the nuclei and the specificity of the immunostaining by 
fluorescence microscopy, cell nuclei are sorted through a FACSAria 
cytometer. Gating is set as described above to isolate diploid and 
tetraploid NeuN-positive nuclei on DNA LoBind and Protein 
LoBind Eppendorf tubes, respectively. Diploid neuronal cell nuclei 
are selected for further analysis while the tetraploid enriched frac-
tion is subjected to a second round of cell sorting to isolate tetra-
ploid neuronal cell nuclei. In this case, tetraploid events are 
collected in DNA LoBind tubes.

To obtain genomic DNA from diploid and tetraploid neurons, the 
isolated cell nucleus suspensions are centrifuged at 20,000 × g for 
5 min, and then most of the supernatant is removed (just 200 μL 
is kept). The genomic DNA is then isolated from this pellet by 
using the DNeasy Blood & Tissue Kit, a procedure that requires 
no phenol extraction and involves minimal handling. To this aim, 
20 μL of the proteinase K solution and 200 μL of buffer AL (both 
included in the kit) are added to the remnant volume and then the 
mix is vortexed to assure cell nuclear lysis. This buffer allows selec-
tive binding of DNA to the DNeasy membrane located within a 
spin column also included in the kit. After two wash steps, DNA is 
eluted with 40 μL of the buffer AE included in the kit. This vol-
ume is optimal for DNA yields below 1 μg.

The genomic DNA isolated in the previous step can be used for 
several types of analysis. In this chapter we used CpG methylation 
analysis in imprinting. The most common technique for the analy-
sis of CpG methylation is the treatment of genomic DNA with 

3.3.2 Genomic DNA 
Isolation

3.3.3 Bisulfite Treatment 
of Genomic DNA 
from Diploid and Tetraploid 
Neurons
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bisulfite followed by sequencing [83]. Bisulfite converts cytosine 
residues to uracil, but leaves 5-methylcytosine residues unaffected. 
Therefore, only methylated cytosines are retained when genomic 
DNA has been treated with bisulfite.

For this analysis, 20 μL of the genomic DNA obtained in the 
previous step is bisulfite-converted using EpiTect Bisulfite Kit. To 
this aim, the DNA solution is combined with 85 μL of bisulfite mix 
solution and 35 μL of DNA protect buffer, and then the protocol 
is performed as indicated in the specifications of the kit.

The Sanger sequencing procedure is the classical method for the 
analysis of CpG methylation [83]. For this analysis, a representa-
tive DNA sequence within the DMR of interest is PCR amplified 
from the bisulfite-converted DNA using specific oligonucleotides 
designed for the bisulfite-converted sequence (i.e., cytosines sub-
stituted by thymines). As a general rule, whenever possible the 
presence of GpGs should be avoided from the oligonucleotide 
sequences. In case this cannot be applied, degenerate oligonucle-
otides recognizing both cytidines and thymines should be used. In 
addition, when the CpG methylation levels are studied by pyrose-
quencing (see below) one of the oligonucleotides should be bioti-
nylated in its 5′ end. If possible, primers should be designed 
flanking a single-nucleotide polymorphism (SNP), which is used to 
determine the parental origin of the specific strand when analyzed 
by Sanger sequencing. In this case, the analyzed tissue should be 
derived from mice obtained by crossing of two genetic back-
grounds carrying the mentioned SNP. Finally, the analysis of the 
sequencing data is performed with the QUMA software [70], 
using its standard settings.

To study the CpG methylation levels of the DMR control-
ling the imprinted Rasgrf1 region [69] (Fig. 4a) in diploid and 
tetraploid neurons, two primers flanking this DMR (see Fig. 4b) 
are used. These primers are specific for the bisulfite-converted 
sequence, and they encompass 29 CpG sites within the Rasgrf1- 
imprinted domain. PCR amplification is then performed using 
the PCR conditions described in [69], and the amplification 
product is cleaned with the DNA Clean & Concentrator-5 kit. 
After PCR product subcloning into the pGEM-Teasy vector, a 
significant number of positive clones are subjected to miniprepa-
ration of plasmids with the PureYield Plasmid Miniprep System, 
and these plasmids are subsequently sequenced through the 
Sanger method. Figure 5 illustrates the result obtained from this 
analysis, which indicates that at P15 both diploid and tetraploid 
neurons seem to show more than the expected 50% of methyl-
ated CpGs.

3.3.4 Analysis of CpG 
Methylation Levels 
in Imprinting Control 
Regions of Diploid 
and Tetraploid Neurons 
through Sanger 
Sequencing
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Sanger sequencing depends on random incorporation of selective 
dideoxynucleotides lacking a 3′-OH group required for the DNA 
extension reaction, thus leading to products of different lengths 
that can be assigned to a particular sequence [84]. In contrast to 
this method, which needs a relatively limited number of clones that 
are then sequenced, pyrosequencing has a superior quantitative 
capacity based on the detection of the levels of pyrophosphate that 
is released when a deoxyribonucleotide triphosphate is added to 

3.3.5 Analysis of CpG 
Methylation Levels 
in Imprinting Control 
Regions of Diploid 
and Tetraploid Neurons 
through Pyrosequencing

Fig. 4 Scheme showing the genomic structure of murine Rasgrf1-imprinted domain and the sequence ana-
lyzed within the Rasgrf1-imprinting center. (a) Genes constituting the Rasgrf1-imprinting domain are shown. 
These genes show paternal allele-specific expression. The Rasgrf1-imprinting center is 30 kb upstream of 
these genes. Methylated CpG sites from this imprinting center are represented by solid circles, while open 
circles represent non-methylated CpGs from the Rasgrf1-controlling DMR. (b) Genomic DNA sequence corre-
sponding to the region analyzed in this chapter. Solid arrows : primers used for amplification (for pyrosequenc-
ing, the forward primer was 5′-biotinylated). Dashed arrow : primer used for pyrosequencing
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the end of a nascent strand of DNA [85]. Although this technique 
can be used to reveal unknown DNA sequences, it is not as effi-
cient as other available sequencing procedures. Nevertheless, pyro-
sequencing has proved to be highly efficient and sensitive for the 
analysis of single-nucleotide mutations in short DNA sequences 
(usually less than 80 nucleotides in length) [86]. Deoxyribonucleotide 
triphosphates are added to the reaction following the expected 
sequence. This results in the release of pyrophosphate (PPi), whose 
concentration can be monitored as a peak of light emission. This 
allows the quantification of the mutations that are present in the 
DNA sequence (see scheme in Fig. 6). This procedure is therefore 
quite convenient for the quantification of the proportion of cyti-
dine conversion to thymine in bisulfite-treated DNA. The propor-
tion of CpG methylation present within the DMRs of an imprinting 
DNA domain is therefore easily quantified by this procedure when 
DNA fragments initially enriched in CpGs are generated by PCR 
amplification from bisulfite-converted genomic DNA.

Fig. 5 Sanger sequencing methylation analysis of the Rasgrf1-imprinting control region shown in Fig. 4. 
Results were analyzed for change in methylation pattern with the QUMA software, which generates a panel of 
solid and open circles indicating methylated and unmethylated CpGs, respectively

Tetraploid Neuron Analysis by Flow Cytometry



Fig. 6 Scheme illustrating the pyrosequencing method. A PCR amplicon generated with a pair of primers, one 
of them biotinylated at its 5′ end, is denatured, and then the biotinylated strand is immobilized through its 
biotinylated 5′ end. Asterisks indicate CpGs that may be methylated: if C is not methylated, C should be sub-
stituted by T (in the complementary strand, G should be substituted by A). This template is hybridized to a 
sequencing primer and then incubated with DNA polymerase, ATP sulfurylase, and luciferase together with the 
substrates adenosine 5′ phosphosulfate (APS) and luciferin. The addition of the deoxynucleoside triphosphate 
complementary to the one present in the template sequence (dCTP in this example) initiates the pyrosequenc-
ing reaction. dATPαS is used instead of dATP to avoid noise, since the former is not a substrate for a luciferase. 
The incorporation by DNA polymerase of the correct, complementary dNTP releases pyrophosphate (PPi). 
Then, ATP sulfurylase converts PPi to ATP in the presence of APS, and this ATP acts as a substrate for lucifer-
ase, which converts luciferin to oxyluciferin and generates light in proportion to the amount of ATP. This light is 
detected by a camera and shown as a pyrogram. Finally, the presence of apyrase results in the degradation of 
the unincorporated nucleotides and ATP, and the reaction can restart with another nucleotide. As an internal 
control of the pyrosequencing method, a reaction step can be performed with a noncomplementary nucleotide 
(dGTP in this example), thus resulting in lack of light signal. When the template contains more than one identi-
cal nucleotide (the pair TT in the example), the peak of light is proportional to the number of identical nucleo-
tides present in the sequence. The percentage of methylated CpGs is calculated after successive addition of 
dGTP and dTTP (in the example 50% of the CpGs are methylated since the peak of light is similar for both dGTP 
and dTTP)
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To confirm the observation that the Rasgrf1 DMR contains a 
high proportion of methylated CpGs, bisulfite-treated DNA is 
PCR amplified using the same primers as above, the forward primer 
being biotinylated at the 5′ end. The PCR product is then bound 
to streptavidin-coated Sepharose beads (GE-Healthcare) through 
the biotin tag and denatured to generate single-stranded DNA to 
allow annealing of an internal sequencing primer (16 pmol of each 
per reaction) (see Materials). Pyrosequencing is then performed 
with a PSQ™96MA instrument using 25 μL of amplified DNA 
product and PyroMark Gold Q96 reagents. Pyrosequencing data 
analysis is finally done using the Pyro Q-CpG software. This tech-
nique can only resolve an average of 80 nucleotides upstream from 
the sequencing primer. Therefore, only five CpGs could be quanti-
fied with this technique (Fig. 7). This analysis indicated that 
78.31 ± 3.88% (n = 4) of CpGs were methylated in diploid neu-
rons whereas this proportion was 75.07 ± 4.77% (n = 3) in tetra-
ploid neurons (Fig. 7). This result, which indicates that tetraploid 
neurons show similar proportion of methylated CpGs in the DMR 
of the Rasgrf1-imprinting domain, is consistent with the results 
obtained through Sanger sequencing illustrated in Fig. 5. For some 
unknown reason, this domain seems to be overmethylated in P15 
cortical neurons.

4 Notes

 1. This volume should be increased to 1 mL for one telencephalic 
hemisphere from P7 chick or E17 mouse embryos, to 2 mL for 
one hemicortex of P15 mice, and to 3 mL for either one hemi-
cortex of adult mouse or one cube of 5–8 mm edge of human 
brain (see Fig. 2).

 2. The standard procedure for the removal of the undissociated 
tissue (mainly fibers and blood vessels) is by centrifugation 
(200 × g for 1.5 min at 4 °C in 1.5 mL minifuge tubes) dis-
carding pellet. If tissue from either adult mouse or human 
brain is processed, 1.5 mL of cold NIB should be added prior 
to the centrifugation step (see Fig. 2). Additionally, when 
quantification or high recovery is needed, the pellet of this 
centrifugation step can be resuspended with 1.5 mL of cold 
NIB, and then centrifuged at 100 × g for 1.5 min at 4 °C to 
remove any dissociated cell nuclei that may remain among the 
undissociated tissue. The supernatant is then added to the pre-
vious one (see Fig. 2 for details).

 3. For postnatal and adult mouse tissues the supernatant is fur-
ther diluted with NIB (see Fig. 2 for details). In all cases 
(except for zebrafish rhombencephalon-derived neural struc-
tures) tissues are centrifuged at 400 × g for 4 min at 4 °C. 

Tetraploid Neuron Analysis by Flow Cytometry



Fig. 7 Representative pyrograms from diploid (a) and tetraploid (b) neuronal cell nuclei, corresponding to the 
Rasgrf1-imprinting control region shown in Fig. 4, are shown. Blue boxes: Percentage of methylation in any 
particular CpG analyzed. This value is calculated as the ratio between the G peak (complementary to the 
bisulfite-protected MetC) and the G + A peaks (complementary, respectively, to the bisulfite-protected MetC plus 
the bisulfite-unprotected C)
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Supernatants  containing cellular debris are then discarded and 
the pellet is then incubated at 4 °C in cold NIB for at least 1 h, 
before mechanical resuspension by gentle swirl of the vial. The 
volume for this resuspension step differs from tissue to tissue 
(see Fig. 2 for details). A quality control that is required at this 
stage is the analysis under the microscope of a small aliquot of 
the isolated nuclei stained with 100 ng/mL DAPI. This analy-
sis informs about the quality and purity of the nuclear prepara-
tion. It is convenient to use only cell nuclear preparations in 
which cell debris are kept to a minimum.

 4. Fluorophores are chosen depending on the flow cytometer. It is 
imperative that both absorption and emission spectra of the 
fluorophores are compatible with the laser and filters of cytom-
eter and that their emission spectra do not overlap.

 5. This volume can be adjusted to 1–3 mL in other tissues to avoid 
high-concentrated cell nucleus suspensions.
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Chapter 5

A Cytomic Approach Towards Genomic Individuality 
of Neurons

Thomas Arendt, Birgit Belter, Martina K. Brückner, Uwe Ueberham, 
Markus Morawski, and Attila Tarnok

Abstract

Here, we describe an approach for the DNA quantification of single cells in brain slices based on image 
cytometry (IC) that allows mapping the distribution of neurons with DNA content variation (DCV) in the 
context of preserved tissue architecture. The method had been optimized for DNA quantification of iden-
tified neurons but could easily be adapted to other tissues. It had been validated against chromogenic in 
situ hybridization (CISH) with chromosome-specific probes and laser microdissection followed by quan-
titative PCR (qPCR) of alu repeats. It can be combined with immunocytochemical detection of specific 
marker proteins which allow for further specification of cellular identity in the context of defined brain 
pathology. The method can be applied in a high-throughput mode where it allows analyzing 500,000 
neurons per brain in a reasonable time. The combination of cytometry with molecular biological charac-
terization of single microscopically identified neurons as outlined here might be a promising approach to 
study molecular individuality of neurons in the context of its physiological or pathophysiological environ-
ment. It reflects the concept of cytomics and will forward our understanding of the molecular architecture 
and functionality of neuronal systems.

Key words Ageing, Alzheimer’s disease, Aneuploidy, Cell death, Cellular individuality, Cytomics, 
DNA content variation, Genomic mosaic, Neurodegeneration, Polyploidy, Single-cell analysis

1 Introduction: DNA Content Variation in Neurons

All somatic mammalian cells with very few exceptions have 
 conventionally been assumed to contain identical genomes corre-
sponding to a diploid set of chromosomes [1]. More recent studies 
in the human brain, however, have indicated that structural varia-
tions in the human genome due to loss or gain of whole chromo-
somes or fragments thereof are a constant finding in both the 
healthy and diseased human brain [2–17].

A more than diploid level of neuronal DNA was first reported 
about 50 years ago in the cerebellum of rat [18] and human  
brain [19]. These initial observations, made on Purkinje cells [18] 
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and neurons of the cerebellar dentate nucleus [19], prompted a num-
ber of subsequent studies, reporting on similar findings for a large 
variety of neurons of different mammalian species, including cerebel-
lar Purkinje cells of human [20, 21], cat [22], mouse [23], rat [24–
34], and chick [35]; hippocampal and cortical pyramidal cells of cat 
[22, 36], rat [37–39], and guinea pig [40]; nerve cells of the upper 
cervical ganglion in rabbit [41]; cat spinal motoneurons [22]; as well 
as neurons of the human cholinergic basal forebrain system (Arendt, 
unpublished observations) and bat olfactory bulb [42].

After a protracted controversy as to whether the DNA content 
of a very large part of neurons [30, 31] or even all neurons [32, 43, 
44] exceeds the diploid level or not [45–50], consensus was 
reached eventually that the majority of neurons are diploid. 
Discrepant results were attributed to various technical limitations 
and cytophotometric artifacts of heterochromatin in interphase 
nuclei of postmitotic neurons [51–53] but also to large individual 
variations [54]. Still, a small but constant fraction of a few percent 
of neurons continuously escaped the diploid DNA amount, irre-
spectively of the analytical method or other confounding factors of 
tissue sampling and preparation. This argues in favor of the pres-
ence of a “low-frequency” somatic aneuploidy in neurons giving 
rise to a genomic mosaic in the brain [16, 17, 54–56].

Different experimental approaches have been developed to 
detect aneuploidy, chromosomal copy number variation (CNV), 
single-nucleotide variance (SNV), and DNA content variation 
(DCV). Thus, high-resolution genome-wide microarrays of small 
tissue samples [57] or next-generation sequencing (NGS) of even 
single cells allow a comprehensive genome-wide analysis [16]. In 
addition, more classical techniques for evaluating chromosome 
numbers in brain cells using multicolor fluorescence in situ hybrid-
ization (FISH) or chromogenic in situ hybridization (CISH) with 
site-specific and centromeric DNA probes [2–4, 58], or interphase 
high-resolution chromosome-specific multicolor banding (ICS- 
MCB) for the visualization of whole chromosomes [6–8, 10], have 
been constantly improved [59] and take advantage of in situ 
 characterization of defined neurons.

Chromosome number variations (CNV) appear to be well tol-
erated in the normal brain, and might even be beneficial [60, 61]. 
Alternatively, DCV may contribute to pathogenetic cascades and 
thus promote neurodegenerative disease progression, particularly 
if it exceeds a certain level [8, 9, 12, 58, 62–67].

To address questions such as the functional significance of 
physiological CNV, how it can be distinguished from its pathologi-
cal form, and what are the modes of its generation and its func-
tional sequelae, more systematic studies both on its distribution 
throughout the brain and its potential changes over lifetime are 
required. Here, we describe an approach for the DNA quantifica-
tion of single cells in brain slices based on image cytometry (IC) 
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that allow to map the distribution of neurons with DNA content 
variation (DCV) [11] in the context of preserved tissue architec-
ture. The method have been optimized for DNA quantification of 
identified neurons but could easily be adapted to other tissues. 
It have been validated against chromogenic in situ hybridization 
(CISH) with chromosome-specific probes and laser microdissec-
tion followed by quantitative PCR (qPCR) of alu repeats [5, 58, 
68, 69]. It can be combined with immunocytochemical detection 
of specific marker proteins which allow for further specification of 
cellular identity in the context of defined brain pathology. The 
method can be applied in a high-throughput mode where it allows 
to analyze 500,000 neurons per brain in a reasonable time.

2 Materials

Brains from patients with Alzheimer’s disease (AD) and from age- 
matched healthy controls died without any history of neurological 
or psychiatric illness were used. All study protocols, including  
case recruitment, autopsy, and data handling, were performed in 
accordance with the ethical standards as laid down in the 1964 
Declaration of Helsinki and its later amendments as well as with 
the convention of the Council of Europe on Human Rights and 
Biomedicine, and were approved by the responsible local Ethics 
Committee. Informed consent had been obtained from legal 
 representatives of the patients.

The diagnosis of AD was made on the basis of both clinical and 
neuropathological evidence according to the criteria of the 
International Working Group (IWG) for New Research Criteria 
for the diagnosis of AD [70, 71] in the revision of 2014 (IWG-2) 
[72], the NIA-AA diagnostic criteria in the revision of 2011 [73–76], 
and the NIA-AA guidelines for the neuropathological assessment 
of AD [77, 78]. Only cases with typical AD according to the 
IWG-2 criteria were included. All cases had undergone neuropsy-
chological assessment during the final 6 months of their lives. 
Clinical Dementia Rating (CDR) scale scoring was based on neu-
ropsychological testing (CERAD) [79], MMSE [80], and rating 
scales [81]. The CDR scale score was used to identify patients with 
mild dementia (CDR 1) [82]. All cases were neuropathologically 
assessed for NFT stage according to Braak and Braak [83] and 
Braak et al. [84], for Aβ/amyloid plaque score according to Thal 
et al. [85], and for neuritic plaque score according to CERAD [86]. 
NFTs and Aβ/amyloid plaques were detected by immunocyto-
chemical labeling of phosphotau (anti-human PHF-tau mono-
clonal antibody AT8; Thermo Scientific) and Aβ (beta-amyloid 
monoclonal antibody, 6E10; BioLegend), respectively. Severity of 
AD pathology was staged following the consensus guidelines for 
the neuropathologic evaluation of AD according to Hyman et al. [77] 
and Montine et al. [78].

2.1 Tissue Probes 
and Neuropathological 
Diagnosis
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●● Freezing microtome (microtome Reichert-Jung with 
Frigomobil freezing unit, Leica Microsystems, Germany).

●● Orbital or horizontal shaker (Carl Roth GmbH & Co. KG, 
Karlsruhe, Germany).

●● Microwave oven.
●● Laser scanning cytometer (CompuCyte Corporation, 

Cambridge, MA, USA); the argon laser (wavelength 488 nm) 
was used for the excitation of PI and the helium-neon laser 
(633 nm) for the excitation of Cy5. Emission signals were 
detected with long-pass filters (650EFLP) for PI and Cy5. 
Analyses were performed with the 20× objective and the fol-
lowing software settings: “threshold” set to 1200 and adjusted 
individually for each section, “minimum area” set to 8 μm2, 
“add pixels to threshold” set to 10.

●● Thermal cycler (OmniGene, Hybaid GmbH, Heidelberg, 
Germany).

●● Humidified chamber.
●● Fluorescence microscope (Axiovert 200 M), equipped with 

10× objective (Plan-Neofluar 10×) and 63× oil immersion 
objective (Apochromat 63×) and with the appropriate software 
AxioVision 4.7 with the MosaiX module (Carl Zeiss AG, Jena, 
Germany).

●● Laser microdissection system (PALM microBeam, PALM 
Microlaser Technologies, Bernried, Germany); “laser focus” 
was set to 25 and “laser energy” set to 90 and both were 
adjusted individually for each section.

●● Real-time PCR system (Rotor-Gene 2000, Corbett Research, 
Sydney, Australia).

●● BioPhotometer (Eppendorf Vertrieb Deutschland GmbH, 
Wesseling-Berzdorf, Germany).

3 Methods

A detailed process chart illustrating the experimental procedures 
and potential points of entry and exit as described in the methods 
section is provided in Fig. 1.

Tissue blocks about 3 × 3 cm in size were cut from the region of 
interest (entorhinal cortex, Brodmann area 28; frontal cortex, 
Brodmann area 10; parietal cortex, Brodmann area 7; temporal 
cortex, Brodmann area 22; occipital cortex, Brodmann area 17). 
Blocks were fixed in 4% phosphate-buffered paraformaldehyde (4% 
PFA in PBS), pH 7.4, for 9 days, with the fixation buffer renewed 
every second day. For cryoprotection, tissue was soaked in 30% 

2.2 Equipment

3.1 Tissue 
Preparation
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sucrose for 2–4 days. Sections of 30 μm thickness were cut on a 
freezing microtome. A section thickness of 30 μm proved to be 
optimal for subsequent IC analysis (see below). A section thickness 
below 20 μm increases the likeliness that nuclei will be cut, which 
results in an underestimation of cellular DNA content. A section 
thickness above 30 μm, on the contrary, increases the risk of cells 
lying on top of each other resulting in overestimation of cellular 
DNA content.

To this end, the holder of the freezing microtome was pre-
cooled and the tissue was fixed with 10–20 drops of Tissue-Tek® 
O.C.T.™ Compound (Sakura, Japan). Cut sections were trans-
ferred with a dry brush into TBS and immediately processed  
for immunofluorescence or stored until further processing in 
TBS/0.1% NaN3 at 4 °C to prevent microbial activity. If sections 
were stored in TBS/0.1% NaN3, the NaN3 needs to be carefully 
washed out with TBS for at least 3 h or overnight as residual NaN3 
can interfere with the antibody reaction.

To allow for an identification of neurons, and a clear discrimination 
between neuronal and non-neuronal origin of the IC signal, slices 
were immunocytochemically processed with monoclonal mouse- 
anti-pan-neuronal neurofilament antibody (SMI-311, Sternberger 
Monoclonals, Baltimore, MD) prior to IC [5] (Fig. 2). The immu-
nocytochemical protocol was performed in a standard 12-well 
plate with the sections floating free in the respective solutions. 
While incubating, 12-well plates were placed on an orbital or a 
horizontal shaker (10 rpm). Tissue was transferred carefully from 
one well to the other using a brush.

For epitope retrieval after PFA fixation, sections were initially 
pretreated in 10 mM citrate buffer (pH 6.0) heated by microwave 
(~85 °C), followed by three washing steps in TBS 10 min each. 
Depending on which primary antibodies will be used prior to IC, 
investigators should determine which pretreatment provides the 

3.2 Immunohisto
chemistry

Fig. 2 Confocal image of a brain slice used for IC analysis (human entorhinal cortex). Immunohistochemical 
reaction with the neurofilament marker SMI 311 (Cy5; blue), combined with propidium iodide reaction (PI, red) 
for DNA staining. Scale bar: 200 μm. Modified after Mosch et al. [58]
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strongest signal in their assay system. As an alternative, pretreat-
ment can be performed using 50% formic acid in PBS or TBS 
pH 9.0 [87]. After blocking of unspecific binding sites with 0.3% 
milk powder, 0.1% gelatine, 1% bovine serum albumin, and 0.05% 
Tween 20 in 10 mM Tris-buffered saline (TBS, pH 7.4) for about 
1 h, sections were incubated with the SMI-311 antibody (dilution 
1:750) overnight at 4 °C in blocking solution. Sections were 
washed three times 10 min each in TBS-T between the single incu-
bation steps. The SMI-311 antibody was labeled with a secondary 
cyanine 5 (Cy5™)-conjugated goat anti-mouse antibody (Dianova, 
Hamburg, Germany, 1:300). For DNA labeling, sections were 
subsequently treated with 50 μg/mL propidium iodide (PI) in 
TBS containing 100 μg/mL ribonuclease A (Sigma, St. Louis, 
MO), for 30 min at 37 °C in the dark (Fig. 2). Sections were 
mounted onto slides using DAKO fluorescent mounting medium, 
and covered and stored at 4 °C in the darkness until analysis. 
Uncoated slides were found to be best suited for the subsequent 
IC analysis, as they give rise to rather low background values for 
the PI staining [68].

Slices for microdissection and chromogenic in situ hybridiza-
tion were processed with an avidin-biotin system. Bound SMI 311 
antibody was labeled with secondary biotin-conjugated goat 
anti- mouse antibody (1:500; Dianova, Hamburg, Germany). 
Subsequently, sections were processed with ExtrAvidin® − 
Peroxidase conjugate (1:500; Sigma) and 0.04% 3,3′-diamino-
benzidine (DAB)/0.015% H2O2 (Sigma) as chromogen. Finally, 
sections were mounted onto slides (MembraneSlide PEN 2.0 μm 
(Leica)), air-dried for microdissection, or further processed using 
CISH.

IC was performed using a laser scanning cytometer (LSC, 
CompuCyte, Cambridge, MA) with the software WinCyte version 
3.4. The instrument settings were optimized by analysis of DNA 
content (low coefficient of variance values for the G0 peak) using 
peripheral blood lymphocytes for the present application as 
described [5, 68]. For excitation the 488 nm line of the argon laser 
(forward scatter, PI) and the 633 nm line of the helium-neon 
(HeNe) laser (Cy5) were used. The 650 EFLP (long-pass edge 
cut-on filter, 650 nm) filter was used for the detection of fluores-
cence light (Cy5 & PI). Triggering signal for cell detection was the 
PI signal. Threshold was typically set to 2000. Analysis was per-
formed with 20× objective, numeric aperture 0.5. The minimum 
area to be necessary for a nucleus to be accepted was set to 8 μm in 
order to exclude debris and other smaller artifacts (e.g., cut nuclei) 
from the analysis. 10 pixels were added to threshold in order to 
include cytoplasm data and to avoid that only data of nuclei were 
gained which very likely may result in an underestimation of SMI- 
Cy5- positive cells.

3.3 Image Cytometry
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The baseline for the threshold values was determined on 
 sections labeled with PI and the secondary Cy5-labeled antibody 
alone in the absence of the primary antibody. PI generally produced 
a bright easily detectable nuclear signal. Here, the PMT (photo-
multiplier) signal was set so that all pixel values were below satura-
tion. The Cy5 signal of the control was set by adapting the PMT 
voltage so that the background signal was above 0 value. From then 
on all instrument settings were not changed. Data acquisition was 
started and the scan data images which were produced for Cy5 and 
PI were checked for proper recognition of the software. If not all 
cells were recognized or too many cells were merged into one 
object, the threshold value was changed accordingly. Each fluores-
cent event was recorded with respect to size, perimeter, x–y position 
on the object slide, maximum (maximum pixel), and overall inte-
gral fluorescence intensity. To exclude doublets and other artifacts 
from the analysis, a gating cascade was created (Fig. 3a–c). Using 
the WinCyte software, a first window was created (Area vs. DNA-PI 

Fig. 3 Data acquisition by IC. To exclude doublets, artifacts, and cell debris from the analysis, a gating cascade 
was applied. Fluorescence events were gated by means of the area (a), the maximal pixel intensity (b), and the 
perimeter of single-fluorescence events (c). Using this gating strategy ensures that only single cells will be 
included in the analysis. To clearly discriminate the specific fluorescence signal from background fluores-
cence, control slices without primary antibodies were used to define a background fluorescence threshold (d). 
Applying this threshold to the fully stained slice allows the identification of neurons as Cy5-positive events (e). 
For each cell population, a PI histogram can be generated (f) and used to analyze the distribution of neurons 
according to their DNA content with lymphocytes serving as standards
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Integral; Fig. 3a) to exclude  artifacts, debris, and doublets. Singlets 
were gated into a second window (DNA-PI Max Pixel vs. DNA-PI 
Integral, Fig. 3b). From this window, cells were gated into a third 
window in order to exclude further doublets (Perimeter2 vs. 
DNA-PI Integral, Fig. 3c). With the perimeter2 feature it was pos-
sible to exclude further doublets and multiple events. To clearly 
discriminate the specific fluorescence signal from background fluo-
rescence, control slices without primary antibodies were used to 
define a background fluorescence threshold (Fig. 3d, e). Only 
neurofilament- immunoreactive cells were considered for IC analy-
sis. For each cell population, histograms of integral PI fluorescence 
values were generated (Figs. 3f and 4). These histograms were 
exported to the software ModfitLT (version 2.0; Verity Software 
House, Topsham, ME, USA) and used to analyze the distribution 
of neurons according to their DNA content with lymphocytes serv-
ing as standards.

The entire cortical depth of the respective cortical area was 
scanned with 80,000–120,000 cells analyzed for each specimen. 
Analyses were restricted to neurons with an amount of DNA cor-
responding to a diploid level or above. Neurons with a reduced 
amount of DNA were not considered for quantification, as a loss of 
DNA due to partial sectioning of nuclei is difficult to control for. 
A DNA content exceeding the mean value for diploid cells by two 
standard deviations was considered DNA content variation (DCV).
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Fig. 4 DNA-PI histogram of cells, identified as neurons, gated from SMI-Cy5- 
positive events as displayed by WinCyte™. Cells in area 1 were considered as 
containing a DNA amount corresponding to 2n (diploid). Cells in area 3 were 
considered as containing a DNA amount corresponding to 4n (tetraploid). Cells in 
area 2 were considered as containing a DNA amount between 2n and 4n
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The numerical neuronal density was determined as a reference 
value using the tool of WinCyte to record the x–y position of each 
fluorescence event (Fig. 5). A square region with a side length of 
1 mm was created and the number of neurons within this region 
randomly placed ten times through the entire cortical depth was 
determined.

The method used to quantify DNA using IC was validated by 
 chromogenic in situ hybridization (CISH) on a subset of micro-
scopically identified neurons from randomly selected cases of AD 
[12, 14, 58]. The specimens were initially processed for immuno-
fluorescence and analyzed by IC. Subsequent sections were pro-
cessed for chromogenic in situ hybridization (CISH) with a 
ZytoDotCEN 17 probe (ZytoVision, Bremerhaven, Germany), 
which targets alpha-satellite sequences of the centromere of 
 chromosome 17. The digoxigenin-labeled probe was immunohisto-
chemically visualized using peroxidase-conjugated Fab fragments of 

3.4 Chromogenic 
In Situ Hybridization
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Fig. 5 Recording of the x-y position of each specific fluorescence event above background threshold allows to 
image the distribution of neurons (SMI-Cy5; color coded in blue) together with their PI value corresponding to 
the DNA amount (human parahippocampal gyrus, Alzheimer’s disease). Distribution of neurons with a PI signal 
corresponding to a diploid (middle, area 1, blue arrow) or tetraploid (right, area 3, red arrow ) amount of DNA
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an anti-digoxigenin antibody from sheep (Roche Diagnostics, 
Mannheim, Germany) and nickel ammonium sulfate/DAB/0.015% 
H2O2 as chromogen. Fixed human lymphocytes dropped on object 
slides and HeLa cells cultured under standard conditions and grown 
on coverslips were used as controls.

Subsequent to IC, coverslips were carefully removed by soak-
ing the object slide in a petri dish with pre-warmed PBS. Sections 
were incubated with “Heat Pretreatment Solution” (Zytovision) 
for 15 min at 45 °C and subsequently rinsed two times in 2× SSC 
for 30 s at room temperature. After additional washing steps with 
2× SSC, PBS, and aqua dest., sections were dehydrated in alcohol 
(70%, 85%, 96%, 99%) and quickly air-dried. 15 μL of the probe 
(ZytoDot CEN 17 Probe) was mixed with 5 μL hybrisol, pipetted 
in the center of an appropriate coverslip (e.g., round ∅ 22 mm) 
and everted onto the section. Coverslips were sealed with Fixogum 
(Marabu, Tamm, Germany) and left at 37 °C for 5 min. Slides 
were subsequently transferred into a thermal cycler (OmniGene) 
where they were incubated for 10 min at 94 °C, followed by an 
overnight incubation at 37 °C in a humidified formamide cham-
ber. The next day, coverslips were carefully removed, and slides 
were washed in 50% formamide/2 × SSC (two times each 15 min 
at 45 °C), followed by 0.5 × SSC (30 min, at 40 °C) and PBS 
(10 min at room temperature). Endogenous peroxidase was 
quenched by incubation with 1% H2O2 in PBS for 30 min, sections 
were washed three times in PBS (each 10 min), and unspecific 
binding sites were blocked with 2% sheep serum in PBS. 
Subsequently, sections were incubated with the HRP- conjugated 
anti-digoxigenin antibody (Abcam, ab6212) diluted 1:200 for 1 h 
at room temperature, washed in 50 mM Tris, pH 8.0, and incu-
bated with 10 mM nickel ammonium sulfate (NH4)2Ni(SO4)2/0.04% 
DAB/0.015% H2O2 to visualize the secondary antibody reaction 
under microscopic control. Incubation longer than 3 min should 
be avoided as nickel could precipitate and thus feign false-positive 
CISH signals. Slides were rinsed in 50 mM Tris, pH 8.0, followed 
by aqua dest.

To visualize the cytoarchitectonic context of both the PI/Cy5 
and CISH signals, slides were counterstained according to Nissl. 
Sections were incubated in Cresyl (echt) violet acetate solution for 
7 min with moderate shaking (20 rpm) and staining was differenti-
ated by incubation in alcohol (70%, 80%, 96%). To avoid immod-
erate decoloration incubate only for a few seconds in 96% alcohol. 
Slides were rehydrated, washed in aqua dest., coverslipped with 
Aqua Poly Mount (Polyscience), and stored at 4 °C in the dark 
until analysis.

Regions of interest on tissue sections were imaged with the cell 
observer system (Axiovert 200 M, equipped with a motorized 
scanning table, with the AxioVision Software 4.7 containing the 
MosaiX module, Zeiss, Jena, Germany). Hybridization spots were 
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recorded with a 63× oil immersion objective (Fig. 6). Cells were 
labeled in a digitized image by a color code according to their 
number of spots (Fig. 7). This image was used as “template image” 
for the subsequent laser microdissection. In total, 400–500 neuro-
nal nuclei were analyzed.

Fig. 6 Hybridization signals in lymphocytes, HeLa cells, and neurons of the entorhinal cortex in AD detected by 
CISH using a chromosome-specific probe for chromosome 17 which targets satellite sequences of the centro-
mere (ZytoDotCEN probes, ZytoVision, Germany). (A) Two spots are present in 99% of all lymphocytes. (B) 
Proliferating HeLa cells show either two or four spots, indicating a diploid and tetraploid set of chromosome 
17. (C–F) Pyramidal neurons in the brain of a patient with AD showing one, two, three, or four spots (arrows). 
Scale bars, 10 μm. Modified after Mosch et al. [58] and Arendt et al. [12]
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Single neurons, identified by immunoreactivity for neurofilaments 
(SMI 311-Cy5) and labeled by CISH, were cut from brain slices 
with a laser microdissector (PALM MicroBeam; P.A.L.M. Microlaser 
Technologies, Bernried, Germany) and subsequently subjected to 
DNA quantification by qPCR of alu repeats. Individual microscop-
ically identified neurons were sampled according to the number of 
hybridization spots, obtained by CISH and recorded on the “tem-
plate image.”

Coverslips of brain slides were carefully removed by soaking 
the object slide in a petri dish with pre-warmed PBS. Slides were 
rinsed in fresh PBS, dehydrated in alcohol (70%, 85%, 96%, 99%), 
and air-dried. 200 μL PCR tubes were prepared for cell sampling 
by pipetting 10 μL PCR reaction buffer for laser microdissection in 
the center of the cap. Tubes were placed in the holder of the PALM 
system and neurons were captured according to their number of 
CISH spots recorded on the “template image” (Fig. 7). For each 
case, at least 20 SMI 311-immunoreactive cells were captured. 
Each single neuron was sampled into an individual PCR tube. 
Tubes were incubated at 37 °C for 24 h and proteinase K was inac-
tivated by incubation at 90 °C for 10 min. Samples were further 
processed by quantitative PCR or stored at −20 °C until further 
analysis.

DNA content of individual neurons was quantified through 
 real- time PCR amplification of alu repeats [88], a class of short 
interspersed elements in the eukaryotic genome, which reach a 
copy number of one million in primates [89, 90]. Alu repeats were 
chosen because of their high copy number and low level of poly-
morphism compared with other short interspersed elements in the 

3.5 Laser Capture 
Microdissection 
of Identified Neurons

3.6 Quantitative PCR 
of Alu Repeats

Fig. 7 Laser capture microdissection of microscopically identified neurons. (a) Color coding of neurons after 
CISH, according to the number of hybridization spots, serving as “template image” for subsequent sampling 
by laser capture microdissection. (b) Image after laser microdissection of marked single neurons. Scale bar: 
100 μm
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eukaryotic genome [91]. The residual risk of an artificial influence 
by different copy numbers or single-nucleotide polymorphisms in 
several individuals was avoided by the intraindividual comparison 
of two different brain areas of each patient. Alu oligonucleotide 
primers alu-for 5′-GTGGCTCACGCCTGTAATCCC-3′ and alu- 
rev 5′-ATCTCGGCTCACTGCAACCTC-3′, localized in con-
served regions of the alu repeats, were designed using the Primer3 
program (http://frodo.wi.mit.edu/cgi-bin/primer3/primer3_ 
www.cgi).

Real-time PCR quantification was accomplished in a Rotor- 
Gene 2000 (Corbett Research, Sydney, Australia). A master mix 
was prepared for the appropriate number of samples containing 1× 
PCR reaction buffer, 0.5 μM each primer, 100 μM dNTP mix, 
SYBR Green diluted 1:40,000, and 0.5 U DyNAzyme II DNA 
Polymerase and 10 μL of it was added to each sample. Samples 
containing genomic DNA from lymphocytes were used as internal 
standards. PCR was run with the following settings: initial dena-
turation 95 °C, 10 min; 45 cycles with each 95 °C, 30-s denatur-
ation; 72 °C, 45-s primer annealing and extension, 86 °C, 5-s 
detection of the fluorescence signal. A final extension step with 
72 °C, 7 min, and products melted from 50 to 90 °C with 2 °C/
min can be added. Melt curves and the CT values were analyzed by 
the Rotor-Gene 2000 software Rotorgene, version 4.6, and statis-
tics were performed using PlotIT 3.2 (SPE Software, Ville de 
St-Georges, Quebec, Canada). The amount of DNA in pg was 
calculated for each sample by means of the CT values of human 
lymphocytes treated identically to human brain tissue and used as 
standard probes (Fig. 8). A DNA amount of 2.07 ± 0.6 pg 
(mean ± SD) and 4.06 ± 0.5 pg was obtained for one single and 
two lymphocytes, respectively.
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Fig. 8 Principle of the determination of the DNA content of single neurons using 
quantitative real-time PCR. Black dots show the DNA concentration and the cor-
responding CT value of the standard probes. The black line represents a linear 
regression through the standard probes with r = 0.9855. Using the CT value of 
the samples (white squares) the DNA concentration can be calculated
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To confirm our experimental approach we cross-validated the three 
methods of single-cell DNA quantification, i.e., IC, CISH, and 
qPCR, through subsequent application one by one to a subset of 
microscopically identified neurons and obtained a remarkably high 
intermethod reliability (Fig. 9) [12, 14, 58]. The specimen was 
initially processed for immunofluorescence and analyzed by IC 
with a laser scanning cytometer. Subsequently, the slice was 
 subjected to CISH, combined with conventional Nissl staining. 
Thereafter, identified cells were captured with laser microdissec-
tion and subjected to quantitative PCR. For each cell, the PI inte-
gral obtained by LSC was plotted against the number of spots and 
the amount of DNA calculated from the PCR (Fig. 9). The com-
bination of the three methods in a row can be easily adapted to 
other issues. When the PI integral (IC) is plotted against the num-
ber of hybridization spots (CISH), a highly significant correlation 
will be obtained (Fig. 9a). Similarly, the PI integral shows a highly 
significant correlation with the DNA content determined by PCR 
amplification of alu repeats (Fig. 9b). The DNA amount deter-
mined by PCR amplification of alu repeats also correlates highly 
significantly with the number of hybridization spots (Fig. 9c).

Based on these correlations, the DNA amount (mean ± SD) of 
a single diploid neuron identified by two hybridization spots was 
determined as 2.52 ± 0.87 pg, while the DNA content of a neuron 
with four spots amounts to 5.94 ± 1.28 pg. For comparison, the 
mean single-cell DNA content (±SD) of lymphocytes treated iden-
tically to brain tissue and used for control experiments was deter-
mined at 2.07 pg ± 0.6 pg. Comparable values for single-neuron 
DNA content were obtained by qPCR of alu repeats.

3.7 Intermethod 
Reliability of DNA 
Quantification by IC 
and Quantitative PCR

Fig. 9 Intermethod reliability of three independent methods for single-cell DNA quantification. A set of 48 
microscopically identified neurons of the entorhinal cortex in a patient with early AD was evaluated through 
subsequent application of IC, CISH, and PCR amplification of alu repeats. Tissue sections were first processed 
for IC, followed by hybridization with a chromosome 17-specific probe. Subsequently, identified neurons were 
captured through laser microdissection and subjected to PCR amplification of alu repeats. Regression analyses 
reveal correlation coefficients according to Bravais-Pearson of (A) r = 0.92 for the IC data versus hybridization 
results (CISH), (B) of r = 0.80 for LSC versus PCR amplification, and (C) r = 0.78 for PCR amplification versus 
hybridization. All correlation coefficients are significant at p < 0.001. Modified after Mosch et al. [58]
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As in our examples the DNA content of single neurons 
 determined by IC is far better correlated to CISH (Fig. 9a) than is 
the qPCR measurement (Fig. 9b, c), we conclude that IC is a very 
reliable technique for studies on the single-cell DNA content in 
tissue sections.

4 Application of the Cytomic Analysis of Single-Cell DNA Content to the Healthy 
and Diseased Human Brain

The DNA content of single neurons was quantified by IC in frontal, 
temporal, parietal, entorhinal, and occipital cortices of mentally 
healthy individuals aged 75.8 ± 8.2 years (Fig. 10). For each brain, 
the DNA content of about 500,000 neurons was analyzed [14].

In all cortical areas, DNA analysis by IC identified the vast 
majority of neurons as containing an amount of DNA correspond-
ing to a diploid set of chromosomes. Still, on average about 10–12% 
of neurons showed a DNA content above the diploid level [14, 15, 
58] (Fig. 10). No indications for an effect of gender were observed 
(mean values ± SD, men: 11.41 ± 2.95%; women: 11.59 ± 2.57%) 
[15]. After chromogenic in situ hybridization (CISH) with a chro-
mosome 17 probe, two hybridization spots were obtained for the 
majority of neurons in the entorhinal cortex of control brain [58]. 
In addition, a constant number of about 6–7% of neurons con-
tained three hybridization spots while a small number of less than 
0.4% contained four hybridization spots or more (Figs. 6 and 11).

4.1 The Normal 
Human Brain Is 
a Genomic Mosaic

Fig. 10 Relative frequency of neurons with an amount of DNA exceeding the diploid level (DCV) in five different 
cortical areas in the normal human brain (n = 16 normal elderly, mean age: 75.8 ± 8.2 years; quantification of 
single-neuron DNA content by IC; mean values ± SD). Modified after Arendt et al. [14]
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The frequency of neurons with a DNA content above the diploid 
level showed regional differences and varied between 7% (primary 
visual cortex) and 12% (entorhinal cortex) (Fig. 10). When cortical 
regions were arranged according to their frequency of DCV in 
decreasing order, the following sequence was obtained: area 
28 > area 22 > area 10 > area 7 > area 17 (Fig. 10). The values 
obtained for the two regions with the highest frequencies of DCV 
(area 28 and area 22) were significantly different (p < 0.01; 
Student’s t test) from those obtained for the two regions with the 
lowest frequencies of DCV (area 7 and area 17).

Individual mean values of DCV, averaged over five cortical areas, 
showed an age-related decline between 30 and 90 years of age 
(Fig. 12a) [15]. When individuals were grouped according to their 
age of either below or above 60 years, mean values differed by 21% 
(Fig. 12b). When age-related changes were analyzed separately for 
each region, there was a similar tendency for most regions (Fig. 13). 
This age-related decline was most pronounced in the occipital cor-
tex while hardly present, however, in the entorhinal cortex.

In AD, a significant increase in the number of neurons with DCV 
above the levels in brains of normal elderly can be observed 
throughout the entire cortex [5, 14] (Fig. 14). Compared to age-
matched elderly, the frequency of neurons with DCV was roughly 
doubled in AD. Still, the frequency of DCV showed constant 
regional differences, ranging from about 10% in the primary visual 
cortex to above 30% in the entorhinal cortex. It showed intermedi-
ate values in the temporal, frontal, and parietal association cortices. 

4.2 Neuronal DNA 
Content Variation 
in the Normal Elderly 
Shows Systematic 
Regional Differences 
Throughout 
the Cerebral Cortex

4.3 Neuronal DNA 
Content Variation 
Decreases with Age

4.4 The Frequency 
of Neurons with DNA 
Content Variation Is 
Elevated in Patients 
with Alzheimer’s 
Disease Throughout 
the Cerebral Cortex

0

20

40

60

80

100

number of hybridisation spots

0          1             2             3             4
0

20

40

60

80

100

re
la

tiv
e 

fre
qu

en
cy

of
 n

eu
ro

ns
(%

)

Fig. 11 Quantification of CISH signals in neurons (entorhinal cortex) of the normal 
human brain (hatched column: PFA-fixed lymphocytes treated identically to brain 
slices served as standard; mean values ± SEM). Modified after Mosch et al. [58]

A Cytomic Approach Towards Genomic Individuality of Neurons



98

When regions were arranged according to their relative increases in 
the frequency of DCV in decreasing order, the following sequence 
was obtained: area 28 > area 22 > area 10 > area 7 > area 17 
(Fig. 14).

In agreement with data obtained by IC, the number of nuclei 
with three hybridization spots was about doubled in AD compared 
to controls (controls: ~7%; AD ~12%; Fig. 6). The relative number 
of these neurons with four spots or more was increased almost by 
factor four (control: 0.4%; AD: ~1.5%). This increase in the num-
ber of neurons with DCV in AD could further be validated by PCR 
amplification of alu repeats after laser capture microdissection of 
identified neurons [58].

The frequency distribution of single-cell DNA content 
obtained by this method is displayed in Fig. 14. While the distribu-
tions obtained from normal brains show a single maximum at 2.5–
3.5 pg per cell which corresponds a 2n DNA content, AD patients 
show a second maximum at 6.5–7.5 pg per cell corresponding to a 
4n DNA content (Fig. 15) [58].
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Fig. 12 Age-related changes in the relative frequency of cortical neurons with an amount of DNA exceeding the 
diploid level. (A) Changes in individual mean values, averaged over five cortical areas in persons between the 
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moment correlation coefficient, p level of significance (t-test). Modified after Fischer et al. [15]
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The AD-associated increase in the number of neurons with DCV 
can be observed already at very early, i.e., preclinical stages of the 
disease. The number of neurons with DCV was found more than 
doubled in the entorhinal cortex of patients at preclinical AD 
stages, defined as CDR0, Braak stages I–II/B, rated “possible”  
on CERAD criteria and “low to intermediate” on NIA criteria 
(Fig. 16). While neurons with DCV were also significantly  elevated 
in patients with mild AD, their number decreased significantly dur-
ing progression of the disease, remaining only marginally different 
from controls at most severe stages of AD. This decrease in the 
number of neurons with DCV from early to more advanced stages 

4.5 Elevation 
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of AD can only be explained by a loss of these neurons  during pro-
gression of AD as generation of DCV most likely is an irreversible 
process.

To analyze the fate of neurons with DCV in the entorhinal cortex 
during progression of the disease, we plotted the changes in the 
number of these neurons against the total loss of neurons (Fig. 17). 
The regression analysis for the number of neurons with a 2n con-
tent of DNA against the total neuronal number did not reveal a 
significant relationship, indicating that the numerical density of 
diploid neurons remained stable during the process of cell loss. 
The loss of neurons with a DNA content above 2n (hyperploid 
neurons), however, correlated significantly with the total loss of 
neurons. This indicates that 89.5% of the total loss of neurons in 
the entorhinal cortex might be explained by a loss of neurons with 
DVC. At the next step, we analyzed the transition between healthy 
controls and preclinical and mild AD in more detail. To visualize 
the relationship to cell death, the number of hyperploid neurons was 
plotted against total neuronal number (Fig. 18). At preclinical 
stages of AD, the elevation of neurons with DCV was not  associated 

4.6 DNA Copy 
Number Variation 
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with neuronal loss. First cell loss became detectable at the  transition 
from preclinical to mild AD. Neurons with DCV remained stable 
in number at this point and subsequently decreased during disease 
progression from mild towards severe AD indicating a decreased 
viability of these neurons (Fig. 18).
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Chapter 6  

Single-Cell CNV Detection in Human Neuronal Nuclei

Margaret B. Wierman, Ian E. Burbulis, William D. Chronister, 
Stefan Bekiranov, and Michael J. McConnell

Abstract

Genomic mosaicism is prevalent throughout human somatic tissues and is much more common than previ-
ously thought. Here, we describe step-by-step methods to isolate neuronal nuclei from human brain and 
identify megabase-scale copy number variants (CNVs) in single nuclei. The approach detailed herein 
includes use of CellRaft technology for single-nucleus isolation, the PicoPLEX approach to whole-genome 
amplification and library preparation, and a pooled library purification protocol, termed Gel2Gel, which 
has been developed in our laboratory. These methods are focused toward neuroscience research, but are 
adaptable to many biomedical fields.

Key words Copy number variation, Whole-genome amplification, Single-cell genome sequencing, 
Neurons, And somatic mosaicism

1 Introduction

Somatic mosaicism refers to the presence of two or more genetically 
distinct cell lines constituting the somatic tissues of a monozygotic 
individual. The original observation that genotype can vary between 
cells of an individual animal was reported by Curt Stern in 1931 
when he showed variable recombination events between tissues of 
the same fruit fly [1]. He also demonstrated that genetic recombi-
nation can take place during mitosis in addition to meiosis [1–4]. 
When these events occur, it results in clonal lineages of unique gen-
otypes distributed throughout somatic (body) tissues, i.e., an 
organism that contains two or more genetically distinct cell lin-
eages. The term “somatic mosaicism,” used to describe organisms 
in which genomic content varies on a cell-to-cell basis, was first 
used by C. W. Cotterman in his seminal 1956 paper on antigenic 
variation [5], fairly remarkable given that these findings were postu-
lated before the karyotype for humans was determined in 1956 [6].
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Somatic mosaicism is prevalent in human tissues [7–11]. In the 
brain, where long-lived neurons control behavior, the conse-
quences of somatic mosaicism might be significant, making brain 
somatic mosaicism a growing area of research [8–10, 12–19]. 
Collectively, these studies indicate that every human neuron is 
likely to have a unique genome [20]. Each neuron’s genome con-
tains ~1000 somatic single-nucleotide variants and 1 de novo ret-
rotransposon insertion [21, 22]. In addition, between 10 and 40% 
of neurons contain at least 1 megabase (Mb)-scale de novo copy 
number variant (CNV) affecting >10 genes [23–25]. Given these 
findings and their potential physiological impact, single-cell 
approaches, such as whole-genome amplification [26–29], are vital 
to continue the study of brain somatic mosaicism [30–32].

A variety of molecular biology techniques may be applied to 
individual cells or nuclei depending on the biological question. 
Where single-nucleus sequencing is concerned, whole-genome 
amplification (WGA) is applied to create quantities of DNA suffi-
cient for preparing sequencing libraries. We have had success using 
both homemade and commercial whole-genome amplification 
recipes to detect CNVs. Here, we recommend the PicoPLEX sys-
tem (a hybrid of the common DOP-PCR and MDA genome 
amplification techniques) for routine CNV detection because of 
the ease of use and consistent data quality. The PicoPLEX protocol 
amplifies genomic material and appends the i5 and i7 index adap-
tors to library fragments necessary for sequencing in a simple 
three-step process that takes less than 3 h. Overall, the biochemis-
try of this approach reduces the frequency of technical artifacts 
known to distort genomic data and reduce confidence of CNV 
detection.

We found that the stringency of size selection applied during 
library cleanup affected sequence quality and data usability. Size 
selection of DNA fragments and purification of libraries are critical 
steps in the workflow. Even the best made libraries may yield 
unreadable data if the cleanup steps are not done correctly. To this 
end, we present a polyacrylamide-based size selection method that 
we term “Gel2Gel,” which has routinely produced more readable 
DNA fragments than the commonly used Ampure magnetic bead 
system recommended by Illumina. Sequence data are processed 
using one or more publicly and/or commercially available plat-
forms for data mining and hypothesis testing. Here we present our 
lab-developed analytics to detect and visualize genome-wide CNVs 
in single-cell human data sets in relation to these other platforms.

These procedures yield data with excellent bioinformatic statis-
tics and are suitable for many types of sequencing projects beyond 
the scope of single-cell analysis. The DNA libraries are sequenced 
on the Illumina platform in pools designed to produce at least 106 
reads per cell. Meeting this threshold typically ensures sufficient 
genomic coverage to accurately identify copy number states at loci 
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across the genome and avoid distortion of the copy number profile 
of the original genome that can be caused by smaller, and more 
highly variable, read counts. Following sequencing, we used a cus-
tom bioinformatics pipeline to carry out read alignment, read bin-
ning, and copy number segmentation, the details of which are 
described in this chapter. This analysis generates copy number esti-
mates from read depth for several thousand genomic bins into 
which reads are mapped; however, the number of bins varies 
depending on bin size, which is determined by the bioinformati-
cian. These are then used to identify CNV regions. As an alterna-
tive or a complementary approach, the online tool Ginkgo can also 
be employed to detect CNVs following the creation of BED files. 
Ginkgo’s analysis is performed in a similar fashion to ours but with 
a few key differences that are explained in section “CNV Detection 
Using Ginkgo.”

2 Materials

Innovation in our laboratory is focused on developing methods for 
achieving better, faster, and cheaper isolation, amplification, and 
analysis of single-neuronal genomes. As such, the materials required 
to complete these procedures through data analysis have been 
selected from an inventory of basic equipment and common sup-
plies that even modest labs possess.

Several buffer solutions are required to perform these methods that 
include nuclei isolation media (NIM): 25 mM KCl, 5 mM MgCl2, 
10 mM Tris-Cl (pH 8.8), 250 mM sucrose, and 1 mM dithiothrei-
tol (DTT). Throughout the procedures, the use of proteinase 
inhibitors will be routine. We recommend using complete EDTA-
free protease inhibitor cocktail by dissolving 1 tablet in 1 mL H2O 
to yield a 50× stock solution (available in glass vials from Roche, 
Basel, Switzerland). During the isolation of nuclei we used OptiPrep 
Diluent for Nuclei (ODN): 150 mM KCl, 30 mM MgCl2, 60 mM 
Tris-Cl (pH 8.8), and 250 mM sucrose. For distinguishing live 
from dead cells we used a trypan blue solution of 0.4% (Thermo 
Fisher Scientific, Waltham, MA). We stored isolated nuclei in nuclei 
storage buffer (NSB): 5 mM MgCl2, 50 mM Tris-Cl (pH 8.8), 
166 mM sucrose, and 1 mM dithiothreitol (DTT). We blocked 
nonspecific binding sites in samples from interfering substances by 
using blocking buffer (BB): 1× PBS, 1.0% bovine serum albumin 
(BSA), and 0.1% Tween 20. We used the mouse monoclonal anti-
NeuN IgG (clone A60) antibody conjugated to Alexa Fluor 555 
(MAB377A5, EMD Millipore) to detect neuronal nuclei. We used 
SYTO 13 green fluorescent nucleic acid stain (Thermo Fisher 
Scientific, Waltham, MA) at a final concentration of 500 nM to 
visualize DNA inside nuclei. This measurement ensures that the 

2.1 Nuclei Isolation 
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genomic material is intact within the isolated nuclei. We preferred 
using a Triton X-100 stock pre-diluted to a 10% solution for accu-
rate measure. We used OptiPrep Density Gradient Medium 
(ODGM; 60% iodixanol solution; Sigma- Aldrich, St. Louis, MO) 
to cushion nuclei during centrifugation. We used the following 
equipment and supplies to perform these investigations: polypro-
pylene Falcon tube (5 mL; round bottom), Polytron PT 1300 D 
Manual Disperser (handheld tissue homogenizer; Kinematica Inc., 
Bohemia, NY), Dounce tissue grinder set (2 mL, glass, 2 pestles; 
Sigma-Aldrich, St. Louis, MO), 1 mL syringe without needle, ultra-
centrifuge with compatible rotor, and 3–5 mL, transparent, round-
bottom tubes (Our lab uses a Beckman L8-M ultracentrifuge with 
SW55 Ti rotor and 5 mL polyallomer, thin-wall tubes, but any 
ultracentrifuge with swinging buckets accommodating 3–5 mL 
round-bottom tubes will suffice).

A standard thermocycler suitable for routine PCR is sufficient to 
perform these experiments. We generally use 48-well PCR plates 
or thin-wall PCR strip tubes with plastic covers or caps, respec-
tively. For imaging fluorescently stained nuclei, we used the EVOS 
FL Cell Imaging System (Thermo Fisher Scientific, Waltham, 
MA). The 100 μm × 100 μm CellRaft arrays are available from Cell 
Microsystems Inc. (Research Triangle Park, NC). The CellRaft 
array release device is affixed to an inverted benchtop microscope 
with 4× or 10× objective according to the manufacturer’s instruc-
tions (Cell Microsystems Inc.). The magnetic raft retrieval wand 
and release platform are available from Cell Microsystems Inc. as 
part of their standard platform kit. The PicoPLEX DNA sequenc-
ing kit is required for some of the library preparation steps described 
in this protocol: cell extraction buffer—green cap, extraction 
enzyme dilution buffer—violet cap, cell extraction enzyme—yel-
low cap, pre-amp buffer—red cap, pre-amp enzyme—white cap, 
amplification buffer—orange cap, amplification enzyme—blue cap, 
nuclease-free water—clear cap, and dual-index plate (Rubicon 
Genomics, Ann Arbor, MI). For procedures requiring vertical 
polyacrylamide electrophoresis we used the Mini-Protean Tetra 
Handcast system (10-well, 0.75 mm thickness) with the Mini- 
Protean Tetra Handcast Vertical Electrophoresis Cell (Bio-Rad 
Laboratories, Hercules, CA). Any well-functioning gel electropho-
resis power supply may suffice for both vertical and horizontal gel 
electrophoresis. We composed acrylamide gels according to the 
following recipe: 1 × TAE buffer (40 mM Tris, 20 mM acetic acid, 
1 mM EDTA), 7.5% acrylamide, 0.05% ammonium persulfate, and 
0.002% TEMED. We used TrackIt Cyan/Orange 6× DNA 
Loading Buffer (Thermo Fisher) to gauge electrophoresis in real 
time. We routinely used the 100 bp DNA ladder from New 
England BioLabs during electrophoresis, but any standard DNA 
ladder may be used for this purpose. We recommend using 500 nM 

2.2 Nuclei Capture, 
Whole-Genome 
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SYBR gold nucleic acid gel stain (10,000× in DMSO; Thermo 
Fisher Scientific, Waltham, MA) to visualize DNA in polyacryl-
amide gels during the Gel2Gel procedure. This dye yields superior 
signal-to-noise compared to other DNA stains; however it is 
important not to over-stain the gel (>5 min) and to wash away the 
talcum powder used during the manufacture of disposable latex (or 
nitrile) gloves before handling the gel because this dusty residue 
will leave fingerprints on the gel surface that cannot be removed. A 
UV light (either a handheld UV light or a stationary UV transil-
luminator box will work) will be required for visualizing DNA in 
gels. We used the wide Mini-Sub Cell GT horizontal electrophore-
sis system, 15 cm × 7 cm tray with casting gates (15 wells; Bio-Rad 
Laboratories, Hercules, CA) for casting horizontal agarose gels. 
The agarose gel composition we used throughout this investiga-
tion was 1.0% ultra-pure low-melting-point agarose (Thermo 
Fisher Scientific, Waltham, MA), 1 × TAE buffer (see above), and 
0.2 μg/mL ethidium bromide. For isolating DNA from low-melt 
agarose slices we used QIAquick PCR columns and the “gel extrac-
tion” method described in the standard instructions for these col-
umns from Qiagen (Hilden, Germany). Stock solutions of general 
chemical reagents and common disposable lab equipment can be 
found at Sigma-Aldrich (St. Louis, MO) or Thermo Fisher 
Scientific (Waltham, MA).

High-performance computing environment with at least 10 GB of 
memory is recommended. More memory may be required when 
working with larger files.

For full details on specific computer programs, please refer to 
Table 1.

2.3 Bioinformatic 
Pipeline

Table 1 

Bioinformatics software and programs

Software Version used in pipeline Most recent version

Bedtools 2.17.0 2.26.0

BWA 0.75a 0.7.15

FastQC 0.11.3 0.11.5

FASTX Toolkit 0.0.13 0.0.13

Java 1.6.0_43 8u121

Picard Tools 1.105 2.8.2

Python 2.6.6 2.7.13 / 3.6.0*

R 3.0.2 3.3.2

Samtools 0.1.18 1.3.2
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3 Methods

Single-cell CNV detection in neurons is a multistep process with 
many technical challenges. First, many cell types comprise neural 
tissue, necessitating means of clearly distinguishing neuronal from 
non-neuronal nuclei. Second, limited availability of primary tissue 
necessitates methods that isolate nuclei from extremely small biop-
sies. Third, nuclear contents must be enzymatically amplified via 
whole-genome amplification (WGA) to generate enough material 
for constructing DNA libraries. Fourth, WGA must be even across 
genome space and efficient so as to limit generation of CNV arti-
facts that distort genomic contents. Fifth, compatibility with 
multiplex- based platforms is necessary for sequencing large num-
bers of samples simultaneously. Sixth, WGA products must be 
cleaned and selected to make fragment libraries conducive to maxi-
mizing the amount of usable data. Seventh, information must be 
extracted from the sequencing data to visualize genomic structure, 
interpret measurements in the context of the tissue, and yield useful 
conclusions about the biological system. The methods we detail 
herein (Fig. 1) provide a step-by-step analysis of human 

Fig. 1 Flowchart: broad overview of workflow. Specific subsections of the proto-
col are noted in parentheses
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postmortem neurons, but are applicable to many lines of research. 
These methods are complementary to other molecular-based 
approaches to assess CNVs in single neurons as described in Chaps. 
7 and 8.

Long neural processes and abundant extracellular material pre-
clude high-efficiency isolation of intact single neurons from frozen 
brain samples. Fortunately, our capture and amplification methods 
sequence individual nuclei as effectively as whole cells. This facili-
tates CNV analysis in single-neuronal genomes in that whole-cell 
isolation, per se, is not necessary to sequence the genome of indi-
vidual neurons. Due to the limited availability of human neuronal 
material, we maximized nuclei yield per mass brain sample when 
developing our protocol, a stepwise mechanical disruption of brain 
tissue to release nuclei.

To begin, transfer 50–100 mg of tissue to a 1.5 mL microcentri-
fuge tube containing 1 mL of nuclei isolation media (NIM). It is 
important that all reagents and samples be kept on ice throughout 
the protocol. Using a razor blade, cut off the end of a disposable 
1000 μL pipette tip to create an opening large enough to allow the 
tissue to be taken up. Gently triturate the NIM solution to reduce 
the tissue to smaller pieces. If needed, the process can be repeated 
with another pipette tip cut to a slightly smaller size to further dis-
sociate the tissue. Proceed once the tissue can be transferred with 
an uncut 1000 μL pipette tip to a 5 mL round-bottom, polypro-
pylene Falcon tube. After transferring the entire volume of tissue 
and NIM, homogenize the sample with a Polytron tissue homog-
enizer. The sample solution should appear opaque and homoge-
neous by this point. Add 10 μL 10% Triton X-100 solution to the 
sample to attain a 0.1% final concentration and transfer to a Dounce 
homogenizer. It is ideal to use a Dounce with two pestle sizes, one 
small enough to disrupt tissue further and the other large enough 
to lyse individual cells. After using the Dounce homogenizer, 
transfer the sample to a new 1.5 mL microfuge tube and spin at 
1000 × g for 8 min at 4 °C. Remove the supernatant and resuspend 
pellet in 1 mL 6:5:1 NIM: OptiPrep Density Gradient Medium: 
OptiPrep Diluent for Nuclei. This will yield a final concentration 
of 25% iodixanol. To separate the nuclei from other cell compo-
nents, layer the sample onto 1 mL 29% iodixanol solution (29:31 
ODGM:ODN) in an ultracentrifuge tube. To avoid mixing the 
different layers during loading, use a 1 mL syringe without a nee-
dle to slowly load and suspend the sample on top. Centrifuge the 
tube at 10,300 × g for 20 min at 4°. After the spin, remove the 
supernatant, being sure to remove the visible residual cell debris 
near the interface and leaving ~50 μL in the bottom of the ultra-
centrifuge tube. The pelleted nuclei may not be visible to the naked 
eye, but are easily disturbed; be careful not to disrupt the pellet. 

3.1 Preparation 
and Staining of Nuclei 
from Postmortem 
Brain Tissue Overview

3.1.1 Disruption 
of Tissue and Isolation 
of Single Nuclei
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Depending on the immediacy of use, the bulk of the nuclei can be 
resuspended in either blocking buffer for immunostaining 
(described below) or nuclei storage buffer (NSB). To confirm the 
presence of nuclei and check the purity of the prep by microscope, 
a vital dye such as trypan blue can be used. In NSB and stored at 
4°, intact nuclei can be preserved for several weeks.

To ensure that the isolated nuclei contain genomic material and 
distinguish neuronal from non-neuronal nuclei, the preparation 
is stained for DNA content and a neuron-specific nuclear splicing 
factor, NeuN [33–35]. Specifically, suspend the bulk nuclei in 
PBS containing 0.1% Tween and 1.0% BSA and incubate for 1 h 
at 4 °C with gentle agitation. Add syto-13 nucleic acid stain 
(50 nM) and AF555-conjugated anti-NeuN antibody (1:500, 
20 μg/mL) and incubate with gentle agitation overnight at 
4 °C. It should be noted that this combination of fluorophores 
was chosen for its compatibility with the GFP and RFP filter 
modules of the EVOS FL Cell Imaging System, allowing for 
independent determination of both DNA content and presence 
of NeuN by fluorescent visualization. We have also used other 
compatible fluorophore combinations and other filter modules 
for the same purpose, such as AF488-conjugated anti-NeuN anti-
body (1:500, 20 μg/mL) and DAPI (10 μg/mL). Nuclear mark-
ers for cell types in other lines of research may be used here 
according to research needs.

The standard approach to obtain single cells is fluorescence- 
activated cell sorting (FACS); in the case of nuclei sorting this pro-
cess is sometimes referred to as fluorescence-activated nuclei 
sorting (FANS). Regardless, the instrument and procedure are the 
same. There are additional descriptions of nuclei isolation method-
ologies in Chaps. 3, 4, and 13. Given the broad familiarity with 
FACS, we prefer to avoid confusion and use the more general 
term. FACS is a straightforward approach to obtain single cells or 
nuclei dispensed into a 96- or 384-well microtiter plate. This works 
well when the experimental design requires hundreds of samples. 
However, it also requires excess sample as 50,000 cells or nuclei 
must be expended to establish sorting parameters. Furthermore, 
FACS is not practical in assay development experiments requiring 
small numbers of samples or multiple, sequential experiments in 
the course of a day.

To reduce cost, increase flexibility, and maximize the number of 
nuclei captured from a single-nuclei prep, we adapted the CellRaft 
system from Cell Microsystems (Research Triangle Park, NC). 
Briefly, the CellRaft is a petri dish-sized annotated array made of 
thousands of magnetic microwells designed to disperse and capture 
single cells (Fig. 2a). These microwells can be released one at a time 
through a release device which can be affixed to most inverted lab 

3.1.2 Immunostaining 
for the Identification 
of Neuronal Nuclei

3.2 Single-Nuclei 
Isolation
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microscopes with a 4× or 10× objective. The raft with the nuclei of 
interest is then manually retrieved and removed by a small magnetic 
probe. It can then be released into a buffer/tube of choice (described 
in greater detail below). Although the sizes of the wells can vary 
depending on the array, the 100 μm × 100 μm array contains 40,000 
individual wells and is ideal for separating and isolating single cells 
or nuclei. Unlike FACS, the CellRaft system can be used to select 
single samples from as few as 2000 total nuclei.

Additionally, the ability to visualize and selectively pick single 
nuclei (or cells) holds great advantage over methods like flow sort-
ing or limiting dilution because there is an extra level of quality con-
trol in choosing which nuclei get sequenced. With microscopic 
observation, the experimenter may directly see if there are any 
defects in the subject or whether cell debris has been mistaken as a 
nucleus due to similar forward and side scatter. This approach also 
affords application of immunofluorescence to increase discriminat-
ing cell types. Lastly, this path does not obligate the researcher to 
handle 100s to 1000s of nuclei; just a few nuclei may be analyzed to 
determine which experimental treatments are most appropriate for 
the subject material. In this manner, the costs of troubleshooting 
methods are highly reduced. However it should be mentioned that 
the methods detailed here are not mutually exclusive. Nuclei that 
have been flow-sorted based on any number of immuno- epitopes, 
or separated/enriched based on other morphological features, may 

Fig. 2 The CellRaft is an effective method of single-nuclei isolation. (a) The 
CellRaft (100 μm × 100 μm array) is an annotated grid made up of individual 
magnetic, polystyrene bins. Consisting of 40,000 rafts total, these bins are easily 
visible by 10× objective of a benchtop microscope under bright field. (b) Once a 
nuclei suspension has been dispersed over the surface of the CellRaft, individual 
nuclei settle into bins and are identifiable by immunostaining. This photo shows 
a composite image (GFP and RFP fluorescence) of an individual well containing 
a single-neuronal nuclei that has been stained with SYTO 13 green nucleic acid 
stain and Alexa Fluor 555-conjugated anti-NeuN antibody
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be collected first and then hand-picked as a second level of visual 
scrutiny to ensure analysis of the desired cellular subtype. An addi-
tional advantage of using the CellRaft system compared to tradi-
tional flow sorting, or limited dilution, is that each individual nucleus 
may be photographed and curated during the experimental proce-
dure. These photographic inventories are extremely  helpful during 
retrospective analysis of sequencing data in regard to unanticipated 
results obtained after sequence analysis is finished.

To prepare the rafts for nuclei, a protective layer of glucose must 
first be removed. Cover and incubate the raft with 1 mL of ddH2O 
for 5 min at room temperature. Remove the water and repeat the 
rinse twice. It should be noted that unlike adherent cells that spon-
taneously attach to the polystyrene rafts after application and 
remain attached upon release, nuclei must be “adhered” to the raft 
so as not to fall off during the transfer to individual tubes. We cre-
ate a “sticky” surface on the rafts by building a layer of purified 
recombinant protein adhesive, originally discovered to “glue” bar-
nacles to solid surfaces and now commercialized by Corning as 
Cell-Tak cell and tissue adhesive. Apply the Cell-Tak to the raft in 
1 mL alkalized PBS (PBS, 2.5 mM NaOH, 15 μg/mL Cell-Tak) 
according to the basic absorption coating protocol detailed by 
Corning and incubate at room temperature for 45 min. Remove 
the Cell-Tak solution and rinse the raft three more times with 
ddH2O. Nuclei should then be applied to the raft. Pipette any-
where between 2,000 and 40,000 nuclei in 2 mL of PBS onto the 
raft to achieve a workable distribution. Spreading less than 2,000 
nuclei results in too sparse a distribution to efficiently locate and 
retrieve microwells with single nuclei (Fig. 2), and spreading over 
40,000 results in multiple nuclei per well. Incubate for an hour at 
4 °C to allow the nuclei to settle. Stored at 4 °C, the nuclei are 
stable on the raft for 1–2 weeks.

To transfer nuclei from the raft surface to a PCR tube, identify 
a well containing a neuronal nucleus using the appropriate fluores-
cent filters (Fig. 2b) and position the raft over the point of the 
release device. Under bright field, move the magnet-containing 
plastic retrieval wand over the microwell. Activate the needle on 
the release device to free the microwell from the raft. The raft will 
then attach to the tip of the retrieval wand. To release the well 
from the wand, place the tip of the wand holding the well into a 
PCR tube containing the appropriate buffer. (For use with the 
WGA method described below, the appropriate buffer will be the 
cell extraction buffer (5 μL) from the PicoPLEX DNA-seq kit.) 
Move the wand and tube over an opposing magnet to push the 
wand magnet away from the tip and release the well into the buf-
fer. Leaving the tube over the magnet, remove the wand from the 
buffer. Confirm the presence of the well visually by microscope. 
Rinse the wand tip in sterile PBS before selecting the next well.

3.2.1 Nuclei Capture 
by CellRaft
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Consisting of approximately 6.3 pg of DNA, the genomic content 
of a single human cell must be amplified before it can undergo 
NGS. Most methods of creating Illumina-compatible sequencing 
libraries require >1 ng of total DNA. Whole-genome amplification 
can be achieved by three different general methods—MDA (mul-
tiple displacement amplification) [36], DOP-PCR (degenerate- 
oligonucleotide- PCR) [37–39], or hybrid methods such as 
PicoPLEX and multiple annealing and looping-based amplification 
cycles (MALBAC) [40], which are combinations of the first two. 
Each method has its own technical challenges and pitfalls [41–43].

MDA begins with random priming and then utilizes a proof-
reading, strand-displacing polymerase with high processivity to 
exponentially replicate genomic DNA. The entire process is iso-
thermal with the amount of product yielded determined primarily 
by the availability of additional nucleotides and incubation time 
[36]. Although this method yields product with a low mutation 
rate and covers the majority of the genome (~80–90%), it is prone 
to genomic distortion. Specifically, successive rounds of amplifica-
tion result in an overabundance of copies of genomic loci that were 
replicated first. This makes determining the original copy number 
difficult, if not impossible [41]. DOP-PCR methods are based on 
the thermal cycle-regulated PCR amplification of randomized 
parts of the genomes. Although relatively well suited for evenly 
amplifying small sections of DNA, total genome coverage is poor 
(~10%) and replication less accurate at a base pair level.

The hybrid methods, PicoPLEX and MALBAC (Chap. 7), are 
less susceptible to genome distortion than the MDA protocols 
and, in the case of MALBAC, the low coverage of the DOP-PCR 
protocols [40, 41]. Both techniques are based on three steps: lysis, 
linear pre-amplification, and exponential amplification. During the 
lysis step, the genomic DNA is freed from its nuclear conforma-
tion. The linear pre-amplification step then amplifies the DNA by 
using quasi-random primers that bind at numerous loci across the 
genome. In addition to the genomic sequences, these primers are 
also designed with complementary ends that allow the amplified 
DNA to form loops after being released from the nuclear template. 
These loops are unable to be copied in subsequent annealing and 
elongation cycles, leaving the sample DNA as the primary template 
and eventually resulting in an evenly amplified library. The final 
exponential step denatures the looped amplicons and further PCR 
amplifies the library using the common primer sequences [40].

For our purposes, we have found the PicoPLEX system, spe-
cifically applied with the PicoPLEX DNA-seq Kit, to be an efficient 
and accurate method of WGA for the reasons described above as 
well as its formulated compatibility with Illumina NGS platforms. 
As stated above, after enzymatic lysis individual nuclei are sub-
jected to a two-step thermocycle-based protocol. The first amplifi-
cation step generates copies of genomic elements that accumulate 

3.3 Whole-Genome 
Amplification 
Overview
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linearly with each thermocycle. The second step attaches Illumina 
adaptor sequences to the termini of products from the initial step 
and exponentially amplifies these chimeras. The adaptor elements 
appended in this step are necessary for hybridization and cluster 
formation on the Illumina chip surface. These adaptors also con-
tain the i5 and i7 index elements to create 48 unique dual-index 
barcode combinations to facilitate multiplex sequencing. In short, 
the genomic fragments derived from individual nuclei are appended 
with one of the unique i5 and i7 combinations in 2.5 h without 
tagmentation, fragmentation, or additional thermocycling. The 
instructions for the PicoPLEX recipe are well described by the 
manufacturer and will not be discussed further here. However, 
each successful PicoPLEX reaction should yield approximately 
1–5 μg of DNA (primarily consisting of barcoded DNA fragments 
sized 200–2000 bp) in 50 μL which should be confirmed by aga-
rose gel visualization before proceeding to the library pooling and 
cleanup.

Pooling individual WGA products together for sequencing in mul-
tiplex is necessary to maximize the number of cells analyzed per 
operation of the Illumina platform. Before libraries can be 
sequenced, individual samples with compatible indexes are com-
bined in mixture, size-selected, and purified. The PicoPLEX 
 DNA- seq Kit contains 48 unique barcode combinations, allowing 
for the construction of pooled libraries containing 2–48 individual 
samples. However, to ensure collection of adequate genomic data 
per sample, the specific Illumina platform utilized should dictate 
the quantity and exact combination of index-coded nuclei to be 
sequenced and should be chosen prior to size selection and purifi-
cation. Usually 10 μL of a 4 nM solution of library is required by 
the Illumina platform to produce sequence information; thus the 
quantities and volumes of individual WGA products are chosen 
accordingly.

For any bioinformatic pipeline, it is crucial to have enough 
mappable reads per individual genome to detect CNVs with high 
statistical confidence. We discovered that roughly a minimum of 
one million mapped reads is necessary to detect copy number 
across all chromosomal regions. To achieve this minimum on 
Illumina platforms such as the NextSeq system, with capacities of 
producing over 400 million reads per sequencing run, pooling and 
sequencing 48 unique samples is both more cost effective and suf-
ficient to produce the amount of raw data required. However, for 
more limited systems such as the MiSeq (25 million maximum 
reads), we have found that exceeding 16 samples per multiplexed 
library greatly increases the amount of variability within our data 
pipeline. For pools containing less than 48 samples, Illumina tech-
nical manuals provide guidelines for assembling compatible bar-
code combinations. Since the sequences of the index adaptors have 

3.4 Multiplex Pooling 
of Individual WGA 
Product Overview
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been carefully chosen to consist of balanced ratios of purine and 
pyrimidine bases, sequencing efficiencies of these terminal ele-
ments are considered to be equivalent. The recommended Illumina 
bar-coding strategies should be followed for the specific sequenc-
ing machine and chip chemistry; some of these products are not 
compatible between machines and must first be verified.

To combine individual WGA products into one multiplex mixture 
for size selection, combine 10 μL of each selected crude PicoPLEX 
amplification product in a single 1.5 mL microfuge tube and briefly 
vortex. Be sure to label the tubes containing the remaining vol-
umes of the crude WGA products (the leftover 40 μL) and store 
individually at −20 °C for later analysis if needed. These curated 
samples may be re-sequenced as necessary.

For optimal sequencing results using Illumina NGS platforms, it is 
recommended that libraries be composed of DNA fragments rang-
ing from 200 to 500 bp (not including adaptors which add an 
additional 100 to 150 bp (depending on the specific adaptors) to 
each DNA amplicon) to promote efficient bridge-PCR and cluster 
formation. Although this size range can be exceeded slightly, 
sequencing accuracy begins to decrease with inserts greater than 
600 bp because of reduced bridge-PCR efficiency. The PicoPLEX 
DNA-seq Kit produces fragments with total lengths ranging from 
200 to 2000 bp (insert size ~100–1900 bp) and recommends a 
magnetic bead-based cleanup to enrich for fragments that fall in 
the specified size range. However, the control of size selection with 
magnetic beads is inefficient and often varies from day to day. 
Fragments above and below the desired size range do contaminate 
preparations. These fragments display i5 and i7 sequence, and as a 
result, compete for annealing sites on the Illumina chip surface 
leading to (1) clusters containing detection cycles with Q-scores 
below 30, (2) sequencing data of very short reads that map to ref-
erence genomes with low confidence, or (3) failed bridge-PCRs. 
To maximize the amount and quality of sequence data measured 
per operation, we developed a polyacrylamide-to-agarose gel elec-
trophoresis technique that is used to first size-select and then purify 
DNA fragments (Fig. 3). Our method, referred to as Gel2Gel, 
outperforms magnetic bead-based size selection by stringently 
enriching optimally sized (300–400 bp) DNA fragments from 
sample pools (Fig. 3). This method increases the number of map-
pable reads per individual sample and decreases the variability of 
the MAD scores used to identify CNVs within single genomes 
(discussed in further detail in the bioinformatics section below) 
(Fig. 3c).

Gel2Gel is a two-step process (Fig. 3a). First, stoichiometric 
amounts of crude single-nucleus, dual-indexed libraries are com-
bined into a single mixture providing equivalent representation of 

3.4.1 Pooling WGA 
Products

3.5 DNA Fragment 
Size Selection 
and Library Cleanup 
Overview
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each registered genome. Remember that the combinations of 
indexes must be compatible for the application and platform. The 
DNA in this mixture is then fractionated via electrophoresis 
through the polyacrylamide. Second, fragments of the desired size 
are excised from the polyacrylamide gel and electrophoresed into a 
low-melt agarose gel where they are easily purified using any com-
mercially available kit made for this purpose. The polyacrylamide 
step achieves size selection of library fragments and also purifies 
library away from contaminating primers, enzymes, and salts. 
However, DNA is not efficiently purified out of polyacrylamide 
matrices, and thus electrophoretic mobilization of DNA into low- 
melt agarose facilitates high-efficiency recovery of library frag-
ments. This approach offers greater resolution than can be achieved 
through traditional separation by agarose gel alone.

The volume of the combined libraries may exceed the maximum 
volume that the well of the polyacrylamide gel will accommodate. 
In this case, we recommend precipitating the DNA and resuspend-
ing in a smaller volume that can easily be loaded into the well of 
the gel. Here, precipitate total DNA using 0.22 M NaCl and 75% 
ethanol (final concentration) at −20 °C for 1 h. Pellet the DNA at 
16,000 × g for 10 min at 4 °C. Remove the supernatant and dry 
the DNA pellet briefly at room temperature (do not overdry). 
Solubilize the pellet in 20 μL of TE buffer (10 mM Tris-Cl pH 8.0, 
1 mM EDTA), heat at 65 °C for 5 min, and briefly centrifuge to 

3.5.1 Polyacrylamide- 
Based Size Selection 
of DNA Fragments

Fig. 3 Gel2Gel is a more effective protocol for cleaning up and size-selecting sequencing libraries, resulting in 
reduced data variability. (a) Pictures of the same representative sequencing library DNA pool as it is processed 
through Gel2Gel—showing the pool after first separation by polyacrylamide gel, after removal of the gel por-
tion containing the desired DNA fragments, and finally after the fragments have been transferred to agarose 
gel. (b) Bioanalyzer analysis of sequencing library pools cleaned up by either Ampure beads or Gel2Gel. (c) 
Distribution of MAD scores from CNV plots generated from single-neuronal genomes of a neurotypical 26-year- 
old male from sequencing libraries prepared using Ampure beads (n = 76) or Gel2Gel (n = 73)
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collect total volume. Add 4 μL of 6× DNA loading buffer (TrackIt 
Cyan/Orange) and keep on ice until loaded into gel. Prepare a 
polyacrylamide gel composed of 1 × TAE buffer and 7.5% acryl-
amide using the BioRad Mini-Protean Tetra Handcast system (10- 
well, 0.75 mm). Acrylamide polymerization is catalyzed by the 
addition of ammonium persulfate and TEMED and is well 
described by BioRad. Assemble the BioRad’s Mini-Protean Tetra 
Handcast Vertical Electrophoresis Cell and fill with the appropriate 
volume of 1 × TAE buffer. Load 20 μL of pooled library into a 
single well. For size reference, load 2 μL of 100 bp DNA ladder 
into an adjacent well, leaving the immediate wells bordering the 
sample-containing well empty to prevent cross-contamination. 
Run the gel at 75 mA until the leading visible band, the Orange-G 
dye within the loading buffer corresponding to the ~50 bp marker, 
reaches the full length of gel. To visualize the nucleic acids, remove 
the gel from the cell and glass casting plates and incubate in 25 mL 
1 × TAE buffer and 1 × Sybr gold nucleic acid gel stain. Using a 
UV light, scalpel or razor blade, and the 100 bp ladder, remove the 
portion of polyacrylamide gel containing DNA fragments from 
300 to 700 bp (Fig. 3a). This should yield a small rectangular piece 
of polyacrylamide.

Transfer DNA from the polyacrylamide slice into low-melt agarose 
by electrophoresis. Insert the slice of polyacrylamide horizontally 
into a large well of a low-melt agarose gel. In an empty well (not 
immediately adjacent to the sample) load 2 μL of the DNA ladder. 
For thorough transfer of DNA, there should be complete contact 
between the broadest surface area of the polyacrylamide section 
and the wall of the agarose gel well. This point is critical to the suc-
cess of this procedure. Any bubbles or liquid-filled gap between 
the polyacrylamide gel slice and the wall of the low-melt agarose 
gel could result in loss of sample. Once the polyacrylamide has 
been inserted and the ladder loaded, run the agarose gel at 10 V/
cm length between electrodes until it is obvious that all the visible 
dye within the DNA ladder has completely entered the gel. This 
will usually take about 20 min. Because the size selection has 
already taken place, it is neither necessary nor desirable to run this 
second gel too far (Fig. 3a). The intent of the agarose gel is to 
facilitate efficient elution of DNA from the polyacrylamide. Once 
the DNA fragments have completely entered the low-melt agarose, 
the electrophoresis may be stopped. Once again, using a UV light 
and razor or scalpel, extract the portion of gel containing DNA 
(Fig. 3a).

The DNA electrophoresed into the low-melt agarose may be effi-
ciently purified using any commercial product. We successfully 
used the QIAquick gel extraction kit (Qiagen) and the QIAquick 
PCR columns (Qiagen) to recover size-selected pools. These 

3.5.2 Polyacrylamide-to- 
Agarose Electrophoresis

3.5.3 Purification 
of Pooled Size-Selected 
DNA Fragment Libraries

CNV Detection in Neurons



124

Qiagen products are easy to use and reasonably efficient. For the 
methods detailed herein, we used the QIAquick PCR columns for 
agarose gel applications according to Qiagen’s instructions.

The wet bench protocols are carried out with the goal of ensuring 
an accurate, informative final product: a CNV profile summarizing 
the copy number states across the genome of the single cell from 
which the DNA was extracted. However, good execution of the 
previous steps is no guarantee of success; to obtain the desired end 
result, the sequencing data must be first properly quality-checked 
and then carefully monitored for any irregularities as it passes 
through the analyses described below (Fig. 4).

The pool of DNA libraries is sequenced on an Illumina platform 
sequencer in accordance with the guidelines discussed in Sect. 3.4. 
After sequencing, de-multiplexing typically follows as an auto-
mated step in which all of the sequences read by the sequencer are 
separated by barcode and written to individual FASTQ files corre-
sponding to each sample in the pool. Either one or two FASTQ 
files will be generated for each sample depending on whether 
single- end or paired-end sequencing was carried out. If library 
preparation, sample pooling, and sequencing were successful, these 
files will contain upwards of one million unaligned sequence reads 
per sample.

The first step after receiving FASTQ files is to perform FastQC 
(http://www.bioinformatics.babraham.ac.uk/projects/fastqc/); 
see Table 1 for all software versions. This is a tool that checks each 

3.6 Bioinformatic 
Pipeline 
for the Identification 
of Large CNV Overview

3.6.1 Quality Control 
and Trimming of Sequence 
Data
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Fig. 4 Flowchart: Bioinformatics Overview. Right-hand panels show expected CNV profiles from trisomic male 
fibroblasts (+Chr21, −X) in a custom pipeline (top) or Ginkgo (bottom)
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file for a variety of possible sequence quality problems, such as low- 
quality scores (indicating that the sequencer had difficulty making 
conclusive base calls) or sequence content bias (indicating that the 
frequencies of A, C, G, and T were not consistent across each base 
position in the reads). FastQC flags these errors as either a “warn-
ing” or a “failure” depending on severity according to preset 
thresholds. If a FASTQ file grades poorly across several metrics, 
this typically portends poor mapping to the genome and precludes 
downstream analysis. While it is not uncommon for one or two 
libraries to grade poorly, if FastQC consistently flags problems in a 
single pool or across multiple pools, the issues could be due to a 
systemic problem. Errors that cause repeated FastQC failures can 
include everything from adaptor contamination during library 
preparation to debris inside the flowcell lane.

Next, reads are trimmed to remove amplification primers and 
other irregularities in relative nucleotide abundance at the ends of 
reads. Trimming is accomplished using the Trimmer tool from the 
FASTX-Toolkit (http://hannonlab.cshl.edu/fastx_toolkit/), 
wherein a specified range of bases is kept while the remainder of 
each read is removed. FastQC generates a plot of nucleotide fre-
quency for each position across all reads which can serve as a guide 
for identifying bases for trimming. For PicoPLEX WGA, this plot 
will show irregular nucleotide frequencies for roughly the first 14 
bases unless dark cycles were pre-programmed for these bases dur-
ing the sequencing run.

Once trimmed, the FASTQ files are ready for our CNV pipeline, a 
Python wrapper that coordinates a series of genomic operations on 
the input data, ultimately resulting in detection of CNVs. First, the 
reads are aligned to the reference human genome (hg19/GRCh37) 
using the Burrows-Wheeler Aligner (BWA) [44]. For this, we use 
the BWA “aln” command with standard options. The output SAI 
files are converted to BAM format using BWA “sampe” and 
Samtools [45] “view” commands. Next, the BAM file is sorted by 
reference genome position using Samtools “sort,” which allows 
subsequent operations on the data to be more efficient. Then, all 
duplicate reads (reads that have the same start and end mapping 
location as another read) are removed using Picard Tools 
“MarkDuplicates.jar” (http://broadinstitute.github.io/picard/). 
At this point, alignment statistics are calculated using Samtools 
“flagstat,” which provide information on the number and percent-
age of mapped reads. Typically, we see mapping percentages of 
~95%; mapping rates that fall below 85–80% are often the result of 
problems that can be identified by FastQC, as discussed above.

Before the final steps of the pipeline, the BAM file is translated 
to BED format using Bedtools [46] “bamToBed.” At this point, 
there are two possible routes to generate CNV profiles: our custom 
protocol or uploading to Ginkgo, an online tool (http://qb.cshl.
edu/ginkgo/) [47]. The following sections discuss each option.

3.6.2 CNV Detection 
Based on Read Depth

CNV Detection in Neurons
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Our protocol carries out CNV detection in a read depth-based 
fashion by binning mapped reads into custom-generated, large, 
nonoverlapping genomic windows of uniquely mappable sequence. 
First, nonunique regions of the genome (which can be determined 
using the hg19/GRCh37 “wgEncodeCrgMapabilityAlign40mer.
bigWig” track, available from UCSC Genome Browser) are masked 
(i.e., changed to “N”) from the full reference genome using 
Bedtools “maskfasta” to create a modified reference genome 
FASTA file representing only uniquely mappable sequence. Next, a 
script can be written to generate sequential bins (typically contain-
ing 500 kb) of non-N bases and generate a BED file containing 
genomic coordinates for the start and end of each bin. There are 
many ways to script this step; in calculating these bin ranges, our 
Python script makes use of the pysam module (https://github.
com/pysam-developers/pysam) to work quickly with the masked 
FASTA file, which must first be indexed using Samtools “faidx.” 
The script also records the GC percentage of each genomic bin, 
which is used in later steps. The resulting bins vary widely in size 
due to repetitive, “unmappable” features like centromeres and 
telomeres; thus, the average size is ~665 kb but certain bins can 
reach megabases in size. Smaller or larger window sizes can be 
generated if desired.

The BED file from each sequenced cell is then intersected 
(Bedtools “intersectBed”) with the BED file containing bin coor-
dinates. Then, Bedtools “coverageBed” is run to generate a file 
containing counts of reads mapping to each genomic bin. Using R, 
read counts are converted to estimated copy number states in a GC 
content-normalized manner. This process involves separating 
genomic bins by their GC content in the reference genome. Our 
script assigns each genomic bin to 1 of 16 groups, designed to 
contain roughly equal numbers of bins: <34% GC content, 34–35, 
35–36, 36–37, 37–38, 38–39, 39–40, 40–41, 41–42, 42–43, 
43–44, 44–45, 45–47, 47–49, 49–53, and >53%. For each GC 
group, the bin with the median read count is assigned a copy num-
ber state of 2. Then, the other bins in the same GC group are 
normalized around the median read count and a corresponding 
copy number value is assigned. For example, if, among genomic 
bins with GC content between 42 and 43%, the median number of 
reads is 500, any 42–43% GC bin with 500 reads will be estimated 
to have a copy number state of 2. Likewise, the median read count 
in the 47–49% GC bin may be 600 reads and also represent a copy 
number state of 2.

CNVs are identified by segmentation using the R package 
DNAcopy [48]. This tool uses a circular binary segmentation 
(CBS) algorithm to detect statistically significant “change-points” 
in copy number state across the genome. Other R packages used 
for segmentation include HMMcopy [49] and copynumber [50], 
which use alternative statistical approaches. In our standard 
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approach, the estimated copy number values are run through a 
“CNA.smooth” step to moderate any outlier values, and then the 
“segment” command is run using the parameters alpha = 0.001, 
min.width = 5, and default settings otherwise. These parameters 
ensure that for a change-point to be called, it must have a p-value 
<0.001, and each changed segment must be 5 genomic bins in 
length. Our experience is that these parameters consistently per-
form well in protecting against false segmentation calls while 
retaining sensitivity to real CNVs.

Data are visualized by plotting copy number state versus 
genomic position. Segmentation output from DNAcopy is then 
superimposed on these data. The median absolute deviation 
(MAD) is calculated and plotted above and below the median copy 
number state to provide a general idea of the data’s variation. 
Analytical approaches to distinguish high-confidence calls from 
low-confidence calls are always improving, but a default threshold 
that we recommend is 2 ± 2 MADs, as used previously [24]. Once 
the final CNV calls are made, further analysis of the duplicated or 
deleted regions can be explored.

CNVs can also be identified using Ginkgo [47]. A minimum of 
three BED files, each no more than one gigabyte in size, can be 
uploaded to the Ginkgo website (http://qb.cshl.edu/ginkgo) and 
analyzed for CNVs. Customizable options are available for various 
parameters; for direct comparison with our pipeline, the bin type 
parameter should be set as “variable”; bin size as 500 kb; binning 
simulation read lengths as 48 bp (the closest option to our own 40 
base mappability track); mapping algorithm as “BWA”; segmenta-
tion method as “Independent (normalized read counts)”; and all 
other options left at their default settings.

Following analysis, which can take minutes to hours depend-
ing on file number and size, Ginkgo outputs CNV profiles in addi-
tion to a clustering tree that tries to identify related samples, 
heatmaps highlighting any key similarities or differences between 
the cells analyzed, and several data tables containing bin read 
counts and CNV calls made, among other statistics.

We have found Ginkgo to be a useful “second opinion” in 
analyzing our data. An important feature of Ginkgo’s analysis is its 
strict adherence to integer copy number states; that is, unlike 
DNAcopy, which allows segmentation calls at values like 2.4 and 
1.3 to be made, Ginkgo’s algorithm forces each segment to con-
form to a whole-number state. We think both approaches have 
merit; while it is clear that each genomic locus in a single cell can-
not exist partway between two integer copy numbers, it is also 
conceivable that CNVs smaller than the size of a genomic bin 
could cause an apparent intermediate copy number state; that is, if 
40% of a bin is at copy number 3 while 60% is at copy number 2, 
then 2.4 becomes an accurate copy number state.

CNV Detection 
Using Ginkgo
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Generally, we prefer our custom protocol for CNV detection 
given its ease of customizability and modification, but Ginkgo pro-
vides a powerful and easy-to-use alternative for copy number anal-
ysis. In ideal cases, the techniques will yield similar results, as 
indeed they have in the past with 99.7% bin-level agreement [47].

4 Conclusions

Brain somatic mosaicism has many unanswered questions, but 
widespread application of single-cell sequencing approaches is 
poised to lead to answers. Our protocol has produced hundreds of 
successful single-cell copy number profiles that have contributed to 
the field’s still-evolving understanding of mosaicism in neurons. In 
addition to building the base of evidence that many neurons har-
bor large CNVs, with larger data sets we can begin to analytically 
explore hypotheses regarding the consequence of mosaic CNVs, 
such as the existence of CNV “hotspots” or “coldspots.” The asso-
ciation of brain somatic mosaicism with neurological diseases also 
provides several avenues for focused study of brain tissue from 
affected individuals with the goal of identifying potential muta-
tions that can contribute to disease. Moreover, induced pluripo-
tent stem cells (iPSCs) from individuals with neurological diseases 
can be differentiated into neurons for the purpose of identifying 
any differences in CNV characteristics as compared to control 
iPSCs. Meanwhile, as mechanisms of CNV ontogeny in neurons 
are revealed, experiments can be performed in cultured NPCs to 
attempt to replicate, increase, or decrease the rate of CNV inci-
dence during neurogenesis in vitro. In summary, the measurement 
of brain somatic mosaicism on a cell-by-cell basis is essential for 
documenting the landscape of brain somatic mosaicism. However, 
we also envision that accumulated data using single-cell approaches 
will generate new hypotheses moving forward.
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Chapter 7

Multiple Annealing and Looping-Based Amplification 
Cycles (MALBAC) for the Analysis of DNA Copy Number 
Variation

Chenghang Zong

Abstract

The genomes of even close kindred cells are not identical due to various forms of genomic variations. 
To discover the uniqueness of each genome, we need to examine the genome at single-cell resolution. 
Here we describe the recent progress in the development of single-cell whole-genome amplification 
 methods and the state of art for analyzing one of the major forms of genomic variations—copy number of 
variations (CNVs). Robust detection of CNVs in single cells has allowed successful clinical applications 
such as prenatal genome screening and diagnosis.

Key words Single-cell sequencing, Single-cell WGA, MALBAC, MDA, Copy number variations

1 Introduction

The development of single-cell whole-genome amplification 
(WGA) methods has made it feasible to examine the genomic vari-
ations at single-cell resolution [1–12]. However, WGA methods in 
general are still prone to amplification bias, which cause some 
regions of the genome to be overrepresented while some others 
underrepresented in the final amplified products. Sequencing of 
the biased products therefore will lead not only to the low genome 
coverage because that many reads are consumed in covering the 
overamplified regions, but also to the distorted representation of 
the original genome of the single cell. Such distortions will make it 
challenging for the reliable detection of copy number variations as 
well as single-nucleotide variations in single cells.

The first generation of single-cell whole-genome amplification 
methods are mainly polymerase chain reaction (PCR)-based reac-
tion. However, limited by the priming efficiency and randomly 
introduced PCR bias at the initial stage of amplification, significant 
portion of genomes (over 50%) are not covered. The development 
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of multiple displacement amplification (MDA) method has resolved 
the priming issue with φ29 polymerase performing the extension 
at 30°, which allows the efficient random hybridization between 
hexamers to the genome [1]. As the result, MDA can robustly 
cover 80% of the genome using the recently developed alkaline-
based scheme for cell lysis and DNA melting before amplification 
[8]. However, MDA reaction depends on the production of dis-
placed single-stranded DNA, which will randomly hybridize with 
each other at 30° and the products form DNA “nanoball” with the 
complex hyper-branched structures. The size of the DNA nano-
balls varies and leads to the considerable regional bias in genome 
coverage, and therefore makes MDA unsuitable for reliable detec-
tion of copy number variations [7]. It is worth noting that MDA is 
essentially a nonlinear amplification with the exponential depen-
dence of DNA yield on the time of reaction, which makes it diffi-
cult to accurately detect single-nucleotide variations.

To overcome both priming and amplification bias, we recently 
developed a new WGA method, multiple annealing and looping-
based amplification cycles (MALBAC), which introduces multiple 
cycles of low-temperature annealing to promote efficient priming 
and quasilinear preamplification with the looping strategy [7]. 
With the production of >10 copies of amplicons by the preamplifi-
cation, the initial-stage PCR bias with single copy of DNA frag-
ments can be significantly reduced.

To allow the efficient annealing at low temperature, we design 
the primers with G, A, and T nucleotides only for the common 
27-nucleotide sequence plus an 8-variable nucleotide (5N3G and 
5N3T) at 3′ end. We start the amplification with these primers, 
which can evenly hybridize to the templates at 0 °C. At an elevated 
temperature of 65 °C, DNA polymerases with strand displacement 
activity (Bst polymerase) are used to generate semiamplicons with 
variable lengths (0.5–1.5 kb), which are then melted off from the 
template at 94 °C. Amplification of the semiamplicons gives full 
amplicons that have complementary ends. The temperature is 
cycled to 58 °C to allow the looping of full amplicons, which pre-
vents the amplification of the amplicons in the following cycle. Five 
cycles of preamplification are followed by exponential amplification 
of the full amplicons by PCR to generate micrograms of DNA 
required for next-generation sequencing (Fig. 1). In the PCR, oli-
gonucleotides with the common 27-nucleotide sequence are used 
as the primers.

In the recent study, we performed the single-cell amplification 
with single-SW480 cancer cells using both MDA and MALBAC. 
With ~25× mean sequencing depth, we consistently achieved ~85% 
and up to 93% genome coverage at ≥1× depth on either strand 
(Fig. 2a). As a comparison, we performed MDA on a single cell from 
the same cancer cell line. At 25× mean sequencing depth, MDA 
covered 72% of the genome even at low depth (~1×). Substantial 
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Fig. 1 Overview of MALBAC. Low-bias single-cell whole-genome amplification (WGA). Lysis of a single cell is 
followed by melting genomic DNA into single-stranded DNA molecules. MALBAC preamplification prior to 
additional PCR amplification is performed for high-throughput sequencing. First, MALBAC primers anneal ran-
domly to single-stranded DNA molecules and are extended by a polymerase with displacement activity, which 
creates semi-amplicons. In the next cycle, single-stranded amplicons with complementary sequences on both 
ends are generated. The 3′ ends are protected by loop formation at intermediate temperature, which prevents 
the formation of chimeras and further amplification. The above cycles are repeated five times to generate 
amplicons with overlapping genome coverage that contain universal complementary sequences on both ends 
for subsequent PCR amplification. Reprinted from Science 338, Zong C, Lu S, Chapman R. A., Xie X. S., 
“Genome-Wide Detection of Single-Nucleotide and Copy-Number Variations of a Single Human Cell,” 1622–
1626, 2012, with the permission from Science
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variations of the coverage have been reported for MDA [5, 12, 13]. 
In contrast, MALBAC coverage is highly reproducible.

Lorenz curves and power spectrum can be used to evaluate 
coverage uniformity along the genome. To plot Lorenz curves, the 
sites of the whole genome are first ranked based on the depth of 
coverage. The cumulative fraction of the total reads is plotted 
against the cumulative fraction of genome that the reads covered 
(Fig. 3). The diagonal line indicates a perfectly uniform distribu-
tion of reads, and deviation from the diagonal line indicates an 
uneven distribution of reads. The Lorenz curves of bulk sequenc-
ing, MALBAC, and MDA at ~25× mean sequencing depth are 
compared (Fig. 3). It is evident that MALBAC outperforms MDA 
in uniformity of genome coverage.

The power spectrum of read density variations shows the spa-
tial scale at which the variations take place (Fig. 4). For MDA, 
large amplitudes at low frequencies (inverse genome distance) were 
observed, indicating that large contiguous regions of the genome 
are over- or underamplified. In contrast, MALBAC has a power 
spectrum similar to that of the unamplified bulk.

CNVs due to insertions, deletions, or multiplications of 
genome segments are frequently observed in almost all categories 
of human tumors (13, 24, 25). MALBAC’s lack of large-scale bias 
makes it amenable to probing CNVs in single cells. We determined 
the digitized CNVs across the whole genomes of three individual 
cells from the SW480 cancer cell line (Fig. 5a–c). CNVs of five cells 
are included in the supplementary materials. The chromosomes 
exhibit distinct CNV differences among the three individual cancer 
cells and in the bulk result (Fig. 5d), which are difficult to resolve 
by MDA (Fig. 5e). For the MALBAC data, a hidden Markov 
model is used to quantify CNVs. The gross features of CNVs 
detected by MALBAC are consistent with karyotyping data (data 
not shown). Although the majority of copy numbers are consistent 

Fig. 2 Profile of sequencing coverage over the entirety of chromosome 1 of a single cell and zooming into a 2 
kilobase region (zoomed in region). Reprinted from Science 338, Zong C, Lu S, Chapman R. A., Xie X. S., 
“Genome-Wide Detection of Single-Nucleotide and Copy-Number Variations of a Single Human Cell,” 1622–
1626, 2012, with the permission from Science
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between single cells, we also observe cell-to-cell variations as 
labeled by the dashed boxes in Fig. 3.

For noninvasive prognosis and diagnosis of cancer, it is desir-
able to monitor genomic alterations through the circulatory sys-
tem. MALBAC can be used to profile the copy number variations 
in circulating tumor cells. Interestingly, with the analyses of the 
whole genome of single CTCs, Ni et al. discovered the reproduc-
ibility of the CNV patterns among five patients with lung cancer 
adenocarcinoma, in contrast to the patients with a mixture of ADC 
and SCLC (Fig. 6) [14]. This data indicates that copy number 
variations (CNVs), one of the major genomic variations, can be 
specific to cancer types, reproducible from cell to cell, and even 
from patient to patient. The high degree of similarity in CNV pat-
tern has been reported in the recent large scale of Pan-Cancer 
Analysis [15].

The reliable detection of CNV in single cell by MALBAC has 
also enabled its application in preimplantation genetic diagnosis or 
screening (PGD or PGS) in IVF with the goal of selecting a normal 

Fig. 3 Lorenz curves of MALBAC, MDA, and bulk sample. A Lorenz curve gives 
the cumulative fraction of reads as a function of the cumulative fraction of 
genome. Perfectly uniform coverage would result in a diagonal line, and a large 
deviation from the diagonal is indicative of biased coverage. The blue and green 
arrows indicate the uncovered fractions of the genome for MALBAC and MDA, 
respectively. All samples are sequenced at 25× depth. Reprinted from Science 
338, Zong C, Lu S, Chapman R. A., Xie X. S., “Genome-Wide Detection of Single-
Nucleotide and Copy-Number Variations of a Single Human Cell,” 1622–1626, 
2012, with the permission from Science
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fertilized egg [16]. If the genetic disorders are from the father, one 
can sequence one or a few cells from the blastocyst stage of the 
embryo, and if the genetic disorders are from the mother, sequenc-
ing polar bodies can be used to deduce the genome of the haploid 
female pronucleus, information regarding aneuploidy, as well as 
SNVs in disease-associated alleles. With the high coverage of 
MALBAC, Hou et al. have successfully demonstrated that the 
aneuploidy of female pronucleus can be accurately deduced from 
the genomes of two polar bodies. As the result, whole-genome 
analyses of single-human oocytes based on MALBAC allow accu-
rate and cost-effective embryo selection for in vitro fertilization 
(Fig. 7). In Fig.7a, the two polar bodies are isolated and MALBAC 
WGA is performed. The copy number profiles are determined by 
sequencing and the CNVs of the pronucleus are predicted and 
compared with the direct experimental measurement. The consis-
tent result proves that MALBAC can provide reliable detection of 
copy number variations for PGD or PGS.

Fig. 4 Power spectrum of read density throughout the genome (as a function of 
spatial frequency). MALBAC performs similarly to bulk, whereas the MDA spec-
trum shows high amplitude at low frequency, demonstrating that regions of sev-
eral megabases suffer from under- and overamplification. Reprinted from 
Science 338, Zong C, Lu S, Chapman R. A., Xie X. S., “Genome-Wide Detection of 
Single-Nucleotide and Copy-Number Variations of a Single Human Cell,” 1622–
1626, 2012, with the permission from Science
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Fig. 5 CNVs of single-cancer cells. Digitized copy numbers across the genome are plotted for three single cells 
(a–c) as well as the bulk sample (d) from the SW480 cancer cell line. The bottom panel shows the result based 
on MDA amplification (e). Green lines are fitted CNV numbers obtained from the hidden Markov model (see 
supplementary materials). The single cells are sequenced at only 0.8× depth, whereas the bulk and MDA are 
done at 25×. The regions within the dashed box exhibit the CNV differences among single cells and the bulk, 
which cannot be resolved by MDA. The binning window is 200 kb. Reprinted from Science 338, Zong C, Lu S, 
Chapman R. A., Xie X. S., “Genome-Wide Detection of Single-Nucleotide and Copy-Number Variations of a 
Single Human Cell,” 1622–1626, 2012, with the permission from Science
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Fig. 6 Statistical significance of gain and loss regions among single circulating tumor cells of six patients with 
lung cancer adenocarcinoma. Reprinted from PNAS 110(52), Ni X, Zhuo M, Su Z, Duan J, Gao Y, Wang Z, Zong 
C, Bai H, Chapman AR, Zhao J, Xu L, An T, Ma Q, Wang Y, Wu M, Sun Y, Wang S, Li Z, Yang X, Yong J, Su XD, Lu 
Y, Bai F, Xie XS, Wang J. “Reproducible copy number variation patterns among single circulating tumor cells of 
lung cancer patients,” 21,083–8, 2013, with the permission from PNAS
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Chapter 8

Competitive PCR for Copy Number Assessment 
by Restricting dNTPs

Luming Zhou, Robert A. Palais, Yotam Ardon, and Carl T. Wittwer

Abstract

Copy number variation (CNV) reflects a gain or loss in the number of copies of DNA fragments in a 
genome. CNV is common in genetic diseases and is known to cause particular neurodegenerative diseases. 
We developed a dNTP-limited, competitive PCR technique to identify relative copy number differences 
between a reference and one or more target genes. Suitable fragments with single melting domains, well- 
separated melting temperatures, and no common homologs were identified by uMelt melting curve pre-
diction software. Relative product amounts were maintained during multiplex PCR into the plateau phase 
by limiting dNTPs. After PCR, fluorescent melting curve analysis was automatically performed with the 
saturating DNA dye, LCGreen® Plus. Exponential background was removed, melting curves were plotted 
as negative derivative melting peaks, and the reference peak was normalized by both position (tempera-
ture) and height of each peak. With the reference peak normalized, the height of the target peaks estab-
lished the copy number order that can be quantified against standards. Using chromosome X variation, the 
best dNTP concentration to distinguish copy numbers was about 6 μM each and CVs of about 1% were 
obtained with high-resolution melting analysis. The method was applied to spinal muscular atrophy, triso-
mies 13, 18, and 21, and cystic fibrosis gene deletions. The method is rapid, economical, and closed tube, 
and can be used for diagnosis or confirmation of copy number differences identified by high-throughput 
screening methods.

Key words Copy number variation, CNV, High-resolution melting analysis, HRMA, Melting tem-
perature, Tm, Spinal muscular atrophy

1 Introduction

Copy number variation (CNV) is a common type of genetic varia-
tion. About 13% of the genes in the human genome have variation 
in their copy number [1]. Deletions, duplications, and unbalanced 
translocations all affect the diploid status of an individual [2]. Many 
neurogenic diseases are caused by the loss or gain of large segments 
of DNA sequence. For example, spinal muscular atrophy (SMA) is 
very common worldwide. SMA is the second most common fatal 
genetic disease, after cystic fibrosis, in people of European descent. 
SMA affects voluntary muscle movement through the central 
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nervous system. Approximately 95–98% of SMA cases are caused by 
a homozygous deletion of the survival motor neuron 1 (SMN1) 
gene [2]. Duchenne muscular dystrophy (DMD) is another genetic 
disorder characterized by progressive muscle degeneration and 
weakness. DMD is caused by an absence of dystrophin, a protein 
that helps keep muscle cells intact. Approximately 65% of mutations 
causing DMD are deletions or duplications of one or more exons, 
clustered in two hotspot regions [3–6]. Charcot-Marie-Tooth neu-
ropathy type 1 (CMT1) is a demyelinating peripheral neuropathy 
characterized by distal muscle weakness and atrophy, sensory loss, 
and slow nerve conduction velocity. It is a slowly progressive disor-
der often associated with deformity and bilateral foot drop. 
Approximately 70–80% of all CMT1 cases involve duplication of 
the PMP22 gene [7]. Neurofibromatosis type I (NF1) causes 
tumors throughout the nervous system. Approximately 5–20% of 
all NF1 patients carry a heterozygous deletion in NF1 of approxi-
mately 1.4 Mb [8, 9]. Cystic fibrosis is the most prevalent genetic 
disease in Western populations. Approximately 1–3% of cystic fibro-
sis cases are caused by deletions in CFTR that may cover either the 
entire gene or one or more exons [10, 11]. Down syndrome is 
caused by an additional copy of an entire chromosome (trisomy 
21), and trisomies 13 and 18 also occur.

In addition to causing neurologic disease, copy number vari-
ants also affect many other disease processes. For example, large 
deletions in BRCA1 or BRCA2 may predispose individuals to 
breast cancer [12–14]. Increased CCL3L1 copy number is associ-
ated with susceptibility to HIV infection [15, 16]. Many somatic 
copy number changes are correlated to cancer; for example, high 
EGFR copy number is related to colon cancer and non-small-cell 
lung cancer [17–20].

Clinically, the most commonly used method for CNV detec-
tion is fluorescence in situ hybridization (FISH) [21, 22]. This 
technique, popular among pathologists, visualizes each copy as a 
colored spot that can be viewed through a fluorescent microscope. 
FISH adequately identifies the copy number of DNA segments 
that are 1–100 kb or longer; however, CNVs involving shorter seg-
ments are more difficult to detect. In the past decade following the 
sequencing of the human genome [23], several molecular tech-
niques that can detect shorter CNVs have revealed a remarkable 
degree of structural variation among normal individuals. The most 
popular of these techniques are single-nucleotide polymorphism 
(SNP) arrays, real-time qPCR, multiplex ligation-dependent probe 
amplification (MLPA), and massively parallel sequencing (MPS). 
Array-based techniques are the most efficient for high-resolution 
scans of genome-wide variation [24–27]. The resolution of 
 high- density targeted arrays can now approach tens of base pairs. 
Massively parallel sequencing can also be used for CNV detection 
where the resolution is only limited by the complexity of the DNA 
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[28, 29]. Additional methods for assessing copy number variants, 
often from single cells, include flow cytometry (Chap. 4, this vol-
ume), quantitative reverse transcriptase PCR (Chap. 11, this vol-
ume), and others (Chaps. 6 and 7, this volume). Although 
extraordinary in their genomic coverage, these methods are time 
consuming and/or require costly equipment and reagents.

Real-time qPCR can calculate relative copy number from the 
change in quantification cycle (ΔCq) [30, 31]. qPCR is simple, 
and relatively rapid, and the equipment and disposables are not as 
expensive as arrays or MPS. However, the throughput and copy 
number resolution of qPCR are limited. In the human genome, 
typical germline copy number ratios (sample to reference) range 
from 1:2 to greater than 5:1. The 3:2 ratio indicating trisomy (e.g., 
Down syndrome) is especially common. Theoretically, qPCR can 
detect 1:2 CNVs (the deletion of 1 out of 2 copies), but consider-
able care is required in practice for reliable results, and it is very 
difficult to distinguish ratios nearer to 1.0 by qPCR. While qPCR 
is the gold standard for gene expression, it is less commonly used 
in copy number assays.

Digital PCR is useful for both relative and absolute quantifica-
tion. Digital PCR partitions PCR into small droplets so that, on 
average, there is only about one template molecule per partition, 
and thousands of partitions are read out as either negative (no tem-
plate) or positive (one or more templates). The ratio of positive to 
negative reactions determines how many copies are present [32]. 
Although elegant in design, digital PCR requires expensive equip-
ment and careful preparation is critical for accurate results.

MLPA is another method that has been widely used to detect 
CNVs associated with genetic disease. MLPA can detect large dele-
tions, duplications, and complex rearrangements in genes [33, 
34]. It is often used to complement sequencing for full gene analy-
sis by assessing the copy number of multiple exons. For each exon 
tested, two probes ligate when the complementary target is pres-
ent, forming probes of different lengths and colors that are easily 
distinguished by capillary electrophoresis. Over 50 exons can be 
tested simultaneously using MLPA; however, MLPA requires a 
long ligation time and the customized oligonucleotide probes can 
be expensive and difficult to design. All of the approaches described 
above except real-time and digital PCR require more than a day to 
complete.

High-resolution melting analysis for genotyping and scanning 
is simple, fast, accurate, and inexpensive [35]. As is the case with 
sequencing, however, large deletions or duplications that encom-
pass the primers are not identified unless the deletion is X-linked 
[36]. Recently, high-resolution melting techniques have been 
applied to targeted copy number assessment. In some protocols, 
homologous sequences are required to identify a common primer 
pair. These methods are based on competitive PCR to amplify both 
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a target and a competitor with the same primer set so as to retain 
their quantitative relationship [37]. In addition, melting analysis 
requires an internal sequence difference between reference and tar-
get that provides distinguishable melting temperatures (Tms). 
Duplex melting with a single primer set that amplifies segmental 
duplications can quantify trisomies [38], and a similar method 
using homologous sequences, can identify microdeletions or 
microinsertions [39]. The reference and target PCR products must 
lie on different chromosomes, with distinct Tms so their melting 
peaks can be distinguished and compared. These methods enable 
relative quantification because identical primers ensure equal effi-
ciencies of amplification.

We have developed a technique for CNV detection that does 
not require identical primer sets. Usually, different primers amplify 
with different efficiencies while approaching the PCR plateau, 
resulting in a loss of relative quantification. However, the efficiency 
of different primer sets can be maintained by (1) limiting the num-
ber of cycles, (2) limiting the concentration of DNA polymerase, 
or (3) limiting the amount of dNTPs [40]. Achieving relative 
quantification by limiting dNTP concentrations is simple, fast, less 
expensive, and more precise than other current copy number varia-
tion detection methods. There is no need to adjust template con-
centrations or design specialized oligonucleotides. Only a PCR 
instrument and fluorescent DNA melting acquisition are required. 
Real-time PCR is not necessary, and melting analysis requires less 
than 5 min on some dedicated melting instruments. Applications 
of this targeted technique include not only direct diagnosis, but 
also confirmation of specific copy number variants suspected by 
screening techniques such as arrays and MPS.

2 Materials

One and two copies of chromosome X DNA (male and female) 
were purified from laboratory volunteers. DNA from human cell 
lines with 3 (NA03623), 4 (NA11226), and 5 (NA 06061) cop-
ies of chromosome X were obtained from the Coriell Institute 
for Medical Research, as well as DNA from a patient affected 
with spinal muscular atrophy (SMA) (NA00232), an SMA car-
rier (NA003814), and a cystic fibrosis carrier with a heterozy-
gous  deletion of exons 2 and 3 (NA18668). Excess DNA from 
50 clinical products of conception including trisomies of chro-
mosomes 13, 18, and 21 was obtained from ARUP Laboratories 
under IRB 7275.

Primers were synthesized on a 40 nmol scale at the University of 
Utah core facility with cartridge purification. One hundred µL of 
TE’ buffer (10 mM Tris, 0.1 mM EDTA, pH 8.0) was added to 

2.1 Human Whole 
Blood and Genomic 
DNA Samples

2.2 Primers
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dissolve the oligonucleotides. Two µL was used to measure the 
oligo concentration, which was adjusted with TE' to 50 μM and 
stored at −20 °C. Primer sequences and Tms, PCR amplicon 
lengths, and amplicon Tms are shown in Table 1.

A NanoDrop™ spectrophotometer (Thermo Scientific) was used 
to measure DNA concentration. A real-time thermocycler with 
high-resolution melting analysis (LightCycler 480, Roche) was 
used for PCR amplification and high-resolution melting, unless 
otherwise specified, to produce melting data from which copy 
number variation was identified by subsequent analysis.

Primer3 web version 4.0.0 from the University of Massachusetts 
was used to design primers (http://bioinfo.ut.ee/primer3/). The 
University of California Santa Cruz (UCSC) Genome Browser 
(https://genome.ucsc.edu/) and the National Center for 
Biotechnology Information (NCBI, https://www.ncbi.nlm.nih.
gov/) were used to check for variants in the amplicons. DNA 
uMelt software (https://www.dna.utah.edu/index.html) from 
the University of Utah was used to predict target and reference 
amplicon melting curves and Tms.

2.3 Equipment

2.4 Assay Design 
Software

_______________________________Primers___________________________________ _____PCR Product________

Chromosome Region Primer 1 Tm (°C)b Primer2 Tm (°C)b Size (bp) Tm (°C)c Figure

7 CFTR exon 6 CTCCTCATGGGGCTAATCTG 63 AAGTCCACAGAAGGCAGACG 66 54 82 1,2,4,5

X CYBB exon 10 CCTTCAGGATAGCGGTTGAT 63 CTTGAGAATGGATGCGAAGG 62 121 88 1,2,3,4,5

7 CFTR exon 7 TTGTGATTACCTCAGAAATGATTGA 62 CATTGCTTCTTCCCAGCAGT 64 68 78 3,6,7

13 g.76560967-1048d AACGGGAGGGGTGTATGTTT 65 GCAGACTAGGTGCCCAACTT 66 82 85 7

18 TPGS2 exon 4 ACATCATTCCACTGGGAAGC 64 CCAGAGTGGGTGCATTAGGA 65 99 84 7

21 g.19181856-964e TCAGACTTGGACAGCCACAC 66 CACTTGGGGAATTGACTCACA 64 109 84 7

5 SMN1 exon 7 TTCCTTTATTTTCCTTACAGGGTTT 62 CCTTCCTTCTTTTTGATTTTGTCTGf 62 58 74 6

5 SMN2 exon 7 TTCCTTTATTTTCCTTACAGGGTTT 62 CCTTCCTTCTTTTTGATTTTGTCTAf 61 58 73 6

21 FTCD exon 6 AGCCAGGTTCTTCTCATCCA 64 GCCAGGACGTCTGAAGAAAG 64 61 82 8

7 CFTR exon 2 TCTGTTGATTCTGCTGACAATCT 63 TGAACATACCTTTCCAATTTTTCA 61 50 73 8

7 CFTR exon 3 GGGATAGAGAGCTGGCTTCA 65 GCCGAAGGGCATTAATGAGT 64 54 77 8

________________________________________________________________________________________________________________________________________________________________________________________________________

Table 1 
Primer sequences and Tms, chromosome numbers and regions, and PCR product sizes, Tms and 
associated Figuresa

aReference PCR targets are shown in red. The copy number target(s) are shown in black below the corresponding refer-
ence target
bPredicted Tms (see text)
cObserved Tms
dGenomic bounds of the PCR product on chromosome 13, GRCh38 primary assembly, (NC_000013.11)
eGenomic bounds of the PCR product on chromosome 21, GRCh38 primary assembly (NC_000021.9). The PCR 
product is near to the short tandem repeat D21S11
f SMN1 and SMN2 are differentiated by allele specific amplification determined by the 3'-base 
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Custom melting analysis software (MeltWizard 6, available from 
RAP for research use) was used to analyze and quantify the refer-
ence and target peaks for relative DNA quantification. The algo-
rithms used are described below under Sect. 3.4.

3 Methods

DNA was extracted using commercial kits specific to the tissue 
type. The DNA was quantified on a NanoDrop  spectrophotometer, 
using its absorbance at 260 nm. DNA was stored at 4 °C for up to 
1 week, with longer storage at −20 or −80 °C.

Three mL whole blood was drawn into EDTA vacuum tubes. The 
contents of each tube were mixed by gently inverting five times. 
The EDTA-treated whole blood was stored at room temperature 
(15–25 °C) for 1 day, or at 4 °C for up to 5 days. The DNA was 
extracted using a Gentra Puregene Blood Kit (QIAGEN®).

Fifty fresh products of conception samples with fetal villi, including 
trisomies of chromosomes 13, 18, and 21, were macro-dissected 
away from maternal tissue, and metaphase karyotypes were 
obtained after growth by ARUP. DNA was extracted from residual 
fetal tissue by a 5 PRIME™ ArchivePure™ DNA purification cell 
and tissue kit (Fisher Scientific).

Human genome databases NCBI and UCSC genome browsers 
were used to check the reference and target sequences for unique-
ness and variation. The reference sequence must not have homo-
logs in the genome, and both reference and target sequences 
should have minimal internal variation.

Primer3 and uMelt were used in combination to design refer-
ence and target multiplex PCR primers. The primer design soft-
ware Primer3 was used to adjust primer Tms and the length of the 
PCR product. The multiplex PCR primer Tms were designed to be 
as close as possible to 60 °C. The lengths of amplicons were opti-
mally in the range of 50–120 bp. The reference and target sequences 
were entered into uMelt to predict amplicon Tms. The ΔTm 
between reference and target amplicons should be between 2 and 
10 °C. If the ΔTm is out of this range, Primer3 may be used to 
adjust the amplicon length, and GC or AT 5′-primer tails can be 
added to one or both primers.

Duplex reactions with target genes on chromosomes X, 5, 7, 13, 
18, and 21 were paired with reference genes on different chromo-
somes for relative quantification. CYBB exon 10 was used to target 
chromosome X with CFTR exon 6 on chromosome 7 as the refer-
ence gene. CFTR exon 7 was the reference gene for chromosomes 
5, 13, 18, and 21. A fragment of FTCD exon 6 on chromosome 21 

2.5 Melting Analysis 
and Quantification 
Software

3.1 Genomic DNA 
Extraction

3.1.1 Genomic DNA 
Extraction from Whole 
Blood

3.1.2 DNA Extraction 
from Fetal Villi

3.2 Primer 
and Multiplex PCR 
Amplicon Design
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was used as the reference for CFTR exon 2 and exon 3 deletions. 
The primer sequences of reference and CNV target fragments are 
shown in Table 1. Tms were calculated using the online “Tm Tool” 
found at https://www.dna.utah.edu/tm/ using 6.25 μM each 
dNTP (25 μM total dNTPs) and 2.0 mM total Mg++.

Final PCR concentrations were 0.4 U KlenTaq1™ (Ab Peptides) 
with 64 ng anti-Taq antibody (eEnzyme), 2 mM MgCl2, 50 mM 
Tris (pH 8.3), 1× LCGreen Plus dye (BioFire Defense), 500 mg/L 
bovine serum albumin (Sigma), 0.5 μM each primer, 50 ng DNA, 
and 6.25 μM each dNTP in10 μL unless otherwise specified. PCR 
was performed on a LightCycler 480. An initial denaturation step 
at 95 °C for 2 min was followed by 35 cycles of 10 s denaturation 
at 95 °C and 30 s annealing/extension at 65 °C. For melting, the 
samples were programmed to reach 95 °C momentarily (0 s), 
cooled to 55 °C for 5 s, and then melted from 65 to 95 °C with 15 
acquisitions/°C (rate of 0.065 °C/s). Excitation and emission fil-
ters on the LC480 were centered at 450 and 500 nm for PCR and 
melting.

Several transformations were applied to the raw high-resolution 
melting data (fluorescence vs. temperature) to rank and quantify 
copy number ratios. The fluorescence is comprised of two 
temperature- dependent components. The desired component is 
the signal reflecting the quantity of DNA present in the double- 
stranded state, represented by the helicity, H. The undesired com-
ponent is the fluorescence background. H is 100% at low 
temperature and 0% at high temperature, sharply decreasing across 
a narrow interval around the melting temperature, TM. As a first 
step, H was obtained by modeling the background component as 
an exponential [41] and subtracting the background from the 
temperature- fluorescence data points (tj, fj) to obtain (tj , hj) for the 
temperature vs. helicity graph (the melting curve). In the second 
step, the negative derivative of each resulting melting curve was 
calculated. For each point of the melting curve, all points (tk , hk) 
in the window Wj of fixed width w defined by tk ≤ tj + w were fit by 
the least squares polynomial of degree n = 2, h(t) = at2 + bt + c also 
known as the n = 2 Savitzky-Golay fit or simply “SG2” fit [42]. 
Using −h'(t) = −2at − b, each point on the negative derivative 
curve was obtained as (<t> j, −2a<t > j − b), where <t > j is the 
mean of the tk in the window bounded by tj. In the third step, the 
locations of the peaks of the negative derivative curves correspond-
ing to reference and target amplicons were determined for internal 
temperature correction and amplitude normalization. For each 
peak, all points near the peak maximum were fit by a SG2 polyno-
mial of the form d(t) = at2 + bt + c, whose peak occurs at (−b/(2a), 
−(b2 − 4 ac)/(4a)). Then, the arithmetic mean of the temperatures 
of the reference peaks and of a target peak was computed. For each 

3.3 PCR Conditions
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derivative curve, the temperatures of all points were transformed 
by the first-degree polynomial that maps its particular two peak 
temperatures to these means. In the final transformation, the geo-
metric (multiplicative) mean of the amplitudes of reference peaks 
was computed, and each derivative curve was scaled by a constant 
to map its amplitude to the mean. The resulting amplitudes of 
target peaks were then used for CNV quantification. For continu-
ous ratios (e.g., those arising from mixed sources) quantitative 
copy numbers of unknowns were obtained by weighting copy 
numbers of known standards or evaluating a polynomial fit to the 
data. When copy number variants were known to occur in integer 
ratios with small denominators, e.g., 3:2, these discrete copy num-
ber ratios were determined by performing unbiased hierarchal 
clustering on the transformed target peaks and assigning the ratio 
of a known standard to all samples in the same cluster.

The duplex PCR of CFTR exon 6 as a reference and CYBB exon 
10 on chromosome X as the target can quantify chromosome X 
copy number. Ten µL reactions were made with 2 μL of 5× PCR 
working solution, 1 μL of each 5 μM primer, 1 μL of 50 ng/μL 
female human genomic DNA, 1 μL of 10× dNTP (varying concen-
trations), and water to 10 μL. The 10× dNTP concentrations were 
2000, 1000, 500, 250, 125, 62.5, 31.3, and 15.6 μM.

The copy number ratio of the reference CFTR amplicon on 
chromosome 7 to the target CYBB amplicon on chromosome X 
is 1.0 (2:2). As the dNTP concentration is decreased from 200 
to 3.13 μM, the PCR Cq occurs three cycles later and the fluo-
rescence decreases by 90% (Fig. 1a). Decreasing the concentra-
tion from 200 to 25 μM decreases the peak height of the higher 
Tm amplicon disproportionately to the lower Tm amplicon. 
However, at low dNTP concentrations (3–12 μM), the peak 
height ratios of both the reference and target are similar (Fig. 1b). 
Only at high cycle numbers do the relative amounts of PCR 
products deviate.

The effect of dNTP concentration on the derivative peak 
height and the relative rank between samples with 1, 2, 3, and 4 
copies of chromosome X are shown in Fig. 2. The dNTP concen-
trations were 200, 50, 6.25, and 1.56 μM. At very low dNTP con-
centrations (1.56 μM) the fluorescence is very low, reflecting very 
little amplification (Fig. 2a and magnified inset). The best relative 
quantification occurred at 6.25 μM dNTPs, where the fluorescence 
was still limited but each copy number was distinguishable 
(Fig. 2b). At higher dNTP concentrations (50 μM), the peaks for 
3 and 4 copies were no longer separated, as the product quantity 
began to reflect primer limitation rather than initial template 
amounts (Fig. 2c). At higher dNTP concentrations (200 μM), no 
relative quantification was possible (Fig. 2d).

3.5 Competitive PCR 
with Different 
Concentrations 
of dNTPs
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The precision of copy number analysis by competitive PCR with 
limiting dNTPs depends on the resolution of the melting instru-
ment. The precision obtained with the high-resolution LightScanner 
produces CVs of <1.0%, allowing detection of a 1.11-fold increase 
(Fig. 3). The copy number accuracy depends on using a standard 
curve to correct for any nonlinear response of peak height to copy 
number. This calibration is dependent on the particular target and 
reference amplicons. In general, the calibration curve is not linear 
and increasingly diverges at the extremes. Therefore, although 
very small differences in copy number can be detected and ranked, 
quantification of these differences requires a standard curve, and 
standards may not be easily available. Accurate absolute quantifica-
tion of copy number changes is a challenge for many techniques.

Limiting the dNTP concentration maintains the ratio of target to 
reference amplicons even as PCR reaches the plateau, thus permit-
ting relative quantification without concern for the initial template 
concentration. Fig. 4a shows real-time PCR of samples with either 
5 or 50 ng of genomic DNA per sample. The Cqs from PCR of this 
tenfold difference differ by 3–4 cycles and are not related to the 
number of copies of chromosome X. However, once all the samples 

3.5.1 Precision 
and Accuracy

3.6 Effect of Initial 
Template 
Concentration

Fig. 1 The effect of varying dNTP concentrations on duplex real-time PCR product fluorescence. (a) Decreasing 
dNTP concentrations in PCR increased Cq and lowered the amount of product produced. (b) High-resolution 
melting analysis revealed distinct melting curves for reference and copy number targets. dNTP concentrations 
up to 10 μM retained a constant ratio between targets. However, above 10 μM dNTPs the target-to-reference 
peak ratio increased. Relative quantification at the endpoint is only possible if the ratio of the 2 PCR products 
does not change. Primer sequences as well as product sizes and Tms are given in the Table 1. Reprinted with 
permission from Clinical Chemistry, 61, 724–33 (2015)
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reach PCR plateau under conditions of restricted dNTPs, the X 
chromosome differences are readily apparent, and are not affected 
by the initial template concentration (Fig. 4b). This  comparison 
highlights one advantage of competitive PCR with limiting 
dNTPs—its robustness to template concentration uncertainty. 
CNV detection by dNTP limitation does not require accurate tem-
plate adjustment in order to obtain a stable, consistent relative copy 
number. In contrast, limiting PCR by cycle number is highly sensi-
tive to the concentration of initial template DNA.

It is also possible to detect copy number variation with standard 
dNTP concentrations (200 μM) by carefully controlling the total 
number of PCR cycles and the template concentration. DNA sam-
ples having 1, 2, 3, or 4 copies of chromosome X were adjusted to 
a template concentration of 50 ng/μL. At this concentration, PCR 
plateaus after 35 cycles with a Cq near the 23rd cycle (Fig. 1a). 

3.7 Limiting PCR 
Through Cycle Number 
Control

a (1.56 µM)

Reference Chromosome X

b (6.25 µM) d (200 µM)

c (50 µM)

Fig. 2 Using restricted dNTPs to resolve the number of chromosome X copies relative to a reference gene. (a) 
At 1.56 μM dNTPs, only the reference sequence was weakly amplified. The chromosome X sequence showed 
no amplification, even when magnified in the inset. (b) At 6.25 μM, both sequences were amplified and 1, 2, 
3, and 4 copies (bottom to top) of chromosome X were distinguished when normalized to the reference. (c) At 
50 μM dNTPs, the relative peak height of the chromosome X target increased, but the 3 and 4 copies of X could 
not be distinguished. (d) No copy number distinctions could be made at 200 μM dNTPs. Thirty-five cycles of 
PCR were performed to reach plateau before melting analysis was performed. Samples were analyzed in 
quadruplicate. Sequences and PCR product information are given in Table 8.1. Reprinted with permission from 
Clinical Chemistry, 61, 724–33 (2015)

Luming Zhou et al.



153

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

0.0 2.0 4.0 6.0

Pe
ak

 R
a�

o 
( C

hr
 X

/ 
Re

f)
Copy Number

Mean Peak Ratio
Copy # (Chr X/ Ref) SD CV 
(%) 

1.0
2.0
3.0
4.0
4.5
5.0

 0.43
 0.78
 1.07
 1.32
 1.42
 1.54

 0.0026
 0.0065
 0.0102
 0.0148
 0.0074
 0.0171

 0.6
 0.8
 1.0
 1.1
 0.5
 1.1

b
-d

F/
dT

Temperature (°C)

Chromosome X

1

2

3

4

4.5

74 78 82 86 90

30

20

10

0

5
a

Reference

Fig. 3 Resolution of chromosome X copy number using duplex PCR, restricted dNTPs, and normalization 
against a reference gene. Samples were amplified on the LC480 (Roche) with 3.13 μM dNTPs and melted on 
a LightScanner (BioFire Defense) at 0.1 °C/s. The 4.5 copy chromosome X sample was obtained by mixing 
equal volumes of the 4× and 5× standards. (a) The normalized melting curve with the copy numbers identified. 
(b) The peak height ratio plotted against the copy number. The nonlinear curve was attenuated at higher copy 
numbers. Nevertheless, a fold change of 1.11 (4.5 to 5.0 copies) was easily differentiated. Samples were run 
in quadruplicate. Error bars are ±1 SD. The inset tabulates the peak heights and their variance, revealing CVs 
between 0.5 and 1.1%. The points fit the second-degree polynomial: y = −0.0263x2 + 0.4344x + 0.0092 with 
R2 = 0.9996. Modified with permission from Clinical Chemistry, 61, 724–33 (2015)

Fig. 4 Duplex PCR and relative quantification using a tenfold difference in starting template concentration. (a) 
Real-time quantification curves are shown for samples with 1, 2, 3, and 4 copies of chromosome X, using 
either 50 or 5 ng of starting DNA in a 10 μL reaction. The Cqs reflect the difference in starting concentrations. 
(b) Despite the differences in starting concentrations, the relative ratios of target to reference peak heights 
were preserved, and the ability to detect copy number changes was maintained (lowest to highest target 
clusters: 1, 2, 3, and 4 copies). Samples were run in quadruplicate. Reprinted with permission from Clinical 
Chemistry, 61, 724–33 (2015)
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PCR was stopped at different cycles before and after the Cq to 
determine the effect of cycle number on the copy number ratio. 
When the PCR was stopped at the 18th cycle, no amplicon melting 
peaks were visible (data not shown). When the PCR was stopped 
at the 21st cycle (before the Cq), the replicate curves correspond-
ing to samples having each of the four different copies of chromo-
some X were distinguishable, but the melting peaks of both the 
target and reference products were very small (Fig. 5a). When the 
PCR was stopped at the 24th cycle (near the Cq), the curves clus-
tered into the four different copy numbers of chromosome X and 
melting signals were strong (Fig. 5b). When PCR was stopped 
after the 27th cycle (after the Cq), the melting peaks for 3 copies 
and 4 copies of chromosome X were barely distinguishable 
(Fig. 5c). When the PCR was stopped at the 30th cycle (just before 
the plateau), no chromosome X copy number variants could be 
distinguished (Fig. 5d). Limiting PCR amplification at the Cq 
cycle provided the best precision for CNV detection. This emphasizes 

80
0

5

10

15

20
0

5
0

0.25

0.5

10

-d
F

/d
T

-d
F

/d
T

15

20

 

b (24 cycles)

80 85 85 90 90
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Fig. 5 Establishing chromosome X copy number by limiting the cycle number. (a) At 21 cycles, very weak fluo-
rescence signals were observed. The inset shows an expanded view of the melting curves. Copy number 
information could be determined from these expanded curves, albeit with high noise. (b) At 24 cycles, both 
reference and target signals were increased, and copy number differences were all resolved. (c) Both signals 
were stronger still at 27 cycles, although copy number differences were more difficult to assess. (d) By 
30 cycles, no copy number information could be extracted. This series was run on 2 replicates of each DNA 
sample with 200 μM of each dNTP. PCR was performed as described in Methods up through cycle 17. Starting 
on the 18th cycle, a melting curve was acquired during the transition from 72 °C to 95 °C with 15 
acquisitions/°C. Melting acquisition was repeated every 3rd cycle (2 normal PCR cycles followed by 1 melting 
“cycle”) ending at cycle 30. Reprinted with permission from Clinical Chemistry, 61, 724–33 (2015)
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the risk of using cycle limitation in contrast to dNTP restriction as 
a strategy for CNV quantification by melting analysis. If different 
amounts of DNA are used, reactions must be allowed to progress 
to their own Cq and not a fixed cycle number, a function not avail-
able on real-time instruments. Because the ability to quantify 
depends on cycle limitation at the Cq, and because Cq depends on 
the template concentration, concentration variation can degrade the 
precision of cycle-limited PCR in a way that limited dNTPs do not.

We also investigated other approaches to address the challenge 
of producing amplicons in proportion to the template ratio at pla-
teau. In duplex PCR, primers, MgCl2, Tris+, BSA, polymerase, and 
dNTPs are present. Limiting primer concentrations or restricting 
buffer components (MgCl2, Tris+, BSA) did not maintain the initial 
template ratio. Polymerase and dNTPs are directly involved in 
polymerization. Although limiting polymerase was partly success-
ful in maintaining the ratio under some conditions, restricting 
dNTPs resulted in better precision and dynamic range.

Spinal muscular atrophy (SMA) is a common disease of new-
borns worldwide with fatal consequences, associated with copy 
number variation in the survival motor neuron 1 gene (SMN1). 
Carriers having only 1 copy of SMN1 (heterozygous deletion) 
occur in approximately 1 in 40–50 individuals [43, 44]. The 
incidence of SMA is 1:6000–10,000 births [44–46]. SMA is 
characterized by the loss of spinal cord motor neurons that con-
trol voluntary muscle movement.

SMN1 was identified in 1995 and is located on chromosome 
5q13 [2]. The gene consists of nine exons that code for the SMN 
protein. A highly homologous gene, SMN2, is located centromeric 
to SMN1. SMN1 is the functional gene, while transcription of 
SMN2 results in alternative splicing and exclusion of exon 7 in 90% 
of transcripts with only 10% expression of the full-length protein. 
The diagnosis of SMA is based on molecular genetic testing. 
Mutations in SMN1 cause SMA, while higher copy numbers of 
SMN2 [3–5] decrease the severity of the phenotype. Most indi-
viduals with SMA (95–98%) are homozygous for a complete dele-
tion of SMN1 while about 2–5% are compound heterozygotes for 
an SMN1 deletion/conversion mutation and an SMN1 intragenic 
mutation [47].

SMN1 and SMN2 can be distinguished by a single base dif-
ference in exon 7 at c.840C > T. We have used this distinction to 
combine duplex PCR with allele-specific amplification of SMN1 
or SMN2 and a highly conserved fragment of CFTR from chro-
mosome 7. This provides the relative copy numbers of SMN1 
and SMN2 against the CFTR reference. Controls include DNA 
from an affected patient (SMN1 homozygous deletion) and an 
SMA carrier (SMN1 heterozygous deletion). Twenty-four ran-
domly obtained DNA samples from healthy individuals were 

3.8 Applications

3.8.1 Spinal Muscular 
Atrophy
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tested with 6.25 μM dNTPs. The relative copy numbers clearly 
clustered into groups of 0, 1, and 2 and more than 2 copies of 
SMN1 and SMN2 (Fig. 6).

Down syndrome is the leading genetic cause of intellectual disabil-
ity and is associated with trisomy of chromosome 21. It affects 
millions of patients who face a variety of health issues including 
congenital heart disease, Alzheimer’s disease, leukemia, cancers, and 
Hirschsprung’s disease. The incidence of trisomy 21 is influenced 
by maternal age and population differences (approximately 1 in 

3.8.2 Down Syndrome

a

b

SMN1

Reference

Reference

SMN2

Temperature (°C) 

Fig. 6 Duplex amplification of (a) SMN1 and (b) SMN2 using restricted dNTPs for copy number assessment. 
SMN1 and SMN2 are on chromosome 5, while the reference gene is on chromosome 7 (Table 8.1). Observed 
genotype frequencies for 24 normal samples approximated the expected frequencies [56–58]. Common geno-
types were two copies of SMN1 and two copies of SMN2 (58% observed, 57% expected), 2:1 (33%, 28%), 2:0 
(4%, 3%), and 3:2 (4%, 3%). PCR included an initial 1 min denaturation and 35 cycles of 95 °C for 10 s and 
65 °C for 20 s. Reprinted with permission from Clinical Chemistry, 61, 724–33 (2015)
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1000 live births worldwide) [48–51]. The only other trisomies 
that are compatible with life are trisomy 13 (Patau syndrome) and 
trisomy 18 (Edwards syndrome), and both lead to early infant 
death.

The wild-type copy number ratio of chromosomes 13, 18, 
and 21 to the reference on chromosome 7 is 1.0. The copy num-
ber ratio is 1.5 in trisomy patients. Duplex PCR with 6.25 μM 
dNTPs was performed on 50 previously typed samples that 
included trisomies 13, 18, and 21, as well as wild-type samples. 
The number of samples in each category was blinded to the exper-
imenter and the initial template concentrations ranged from 10 to 
200 ng/μL. For each trisomy target, one additional wild-type 
control and one additional trisomy control were included. PCR 
products were obtained from all 52 samples in each assay. Target-
to-reference ratios were conserved throughout 35 cycles of ampli-
fication into the PCR plateau. The trisomy samples were easily 
distinguishable visually after analysis, as well as automatically by 
unbiased hierarchical clustering. Nine of the samples were identi-
fied as trisomy 13 (Fig. 7a), eight as trisomy 18 (Fig. 7b), and 14 
as trisomy 21 (Fig. 7c). The remaining 19 samples were wild-type. 
All samples were correctly identified for an apparent sensitivity 
and specificity of 100%.

Fig. 7 Duplex PCR using restricted dNTPs to determine trisomy. The copy numbers of (a) chromosome 13, (b) 
chromosome 18, and (c) chromosome 21 were detected by normalization to a reference peak on chromosome 
7. Reprinted with permission from Clinical Chemistry, 61, 724–33 (2015)
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Cystic fibrosis is the most common life-shortening genetic disease 
in Caucasian populations. The carrier frequency in Caucasians is 
1 in 22–25 with an incidence of 1 in 2000–2500 newborns. About 
1–3% of cystic fibrosis cases have one or more large deletions [10, 
52]. Triplex competitive PCR with 6.25 μM dNTPs was used to 
detect deletions of CFTR exons 2 and 3. Small amplicons within 
exons 2 and 3 were chosen to avoid CFTR variants. Figure 8 
shows the melting data after background removal and normaliza-
tion. The amplicon Tms of exons 2 (73 °C) and 3 (77 °C) are 
lower than the Tm of the reference amplicon on chromosome 21 
(82 °C). When peak heights of the reference gene are normalized, 
the heterozygous deletion is confirmed by the lower peak heights 
of exons 2 and 3 compared to the wild-type control without any 
deletion (Fig. 8).

4 Notes

The utility of the reference segment in competitive multiplex PCR 
depends on its conservation and uniqueness in the human genome. 
Sequence variants can occur in most regions, and when they occur 
in reference or target amplicons, they distort melting curve shape 
and compromise copy number assessment. Although such distor-
tion is very useful in detecting and genotyping variants [53], it con-
founds melting peak analysis for relative quantification. To avoid 

3.8.3 Exon Deletions 
in Cystic Fibrosis

4.1 The Importance 
of Avoiding Sequence 
Variants 
in Competitive 
Amplicons

Fig. 8 Triplex PCR using restricted dNTPs to detect deletions in CFTR. A large 
deletion spanning multiple CFTR exons on chromosome 7 was detected by nor-
malizing samples with a reference peak on chromosome 21 and comparing the 
peak heights of exons 2 and 3 to a control wild-type sample. Reprinted with 
permission from Clinical Chemistry, 61, 724–33 (2015)
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variants in the design phase, it is important to check the reference 
and target amplicons in NCBI, UCSC, or other human genome 
databases to eliminate or minimize the frequency of variation in the 
region and confirm the uniqueness of the sequences. The amplicon 
lengths should be short (between 50 and 120 bp) to reduce the 
likelihood of including variation. Short amplicons have the addi-
tional benefit of yielding products without internal melting domains, 
an essential property for accurate quantification.

The primer Tm and amplicon size can be easily adjusted using 
Primer3 or other design tools. However amplicon length is less 
important than amplicon Tm. The web software “uMelt” accu-
rately predicts reference and target amplicon melting temperatures 
and confirms the absence of any internal melting domains that 
would alter derivative peak shapes. Both reference and target 
should consist of just one melting domain and have a ΔTm between 
adjacent peaks of about 5 °C. If the ΔTm is less than 2 °C, the 
peaks will not separate and CNVs may not be detected. If the ΔTm 
is more than 10 °C, PCR amplification efficiency of the different 
amplicons may vary, biasing product yield and degrading CNV 
information.

The reference amplicon Tm can be either higher or lower than 
that of the target(s), depending on amplicon length and GC con-
tent. If the target has high GC content, then the reference ampli-
con should be designed to have a lower Tm; otherwise the reference 
Tm is typically higher than the target.

During multiplex PCR, different amplification efficiencies may 
arise from variation in primer annealing, polymerase extension, 
and/or product denaturation. Increasing the annealing time can 
equalize primer annealing efficiencies, but may also generate non-
specific products. Annealing temperatures 1–5 °C higher than the 
primer Tms and 30 s annealing times are recommended with 
amplicons between 50 and 120 bp. If both reference and target 
amplicons are very short (40–60 bp), 10 s annealing is usually suf-
ficient. A high annealing temperature reduces the probability of 
nonspecific amplification, while the long annealing time equalizes 
primer annealing efficiency, leading to better precision.

5 Conclusions

Competitive PCR with limited dNTPs is a simple and rapid method 
to detect relative copy number changes between specific targets. A 
saturating DNA dye, eg. LCGreen Plus, is used so that melting 
analysis can provide a convenient readout after background removal 
and normalization. Both visual and automatic clustering can detect 
copy number changes, but quantification requires analysis using a 
standard curve.

4.2  ΔTm 
of Amplicons

4.3 Multiplex PCR 
Efficiency
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Assay precision is excellent with CVs of about 1%. This is better 
than most implementations of digital PCR. For example, in drop-
let digital PCR, 20,000 partitions are usually formed and counted 
with CVs of 3–4% [54, 55]. The precision of digital PCR can be 
improved by increasing the number of partitions, but this increases 
the analysis time, and only some systems can count more than 
20,000 events.

Competitive PCR can be performed in 96- or 384-well plates, 
but has low throughput compared to arrays or massively parallel 
sequencing. Each locus requires a unique primer pair and a refer-
ence amplicon that melts at a sufficiently different temperature 
than the target amplicon. Nevertheless, competitive PCR with 
restricted dNTPs simplifies workflow, is amenable to clinical diag-
nostics, and can be used to confirm copy number changes identi-
fied by high-throughput techniques such as arrays and massively 
parallel sequencing.
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Chapter 9

Using Cloning to Amplify Neuronal Genomes  
for Whole- Genome Sequencing and Comprehensive 
Mutation Detection and Validation

Jennifer L. Hazen, Michael A. Duran, Ryan P. Smith, Alberto R. Rodriguez, 
Greg S. Martin, Sergey Kupriyanov, Ira M. Hall, and Kristin K. Baldwin

Abstract

Recent studies of somatic mutation in neurons and other cell types suggest that somatic cells can acquire 
hundreds to thousands of new mutations over their lifetimes. Each individual mutation can have extremely 
low prevalence, with many mutations restricted to a single cell. Because of their rarity, somatic mutations 
can be challenging to detect and reliably distinguish from false-positive calls arising from amplification, 
sequencing, or bioinformatic methods. In these scenarios, a variety of methods are required to compensate 
for the limited applicability and technical artifacts inherent in any single approach. In the method we 
describe, somatic cell nuclear transfer (SCNT, also known as cloning) is used to reprogram single neurons 
to blastocysts from which we derive embryonic stem cells. Division of these cells faithfully amplifies the 
neuronal genome for next-generation sequencing and genome-wide mutation detection. This approach 
allows the detection of false positives due to amplification artifacts and is applicable to all classes of muta-
tions. While it is both sensitive and reliable, our method is lower throughput than single-cell sequencing-
based approaches and may also fail to amplify the most severely compromised neuronal genomes. In this 
chapter, we outline current methods for generating neuron-derived SCNT embryonic cell lines, 
discuss best practices for genome-wide mutation detection, and address the advantages and limitations of 
this approach.

Key words Somatic mutation, Postmitotic neuron, Somatic cell nuclear transfer, Whole-genome 
sequencing, Mobile element insertion, Structural variant mutation, Copy number variants, Indel 
mutation, Single-nucleotide variant mutation

1 Introduction

A series of pioneering studies, many performed using the tech-
niques outlined in this book, demonstrated that neuronal genomes 
undergo changes ranging from aneuploidies and copy number 
variations to single-nucleotide variants [1–15]. Clinical studies 
suggest that somatic mutations harbored by as few as 20% of brain 
cells can cause severe functional disturbances [16], and a number 
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of neurologic diseases are associated either with certain types of 
somatic mutation [17–26] or with impaired DNA repair pathways 
[27–29]. The functional impact of lower prevalence mutations is 
less clear but depending on their total load many have a significant 
cumulative effect on cellular function [30–32].

A key challenge in studying somatic mutation is producing a 
high-confidence picture of genome-wide mutations within a single 
cell. DNA content assays reveal changes in the size of the genome 
but not where changes have occurred. FISH, sequence capture, 
and other targeted sequencing-based approaches provide more 
information about the types of mutations observed but are limited 
to predefined categories of mutations.

One important advance towards producing genome-wide pro-
files of somatic mutation is single-cell sequencing (SCS). In these 
experiments, the genomes of single cells are amplified by DNA 
polymerases in vitro until sufficient DNA is generated for whole- 
genome sequencing [33]. Using SCS, researchers are able to gen-
erate genome-wide sequencing data for many cells easily and 
rapidly. However, SCS approaches remain vulnerable to amplifica-
tion artifacts [34]. DNA polymerases working in isolation in vitro 
without the full collection of cellular DNA repair machinery pro-
duce far more mutations than those occur during replication. Also, 
unlike genome replication linked to cell division, in vitro amplifica-
tion is not required to make a full genomic copy before starting the 
next round of replication. As a result SCS often produces uneven 
genomic coverage [17]. This can produce additional false-positive 
mutations that obscure one’s ability to distinguish artifacts from 
bona fide somatic mutations (see Sect. 1.3). Finally, because SCS 
destroys the original DNA, it is not possible to independently vali-
date candidate mutations using molecular approaches such as PCR.

As a result, SCS-based techniques are either limited to large 
copy number variant detection, which is robust to amplification 
artifacts [33], or must account for high false-positive and -negative 
rates statistically. Statistical approaches improve estimates of the 
absolute number of true somatic mutations but cannot specifically 
remove artifactual mutations. These residual mutations can mask 
critical mutational signatures and hinder attempts to identify the 
molecular mechanisms responsible for true somatic mutations.

To expand genome-wide somatic mutation studies to reliably 
detect smaller and more complex types of mutations, we aimed to 
develop an approach that incorporates more faithful whole-genome 
amplification along with an unequivocal means to validate candi-
date mutations. The most faithful method of genome amplification 
is through cell division. However, once neurons exit the cell cycle 
during development, they cannot, in general, be stimulated to 
resume cell division [35]. Some exceptions have been reported, 
but these approaches require suppression of key genome mainte-
nance pathways [36–39]. To overcome this issue, we turned to 
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developmental reprogramming via somatic cell nuclear transfer 
(SCNT or cloning) as a way of converting the cellular identity of a 
postmitotic neuron to that of a dividing cell. The basic steps of this 
procedure are selection of appropriate neuronal subtype and trans-
genic donor animal (Sect. 2.1), donor neuron isolation (Sects. 2.2 
and 2.3), somatic cell nuclear transfer (Sect. 2.4), SCNT-ES cell 
derivation (Sects. 2.5 and 2.6), and whole-genome sequencing and 
analysis (Sects. 2.7–2.15). For diagram of the experimental over-
view, see Fig. 1.

SCNT, one of the oldest methods of developmental reprogram-
ming, relies on the natural ability of factors in the oocyte cytoplasm 
to reset the developmental state of the egg and sperm nuclei 
[40–45]. In SCNT, the oocyte chromosomes are removed with a 
micropipette, and replaced with the neuronal genome. The “recon-
structed” embryo is then activated to stimulate the beginning of 

1.2 Somatic Cell 
Nuclear 
Transfer (SCNT)

Fig. 1 Schematic outline of SCNT-based mutation detection. Labeled neurons are taken from a donor animal 
and are subjected to somatic cell nuclear transfer (SCNT) with the aim of deriving embryonic stem (ES) cells. 
ES cells and tissue from the donor animal are sequenced to determine neuron-specific mutations. The false-
negative rate (FNR) is determined by calculating how many known strain-specific mutations survive our 
somatic mutation filters [14]. The false-positive rate is assayed by PCR validation of subset of mutation calls. 
Finally, we ensure that candidate somatic mutations did not arise during reprogramming or ES cell culture by 
confirming the presence of putative somatic mutations in all early-passage subclones
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early embryonic development and neuronal genome reprogramming. 
Within a day, the neuronal genome is copied and the embryo starts 
to undergo cell division. After several days of in vitro culture, the 
embryo develops to the blastocyst stage and contains a mature 
inner cell mass (ICM). In order to harvest enough DNA for 
sequencing and downstream validation experiments, we generate 
an embryonic stem cell (ES cell) line from the ICM cells. To do 
this, we place the blastocyst on a feeder cell layer and allow the ICM 
cells to migrate out of the embryo and onto the feeder cells. As 
soon as the neuronal genome is sufficiently amplified for whole- 
genome sequencing (usually 3–5 passages) we harvest DNA and 
generate cell stocks for future analysis and downstream validation 
experiments.

As described above, one key advantage of cloning-based somatic 
mutation discovery is that it is unbiased. No prior knowledge of 
expected mutation type or location is required and all mutation 
types including single-nucleotide variants and small indels can be 
reliably detected.

Another key feature of cloning-based whole-genome amplifi-
cation is the superior fidelity of genome amplification. Lower per 
base mutation rates means that fewer method-based mutations are 
introduced. In addition, the uniform amplification produced by 
cell division allows us to eliminate most of the limited amplification 
artifacts resulting from errors during S phase. This is because het-
erozygous mutations present in the neuronal genome must be 
present in 100% of copies of the genome (or 50% of copies of each 
chromosome). In contrast, most types of amplification-based non-
somatic mutations generated during or after the first round of 
genome replication will be present in only the copied strand of the 
original DNA, leading to a true frequency of 25% in the first round 
of amplification and lower frequencies thereafter. For small muta-
tions such as SNVs and indels located in regions with sufficient 
sequencing depth, unique sequencing reads can be used to esti-
mate the frequency or the mutation (variant allele frequency—
VAF). For mutations lacking sufficient sequencing depth including 
large and complex mutations, a collection of single-cell subclones 
can be generated from early-passage SCNT-ES cells. These sub-
clones can be assayed by PCR-based techniques to determine the 
frequency of candidate mutations in the original SCNT-ES cell 
line. This subcloning-based method can also be used to indepen-
dently validate candidate somatic mutations from regions with low 
overall coverage or nucleotide sequences that are difficult to 
sequence.

Finally, cloning-based whole-genome amplification produces 
pluripotent embryonic stem cells, which can be used to assay for 
the functional impacts of the observed somatic mutations. ES cells 
can be differentiated to many cell types in vitro or can be used to 

1.3 Advantages 
and Limitations 
of Cloning-Based 
Somatic Mutation 
Discovery
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generate chimeric mice and/or entire animals via tetraploid embryo 
complementation [46, 47]. Studies of the resulting animals/cells 
can help reveal whether somatic mutations are likely to impact 
neuronal function.

As a result of the technical difficulty and low efficiency of 
SCNT, one important limitation of cloning-based somatic muta-
tion discovery is that it is very low throughput. A successful SCNT 
experiment using neurons will generate ~70 reconstructed 
embryos, around 1% of which will go on to generate SCNT-ES cell 
lines [14]. Many experiments are unsuccessful for unknown 
reasons.

An additional important consideration when using SCNT 
and when comparing SCNT-based mutational estimates to fig-
ures produced by other methods is the possibility for selection 
bias. In contrast to in vitro amplification, in vivo genome ampli-
fication requires the genome be sufficiently intact to be copied 
and to support the cellular function of the early embryo and 
embryonic stem cells. However, we note that the frequency of 
failed development of reconstructed embryos generated from 
neurons is approximately the same as those reported from other 
cell types. Therefore it may be that the frequency of cells with 
genomes that are incompatible with reprogramming, perhaps 
due to genomic mutations, is approximately the same for neurons 
as for other cell types.

A final limitation of SCNT-based whole-genome amplification 
is that it has not been shown to be possible for human neurons. 
Furthermore, while successful SCNT has recently been reported 
using human somatic cells and oocytes [48], the cost and difficulty 
of obtaining human oocytes are at present likely prohibitive for 
studies aiming to look directly at human neurons. Encouragingly, 
however, many of the results reported in our mouse studies are 
concordant with more recent human single-cell sequencing-based 
studies, indicating that the mechanisms and types of neuronal 
mutations may be generally shared between the two species.

2 Materials and Methods

As the goal of the experiment is to study the genomes of neurons 
in particular, and potential differences between different neuronal 
subtypes, it is important to be certain of the identity of the original 
reprogrammed cell. During reprogramming, key transcriptional 
and epigenetic aspects of neuronal cell identity are reset to an early 
embryonic state. Therefore, without taking specific precautions, it 
is impossible to be certain the originally reprogrammed cell was a 
neuron at the end of the experiment.

To ensure donor cell identity, when possible we recommend 
use of an irreversible genetic marking scheme, or use of a 

2.1 Donor 
Animal Choice
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particularly well-characterized and bright fluorescent marker of 
neuronal subtype identity. One such method is to use Cre-loxp 
labeling [49, 50], in which a stop cassette preceding a fluores-
cent protein is excised by Cre recombinase exclusively in the cell 
type of interest. In this way, the target cells are permanently 
fluorescently labeled and also harbor an irreversible genetic 
change that marks their original identity (Fig. 2). When such 
systems are not available, one can use a transgenic line in which 
a cell type-specific promoter directly drives fluorescent protein 
expression. The disadvantage of this approach is that there can 
be no retrospective confirmation of target cell identity, as the 
cell type-specific promoter will be reset during reprogramming. 
However, generating multiple lines from these cells can ensure 
that any rare cases of cloning from an incorrect cell type are 
unlikely to alter the overall conclusions. For rare cell types, puri-
fication of fluorescent cells (for example by FACS) can be used 
so that there is limited opportunity to choose the wrong cell as 
a nuclear donor during SCNT.

Another important consideration when selecting a transgenic 
mouse line is the brightness of the fluorescent label. Neurons must 
be visibly fluorescent on an inverted microscope to facilitate pick-
ing the correct cell type during nuclear transfer. In our experience, 
dim fluorescence greatly increases the time it takes to find donor 
neurons and decreases the number of nuclear transfers that can be 
completed per experiment.

To ensure specific labeling, we rigorously characterize our 
transgenic mouse lines by immunostaining with markers for the 
cell type of interest and for non-neuronal cell types (see Note 2). 
In the olfactory bulb we have had success using Ki67 to label 
dividing cells, Iba1 to label microglia, S100b to label astrocytes 
and olfactory ensheathing cells, and Olig2 to label oligodendro-
cytes [14].

Fig. 2 Cre/loxP genetic and fluorescent labeling of donor neurons. Cre recombinase expression is driven by a 
promoter specific to the neuronal subtype of interest. Cre recombinase is thus specifically expressed in the 
neurons of interest and recombines the loxP sites to excise a stop cassette before the fluorescent reporter (in 
this case tdTomato). This results in a permanent genetic change and fluorescent protein expression specifically 
in the neuronal cell type of interest
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Dissociation of adult neurons can be challenging and may require 
specific tailoring to the neuronal subtype of interest. Below we 
provide our protocol for isolating healthy, morphologically intact 
mitral and tufted neurons from the olfactory bulb (modified from 
Brewer et al. [51]) (see Note 3). We suggest optimizing dissocia-
tion time, dissociation enzyme, composition of the holding media 
(media used to store cells following dissociation and before nuclear 
transfer), and rigorousness of trituration (see Note 4).

We strongly recommend preparing practice cell preparations 
before the scheduled day of nuclear transfer as part of the optimi-
zation process. We find that the best way to judge the quality of a 
cell preparation is to attempt to pick up donor cells and isolate 
their nuclei using the injection micropipette. In the ideal final cell 
suspension, the target neurons should be dissociated to single cells 
to allow neurons to be picked up efficiently in the micropipette 
(see Note 5). Target neurons should remain phase bright with 
sharp refractive edges and ideally retain some visible evidence of 
subcellular structure before lysis. They should retain membrane 
and nuclear integrity when manipulated with micropipette and the 
cell membrane should only break when a pulse is applied with the 
piezo drill. The nucleus should not break during this piezo pulse 
and should remain resistant to subsequent micromanipulation.

Limited cell debris within the cell preparation is not a problem 
as long as it does not obscure visibility and access to target neu-
rons. However, the final cell solution must not contain free DNA 
from lysed cells. Free DNA will stick to the micropipette and cause 
other cells and debris to stick to the pipette, making further manip-
ulation impossible. If stickiness is observed during optimization 
attempts, free DNA can be removed by treatment with a small 
amount of DNase I, ideally during papain treatment or shortly 
thereafter (see below). If DNase I is required, care must be taken 
to wash away DNase I before micromanipulation so that target 
neuron DNA is not damaged.

Practice nuclear isolation sessions are also important, as finding 
the correct diameter injection micropipette is crucial to success. 
The pipette opening should be narrow enough to stretch and 
deform the neuron as it enters the injection pipette, which aids in 
breaking the cell membrane. However, it should not be so small 
that it radically deforms or damages the nuclear membrane. For 
mitral and tufted neurons, which are quite large, we use 7 or 8 μ 
diameter injection pipettes.

A final logistical consideration: Advanced planning is required 
to save tissue from the donor animal as a control to remove inher-
ited mutations from the dataset. During the neuronal dissociation, 
we generally arrange for a second person to perform dissections to 
harvest donor animal tissues. We save at −80 °C tissues from a 
range of germ layers including brain, thymus (in young animals), 
lungs, heart, liver, spleen, stomach, kidney, and tail. When 

2.2 Considerations 
in Neuronal 
Dissociation
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possible, we choose to sequence thymus as our control tissue 
because T cells within the thymus have known mutations in the T 
cell receptor genes that can be used as a positive control for struc-
tural variant detection. For older animals due to thymic involution 
with aging, we use the spleen as an alternative control tissue.

Brain tissue is dissected (under a fluorescent dissecting microscope 
if necessary to isolate desired brain regions) and placed immedi-
ately in ice-cold HAGB media, which is composed of Hibernate-A 
basal media supplemented with 1× B27 without vitamin A and 
500 μM Glutamax. For aged mice (>1 year old) we observe a slight 
increase in viability replacing standard Hibernate-A with Ca2+-free 
Hibernate-A (BrainBits) supplemented with 0.5 mM CaCl2 and 
6 mM MgCl2 in all steps of the protocol (see Note 6).

To facilitate enzymatic digestion, the tissue is chopped with a 
sharp razor blade taking care to slice rather than crush the tissue (see 
Note 7). Tissue chunks are transferred to 3 mL of a pre- activated 
solution of 10 units/mL papain (PAP2, Worthington Biochemical) 
dissolved in HAG (Hibernate-A plus 500 μM Glutamax). To acti-
vate the papain solution, incubate for at least 30 min at 37 °C. To 
increase enzyme activity, we keep the papain solution warm by 
attempting to coordinate the end of the activation period with the 
start of tissue digestion. To facilitate this, we routinely leave the 
enzyme at 37 °C for as much as 30 min longer than needed for acti-
vation and observe no decrease in enzyme activity.

For papain digestion, the tissue is placed in a 30 °C water bath 
for 10 min with constant vigorous shaking to increase tissue pen-
etration and slough off dead/dying surface tissue. If evidence of 
free DNA appears (long spindly, sticky debris and/or previously 
unattached tissue chunks adhering to one another) either during 
digestion or in subsequent trituration steps add a small amount of 
DNase I solution (no more than 6 μg total, Roche 10,104,159,001). 
It is especially important to eliminate free DNA prior to trituration 
if tissue chunks are adhering to one another, as large collections of 
tissue can clog the trituration pipette and cause compression dam-
age to the target neurons within the tissue. At the end of digestion, 
tissue chunks are allowed to settle and papain is gently removed, 
taking care not to remove chunks of tissue.

To disperse neurons into a single-cell solution 2 mL of ice-cold 
HAGB is added and tissue is triturated ten times with fire-polished 
Pasteur pipettes (9″ borosilicate glass with cotton plug) in three 
rounds. Trituration should be forceful but care should be taken 
not to introduce bubbles into the cell suspension. We make three 
sizes of fire-polished Pasteur pipette so that in each round, the 
diameter of the fire-polished Pasteur pipettes decreases slightly to 
compensate for the decreasing size of tissue chunks (see Note 8). 
At the end of each round of trituration, the remaining tissue chunks 
are allowed to settle and overlaying cell suspension is removed and 
stored on ice.

2.3 Neuronal 
Dissociation 
for Nuclear Transfer
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At the end of trituration, we purify the resulting 6 mL of cell 
suspension either with a 70 μ nylon cell strainer or with an OptiPrep 
density gradient. We find that the OptiPrep density gradient is 
more effective at eliminating debris and dead or dying cells. The 
OptiPrep density gradient is prepared and centrifuged as in Brewer 
et al. [51]. During optimization experiments, we strongly suggest 
examining each of the four layers of the density gradient and the 
cell pellet to see where your target cells are located.

After density column or cell strainer, the resulting cell solution 
is diluted in 10 mL of ice-cold HAGB and centrifuged for 5 min at 
200 r.c.f. and 4 °C to eliminate residual papain and DNase I. The 
resulting cell pellet is resuspended in ~100 μL ice-cold HAGB and 
stored on ice until the time of nuclear transfer.

Our protocol for SCNT is based largely on the work of Kishigami 
et al. [52], and Eggan et al. [53] which we strongly recommend 
reviewing. Here, we briefly summarize their protocol with modifi-
cations to reflect advances in the literature and adaptations to per-
forming nuclear transfer on adult neurons (see Note 9).

In preparation for nuclear transfer, we pre-equilibrate our 
working stocks of CO2-buffered medias at 37 °C, 5% CO2, to 
establish optimal pH. These include KSOMaa (LifeGlobal Group, 
formerly Zenith Biotech, ZEKS-050) and Ca-free CZB medium 
(recipe as in Kishigami et al. [52]). Because these media are made 
and stored in small quantities, they tend to degas at 4 °C quite 
quickly as evidenced by media color change. We find that the effi-
ciency of NT is significantly improved when the medias are 
pre-equilibrated.

Oocytes are harvested from 8–10-week-old B6D21F females 
(C57BL/6 × DBA/2). To superovulate, oocyte donor animals are 
injected with 5 IU of PMSG at 5:30 pm 3 days prior to nuclear 
transfer, and 5 IU of hCG at 5:30 pm the evening before nuclear 
transfer. At 9 am the morning of nuclear transfer, oocyte-cumulus 
cell complexes are collected from oviduct ampullae in M2 media 
(Cytospring, M2102). Cumulus cells are removed from oocytes 
using 0.1% hyaluronidase in M2 medium supplemented with BSA 
(Cytospring M2102HB).

The following embryo micromanipulations are performed on 
a Nikon Eclipse microscope equipped with a Hoffman condenser, 
Narishige NT-88-V3 micromanipulators, and a Primetech piezo 
drill. Importantly, the microscope is mounted on an air-pressured 
bench to minimize external vibrations.

In order to make the metaphase II spindle visible for enucle-
ation, oocytes are cultured for 30 min (37 °C, 5% CO2) in KSOMaa 
medium supplemented with 4 mg/mL BSA (Sigma A3311). 
Enucleation is performed using 15°-angled piezo drill micropipettes 
with 7 μ diameter (Origio, PIEZO-7-15) in a drop of M2 supple-
mented with cytochalasin B 5 μg/mL (Sigma, C6762). Importantly, 

2.4 Somatic Cell 
Nuclear Transfer
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we perform enucleation on a 37 °C-heated stage, which helps keep 
the spindles easily visible for enucleation and allows larger groups of 
oocytes to be enucleated together (20–30 oocytes per group) (see 
Note 10).

In preparation for nuclear transfer, neuronal cells are mixed 
thoroughly in a drop of 10% PVP solution made by reconstituting 
a vial of lyophilized PVP (Irvine Scientific, 99,219) with 1 mL of 
M2 (see Note 11). Fluorescent cells are selected as nuclear donors 
and collected in groups of 10–15 in the injection pipette (7 or 8 μ 
diameter, 15°-angled piezo drill micropipettes, Origio). No 
attempt is made at this point to break the cell membrane or isolate 
the nucleus. We prefer to do this immediately before nuclear trans-
fer within the same drop as enucleated oocytes both to keep the 
cell alive longer and because the cell suspension drop is quite 
crowded. Once the cell membrane is broken, fluorescence dissi-
pates, and nuclei are often less brightly fluorescent than intact cells. 
Therefore, it can be easy to lose the neuron/nucleus or confuse it 
with another cell.

After nuclear transfer, embryos are activated in Ca-free CZB 
medium supplemented with 10 mM SrCl2, 5 μg/mL cytochalasin 
B, and 5 nM trichostatin A for 6 h (see Note 12). Following acti-
vation, embryos are cultured in KSOMaa medium supplemented 
with 5 nM TSA for an additional 10 h. Trichostatin A is a histone 
deacetylase inhibitor thought to aid in epigenetic remodeling of 
somatic cell nuclei. It has been used extensively to enhance the rate 
of cloned blastocyst generation (up to fivefold [54]) and ES cell 
derivation from cloned blastocysts (approximately double, [34]). 
Following TSA incubation, embryos are cultured in KSOMaa at 
37 °C until blastocysts develop (see Note 13).

ES cell lines are derived based on a protocol from Meissner et al. 
[55] with modifications. Briefly, zona pellucida is removed from 
blastocyst with a piezo-actuated drill needle [14] and the zona-free 
embryos are placed on a MEF feeder layer (see Note 14). To aid 
in successful attachment, we use a short glass capillary attached to 
a mouth pipette to settle the embryo directly over the feeder layer. 
The inner cell mass cells grow out of the embryo and on to the 
feeder layer over the following 7–9 days in ES cell derivation media 
containing 500 mL knockout DMEM (Gibco), 80 mL knockout 
serum replacement (Gibco), 6 mL MEM nonessential amino acids 
(Gibco), 6 mL Glutamax (Gibco), 6 mL Pen/Step (Gibco), 6 μL 
B-mercaptoethanol (Sigma M7522), 50 μm final concentration 
MEK1 inhibitor PD98059 (Cell Signaling Technology 9900), and 
2000 units/mL LIF (Chemicon ESG1107).

Once large enough, outgrowths of the inner cell mass are man-
ually picked with a plastic p20 pipette tip set to 5 μL. We judge 
outgrowths to be large enough when they are clearly visible with a 
stereo dissecting scope set at 20× magnification. To pick colonies, 

2.5 SCNT-ES Cell 
Derivation and Culture
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we use the pipette tip to dislodge the colony in one piece, generally 
with some surrounding feeder cells. To dissociate the colony, we 
pick up the colony in 5 μL of media and transfer it to an empty 
95-well U-bottom tissue culture plate. To this we add 30 μL 0.25% 
trypsin-EDTA and incubate at 37 °C for 5 min. After incubation, 
70 μL of fresh ES cell derivation media is added and the cell sus-
pension is triturated at least five times (see Note 15). All 105 μL 
of the cell suspension is transferred to one well of a 96-well flat- 
bottom plate containing a MEF feeder layer and 100 μL of fresh 
ES cell derivation media. After 2–3 days in culture, colonies with 
ES cell morphology should be visible. Once colonies are large 
enough to be passaged they are expanded in ES cell maintenance 
media (same as ES cell derivation media except without MEK1 
inhibitor and with 1000 units/mL LIF).

Prior to harvesting DNA for whole-genome sequencing, we adapt 
ES cells to feeder-free conditions to eliminate contaminating feeder 
DNA [56]. We usually aim to do this around passage 3 to 5. 
Genomic DNA from SCNT-ES cells and donor tissue is purified 
using standard phenol chloroform extraction, ethanol precipita-
tion, and RNase A treatment. We recommend phenol chloroform 
extraction over commercial kits because it results in minimally 
sheared, high-molecular-weight genomic DNA.

Sequencing technology and analysis techniques continue to evolve 
rapidly. We expect that the methods we currently use will be out of 
date shortly. So, we believe the most valuable information we can 
provide is a general overview and rationale for our work so that the 
reader can easily adapt our approach to state-of-the-art technology 
as needed. It is important to note that specific parameters and 
thresholds may need to be adjusted to achieve high-quality results 
depending on sequencing depth, sequencing technology, read- 
length, data quality, software versions, and the species/strain under 
study. The thresholds that we include are examples that have 
worked well for us in our specific experimental paradigm. Specific 
details of previously published analyses not included here include 
somatic variant false-negative rate estimations, structural variant 
and MEI breakpoint determination, and detection and validation 
of shared mutations. For extensive detail and rationale for these 
methods, please see the supplemental experimental procedures of 
our recent publication [14].

One important conceptual point within our methodology is 
that somatic mutations are defined relative to control tissues saved 
from the original donor animal (see Sect. 2.2). In the strictest 
sense, somatic mutations are defined as those that are not inherited 
from the parental germ cells. Obviously whole-genome sequences 
from the original sperm and egg are not accessible, so we use tissue 
from the donor animal as a stand in. Because of this, and our low 

2.6 Purification 
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tolerance for evidence of the mutant allele in the control sample 
(see Sect. 2.8), the earliest somatic mutations and other somatic 
mutations present at detectable levels in the saved donor tissues are 
treated as inherited. Therefore, for our purposes, neuronal somatic 
mutations are those present in the neuron-derived SCNT-ES cell 
line, and absent in the sequenced donor tissue. These will include 
mutations that occur during embryonic and neuronal develop-
ment as well as during postmitotic function.

With respect to sequencing technology, we strongly recom-
mend using PCR-free methods to generate sequencing libraries 
(for example the TruSeq DNA PCR-Free Library Preparation Kit 
from Illumina). As discussed above, in vitro amplification is a 
 significant source of false positives and eliminating PCR during 
library preparations can help further decrease false positives. In 
addition, sequencing should be paired-end for optimal structural 
variant detection and structure determination.

For the analysis pipeline, we highly recommend multiple 
SCNT-ES cell lines and control samples be analyzed in parallel, 
ideally from similar strain backgrounds. This allows one to com-
pare genotype and sequence quality information for each candidate 
mutation across all samples (a.k.a. joint multi-sample genotyping). 
This practice, now becoming common, helps rule out false posi-
tives. Areas prone to false positives due to alignment errors become 
more evident as more samples are considered. Similarly, genotypes 
are incorrectly assigned with a certain frequency, particularly in 
regions of low coverage. Having data from additional samples can 
function similarly to increasing coverage (see preliminary filter 6 
for how this information is used).

Our generalized preliminary filters for generating a high- confidence 
list of somatic mutations require that candidate somatic mutations 
must:

 1. Be absent from any published database of germline muta-
tions from inbred laboratory strains. Given the size of the 
genome, the chance of having a somatic mutation overlap an 
inherited mutation is very low. The chance of missing an inher-
ited mutation in the control tissue sample is much higher.

 2. Be present on one of the 19 autosomes or on the X and Y 
chromosome. At present, we find that calls present on the 
“random” or “unknown” scaffolds are highly susceptible to 
alignment errors. It is also important to exclude calls made on 
the mitochondrial genome, as very little if any mitochondria 
come from the original neuron. Most come from the oocyte.

 3. Have sufficient sequencing depth to be confident in the pre-
dicted genotype. A lack of information can lead to incorrect calls.

2.8 Generalized 
Preliminary Filters 
for Somatic Variant 
Discovery

Jennifer L. Hazen et al.



175

 4. Be predicted to have a non-reference genotype in the 
SCNT- ES cell with high confidence.

 5. Be predicted to have a reference genotype in the control 
tissue sample with high confidence. Again because of the 
size of the mouse genome, somatic mutations are highly 
unlikely to occur at a place where the inherited genotype dif-
fers from reference. We find that cases where the control and 
SCNT-ES cell sample genotypes differ, and the control sample 
genotype is not reference, usually result from alignment errors. 
If one is expressly interested in somatic mutations where the 
true genotype of the control sample is not reference, it is rela-
tively simple to generate custom scripts to search for these 
mutations separately.

 6. Be predicted to have a reference genotype in all samples 
not from the same donor animal with high confidence. 
Because of the complex and delicate nature of SCNT, many 
experiments will fail, while successful experiments will result in 
the production of several SCNT-ES cells. When multiple 
SCNT-ES cell lines are generated from the same animal, bona 
fide somatic mutations that occur prior to neuronal cell cycle 
exit may be shared between one or more ES cell lines. These 
mutations are of interest because they can help reconstruct lin-
eage relationships [11, 12], and should be left in the dataset. 
However, assuming that the distribution of somatic mutations 
has a large random component, true somatic mutations are 
highly unlikely to recur in neurons from different animals. 
Indeed, in our experience, calls made in multiple neurons from 
different animals are generally false positives. To eliminate 
these false positives, we require strong evidence that all sam-
ples from different donor animals (both SCNT-ES cells and 
control samples) have the reference genotype. However, muta-
tions that recur across multiple neurons may be quite interest-
ing and could suggest fragile regions or programmed genomic 
change. We generally write a custom script to look for these 
mutations in a separate analysis. For an example, see the sec-
tion labeled “Detection and validation of shared mutations” in 
our recent publication [14].

For all bioinformatic methods described here forward, default 
parameters are used in software packages except as explicitly noted. 
SCNT-ES cell lines and control samples for each mouse are 
sequenced using Illumina whole-genome paired-end sequencing 
with reads 150 bp in length from templates of approximately 
400 bp. As our sequencing facility produces unaligned BAMs con-
taining readgroup metadata, each lane is then separately aligned to 
the mm10 reference genome (NCBI GRCm38_68) using 
SpeedSeq “realign” (v0.1.0) [57]. If reads are provided as FASTQ 

2.9 Initial Alignment 
and Post-Processing
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files, SpeedSeq “align” should be used with user-specified meta-
data for each pair of FASTQs.

SpeedSeq automatically marks duplicates, position sorts, and 
extracts discordant and split reads for downstream SV detection 
[58]. For comprehensive variant discovery, we recommend a median 
per-sample read depth of no less than 30× in the final BAM.

Single-nucleotide variant (SNV) and indel calling is performed 
using GATK v3.4 [59, 60]. HaplotypeCaller is run on each sample 
individually in parallel using the GVCF mode (—emitRefConfi-
dence GVCF). Genotypes are then calculated across all samples 
with GATK GenotypeGVCF, yielding a single VCF file with raw 
SNV and indel calls for all samples. GATK VariantRecalibrator and 
ApplyRecalibration steps are then run on SNPs (—mode SNP), 
and indels (—mode INDEL) independently, to assign the calls into 
four sensitivity tranches. To generate the required “truth” sets for 
SNPs, we start with the high-confidence 129S1 and C57BL6 SNP 
calls from the MGP v5 [61], intersect these with our own autoso-
mal GATK SNV calls from above, and select the highest ranked 
calls by QUAL, GQ, MQ0F, and MQ scores (228, 127, 0, 60). To 
generate an indel “truth” set, we us all high-confidence 129S1 and 
C57BL6 indel calls from the MGP.

From this call set, we select putative somatic variants using 
custom scripts modeled after the approach taken in Kong et al. 
[62]. For each mouse, we partition samples into three sets:

 1. The control sample (donor animal tissue sample) for that mouse
 2. The SCNT-ES cell line(s) for that mouse
 3. The “other” samples, comprised of all other samples from all 

other mice

In order to be called a putative somatic mutation in a particular 
SCNT-ES cell line, a variant locus/allele pair must meet all of the 
following criteria:

 1. The same alternate allele may not be reported at the same locus 
in any inbred mouse strain by the MGP. For indels, which are 
known to have higher false-positive rates than SNVs, we are 
slightly more rigorous, and require that the variant must also 
not overlap any indel reported by the MGP regardless of the 
type and size of the indel.

 2. The call must appear in one of the 19 autosomes or the X or Y 
chromosome.

 3. The control sample and the SCNT-ES cell line(s) from the 
mouse of interest must each have a total read depth between 
10 and 250.

2.10 SNV and Indel 
Detection
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 4. One or more SCNT-ES cell lines for the mouse of interest 
must have an AAG/RR ratio of phred likelihood scores ≥1010 
and a VAF ≥30%. For the X and Y chromosomes in male mice, 
the VAF must be greater than or equal to 95%.

 5. The control RR/AAG ratio of phred likelihood scores must be 
≥105 and the control VAF must be at most 5% for SNVs and 
must be 0% for indels.

 6. For all “other” samples, the RR/AAG ratio of phred likeli-
hood scores must be ≥1, and the VAF must be ≤5% for SNVs 
and 0% for indels.

Where “RR,” “AR,” and “AA” refer to homozygous reference 
(R), heterozygous, or homozygous alternate allele (A) genotypes, 
respectively. “AAG” refers to the alternate allele genotype, which 
depends on the chromosome and sex of the mouse. For the auto-
somes and X chromosome of female mice we use AR, and for the 
X/Y chromosomes of male mice we use AA.

Structural variant breakpoints are detected and genotyped using 
Lumpy and SVTyper via SpeedSeq [63, 64]. The “sv” module of 
SpeedSeq is run on the discordant and split read BAMs from all 
samples, requiring at least four confirming reads for a call, using a 
minimum alignment mapping quality of 10, and excluding all 
genomic regions in which any cell line has an aligned read 
depth > 500.

The resulting SV calls are considered putative somatic struc-
tural variants if they meet all of the following criteria:

 1. The SV must not be previously reported as a germline poly-
morphism by MGP in any mouse strain. We define a SV call as 
previously reported if it shares the same variant type (e.g., dele-
tion) and is at the same genomic location (50% reciprocal over-
lap, bedtools intersect -r -f 0.5) as a previously reported SV.

 2. The call appears in one of the 19 autosomes or the X or Y 
chromosome.

 3. The call must have at least five supporting discordant read pairs 
and/or split reads from one SCNT-ES cell line and a minimum 
VAF of 15% as reported by SVTyper. We choose a lower VAF 
threshold for SVs than for SNVs as the alternate allele is often 
underrepresented during SV discovery and genotyping relative 
to SNP/indel calls.

 4. The call may not have any supporting reads in any other 
SCNT- ES cell or control sample from any mouse.

Our current copy number variation (CNVs) detection strategy is 
extensively described in our recent publication [14]. The only dif-
ference is that we now use the mm10 reference genome, which 
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does not have publicly available mappability tracks. To generate 
mappability tracks de novo we recommend the gem-mappability 
tool [65] with parameter “−l150” followed by gem-2-wig which 
produces a mappability track for 150mers.

For SNVs and indels, we find it very useful to take advantage of 
quality score or ranking functions built into many mutation detec-
tion pipelines. Our strategy is generally to validate a handful of the 
highest and lowest ranked candidate mutations, as well as a ran-
domly selected group of candidate mutations totaling around 10% 
of the complete call set.

If we discover many false positives, we adjust our filters or the 
parameters of mutation detection pipeline and repeat validation 
experiments. During our initial optimization of GATK for exam-
ple, we found several rounds of validation necessary. In our final 
high-confidence call sets, close to 100% of candidate calls were 
positively validated.

For SVs, MEIs, and CNVs, we use intentionally lenient param-
eters that produce many false positives to ensure that we do not 
overlook at bona fide somatic mutations. Because of this, all puta-
tive mutations are validated by PCR and Sanger sequencing.

The PCR and Sanger sequencing techniques we use are exten-
sively described in the text and methods of our previous publica-
tion [14].

As described in the introduction, one key advantage of our approach 
is that we are better able to eliminate amplification artifacts that may 
arise from cell division and reprogramming. We do this by requiring 
that mutations are present in all cells within the SCNT-ES cell popu-
lation. The rationale is that mutations present in the original neuron 
must also be present in all resulting SCNT-ES cells and copies of the 
genome. Artifactual amplification and reprogramming-associated 
mutations that arise later will be present in smaller proportion of the 
ES cell population and amplified genomes.

To ensure that SNVs and indels are present in all SCNT-ES 
cells, we use a minimum variant allele frequency cutoff. Variant 
allele frequency (VAF) is defined as the fraction of total reads that 
cover a given locus bearing the alternate (non-reference) allele. In 
our case, we use a 0.30 VAF cutoff, below which we assume that 
mutations are heterozygous and mosaic within the SCNT-ES cell 
population. We established our 0.30 cutoff based on previous 
experience; however, one could generate a dataset-specific cutoff 
empirically by examining the VAF distribution of a “gold standard 
set” of inherited heterozygous mutations (see the section “Single 
Nucleotide Variant and Indel False Negative Rate Estimation” in 
the Supplemental Experimental Procedures section of our recent 
publication [14] for details of the gold standard set).

2.13 Mutation 
Validation via Sanger 
Sequencing

2.14 Validation 
of Somatic Origin 
of Candidate 
Mutations
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For structural variants, mobile element insertions, and copy 
number variants, an allele frequency-based approach is not as 
robust, as the alternative allele can be underrepresented in 
 sequencing data due to uneven coverage or less robust alignment. 
To overcome this, rather than sampling the combined SCNT-ES 
cell population, we generate and expand single-cell subclones from 
early-passage SCNT-ES cells (see Note 16). The fraction of sub-
clones harboring the variant allele is then taken as a reflection of 
the prevalence of the mutation within the larger SCNT-ES cell 
population. To assay for the presence/absence of a candidate 
somatic mutation in subclone DNA, we perform PCR using diag-
nostic validation primers [14].

To eliminate contamination from feeder cell DNA, subclones must 
be generated from feeder-free ES cells. To do this, early-passage 
SCNT ES cells (prior to passage 6, if possible) are seeded at low 
density to allow physical space for picking. To pick, scrape a colony 
gently off the surface using a plastic pipette tip. Pick up the colony 
and transfer it directly to one well of a 96-well flat-bottom tissue 
culture dish coated with gelatin. Allow the colony to adhere, 
recover, and grow in ES cell maintenance media until the colony is 
large enough to be passaged.

DNA from SCNT-ES cell subclones is purified in 96-well for-
mat. In this format, it is important not to disturb or dislodge the 
attached cells. DNA will remain intertwined with cellular compo-
nents adherent to the plate until the final TE resuspension step. 
Subclones are grown to confluency washed with PBS and incu-
bated in 50 μL lysis buffer (100 mM Tris pH 8.0, 5 mM EDTA, 
0.2% SDS, 200 mM NaCl, 100 μg/mL proteinase K) for 1 h at 
55 °C in a humidified hybridization oven. To remove soluble 
impurities, 80 μL of cold 100% ethanol is added to the lysed cells. 
After addition of ethanol, the solution becomes viscous. To reduce 
the viscosity and dissolve impurities, pipette several times, again 
being careful not to dislodge attached cells. After pipetting, incu-
bate the solution for 1 h at −80 °C and then 5 min at room tem-
perature. Remove the supernatant, wash the wells twice with 70% 
ethanol, and air-dry the empty wells at room temperature for 
20 min. Resuspend the resulting DNA in 35–80 μL of TE by 
scraping the bottom of the well with a pipette tip while pipetting 
up and down. It is important to ensure that pipette tips are firmly 
attached to the pipetman during this step, especially when using a 
multichannel pipette, as tips can easily become dislodged and cross 
contaminate other wells. To improve resuspension of DNA, sam-
ples are incubated overnight at 37 °C. This step can also be per-
formed at 55 °C for 1 h with slightly less efficiency. PCR is 
performed on 1ul of the final DNA solution.

2.15 Generation 
of Early-Passage 
SCNT-ES Cell 
Subclones and DNA 
Purification
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3 Notes

 1. Although FACS can yield a pure population of labeled cells for 
nuclear transfer, we find that FACS can decrease the viability of 
neurons, leading to less development in subsequent NT.

 2. In addition to tissue staining, we have also validated our neu-
ronal preps by cytospin (protocol will vary depending on the 
instrument available) or by letting the neurons adhere to cell 
culture plates, and then fixing and staining the wells. This is 
particularly useful to demonstrate an absence of contaminating 
cells if the transgenic mouse line labels cells beyond the neuron 
of interest in closely associated brain regions.

 3. Anecdotally, we find that the faster the dissociation protocol 
and the shorter the time between euthanasia of the animal and 
nuclear transfer, the higher the success rate. Therefore we sug-
gest preparing all reagents ahead of time and using practice 
preparations as an opportunity to streamline the dissociation 
protocol. We have also observed that the viability of cell sus-
pensions is increased by maximizing time spent on ice. For all 
steps where a temperature is not explicitly stated, samples are 
stored on ice.

 4. We have observed significant differences in the quantity and 
quality of donor neurons based on age and cell type. Adjusting 
dissociation conditions can significantly improve the quality of 
donor neurons.

 5. Note that for neuronal cell types with limited viability as single 
cells, we have had success leaving target neurons in small 
clumps of cells by shortening enzyme digestion time. Removing 
neurons from these clumps requires practice. Using the piezo 
drill can help.

 6. We have the greatest success when Hibernate-A-based media 
solutions are prepared fresh from stocks no greater than 24 h 
ahead of use. All media must be stored at 4 °C or on ice except 
when specifically noted otherwise.

 7. The chopping step is not necessary with small or easily dissoci-
ated tissues. For example we routinely dissociated rod photo-
receptors from retina without chopping.

 8. Take care that fire-polished pipettes do not have sharp edges 
and that the openings are not so small that tissue impedes the 
flow of media through the opening which can damage the 
neurons.

 9. Please note that nuclear transfer is a highly complex, delicate 
procedure that can fail for unknown reasons. For this reason, 
we strongly recommend using specific vendor and part num-
bers for the reagents we list here when possible. We also strictly 
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follow the manufacturer’s preparation instructions and strictly 
adhere to their indicated expiration dates.

 10. It is important to remember to turn off warming stage and 
allow it to cool prior to the NT step. The heated stage is help-
ful during enucleation but can cause oocytes to lyse during 
nuclear transfer.

 11. Because of the high percentage of PVP, the M2-PVP solution is 
quite viscous and it can increase the time it takes for neurons to 
settle to the bottom of the dish. This is undesirable as it takes 
much more time to find fluorescent cells and the experiment 
needs to proceed quickly at this point. We find that premixing 
the desired amount of cell suspension with M2-PVP immedi-
ately prior to placing it in the drop on the NT dish greatly 
accelerates the rate at which the cells settle to the bottom.

 12. When we make a new batch of CZB or activation reagent stock 
solutions, before use in SCNT experiments, we always run a 
test activation on parthenote or in vitro-fertilized embryo 
development.

 13. We strongly recommend that prior to enucleation, 10–20 
high-quality oocytes be reserved for a parthenote development 
control. Unfertilized oocytes can be activated and cultured in 
parallel with reconstructed SCNT embryos. If in vitro culture 
conditions are optimal all or nearly all activated oocytes will 
develop to the blastocyst stage. We include this control in all 
experiments as a check on oocyte and reagent quality.

 14. NT-blastocysts can often look irregular in comparison to normal 
or blastocyst and parthenote controls. We find that anything with 
a blastocoel cavity (small or large) can be placed on feeders.

 15. In addition to the ICM cells, various differentiated cell types 
will expand from the blastocyst and surround the ICM cells. 
The central goal of trypsinization is to separate the ICM cells 
from these cell types. It is not completely necessary to obtain a 
single-cell suspension.

 16. It is very important to generate subclones from SCNT-ES cells 
as early as possible. The longer ES cells are in culture, the 
greater the potential for bottlenecks and other population- wide 
changes that may obscure the true prevalence of a putative 
somatic mutation in the original SCNT-ES cell population.

4 Conclusions

The cloning-based somatic mutation methodology described 
above enables high-confidence genome-wide detection of all cate-
gories of mutations. It can be easily adapted to new bioinformatic 
approaches to mutation discovery and to new advances in 
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sequencing technology. One major improvement, which would 
greatly expand the utility and scope of this method, would be the 
discovery of a method to reprogram neurons with higher through-
put, perhaps via transcription factor-mediated reprogramming. 
However, at present no reliable high-throughput methods to 
induce neurons to reenter the cell cycle or reprogram to pluripo-
tency have been reported.

In the future, we anticipate that cloning-based somatic muta-
tion discovery can help guide the interpretation of data from com-
plementary methods, and that together the field will begin to 
produce a clear picture of somatic mutation across many different 
neuronal subtypes and neuronal ages. Results of these studies 
should help establish how somatic mutation impacts neurons 
across the brain and across the animal’s life span, both in healthy 
animals and in models of neurodegenerative disorders and of dis-
orders of genome maintenance.
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Chapter 10

Analysis of LINE-1 Retrotransposition in Neural Progenitor 
Cells and Neurons

Angela Macia and Alysson R. Muotri

Abstract

Long interspersed nuclear element-1 (LINE-1 or L1) is a type of retrotransposon that comprise around 
17% of the human genome. Increasing evidence has suggested that L1 activity, termed as L1 retrotranspo-
sition, may occur in somatic cells such as neural progenitor cells (NPC) in higher rate than other non-brain 
tissues. Indeed, L1 retrotransposition has been found to be associated with several types of neurological 
disorders. Thus, L1 activity may contribute to the mosaicism in brain tissues, suggesting an intriguing, and 
also important role of L1 in the central nervous system.

Key words Line-1, Retrotransposition, Brain, Stem cell, NPCs, Neurons

1 Introduction

The human genome project has shown that the approximately 
21,000 protein-coding genes of the genome represent only a small 
portion of our DNA and nearly 99% of the human genome does 
not encode proteins. Noncoding DNA is highly repetitive DNA 
that contains numerous introns, pseudogenes, and transposable 
elements (TEs) [1]. TEs are repetitive DNA sequences with the 
ability to move or transpose within the genome. TEs can be found 
in all living forms, from bacteria to mammals and the percentage 
occupied by TEs and their ongoing activity can vary widely between 
organisms, accounting for approximately 45% of the human 
genome [2].

TEs found in genomes can be divided into two broad classes: 
DNA transposons and retrotransposons [3]. DNA transposons 
are sequences able to move by a cut-and-paste mechanism in which 
the transposon is excised from one location and reintegrated else-
where using an specialized enzyme termed transposase [4]. 
Retrotransposons are DNA sequences that move through an 
RNA intermediate by a copy-and-paste mechanism using a 
Reverse Transcriptase (RT) activity [5]. Retrotransposons can be 
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subdivided in two major groups: LTR and Non-LTR retrotranspo-
sons. LTR retrotransposons only comprise about 8% of the human 
genome. By contrast, the majority of human TEs are non-LTR 
retrotransposons, typified by L1, Alu, and SVA elements, which 
account for about one-third of the human genome [1].

L1 elements are the only active autonomous retrotransposon 
class in our genome [6]. There are more than 500,000 L1 copies 
per human genome but the vast majority is unable to move and 
only few L1 elements remain active [3, 7–9]. Indeed, the average 
human genome contains approximately 80–100 L1 full-length 
copies that are able to mobilize, termed retrotransposition- 
competent L1s (or RC-L1s) [10, 11]. New L1 insertions can 
impact our genome function/regulation and can have mutagenic, 
neutral, or beneficial effects. Because the mutagenic effects are 
easier to detect, de novo L1 insertions are occasionally associated 
with the generation of a human disorder. In general, L1 insertion 
occurs randomly in the genome, so any human gene is susceptible 
of being disrupted by this element. This implies that the range of 
diseases caused by de novo L1 insertions is very broad, including 
hemophilia, muscular dystrophy, or lung cancer [12, 13]. Indeed, 
estimates of L1 retrotransposition based on the frequency of 
disease- causing L1 mutations suggested a rate of 1 insertion per 
100–150 births [14, 15]. From an evolutionary point of view, new 
L1 insertions have the biological meaning of perpetuating L1s in 
the human genome. Thus, the generation of a human genetic dis-
order by retrotransposition is likely a product of their inherent 
capability to generate new transmissible L1 insertions.

2 Retroelements’ Biology and Regulation

RC-L1s are approximately 6 Kb in length [8] and contain a 
5′UnTranslated Region (UTR), up to three open reading frames 
(ORFs), followed by a 3′UTR, and ends in a poly(A) tail (Fig. 1). 
The 5′UTR presents both sense and antisense RNA polymerase II 
promoter activity and a recently described antisense ORF0 [16–
20]. The ORF0 encodes a very short peptide thought to be 
primate- specific. Indeed, ORF0 is only present in human and 
chimpanzee genomes and leads to an increase of L1 retrotransposi-
tion using an engineered based assay, although its function remains 
to be determined [19]. RC-L1 also contains other two ORFs: 
ORF1 that encodes for a 40 kDa protein (ORF1p) with RNA 
binding and nucleic acid chaperone activity, and ORF2, which 
encodes a 150 kDa protein (ORF2p) with both endonuclease 
(EN) and reverse transcriptase (RT) activities (Fig. 1) [21–26]. 
The sense promoter activity of the L1 5′UTR will generate the L1 
RNA transcript that is used to translate ORF1p and ORF2p 
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 necessary for their mobilization. These proteins preferentially 
assemble with L1 RNA and form a ribonucleoprotein particle 
(RNP) (Fig. 1) [27–29]. Once the RNP enters the nucleus, L1 will 
generate a new L1 insertion, potentially using a mechanism termed 
target-primed reverse transcription (TPRT) [30, 31]. During 
TPRT, the L1-encoded EN can cleave the DNA at the consensus 
genomic sequence (5′TTTT/A) [32], exposing a free 3′OH that 
function as a primer for reverse transcription [33] (Fig. 1). L1 
RNA will serve as a template generating the first cDNA linked to 
the genome. A similar process is thought to occur on the top strand 
of DNA, giving rise to a newly inserted L1 elsewhere in the genome 
[30]. Some of the hallmarks of L1 integration by TPRT include 
target site duplications (TSDs) and an L1 poly-A tail. However, 
most of the L1 insertions will not result in the generation of a new 
full- length L1 copy, being 5′ truncated copies incapable of forming 
functional RNPs, and therefore to mobilize again [34]. It is unclear 
whether the reverse transcriptase is restricted to the nucleus or also 
occurs in the cytoplasm; thus, alternative mechanisms to the TPRT 
model might also exist.

Fig. 1 The retrotransposition cycle. The first step in L1 retrotransposition involves RNA polymerase II-mediated 
transcription of a genomic L1 locus from an internal promoter. The L1 RNA is exported to the cytoplasm where 
ORF1 (RNA-binding protein) and ORF2 (endonuclease and reverse transcriptase protein activities) are trans-
lated. Both proteins preferentially associate with the L1 RNA transcript to produce a ribonucleoprotein (RNP) 
particle. The RNP is then transported back into the nucleus. The integration of the L1 element into the genome 
occurs by a process termed target-primed reverse transcription (TPRT). During TPRT, the L1 endonuclease 
cleaves the first strand of target DNA, and the L1 RNA is used as a template by the L1 reverse transcriptase. 
How the second strand is synthesized and integrated is a poorly understood mechanism. Hallmark of the 
integration process include 2–20 bp-long duplications of the target site (TSD)
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During evolution, the human genome has been under selective 
pressure generating strategies that reduce the activity of L1s. 
Similarly these elements have evolved to avoid the inhibitory 
mechanisms raised by the hosts. Ancient L1 subfamilies, molecular 
fossils unable to mobilize are replaced by new L1 subfamilies, pro-
moting the expansion of active L1 elements [35, 36]. There are 
multiple mechanisms by which a new L1 insertion can impact the 
human genome. The mobilization and integration of a L1 copy 
can not only promote genomic changes as the disruption of a gene 
sequence, but also lead to the generation of distinct transcription 
units by adding promoter sequences, polyadenylation signals, or by 
altering the chromatin status of nearby sequences. In addition, L1s 
provide novel binding sites for the host transcriptional machinery, 
and thus help create novel regulatory networks [13, 37–41].

Although the role of most host factors identified on L1 regula-
tion/retrotransposition remains to be determined, several studies 
shed some light on the matter over the years to study L1 biology. 
There are many lines of defence against L1 retrotransposition, 
from transcription to the latest stages of TPRT [42]. In general, 
DNA methylation, chromatin remodeling, and posttranscriptional 
regulation of L1 mRNAs are the main processes to control L1 ret-
rotransposition [43]. Several authors have extensively reviewed the 
different strategies that the cell has developed to coexist with 
jumping DNA, as some known viral host factors may have evolved 
from the restriction of ancient endogenous retroelements [34, 44–
47]. Although we know many of these cellular factors, we are just 
starting to uncover new host factors that control and regulate L1 
activity during the retrotransposition cycle.

3 Somatic L1 Retrotransposition

L1s and their host genomes are in a situation comparable with a 
“host-parasite” coevolution, where L1s’ function is restricted to its 
replication and its genetic transmission. Thus, new L1 insertions 
might accumulate in cells that can be spread over generations (germ 
cells and early embryo) [40, 48]. Inherited insertions are present in 
the parent and in all tissues of the new individual. L1 is able to 
mobilize during early embryogenesis although L1 insertions in 
germ cells seem to be less frequent [49–51]. More recently, L1 
retrotransposition has been associated with viability of fetal oocytes 
and impairment of preimplantation development in mice [52, 53]. 
Several in vitro studies had demonstrated that both human embry-
onic stem cells (hESCs) and human induced pluripotent stem cells 
(iPSCs), cellular models for early human  development, overexpress 
a constellation of L1 RNA derived sequences and can support L1 
retrotransposition using an engineered L1 retrotransposition assay 
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[18, 51, 54–56]. Nevertheless, the frequency and specific timing 
when L1 retrotransposition events take place in early human 
embryogenesis remains to be determined. Pluripotent states are 
associated with an epigenetic de-repression and transcriptional 
activation of a myriad of genes; thus, the surrounding environment 
could contribute to the mobilization of L1 elements. Increasing 
evidence shows the importance of de novo mutations (present in 
the offspring but not detected in the parents) in several human dis-
orders. Although the role of somatic retrotransposition is currently 
unknown, the genomics revolution has demonstrated that there is a 
load of ongoing retrotransposition in the brain. Intriguingly, 
somatic L1 insertions have been described in both healthy and 
pathological human brain samples.

The first evidence demonstrating that L1s are able to mobilize 
in mammalian brains used neural progenitor cells (NPCs) isolated 
from adult rat hippocampus [57]. NPCs are multipotent cells 
found in neurogenic regions of the mammalian brain. Indeed, 
cortical neurogenesis begins from embryonic neuroepithelial pro-
genitors that give rise to intermediate progenitors and subse-
quently divide to form neurons and glial cells [58]. During 
development, neurons migrate from the proliferative zones as hip-
pocampus and subventricular zone toward the surface of the brain 
to form six distinct histological layers and establish new neuronal 
networks [59]. Thus, L1-associated mutations occurring in pro-
genitor cells could potentially change the cellular phenotypes in 
the nascent neurons. In addition, although most of the neurons in 
the brain are generated before birth, new neurons are continuously 
generated by progenitor stem cells. Thus, in vitro models that 
recapitulate neural development are essential to understand L1 
behavior in the human brain.

This initial study analyzing L1 mobilization in neural progeni-
tor cells, found L1 retrotransposition in the brains of both male 
and female transgenic animals, in regions as the striatum, cortex, 
hypothalamus, hilus, cerebellum, ventricles, amygdala, and hippo-
campus. In order to study L1 mobilization, authors used the engi-
neered human L1-EGFP reporter assay in both cultured rodent 
cells and animal models [56, 57]. The L1-EGFP retrotransposition 
assay relies in the use of an engineered L1 tagged with a reporter 
cassette that can only be activated after a round of retrotransposi-
tion (Fig. 2). This chapter will describe the optimized methodol-
ogy used to study and analyze L1 retrotransposition in vitro. 
Muotri et al. not only shows that the mammalian brain is able to 
accommodate human L1 retrotransposition at a high rate, but also 
demonstrate that some of these engineered L1 insertions occurred 
into neuronal expressed genes, altering its expression and, in turn, 
possibly influencing neuronal cell fate [57]. This study was 
promptly extended to humans, where the L1-EGFP reporter can 
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retrotranspose in NPCs isolated from the human fetal brain and in 
NPCs derived from human embryonic stem cells (hESCs) [60]. 
Researchers evaluated the endogenous L1 copy-number variation 
(CNV) in human tissue by a multiplex TaqMan quantitative poly-
merase chain reaction (qPCR). The estimation was approximately 
of 80 more endogenous L1 copies per cell in human brain than 
heart or liver. Notably, the adult hippocampus, a major neurogenic 
niche in the brain, exhibited elevated L1 copies compared with 
other brain regions.
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Fig. 2 L1 retrotransposition assay. (a) A retrotransposition-competent human L1 contains an EGFP retrotrans-
position indicator cassette in the 3′UTR. The EGFP gene is cloned backwards the L1 promoter containing its 
own promoter and polyadenylation signal. In addition, the gene is truncated by an intron, thus, ensuring that 
EGFP expression will only become activated upon L1 retrotransposition. The blue arrows indicate PCR primers 
flanking the intron present in the EGFP gene. In the figure, the plasmid depicted is p99-gfp-LRE3 (left panel). 
The 1243-bp product amplifies the EGFP cassette containing the intron (vector). The 343-bp PCR product 
indicates the spliced tagged L1 (insertion), indicative of a retrotransposition event (right panel). (b) Timeline if 
the retrotransposition assay described in the methods. The right panel shows a representative image of trans-
fected NPC with the p99-gfp-LRE3 vector. L1 retrotransposition using the wild-type construct will result in 
green-expressing cells. Scale bar: 100 μm
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The finding that neuronal cell types are permissive for L1 ret-
rotransposition in both humans and rodent raises the question of 
whether L1 has a function in neurogenesis. Although the functional 
impact of L1 retrotransposition in the brain is less clear, enhanced 
environments could stimulate its mobilization. Indeed, mice in 
running wheels had threefold more L1 retrotransposition than 
mice in sedentary environments [61]. In human, the expression of 
L1 retroelements has been linked to several psychopathological 
conditions. Environmental factors as drug consumption or condi-
tions as post-traumatic stress disorder (PTSD) or major depressive 
disorder (MDD) have been described to present changes in the 
heterochromatin status in brain cells, which could result in 
increased L1 expression and misregulation ([62–65] and reviewed 
in Macia et al. 2017). Nevertheless, further studies are needed to 
establish if L1 can indeed participate in the disease onset and/or 
progression.

The presence of L1 mobilization occurring preferentially in 
brain compared with other somatic tissues raises another important 
question: is L1 retrotransposition lineage-dependent in which all 
ectoderm-derived cells as NPCs are able to accommodate L1 activ-
ity? In other words, are cells derived from the same germ layer able 
to accommodate similar levels of mobilization through the myriads 
of tissues and organs developed after gastrulation? Researchers 
reported that human tissues derived from mesoderm as adrenal 
gland, kidney, spleen, and endoderm-derived organs as esophagus 
or stomach, express low levels of L1 mRNA [66]. More recently, 
Macia et al. compared endogenous L1 expression and retrotrans-
position from several human somatic tissues as well as different 
populations of somatic stem cells derived from hESC [67]. Authors 
found that L1 expression and engineered retrotransposition is 
lower in mesodermal-derived cells and in keratinocytes (ectoderm- 
derived cells) when compared to NPCs and neurons [67]. Thus, 
these studies strengthen previous research, which support the idea 
that L1 retrotransposition is occurring frequently during embryo-
genesis and later in brain.

The use of next generation sequencing has provided additional 
insights into the L1 role in the mammalian brain, which demon-
strate that is indeed made of a mosaic of genomes. In 2011, Baillie 
et al., identified numerous potential somatic L1 insertions from 
the hippocampus and caudate nucleus of three elderly postmortem 
brain samples by a high-throughput approach termed retrotrans-
poson capture sequencing (RC-seq), described in Chap. 12 of this 
book. This capture method relies on a low number of PCR cycles 
and thus is less prone to artifacts [68]. However, only a small 
 fraction of L1 insertions with retrotransposition structural hall-
marks were validated by PCR and characterized by Sanger sequenc-
ing [69]. The development of single-cell genomic analyses has 
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been fundamental to the field in order to determine that the gen-
eration of genomic variability in the brain by L1 occurs not only in 
dividing progenitor neural cells, but also in fully differentiated 
post- mitotic neurons. Evrony et al. amplified genomic 300 single 
neurons isolated from cerebral cortex and caudate nucleus utilizing 
a modified L1-seq approach [14]. Using this new methodology, 
authors identified and validated the first somatic full-length L1 
insertion found in the human brain and estimated approximately 
0.6 unique L1 insertions per cell. Nevertheless, only few insertions 
were validated, as many were false positives or chimeric sequences 
[70]. Next, Upton et al. adapted RC-seq to single cells isolated 
from hippocampus, and estimated 13.7 and 6.5 somatic L1 inser-
tions per neuron and glia, respectively [71]. More recently, Erwin 
et al. estimated the L1 insertion rate in 0.58–1 events per cell, in 
both neurons and glia from hippocampus and frontal cortex of 
three healthy individuals. In addition, authors described the pres-
ence of somatic L1-associated variants (SLAVs) composed of both 
de novo L1 insertions and retrotransposition-independent struc-
tural variants mediated by L1 EN [72]. This study proposes that 
genomic regions near fixed L1 sequences are prone to dsDNA 
damage and therefore repaired by homology-mediated mecha-
nism. These heritable hotspots in the genome can generate differ-
ences between individuals, where SLAVs have the potential to 
impact gene expression and thus contribute to somatic mosaicism 
[72]. Chapter 13 of this book will describe in detail the methodol-
ogy used for quantification and analysis of neural mosaicism 
identified by SLAV-seq.

Single cell genomic analysis contributed to precisely determine 
timing and load of L1 retrotransposition events in the brain. While 
some L1 insertions occur in embryonic or intermediate neural pro-
genitors, new L1 events can take place late in the development, 
which identification it has been challenging. Although the discov-
ery of somatic retrotransposition in the healthy brain is stimulat-
ing, little is known about the role of this element in any biological 
process of a specialized tissue as brain, as well as the host factors 
contributing to neuronal diversity. What seems to be certainly clear 
is that neuronal cells are more permissive for L1 retrotransposition 
than other cell types in the human body.

The use of hESCs, successfully generated from early stage 
human embryos, has allowed a better understanding of the L1 
biology as well being source of differentiation into a myriad of cell 
types [73]. However, to develop cellular models of human disease, 
it is necessary to generate cell lines with a genetic background able 
to recapitulate the human pathology. Using iPSCs from patients’ 
fibroblasts, researchers have been able to mimic early stages of a 
human neurodevelopmental disease (Fig. 3). Consistent with a 
potential role of L1 activity in the pathophysiology of the brain, 
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several neurodegenerative disorders have shown misregulation of 
L1, suggesting a contribution to the molecular basis of human 
genetic disorders. Specifically, Methyl-CpG-binding protein 2 
(MECP2), a protein involved in global DNA methylation, along 
with the transcriptional factors Sox2 and the histone deacetylase 1 
protein (HDAC1), is known to form up a repressor complex on 
the L1 promoter region, controlling L1 neuronal transcription and 
thus retrotransposition [74–76]. Indeed, mutation of MECP2 in 
humans cause Rett syndrome (RTT), a progressive neurological 
disorder being considered part of the autism spectrum disorders 
(ASD). In the absence of MECP2, L1 is misregulated in both 
human and mice models. Indeed, there is an increase of endoge-
nous L1 copy number in both RTT postmortem human brain 
samples and iPSCs-derived NPCs from RTT patients [76], sug-
gesting a contribution of L1 to the genetic disorder [77].

DNA repair pathways also control the regulation of L1 ele-
ments in the brain. Ataxia telangiectasia mutated (ATM), a serine/
threonine protein kinase, is activated by DNA double-strand 
breaks. Mutations of ATM cause the disorder Ataxia telangiectasia, 
characterized by progressive neuronal degeneration, immunodefi-
ciency, and predisposition to cancer. In this study, Coufal et al. 
found an increase of L1 copies in ATM-deficient hESCs, NPCs 

Fibroblasts 
iPSCs 

NPCs 

E GFP 

LINE-1 

Neurons 

Fig. 3 Neural Progenitor Cells and neurons derived from iPSCs can accommodate L1 retrotransposition. Using 
NPCs and neurons derived from patients’ fibroblasts, we are able to recapitulate early stages of a human 
neurodevelopmental disease as well as study the possible deregulation of L1 elements. Indeed, L1 elements 
are de-repressed in a variety of neurodegenerative disorders, although it is unknown if this could alter the 
brain circuitries or even contribute to neuronal decline in humans and other organisms
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and human fetal neural progenitor cells, and in mice model. The 
absence of ATM allowed the integration of more L1 events as well 
as longer insertions, suggesting a role of ATM in the recognition 
of the DNA breaks created during L1 integration [78]. More 
recently, Bundo et al. proposed a relationship between L1 activity 
and a major mental disorder as schizophrenia [79]. Authors 
observed higher L1 copy number in neurons from postmortem 
prefrontal cortex as well as in iPSCs-derived neurons from schizo-
phrenic patients. The methods for isolation of neuronal nuclei 
from brain tissue and cultured cells, and the estimation of LINE-1 
copy numbers are described in detail in Chap. 11 of this book.

Additionally, enzymes like SAMHD1 and TREX1 dNTP phos-
phohydrolase and 3′ repair exonuclease, respectively, are known to 
control the mobilization of L1 retrotransposons [80, 81]. 
Mutations in either gene are related with Aicardi–Goutières syn-
drome (AGS), a rare, early onset inflammatory disorder that leads 
to intellectual and physical problems in humans. The defect of 
AGS-related genes might cause an accumulation of endogenously 
produced nucleic acids (as endogenous retroelements) in the cyto-
plasm of the cells. This may trigger autoimmunity and therefore 
cause AGS. Although AGS mice do not display any neurological 
deficit, clinical trials for children with AGS using RT inhibitors to 
reduce the accumulation of L1 copies have recently began [34, 
82–86]. This data suggest that L1 activity could exacerbate some 
aspects of these diseases or even have a major causative role.

4 Methods to Study and Analyze L1 Retrotransposition in NPCs and Neurons

The development of the cell-based L1 retrotransposition assay has 
been fundamental for the field. This assay detects retrotransposi-
tion events from an exogenous engineered transfected construct, 
and a reporter gene that is activated as a result of the retrotranspo-
sition process [56] (Fig. 2a). Briefly, the reporter cassette (EGFP) 
is sub-cloned in the 3′UTR of the active L1 element, on the oppo-
site direction of an active L1 element, containing its own promoter 
and polyadenylation sequences. In addition, the EGFP gene is dis-
rupted by an intron (IVS 2 of the γ-globin gene). Thus, EGFP- 
positive cells will be detected only after the mRNA is spliced, 
reverse transcribed, reintegrated into the chromosome and 
expressed from the reporter’s promoter. In sum, only after L1 ret-
rotransposition occurs, the EGFP can be activated and measured 
(Fig. 2). Over the years, different reporters have been designed to 
follow L1 retrotransposition using drug selection, microscopy, or 
luciferase; reviewed in [34]. The assay has been very useful in iden-
tifying conserved domains required for L1 retrotransposition as 
well as the study of restriction factors that control retrotransposi-
tion; thus, the L1 retrotransposition assay is widely used across 
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laboratories as an essential tool to decipher aspects of L1 biology 
[87]. In order to understand the mechanism of L1 integration in 
the genome, de novo insertions can be isolated and characterized 
by different methodologies: inverse PCR, recovery assay, biotin 
capture, etc. [54, 88–91]. In this chapter we show the optimized 
protocol to test L1 retrotransposition in NPC and in differentiated 
neurons using an L1-EGFP indicator cassette including analysis 
and genomic identification of the insertions by inverse PCR.

 1. 1× Phosphate-buffer saline (PBS), pH 7.4, sterilized (Corning).
 2. 5-Bromo-2′-deoxyuridine (BrdU), (Sigma).
 3. Ethyl alcohol (Sigma).
 4. AD1 Primary Cell 4D–Nucleofector Y Kit (Lonza).
 5. Agarose (Sigma).
 6. Anti-NeuN mouse monoclonal antibody (Millipore).
 7. Cell counter (BioRad) or hemocytometer (Bright-Line™).
 8. Cell scraper (Corning).
 9. Cell Viability Solution (BD Biosciences).
 10. Centrifuge (Eppendorf).
 11. Culture media:

(a) (N2): DMEM/F12 supplemented with 1× N2 and 1% 
Penicillin/Streptomycin (P/S) (Thermo Fisher).

(b) (NB): DMEM/F12 supplemented with 0.5× N2, 0.5× 
B-27, 20 ng/mL of FGF-2 and 1% P/S (Thermo Fisher).

 12. Dorsomorphin (Sigma).
 13. Endo-free Plasmid Maxi Kit (Qiagen).
 14. EVOS® Digital Microscope (Thermo Fisher).
 15. FGF-2 (Thermo Fisher).
 16. Flow Cytometer and a Fluorescence-activated cell sorter 

(FACS), (BD Biosciences).
 17. Goat serum (Corning).
 18. Human/Rat Neuronal Stem Cell Nucleofection kit (Lonza).
 19. iRock (Y-27632, Sigma).
 20. Laminin (Sigma).
 21. Matrigel (Corning).
 22. Nanodrop device (Thermo Fisher).
 23. Nucleofector® 2b Device (for cells in suspension) and 4D 

Nucleofector® Device, Unit Y (for adherent cells) (Lonza).
 24. Plasmid constructs: p99-gfp-LRE3, p99-gfp-JM111, p99-gfp- 

LRE3-UB*, p99-gfp-JM111-UB*, and pCEP-EGFP as 

4.1 Materials

4.1.1 Cell Differentiation 
and L1 Retrotransposition 
Analyses
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described previously in [25, 60, 67, 92]. For more details, see 
plasmid preparation section of this chapter.

 25. Poly-l-ornithine (Sigma).
 26. Portable platform shaker (Eppendorf).
 27. Puromycin dihydrochloride (Sigma).
 28. SB-431542 (Sigma).
 29. StemPro Accutase Cell Dissociation Reagent (Thermo Fisher).
 30. SYBR® Green (Thermo Fisher).
 31. Tissue culture plates.
 32. Trichostatin A (Sigma).
 33. Triton X-100.

 1. DNeasy Blood & Tissue Mini Kit (Qiagen).
 2. dNTPs (Invitrogen).
 3. Expand Long Template Taq (Roche)
 4. MgCl2 (Invitrogen).
 5. PCR primers (see “characterization of genomic L1 insertions” 

in methods’ section).
 6. Restriction enzymes (NEB). See iPCR methods’ section for 

more information.
 7. T4-DNA ligase (NEB).
 8. Taq polymerase (Invitrogen).
 9. Thermocycler (BioRad).
 10. TOPO XL (Invitrogen).

 1. In order to generate NPCs from hESCs or iPSCs, previously 
established methodology is followed [60, 76]. Briefly, pluripo-
tent cells grown on matrigel are cultured during 2 days in N2 
media (See materials) containing 1 μm of Dorsomorphin and 
10 μm of SB-431542 (Sigma).

 2. Undifferentiated cells are detached using a cell scraper and 
transferred to low-attachment plates or leave at 37 °C under 
agitation (95 rpm) in the portable platform shaker to allow 
embryonic body (EB) formation.

 3. Change N2 media 2 days after scraping the cells.
 4. After 7 days, EBs are plated in a 60 mm matrigel-coated plate, 

and cultured for 5–7 days using NB media (see materials), 
changing the media every other day.

 5. Rosettes arised in the culture are collected under EVOs micro-
scope, dissociated, and plated on 10 mm plate coated with 
10 μg/mL poly-l-ornithine and 2.5 μg/mL Laminin (Sigma) 
using the NB medium.

4.1.2 PCR and iPCR

4.2 Methods

4.2.1 Pre Nucleofection

Derivation of NPCs 
and Neurons 
from hESCs/ iPSCs
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 6. NPCs are expanded when confluent using StemPro Accutase 
Cell Dissociation Reagent (Thermo Fisher).

 7. To induce neural differentiation, 1 × 105 NPCs are cultured in 
24-well plates coated with 20 μg/mL poly-l-ornithine and 
5 μg/mL Laminin (Sigma), FGF-2 is withdrawn from the cul-
ture, and iNB media is used for 48 h. Next, the media is 
replaced by NB without FGF-2, and changed every other day. 
A fully differentiation process is achieved in 30 days.

All plasmids are purified using Endo-Free Plasmid Maxi kit from 
Qiagen and analyzed by electrophoresis (1% agarose-SYBR® Green 
gel). Only highly supercoiled DNA preparations are used in trans-
fection experiments.

 – p99-gfp-LRE3: contains a full-length retrotransposition- 
competent L1 element (LRE3) [93] tagged with a mEGFPI 
retrotransposition indicator cassette [92] and contains a 
puromycin- resistant gene [39] (Fig. 2a).

 – p99-gfp-JM111: contains a full-length retrotransposition- 
defective L1 element (L1RP [94]) that contains two engi-
neered missense mutations in L1-ORF1p (RR261/62AA) 
tagged with a mEGFPI retrotransposition indicator cassette 
and includes a puromycin selection gene.

 – p99-gfp-LRE3-UB*: is a derivative of plasmid p99-gfp- 
LRE3 where the CMV promoter that drives expression of 
EGFP in the mEGFPI cassette has been replaced by the human 
UBC promoter [67].

 – p99-gfp-JM111-UB*: is a derivative of plasmid p99-
gfp- JM111 where the CMV promoter that drives expression of 
EGFP in the megfpI cassette has been replaced by the human 
UBC promoter [67].

 – pCEP-EGFP: contains the coding sequence of the humanized 
Enhanced Green Fluorescent Protein (EGFP) cloned in 
pCEP4 (Invitrogen). Cell are transfected with this expression 
vector to determine the transfection efficiency of each cell type 
(Fig. 2b, day2).

 1. hESC/iPSCs-derived NPCs are cultured with NB and 10 μM 
iRock (NBi media) for 1 h prior transfection.

 2. Cells are detached using StemPro Accutase Cell Dissociation 
Reagent (Thermo Fisher), centrifuged at 1250 rpm for 5 min, 
washed with 1× PBS, and filtered with pre-warmed NB media.

 3. Cells are nucleofected using the Nucleofector® 2b Device 
(Lonza). 4 × 106-5 × 106 NPCs are transfer to an Amaxa 
cuvette with 2–10 μg of the indicated plasmid and the Human 
or the Rat Neuronal Stem Cell Nucleofection kit (Lonza), 
selecting the program A-33 for high transfection efficiency.

Plasmid Preparation

4.2.2 NPCs 
Nucleofection
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 4. 500 μL of pre-warmed NBi media is inmidiately used to resus-
pend the NPCs from the Amaxa cuvette and equilibrated in 
the 37° incubator.

 5. 10 min after transfection, NPCs are seeded on 6-well plates 
coated with 10 μg/mL poly-l-ornithine and 2.5 μg/mL 
Laminin (Sigma).

 6. Replace for fresh NBi media 6–8 h after nucleofection.
 7. Cells are fed every other day during the course of the ret-

rotransposition assay.

 1. To determine the transfection efficiency, cells transfected with 
pCEP-EGFP are analyzed by the percentage of EGFP- 
expressing cells 48 h post-transfection (d2) (Fig. 2b).

 2. Cells are washed with 1 × PBS and detached using StemPro 
Accutase Cell Dissociation Reagent (Thermo Fisher).

 3. Cells are collected from each well in separate microcentrifuge 
tubes and spin at 1250 rpm for 5 min.

 4. Media is removed and NPCs are resuspended in 250 μL 
1 × PBS.

 5. Add 3 μL of Cell Viability Solution (BD Biosciences) in order 
to exclude nonviable cells in flow cytometric assays.

 6. Determine the percentage of EGFP-expressing cell, gating for 
live cells on a flow cytometer. The number of live cells that 
express EGFP serves as an indication of the percentage of cells 
successfully transfected with plasmids.

 7. Transfected NPCs with the engineer L1 constructs are selected 
for retrotransposition events: Begin drug selection (1–2 μg/
mL puromycin selection in NB culture media) 3 days post- 
transfection (d3) and continue until 9 days post-transfection 
(d9) (Fig. 2b). Change the puromycin-containing NB medium 
every other day.

 8. Treat a fraction of the NPCs-transfected cells with 250 nM 
Trichostatin A (TSA) for 16 h prior to flow cytometer analyses 
as described (Garcia-Perez et al. 2010) to determine whether 
L1 retrotransposition events are subjected to epigenetic silenc-
ing by histone modifications.

 9. In order to quantify the percentage of EGFP-expressing cells 
result of a retrotransposition event; analyze a fraction of trans-
fected cells by flow cytometer. The cells are prepared as previ-
ously described in the transfection efficiency assay (d3).

 10. In addition, to characterize L1 genomic insertions, genomic 
DNA can be isolated from a fraction of the NPC-transfected 
and puromycin-selected cells (d9) (see “characterization of L1 
genomic insertions” section of this chapter).

4.2.3 Post-Nucleofection 
and Analysis of L1 
Retrotransposition in NPCs
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 1. After approximately 30 days of neural differentiation, NB- 
conditioned media is collected from the culture before 
transfection.

 2. Adhered mature neuronal cells are transfected with 15 μg of 
the indicated plasmid by using a 4D–Nucleofector Y Unit 
(Lonza). AD1 Primary Cell 4D–Nucleofector Y Kit (Lonza) is 
utilized for mature neural cells with the program EH-158.

 3. After transfection, hESC-derived neurons are fed with a 1:1 
mixture of the collected NB-conditioned media and fresh NB 
media supplemented with 10 μM iRock (Y-27632, SIGMA).

 4. In order to detect somatic retrotransposition in mature neu-
rons and discriminate from progenitor cells, cultures can be 
incubated with 4 μM 5-Bromo-2′-deoxyuridine (BrdU) dur-
ing 5 days prior to analyze L1-EGFP-expression by immunos-
taining. BrdU is used in the detection of proliferating cells, 
thus mature neurons would be BrdU negative.

 5. Alternatively, NeuN-positive cells can be analyzed and col-
lected by FACS. NeuN is used as a marker for mature neurons. 
5 days after transfection cells are gently collected and fixed 
with 70% ice-cold ethanol.

 6. Then, samples are permeabilized in 1 × PBS containing 0.1% 
Triton X-100 and incubated with blocking solution (1 × PBS 
containing 1% normal goat serum) during 30 min.

 7. Samples are then incubated with anti-NeuN mouse monoclo-
nal antibody (1:100, Millipore) during 1 h at 4 °C. Samples are 
next washed (1 × PBS) and incubated with a fluorescence sec-
ondary antibody for 30 min.

 8. Cells are washed twice and sorted.
 9. After sorting, genomic DNA is isolated from collected NeuN- 

expressing cells.

 1. To confirm intron removal and L1 insertion events [92], 
genomic DNA (gDNA) is isolated form the transfected cells by 
DNeasy Blood & Tissue Mini Kit (Qiagen) following the man-
ufacturer’s instructions.

 2. Measure DNA concentration by a Nanodrop device.
 3. To assay for intron removal from the EGFP-based retrotrans-

position assay, 50–100 ng of gDNA are used as a template in 
50 μL PCR reactions with the following primers flanking the 
intron of the EGFP indicator cassette.
GFP968Fwd (5′-GCACCATCTTCTTCAAGGACGAC);
GFP1013Rev (5′-TCTTTGCTCAGGGCGGACTG).

 4. PCRs are carried out using 1.5 units of Taq polymerase 
(Invitrogen), 1.5 mM MgCl2, 0.8 mM dNTPs (Invitrogen), 
and 0.2 μM of each primer. A negative control (no sample) 

4.2.4 L1 
Retrotransposition 
in Neurons

4.2.5 Characterization 
of L1 Genomic Insertions

Intron-Flanking PCR
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should be included in the assays. The PCR conditions for the 
thermocycler (BioRad) are as follows: 95 °C for 2 min, 35 
amplification cycles (94 °C for 15 s, 54 °C for 15 s, 72 °C for 
30s), and a final step of 72 °C for 7 min.

 5. PCR products are resolved on 1% agarose-SYBR® Green gel. 
The 343-bp PCR product indicates the spliced tagged L1 
(insertion); the 1243-bp product contains the intron (vector) 
(Fig. 2a, right panel).

 6. If needed, amplified bands can be excised, purified, and 
sequenced to ensure identity of amplified products.

 1. iPCR is carried out as described [51, 87]. In order to charac-
terize L1 genomic insertions, 8 μg of gDNA is digested over-
night with a molar excess of Xba I, Ssp I, or Bgl II (NEB).

 2. Digested DNAs is ligated at 16 °C for 14 h in a final volume of 
500 μL using T4-DNA ligase (NEB).

 3. Ligated DNA is precipitated and dissolved in 20 μL of DNase/
RNase-Free Distilled Water.

 4. Ligated DNA is used to set up a PCR reaction using the primers 
targeting the EGFP cassette.
iEGFP-1F (5′-CTTGAAGAAGATGGTGCG).
iEGFP-1R (5′-ACAACCACTACCTGAGCACC).

 5. PCR reactions are carried out with Expand Long Template 
Taq (Roche) and the following conditions. Initial step 94 °C 
for 5 min, 30 amplification cycles (94 °C for 15 s, 64 °C for 
30 s, 68 °C for 15 min), and final extension at 72 °C for 
15 min. 5 μL of the PCR reaction product is used as a template 
in a second PCR with the following primers:
iEGFP-2F (5′-TTGAAGAAGTCGTGCTGC).
iEGFP-2R (5′-AAAGACCCCAACGAGAAGCG).

 6. Amplified products are resolved in 0.8% agarose-SYBR® Green 
gel, bands excised and purified.

 7. Purified bands are cloned in TOPO-XL (Invitrogen) following 
manufacturer’s instructions and sent to Sanger sequencing 
with either M13 forward or M13 reverse primers.

 8. In order to identify the L1 integration sequence, Blast (http://
www.ncbi.nlm.nih.gov/BLAST/) and the Celera databases 
(http://www.celeradiscoverysystem.com/) can be used.

5 Notes

 1. Poly-l-ornithine/Laminin (Sigma) coated-plates must be 
washed twice in order to avoid toxicity to the cells.

 2. In this chapter we show the optimized protocol to test L1 
retrotransposition by using a L1-EGFP indicator cassette; 

Insertion Characterization 
by Inverse PCR (iPCR)

Angela Macia and Alysson R. Muotri

http://www.ncbi.nlm.nih.gov/BLAST
http://www.ncbi.nlm.nih.gov/BLAST
http://www.celeradiscoverysystem.com


205

however, other reporter cassettes or drug selection genes can 
be used.

 3. 99-gfp-LRE3-UB* and p99-gfp-JM111-UB* plasmids are 
recommended to transfect neuronal cultures. Several studies 
suggest that the CMV promoter is not pan-active in neuronal 
cells; thus, the CMV promoter that drives EGFP expression 
was replaced by a ubiquitously expressed human UBC 
promoter.

 4. GFP expression from the retrotransposed mEGFPI reporter 
cassette is analyzed in cells transfected without pCEP-EGFP, as 
these transfections are done in parallel.

 5. The programs described in the methods for Amaxa nucleofec-
tion were previously optimized. Some optimization might be 
needed with different human cell lines.

 6. The nucleofection solution used to transfect neurons (AD1 
Primary Cell 4D–Nucleofector Y Kit) is less toxic, thus the 
media does not need to be changed.

 7. Alternatively, other reagents such as Lipofectamine (Invitrogen) 
or calcium-based transfection can be used for NPC and neural 
transfection, respectively; however, the best transfection effi-
ciencies were achieved by nucleofection.

 8. After nucleofection, resuspend inmidiately the NPCs with the 
pre-warmed and equilibrated at 37° NBi media, as the nucleo-
fector solution is toxic to the cells.

 9. To calculate the adjusted retrotransposition mean = (average 
number of EGFP-expressing cell)/(pCEP-EGFP-positive cells).

 10. In order to calculate a standard deviation, each assay is repeated 
at least three independent times and each performed with 
three technical replicates.

 11. For the intron-flanking PCR, gDNA can be digested overnight 
with a molar excess of SwaI (NEB) and then used as a template 
in the PCR reactions. SwaI cuts within the engineered GFP 
intron and is used to favor amplification of the spliced 
product.
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Chapter 11

Estimation of LINE-1 Copy Number in the Brain Tissue 
and Isolated Neuronal Nuclei

Miki Bundo, Tadafumi Kato, and Kazuya Iwamoto

Abstract

The mammalian brain consists of heterogeneous cell types, including neurons and various glial cells. 
Because somatic mutations that include long interspersed element-1 (LINE-1) retrotranspositions are usu-
ally rare, the targeting of specific brain cell types in genomic analyses of these mutations is critical. We 
previously reported that isolated neuronal nuclei from the prefrontal cortex of patients with schizophrenia 
exhibit increased numbers of LINE-1 copies. In this chapter, we describe practical methods for isolating 
neuronal nuclei from frozen brain tissue and cultured cells, extracting genomic DNA, and estimating 
LINE-1 copy numbers with quantitative reverse transcription-polymerase chain reactions.

Key words Psychiatric disorder, Postmortem brain, Retrotransposon, Retrotransposition, Neuronal 
nuclei (NeuN)

1 Introduction

Schizophrenia and bipolar disorder are severe psychiatric disorders 
that each affect 1% of the worldwide population. The socioeco-
nomic burden on these patients is tremendous, and the negative 
effects of these diseases are evident by the high rate of suicide of 
those affected. Twin, adoption, and family studies have suggested 
the involvement of strong genetic components in the etiology of 
psychiatric disorders [1]. Recent genome-wide association studies 
have revealed that these disorders are polygenic and involve many 
genetic factors with small effect sizes [2]. On the other hand, anal-
yses of copy number variations and rare variations have successfully 
identified genetic components and specific pathways with large 
effect sizes [3–5]. However, in such cases, the occurrence of the 
mutations is usually very rare, and, despite exhaustive efforts, cur-
rent genetic studies cannot fully explain the pathogenesis of these 
disorders.

Accumulating evidence indicates that genomic DNA in the 
brain contains various somatic mutations [6]. Recently, somatic 
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mutations in known causative genes have been detected in the 
affected brain areas of patients with neurological disorders [7–10], 
which suggests that these somatic mutations may have an impor-
tant role in the unexplained pathogenesis of psychiatric disorders. 
Among the reported somatic mutations in the brain, long inter-
spersed element-1 (LINE-1) retrotransposition has been shown to 
have a distinctive mechanism. In somatic cells or tissues, retrotrans-
position activity is repressed by several mechanisms, including the 
DNA methylation of the 5′-untranslated region of LINE-1. 
However, neural progenitor cells, but not postmitotic neurons, 
show LINE-1 retrotransposition activity [11–13]. Although the 
frequencies and locations of neuronal retrotransposition are 
unclear, the number of copies of LINE-1 can be estimated with 
quantitative reverse transcriptase (RT)-polymerase chain reaction 
(PCR). Increased numbers of LINE-1 copies have been reported 
in the brain genomes of patients with Rett syndrome, ataxia- 
telangiectasia, and schizophrenia [13–15].

In our previous study [15], an initial assessment of the number 
of LINE-1 copies was performed on tissue from the prefrontal cor-
tex and liver of patients with psychiatric disorders, including 
schizophrenia, bipolar disorder, and major depression, as well as 
controls. The copy numbers measured in the brain were normal-
ized by those measured in the liver in the same subjects. The results 
showed an up to 1.2-fold statistical increase in all of the disease 
groups compared to the controls. However, due to the intrinsic 
instability of the quantitative PCR of genomic DNA that targets 
repetitive elements, which consist of thousands of perfect match 
and mismatch sequences, the resultant data tend to be highly vari-
able with relatively low reproducibility. We then focused on schizo-
phrenia because, of the patients tested with the three psychiatric 
disorders, patients with schizophrenia showed significant differ-
ences and the highest increase in LINE-1 copy numbers in two 
different internal controls. We performed a similar experiment on 
genomic DNA that was extracted from neuronal nuclei that had 
been isolated from the postmortem brains of an independent sam-
ple. In that analysis, we normalized the neuronal LINE-1 copy 
number with the non-neuronal LINE-1 copy number and assumed 
that the increase in the retrotranspositions primarily occurred 
within neuronal cells [12]. The results revealed clearer and more 
robust statistical increases in LINE-1 copy numbers in the neuro-
nal nuclei from the postmortem brains of patients with schizophre-
nia, which highlighted the importance of genomic analyses that 
target specific brain cell types.

In this chapter, we describe the methods that are required to 
estimate LINE-1 copy numbers in isolated neuronal nuclei. We pres-
ent the reagents and buffers that are required and the details of the 
following protocols: preparation of the nuclear fraction (Sect. 3.1), 
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staining with the anti-neuronal nuclei (NeuN) antibody (Sect. 3.2), 
nuclear sorting with flow cytometry (Sect. 3.3), DNA extraction 
(Sect. 3.4), and LINE-1 copy number estimation (Sect. 3.5).

2 Materials

●● Alexa Fluor 488-conjugated anti-NeuN antibody (P/N 
MAB377X, EMD Millipore Corporation, Billerica, MA, USA)

●● cOmplete™, Mini, EDTA-free protease inhibitor cocktail 
(P/N 11836170001, Sigma-Aldrich Corporation, St. Louis, 
MO, USA)

●● Potter-Elvehjem homogenizer (2 mL) with loose-fitting Teflon 
pestle (0.1 mm clearance)

●● Optima TLX ultracentrifuge with a TLA110 rotor (Beckman 
Coulter Life Sciences, Brea, CA, USA)

●● 4.7 mL OptiSeal™ ultracentrifuge tubes (P/N 36162, 
Beckman Coulter Life Sciences)

●● 10% Nonidet P-40
●● (For nuclei preparation from brain tissues) Homogenization 

buffer: 50 mM Tris-HCl (pH 7.4), 25 mM KCl, 5 mM MgCl2, 
and 250 mM sucrose

●● (For nuclei preparation from cells) Hypotonic buffer: 10 mM 
Tris-HCl (pH 7.4), 1.5 mM MgCl2, and 10 mM KCl with 
cOmplete, Mini, EDTA-free protease inhibitor cocktail 

●● (For nuclei preparation from cells) 5X isotonic buffer: 210 mM 
Tris-HCl (pH 7.4), 19 mM MgCl2, 85 mM KCl, and 250 mM 
sucrose

●● 12%, 19%, 26%, 35%, and 57% Percoll solutions (GE Healthcare 
Bio-Sciences, Pittsburgh, PA, USA) in homogenization buffer

3 Methods

Anything that will touch the homogenate and nuclear fractions, 
such as tubes, pipettes, tips, and strainers, should be precoated 
with 1% bovine serum albumin (BSA)/phosphate-buffered saline 
(PBS) solution to prevent nuclear sticking. The protease inhibi-
tor cocktail is dissolved in 10 mL of homogenization buffer. All 
steps should be performed on ice or in a cold room as much as 
possible.

The frozen brain sample (0.1-0.2 g) is placed in a Petri dish, 
which is covered with parafilm. The sample is wetted with a 
few drops of ice-cold homogenization buffer and then minced 
with a razor. The minced tissue is placed into a Potter-Elvehjem 

2.1 Required 
Reagents and Buffers

3.1 Preparation 
of the Nuclear Fraction
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glass homogenizer. After the homogenization buffer is added to a 
final volume of about 1 mL, the tissue is homogenized at 1000 rpm 
with five strokes in an ice-water bath. The homogenate is filtered 
with a 40-μm cell strainer (P/N 352340, Corning, Corning, NY). 
The homogenization buffer is added to the cell strainer to a final 
volume of 2 mL. Twenty microliter of 10% Nonidet P-40 is added 
to the filtered homogenate. The homogenate is then gently mixed 
by rolling the tube, which is then incubated for 15 min in an ice- 
water bath. A total of 1 mL of 57% Percoll/homogenization buffer 
is added to the homogenate so that the final concentration of 
Percoll is 19%. The reaction tube is gently mixed by rolling the 
tube again.

For centrifugation of the Percoll density gradient, the Percoll 
solutions are carefully layered in an ultracentrifuge tube with 
syringes with long (70 mm) 20-gauge needles in the following 
order: 0.3 mL of 12% Percoll, 3 mL of homogenate (19%), 0.8 mL 
of 26% Percoll, and 0.3 mL of 35% Percoll. The tube is centrifuged 
at 30,700 × g for 10 min at 4 °C. If the Optima TLX ultracentri-
fuge is used, the acceleration and deceleration speeds should be set 
to 6 and 3, respectively, to protect the gradient and sample-to- 
gradient interface. After centrifugation, the bottom of the tube is 
pierced with a 21-gauge needle to collect the nuclear fraction 
(350 μL) in a 1.5-mL microtube with gravity. The tube is then 
gently tapped to loosen the nuclear clump. The nuclear yield can 
be calculated by counting with a hemocytometer.

For cells, such as neurons that are induced from induced plu-
ripotent stem cells, the nuclear fraction can be prepared according 
to a previously reported method [16] with some modifications. 
The cells (~107) are triturated 10 times with a 21-gauge needle and 
syringe in 200 μL of hypotonic buffer. The sample tubes are filled 
with hypotonic buffer to a volume of 800 μL and mixed by 
 inverting the tube. For cell swelling, the samples are chilled on ice 
for 10 min and then triturated 10 more times with a 23-gauge 
needle and syringe. To return the samples to the isotonic condi-
tion, 200 μL of 5× isotonic buffer and 45 μL of 30% BSA/PBS are 
added to the cell suspension. For centrifugation of the Percoll den-
sity gradient, 1 mL of homogenization buffer and 1 mL of 57% 
Percoll/homogenization buffer are added to the samples. The 
Percoll solutions are carefully layered in an ultracentrifuge tube 
with syringes with long (70 mm) 20-gauge needles in the follow-
ing order: 0.3 mL of 12% Percoll, 3 mL of cell sample (19%), and 
1 mL of 26% Percoll. The tubes are subjected to centrifugation as 
described above. After centrifugation, the nuclear clump is col-
lected directly from the bottom of the tube with a long 20-gauge 
needle, and the tube is then filled with homogenization buffer to a 
volume of 350 μL.

Miki Bundo et al.
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First, 150 μL of homogenization buffer and 45 μL of the 30% 
BSA/PBS solution are added to the collected solution. The solu-
tion is incubated at 4 °C for 2 h with continuous gentle rolling to 
prevent background staining. The unstained control sample is pre-
pared for flow cytometry by mixing 20 μL of the sample and 
180 μL of 1% BSA/PBS in another tube. The Alexa Fluor 
488- conjugated anti-NeuN antibody (2.6 μL) is added to the rest 
of the sample. The sample is then incubated at 4 °C overnight with 
gentle rolling. The presorted sample, which is prepared with 10 μL 
of the sample, is used to confirm the staining with fluorescence 
microscopy. Both the unstained control and stained samples are 
filtered with a 35-μm cell strainer (P/N 352235, Corning) with a 
polystyrene tube. Then, 1% BSA/PBS at 2–3 volumes of the sam-
ple is added through the strainer.

If a BD FACSAria™ III cell sorter (BD Biosciences, San Jose, CA, 
USA) is used, nuclear sorting is performed in the purity mode at a 
rate of 500–1000 events/s with an 85-μm nozzle. The forward 
scatter (FSC) and side scatter (SSC) voltages are optimized with an 
unstained control sample. The voltage of the fluorescence photo-
multiplier tube for the signal from the blue laser is optimized with 
the stained sample. For more details, refer to the cytometer man-
ual. The first (P1) gate is set in a FSC-area/SSC-area dot plot to 
discriminate the nuclei and cell debris. The P2 and P3 gates are set 
in FSC-height/FSC-width and SSC-height/SSC-width dot plots, 
respectively, to remove doublets and clumps of nuclei. The P4 and 
P5 gates are set in an Alexa Fluor 488-area/FSC-area dot plot to 
separate the stained and unstained samples. The nuclear fraction of 
the P4 (NeuN−) or P5 (NeuN+) gate is collected in the tube. Part 
of the sorted samples (about 5000 events) is reanalyzed with flow 
cytometry to verify the purity.

To collect the nuclear pellet, the sample tubes are centrifuged with 
a swing rotor at 1000 × g at 4 °C for 20 min. Genomic DNA is 
extracted with the standard phenol-chloroform method. Extracted 
DNA is then subjected to RNase treatment and purification with 
the standard method. All tissues or cells in the same project must 
be processed with the same DNA extraction protocol. The DNA 
concentration is strictly adjusted with a PicoGreen® dsDNA 
Quantitation Kit (Thermo Fisher Scientific Inc., Waltham, MA, 
USA) or equivalent.

Estimation of the LINE-1 copy numbers is performed with the 
quantitative RT-PCR method. Both TaqMan-based and SYBR 
Green-based methods are applicable. In both of these methods, 
single amplicon analyses are performed in triplicate.

The TaqMan-based assay is performed based on the method 
reported by Coufal et al. [17] with minor modifications. Twenty 

3.2 Staining 
with the Anti-NeuN 
Antibody

3.3 Nuclear Sorting 
by Flow Cytometry

3.4 DNA Extraction

3.5 LINE-1 Copy 
Number Estimation

Estimation of LINE-1 Copy Number in the Brain Tissue and Isolated Neuronal Nuclei
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microliter of the PCR mixture containing the 1× TaqMan Gene 
Expression Master Mix (Cat# 4369016, Thermo Fisher Scientific 
Inc.), 0.4 μM of each primer, 0.25 μM of the TaqMan probe, and 
100 or 500 pg of DNA are prepared in a 384-well plate. The PCR 
is performed with an ABI Prism 7900HT Real-Time PCR System 
(Thermo Fisher Scientific Inc.) and the following conditions: 
10 min at 95 °C for initial activation of the AmpliTaq Gold, 
40 cycles of 15 s at 95 °C, and 1 min at 60 °C.

The SYBR Green-based assay is performed according to 
Muotri et al. [13]. Ten microliter of PCR mixtures containing 1× 
Power SYBR Green Master Mix (Cat# 4368577, Thermo Fisher 
Scientific Inc.), 0.5 μM of each primer, and 500 pg of DNA are 
prepared in a 384-well plate. The PCR is performed with the same 
conditions described above, with the addition of a cycle for the dis-
sociation curve.

In addition to LINE-1 copy number, the copy numbers of 
internal control genomic regions (HERV and SATA in human and 
5 sr RNA in mouse and crab-eating monkey) should be quantified 
to correct for differences in the DNA contents in the PCR reac-
tions. In addition, to detect brain- or neuron-specific LINE-1 copy 
number differences, DNA from non-brain tissues (liver) or non- 
neuronal cells from the same individuals should also be quantified. 
The relative LINE-1 copy numbers in the brain and neurons are 
calculated with the comparative Ct method and the following 
respective formulas:

Relative LINE-1 copy number in brain: 2^-[ΔCt of brain (Ct 
of LINE1—Ct of the internal control of brain DNA)-ΔCt of non- 
brain (Ct of LINE1—Ct of the internal control of non-brain 
DNA)] and Relative LINE-1 copy number in neurons: 2^-[ΔCt of 
neuron (Ct of LINE1—Ct of the internal control of neuronal 
DNA)—ΔCt of non-neuron (Ct of LINE1—Ct of the internal 
control of non-neuronal DNA)].

The primers are listed in Table 1. In addition to the primers 
previously reported, several primers that are applicable to mice and 
crab-eating monkey are included.

4 Notes

 1. Neuronal nuclei isolation
The method for nuclear sorting of the neuronal and non- 

neuronal nuclei of human postmortem brain has been described 
previously [15, 18]. The method described here was based on 
our recently updated protocol, and more detailed information 
can be found elsewhere [19]. The current protocol has been 
applied to various species, including human, chimpanzee, 
macaque, marmoset, pig, and mice brains, in our laboratory 
(Bundo et al., unpublished).

Miki Bundo et al.
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 2. Practical example of the estimation of LINE-1 copy numbers in 
postmortem brains: limitations and interpretation

Several items need to be noted in order to overcome some 
of the potential pitfalls with the use of quantitative RT-PCR 
and genomic DNA. These include the use of highly purified 
genomic DNA, strict adjustments of the DNA concentration 
(with a kit, such as the PicoGreen® dsDNA quantitation kit), 
and optimization of the DNA amount per reaction. We prefer 
a single amplicon analysis rather than multiplex measurements 
in one reaction. Other efforts include using samples in the 
PCR plate that are equally chosen from controls and patients, 
as well as negative controls, to minimize possible batch effects. 
Likewise, several lots of chemicals, such as the PCR master 
mix, are first combined, and then aliquots from these batches 
are used in the same project.
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Chapter 12      

Analysis of Somatic LINE-1 Insertions in Neurons

Francisco J. Sanchez-Luque, Sandra R. Richardson, 
and Geoffrey J. Faulkner

Abstract

The method described here is designed to detect and localize somatic genome variation caused by the 
human retrotransposon LINE-1 (L1) in the genome of neuronal cells. This method combines single-cell 
manipulation and whole genome amplification technology with a hybridization-based, high-throughput 
sequencing method called Retrotransposon Capture sequencing (RC-seq) for the precise analysis of the L1 
insertion content of single cell genomes. The method is divided into four major sections: extraction of 
neuronal nuclei and single nuclei isolation; whole genome amplification; RC-seq; and experimental valida-
tion of putative insertions.

Key words Retrotransposition, Somatic mosaicism, Single-cell, Whole genome sequencing (WGS), 
LINE-1, Mobile genetic element, Neurogenesis

1 Introduction

The genomes of all living forms studied to date are replete with 
repeated sequences [1–3]. The accumulation of repetitive 
sequences is largely due to the activity of mobile genetic elements, 
including transposons and retrotransposons (detailed in [4]). 
These elements are able to distribute copies of themselves through-
out the genome. Retrotransposons in particular propagate effi-
ciently due to their replicative mobilization mechanism [5, 6]. 
Although individual retrotransposon copies accumulate internal 
mutations over time, sequence analysis has revealed families and 
lineages of mobile genetic elements of polyphyletic origin [7–10]. 
Around one-third of the human genome comprises identifiable 
mobile element sequence [1], and an additional one-third may 
comprise ancient mobile elements too highly diverged for identifi-
cation [11].

Due to the accumulation of mutations during and after mobi-
lization, the vast majority of retrotransposon copies are inactive for 
further mobilization [1, 12]. In modern humans, there are three 
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types of active retrotransposons: Long Interspersed Element 1 
(LINE1 or L1), Alu, and the SINE-VNTR-Alu element (SVA). 
Among them, only L1 is autonomous [13], meaning that it 
encodes its own retrotransposition machinery and contains its own 
internal promoter [14]. To facilitate its own mobilization, an intact 
L1 element in the genome generates an RNA transcript that serves 
both as messenger RNA for the synthesis of the L1 mobilization 
machinery and as a template for reverse transcription of a new L1 
copy that is ultimately integrated at a new genomic location. The 
same machinery is able to reverse transcribe and mobilize tran-
scripts of the other two elements, Alu and SVA, as well as cellular 
transcripts (generating processed pseudogenes [15–18]). Alu and 
SVA are therefore known as non-autonomous elements [19, 20]. 
L1-mediated reverse transcription is primed by a 3' hydroxyl DNA 
end generated at the genomic insertion site by an endonucleolytic 
cleavage, hence the term Target-Primed Reverse Transcription 
(TPRT, Fig. 1) [6, 21]. Characteristically, the new copy ends with 
a duplication of target site sequence, typically 10–20 nt in length 
(Target Site Duplication, TSD) [22].

The existence of polymorphic retrotransposon insertions indi-
cates recent activity of these mobile elements in the human germ-
line [1, 23]. Beginning with the work of Kazazian and colleagues 
in 1988 [24], de novo L1 mobilization events have been character-
ized in humans, and donor L1 elements identified in the genome, 
particularly those related to disease (around 100 of cases of disease 
has been linked to recent mobilization of L1, Alu, and SVA) 
(reviewed in [25, 26]). The extent to which individual L1 elements 
are active within the human genome is the subject of ongoing 
study, but the existence of a subset of particularly active elements 
called “hot” L1s has been established [27–30]. Active L1 reported 
elements belong to the L1 families Ta and pre-Ta (from 
Transcriptionally Active [13]; reviewed in [26, 31]).

The development of assays able to report L1 mobilization 
in vitro [31] together with the development of transgenic animal 
models pointed, for first time, to certain somatic niches where 
mobile elements are especially active and presumably non- 
deleterious, including neurogenic areas of the brain [32–35] 
(reviewed in [36]). Modulation of gene expression levels via tran-
scriptional regulation and epigenetic marks is necessary for the 
function of complex organisms, but actual editing of genomic 
DNA sequence is highly regulated and restricted to specific sce-
narios (e.g., V(D)J recombination and the somatic hypermutation 
related to immune system receptors) [37, 38]. Somatic mosaicism 
in the brain due to insertional mutagenesis appears to be associated 
to a specific and regulated retrotransposition machinery [33, 35], 
and it is known that the new retrotransposon insertions can affect 
gene expression in a variety of ways (reviewed in [39, 40]). Thus, 
it is intriguing to speculate that the activity of mobile elements in 
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the neurogenic areas of the brain could potentially constitute a 
form of genome editing that contributes to brain function.

High-throughput DNA sequencing and computational analy-
sis provide the technology to study the distribution pattern of 
endogenous retrotransposition events in the brain and other tis-
sues [41, 42]. However, the large amount of germline insertions, 
present in every cell of the body, compared to the low prevalence 
of somatic variants, hinders efforts to detect and map the genomic 
coordinates of these variants. A number of enrichment strategies 
have succeeded in biasing the content of sequencing libraries 
towards fragments of L1 or other elements, specifically targeting 

Fig. 1 Conventional retrotransposition mechanism by Target-Primed Reverse Transcription (TPRT). (a) An 
endonucleolytic cleavage (red arrowhead) is catalyzed by the L1 Endonuclease and exposes a single strand 
3' hydroxyl end of the target DNA. (b) This 3' end will anneal over the 3' polyA of the L1 intermediate RNA, 
and (c) prime the reverse transcription of the cDNA(−) strand of the new copy. (d) A second endonucleolytic 
cleavage in the opposite strand of the target region will generate the 3' hydroxyl end that will be used as 
primer for the synthesis of the second strand of the insertion. (e) The resolution of the new insertion will show 
the typical TPRT hallmarks: the duplication of a short stretch of the original target site DNA (10–20 nt); the 
inclusion of a long polyA tract in the 3' end of the insertion as a consequence of the untemplated polyadenyl-
ation of the L1 intermediate RNA; and the presence of an L1 Endonuclease motif in the 5' boundary of the 
target site duplication (TSD)

Single Cell RC-seq
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L1-genome junctions, in order to obtain information about their 
location [41, 43–46]. However, the current state of research on 
detecting somatic events present at very low prevalence within the 
cellular population has arisen from the combination of single-cell 
genome technology with the above mentioned sequencing tech-
niques [47–49].

A general approach to identify low-prevalence somatic L1 
insertions consists of single-cell isolation, whole genome amplifica-
tion, sequencing library preparation, enrichment for L1 copies, 
high-throughput sequencing, bioinformatic analysis and filtering, 
and insertion validation. Recent works have aimed to study neuro-
nal human populations in this way, yielding highly divergent rates 
of retrotransposition between 1 insertion per 300 cells to ~10 
insertions per cell, depending on methodology, and likely marking 
the extreme boundaries of the actual L1 mobilization rate [44, 
47–49]. Strategies developed by independent groups incorporate 
different approaches to each step, for example, single-cell isolation 
by picking or sorting; whole genome amplification by Multiple 
Annealing and Looping Based Amplification Cycles (MALBAC) or 
Multiple Displacement Amplification (MDA); library enrichment 
by hybridization capture, by L1-targeted library generation, or by 
direct, high depth sequencing of unenriched libraries; and differ-
ent bioinformatic analysis pipelines. In this book chapter, we 
describe an RC-seq method modified from the one used in refer-
ence [49] to incorporate MDA whole genome amplification 
instead of MALBAC due to more uniform coverage and reliability 
in subsequent PCR validation of L1 insertions, which has further 
enabled detection of somatic L1 insertions found in neurons.

2 Materials

Solutions should be prepared with molecular grade water, i.e., 
water purified by filtration and deionization to achieve a resistivity 
of 18.2 MΩ cm at 25 °C (such as Mili-Q water produced by 
Millipore Corporation water filtration stations) or water distilled 
and filtered by 0.1 μm membrane filters (such as Ultrapure Water 
provided by Invitrogen—Life Technologies). All the other reagents 
used in solutions must be Molecular Biology Grade certified by the 
manufacturers. Solutes used for solutions should also be high 
purity level. It is recommended to reserve a set of general molecu-
lar biology materials (bench, racks, pipettes, tip boxes, thermocy-
clers, pre-PCR hood, etc.) for nuclei picking and whole genome 
amplification.

 1. Sucrose (Sigma-Aldrich).
 2. Tris–HCl pH 8.0.
 3. Calcium Chloride (Sigma-Aldrich).

2.1 Single Nuclei 
Isolation from Neurons
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 4. Magnesium Acetate Tetrahydrate (Sigma-Aldrich).
 5. 0.5 M ethylenediaminetetraacetic acid disodium salt solution 

(EDTA, Sigma-Aldrich).
 6. dl-Dithiothreitol solution, BioUltra (DTT, Sigma-Aldrich).
 7. Triton™ X-100 (Sigma-Aldrich).
 8. cOmplete™ ULTRA Tablets, Mini, EASYpack Protease 

Inhibitor Cocktail (Roche).
 9. Refrigerated centrifuge for 1.5 mL tubes.
 10. Dry ice.
 11. Surgical material (scalpel and forceps). Scalpel blades size 

20–24.
 12. 6 mm Vented Petri Dish P-560 (Greiner BIO-One).
 13. Douncer.
 14. Corning™ Falcon™ Test Tube with Cell Strainer Snap Cap 

40 nm (Beckton Dickinson).
 15. 2.0, 1.5, and 0.2 mL tubes.
 16. Dulbecco’s Phosphate-Buffered Saline with Calcium and 

Magnesium (PBS+) (ThermoFisher Scientific/Life 
Technologies).

 17. Dulbecco’s Phosphate-Buffered Saline No Calcium and 
Magnesium (PBS) (ThermoFisher Scientific/Life Technologies).

 18. Goat Serum Standard, Sterile-Filtered (ThermoFisher 
Scientific/Life Technologies).

 19. Bovine Serum Albumin (BSA), lyophilized powder 
(Sigma- Aldrich).

 20. Sodium Azide, ReagentPlus® (Sigma-Aldrich).
 21. Millex-GP Syringe Filter Unit, 0.22 μm, polyethersulfone, 

33 mm, gamma sterilized (Millipore).
 22. Mouse anti-NeuN antibody, clone A60 (Millipore).
 23. Goat Anti-Mouse IgG1 APC (Abcam). Other antibodies like 

Goat anti-mouse Alexa488 (Invitrogen) or Goat anti-Mouse 
IgG (H + L) Secondary Antibody, DyLight® 488 conjugate 
(ThermoFisher) have been also tested successfully.

 24. SYTOX® Blue Dead Cell Stain, for flow cytometry (Life 
Technologies).

 25. MOFLO Astrios High Speed Cell Sorter (Beckman Coulter).
 26. Axiovert 200 M Fluorescence/Live Cell Imaging Microscope 

(Zeiss) coupled to a Transferman® NK 2 (Eppendorf) micro-
manipulator and a CellTram® Vario (Eppendorf). TransferMan 
and CellTram can be adapted to other microscopes, such as 
IX71 Inverted Microscope (Olympus).

Single Cell RC-seq
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 27. Non-bevelled embryo biopsy pipette (biopsy needle), OD 
35 μm and 30° bend (The Pipette Company).

 28. DNA AWAY™ Surface Decontaminant (ThermoFisher 
Scientific).

 29. Precleaned Forsted end Microscope Slide—Hybridization 
Slides (ProSciTech).

 30. Ethanol, not molecular grade (for cleaning).
 31. Low lint paper wipes (such as Kimtech Science Kimwipes).

 1. Thermocycler.
 2. Pre-PCR hood with ultraviolet lamp.
 3. DynaMag™-96 Side Magnet plate (Life Technologies).
 4. Safe Blue Light Imager or UV trans-illuminator (Safe Blue 

Light source is preferable).
 5. Benchtop centrifuge for 0.2 mL tubes.
 6. Gel tray, gel combs, electrophoresis tank, and power pad.
 7. 0.2 and 1.5 mL tubes, 0.2 mL tubes, PCR-grade.
 8. Agarose, Molecular Grade (Bioline).
 9. Tris Base ULTROL Grade (Calbiochem).
 10. Agencourt® AMPure® XP beads (Beckman Coulter).
 11. 0.5 M ethylenediaminetetraacetic acid disodium salt solution 

(EDTA, Sigma-Aldrich).
 12. SYBR® Safe Nucleic Acid Gel Stain (Life Technologies).
 13. DNA ladder. Recommended: a ladder with several bands in the 

200–700 bp rage, and bands up to 20 kb, e.g., GenRuler 1 Kb 
Plus DNA ladder 0.5 μg/μL (Thermo Scientific).

 14. RepliPHI™ Phi29 Reagent Set (Epicentre).
 15. MyTaq™ MS DNA Polymerase (BioLine).
 16. Mung-Bean Nuclease (New England Biolabs).
 17. Potassium hydroxide (KOH, Sigma-Aldrich).
 18. Hydrochloric acid (HCl, Ajax Finechem Pty Ltd. B).
 19. Ethyl-alcohol, Pure (Sigma).
 20. Resuspension buffer from Illumina® Library Prep Kits.
 21. TAE Buffer (40 mM Tris, 20 mM Acetic acid, 1 mM EDTA).
 22. Gel Loading Buffer (20% glycerol, 0.04% Orange G stain).
 23. Thio-phosphate modified random hexamers (1 mM). 

Sequence: 5'NNNN*N*N3', where * indicates a thio- 
phosphate linkage modification (see Note 1).

 24. Primers for amplification quality control PCR [47]: chr5_fwd 
5'GGAGTCATCCTCCAGGTTATTGTTACCATC3'; chr5_rev 

2.2 Whole Genome 
Amplification 
by “Multiple 
Displacement 
Amplification” (MDA)
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5'CCTTGGAAGAGGGAGAAATTCCTTGGTTA3'; chr10_
fwd 5'CTTTCCGCCTAACTAGAATGCAGACCA3'; chr10_
rev 5'CGCTCGTGTTGGGAAGAAGACTCC3'; chr15_fwd 
5'TGCTGGAGCAATACTCAGAACTGTTGC3'; chr15_rev 
5'GCTAATCCCTGCAGTAATTTCAAATGGCT3'; chr20_
fwd 5'CTGGACCAAGTGGCTTCTTCGACTAG3'; chr20_
rev 5'GCGTGCCGAAGTCTAGGTCTTTATATCTAG3'. All 
primer stocks should be prepared at 100 μM.

Materials for this section are described in reference [50], also pub-
lished by Springer Protocols.

The PCR validation method reported here must be considered as 
a general guideline, since each retrotransposon insertion is unique 
and will require individual sequence analysis and modulation of 
PCR conditions to achieve a successful validation. Software and 
reagents described here are suggestions, but a wide range of alter-
natives are available to achieve the same goals.

For Insertion Characterization and Primer Design

 1. Genome Browser (https://genome.ucsc.edu/, from the 
University of California, Santa Cruz—UCSC).

 2. BLAST® (https://blast.ncbi.nlm.nih.gov/Blast.cgi).
 3. Reverse Complement tool (http://www.bioinformatics.org/

sms/rev_comp.html).
 4. Primer3 software (PrimerBasics).

For Amplification

 5. MyTaq™ MS DNA Polymerase (BioLine).
 6. Roche Expand Long Range dNTPack.
 7. Platinum® Taq DNA Polymerase High Fidelity.

For DNA Imaging and Purification

 8. Agarose electrophoresis material and Safe Blue Light Imager 
or UV trans-illuminator (Safe Blue Light source is 
preferable).

 9. Material for agarose gel-purification of DNA.

For Cloning

 10. Promega pGEM®-T vector system.
 11. Life Technologies TOPO® PCR cloning system.
 12. Material for molecular cloning, bacteria transformation, cul-

ture, and DNA extraction.

2.3 Retrotransposon 
Capture Sequencing 
(RC-Seq)

2.4 Validation

Single Cell RC-seq
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3 Methods

The aim of this protocol is to identify somatic L1 insertions pres-
ent in specific neurons of a given human donor. As a general over-
view, the protocol comprises the isolation of single neuronal nuclei 
followed by amplification of the single nuclei genomic DNA 
(whole genome amplification) to generate sufficient material to 
complete RC-seq and future validation experiments. RC-seq is a 
well-established method that has been previously described in 
Volume 1400, “Transposons and Retrotransposons—Methods 
and Protocols”; from the series “Methods in Molecular Biology” 
also from Springer Protocols, with the title “Retrotransposon 
Capture Sequencing (RC-seq): A Targeted, High-Throughput 
Approach to Resolve Somatic L1 Retrotransposition in Humans,” 
by Sanchez-Luque et al. 2016 [50].

The approach described here to obtain and isolate nuclei is 
specifically centered in neuronal cells, although the same technique 
has been used for the detection of somatic L1 insertions in neurons 
as well as in non-neuronal brain cells [49] (using a protocol adapted 
from [51, 52]). However, the Multiple Annealing and Looping 
Based Amplification Cycles (MALBAC) whole genome amplifica-
tion method used in combination with RC-seq requires the addi-
tion of several modifications to the standard RC-seq protocol [41, 
42, 49]. The alternative Multiple Displacement Amplification 
(MDA) approach reported here for whole genome amplification 
generates very high molecular weight amplicons and does not 
require any fixed sequence introduced by the primer oligonucle-
otides [47, 53]. Thus, this MDA-generated DNA is perfectly com-
patible with the RC-seq protocol mentioned above [50] and the 
indications necessary to link it with the current protocol are given 
in Sect. 3.3.

MDA is a PCR-free method used for whole genome amplifica-
tion (WGA) [53]. The amplification is performed in an isothermal 
reaction using the highly processive Phi29 DNA polymerase. This 
enzyme is able to 5' → 3' displace annealed DNA strands while 
catalyzing an elongation reaction. The displaced DNA strands can 
therefore bind new hexamers and serve as templates, rendering 
denaturing steps of cycling-based methods unnecessary. Cycling- 
based MALBAC, previously used in combination with RC-seq 
[49], generates 500–1500 bp amplicons [54] while the MDA 
method reported here (adapted from [47]) allows the generation 
of amplicons several kilobases in length. Although validation of 
5' L1-genome junctions is possible using MALBAC amplified 
material [49], PCR amplification of entire insertions (empty/filled 
PCR) is compromised for insertions longer than the MALBAC 
amplicon size. MDA libraries comprising longer DNA fragments 
enable PCR amplification across full-length L1 insertions, as well 
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as identification of possible alterations of the 5' L1-genome junction 
(i.e., inversions or transductions) [47, 48]. Details about these 
features are described in Sect. 3.4.

RC-seq is a hybridization-based capture method for enriching 
sequencing libraries in L1 junctions that has been repeatedly used 
for the detection of L1 insertions in human tissue and single cells, 
as well as human-induced pluripotent stem cell lines [41, 42, 49, 
55, 56]. However, similar enrichment can be achieved by different 
approaches of L1-targeted library generation as L1 profiling [45], 
SIMPLE [57], ME-Scan [46], or the most recent SLAV-seq pre-
sented in Chap. 13 of this book [44].

As explained in the Introduction, somatic L1 insertions will 
be identified by comparison to the germline genome of the indi-
vidual. Each individual’s genome contains a cohort of polymor-
phic L1 insertions, of which a significant number may be absent 
from the reference genome or any other database. Further valida-
tion experiments will consist of PCR for detection of the appro-
priate L1 insertion in independent neurons, but to rule out the 
possibility of an unreported polymorphic insertion, control reac-
tions with input DNA from bulk brain and other unrelated tissue 
from the same donor need to be included. The L1 insertion will 
be considered somatic only if the PCR product is not detected in 
unrelated control tissue. Thus, genotyping the polymorphic inser-
tions of the individual is essential to properly filter the sequencing 
calls that are more likely to be true somatic insertions. Any new 
insertion detected by bulk RC-seq in both brain and liver, for 
example, will be automatically discarded from the potential 
somatic L1 variants called in neurons. Therefore, RC-seq experi-
ments with bulk DNA from brain and other control tissue from 
the same individuals need to be performed as described in the 
abovementioned protocol [50].

Preparation

 1. Set up a refrigerated 1.5 mL tube centrifuge to 4 °C.
 2. Prepare Nuclear Extraction Buffer (NEB): 0.32 M Sucrose, 

10 mM Tris–HCl ph 8.0, 5 mM Calcium Chloride, 5 mM 
Magnesium Acetate, 0.1 mM EDTA, 1 mM DTT, 0.1% Triton 
X-100, and 1× Protease Inhibitor Cocktail (1 tablet/10 mL). 
Allow 2 mL of NEB for every 5 mg of sample. A stock of NEB 
buffer can be prepared with all the components but DTT, 
Triton X-100, and Protease Inhibitor Cocktail. The last three 
components are to be added to small aliquots immediately 
before use. Here are the calculations for a 22 mL solution of 
NEB stock (without DTT, Triton X-100, and protease inhibi-
tors) and for a 2 mL fresh, ready-to-use NEB final solution 
(see Note 2).

3.1 Single Nuclei 
Isolation from Neurons

Single Cell RC-seq
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NEB stock, 22 mL NEB final solution, 2 mL (μL)

Sucrose 1.82 M 4.4 mL NEB stock solution 1760

Tris–HCl 1 M pH 8.0 250 μL DTT 0.1 M   20

Calcium chloride 1 M 125 μL Protease inhibitor 
cocktail—Roche 
complete ultra mini 
(1 tablet/mL 
solution)

 200
Magnesium acetate 1 M 125 μL
EDTA 500 mM 5 μL

Molecular grade H2O 17.1 mL Triton X-100 10%   20

 3. Prepare blocking buffer: 1× PBS+, 10% Goat Serum Standard, 
0.5% BSA, and 0.1% Sodium Azide. Here are the calculations 
for a 100 mL solution of Blocking Buffer. Once the buffer is 
prepared, it must be filtered through a 0.2 μm low protein 
binding filter. Keep the buffer on ice until its use (see Note 3 
about the PBS to use).

Blocking buffer, 100 mL

PBS+ 90 mL

Goat serum standard 10 mL

BSA 0.5 g

Sodium Azide 0.1 g

 4. Prepare the following pre-mix of antibodies and incubate them 
at 4 °C protected from light for 20 min (see Note 4 about the 
considerations on the antibody mix preparation).

Component Positive mix (μL) Negative mix (μL)

Blocking buffer 150 150

Anti-NeuN (1:300) 0.4–1 –

Anti-mouse IgG1 
APC (1:300)

0.33–1 0.2–0.5

 5. Prepare a generous dry ice bed and place Petri dish, scalpel, 
and forceps on it for cooling.

 6. In a pre-PCR hood free of DNA contamination, UV irradiate 
an aliquot of PBS solution and a number of 0.2 mL tubes into 
which nuclei will be picked for 40 min (see Notes 5 and 6). 
Allow 1 mL of PBS solution for a picking of up to 96 nuclei.

 7. Close the 0.2 mL tubes inside the hood and pay attention to 
not touch the rim or the interior of the cap of the tubes after 
they are irradiated.
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 8. Keep the 0.2 mL tubes, a Blocking Buffer aliquot (allow 1 mL), 
and the irradiated PBS aliquot on ice.

 9. Prepare a container with a 0.2 mL tube-rack in a dry ice bed 
(for snap-freezing the picked nuclei).

 10. Set up the Microscope. Usually the main switch must be turned 
on for a certain amount of time in advance in order to the light 
bulb to warm up.

 11. Clean door handles, the tip of the arm, the stage, the tube 
holder, and the benchtop centrifuge with DNase away.

 12. Load the Biopsy Needle. First remove bubbles from the oil in the 
arm by purging them out; place the needle with the tip up and 
push it all the way into the arm (see Note 7); then tighten it by 
holding the plastic tip of the arm while turning the metal screw 
(Fig. 2a); and finally move the oil surface to the front of the 
needle but stop ~5 mm before the end of the tip (see Note 8).

 13. Load the slide. First clean the slide with 70–80% ethanol and a 
low lint paper wipe; then move the stage to fit the tube holder 
on the opposite side to the arm and clamp the slide by moving 
the right side of the stage only (Fig. 2a); finally, place a 40 μL 
drop of PBS on the left side of the slide (for washing the nuclei, 
see Note 9) and a 20 μL drop of Blocking Buffer on the right 
side (that will be combined with the sample at the moment of 
the picking, see Note 10).

 14. Prepare the Biopsy Needle. Wash the needle by aspirating 
~10 μL of Blocking Buffer (leaving the air drop gap between 
the oil and the buffer) and pumping them out, and then draw 
~5 μL of PBS into the needle (Fig. 2b, see Note 11).

 15. Focus the microscope on the edge of the drop to more easily 
find the focus plane for the nuclei.

 16. Set up needle positions in the Transferman software. Center 
the needle within focus window and set this position as 
“Center” (see Note 12), usually by pushing the button in the 
center of the joystick. Set up “Position 1” with the needle right 
above the liquid surface. Set up “Position 2” with the needle 
at the height of the tube (Fig. 2c).

Procedure

 1. Working on a bed of dry ice, place the tissue sample in a pre-
cooled Petri dish using the forceps and shave ~5 mg of sample 
using the scalpel.

 2. Transfer the sample into the douncer and immediately proceed 
to homogenization.

 3. Homogenize with slow up and down moves of the douncer 
avoiding the generation of bubbles, for 90 s. Time is critical for 
this step.
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 4. Transfer the homogenized solution to the filter cap of the 
40 nm cell strainer tube and allow it to filter through.

 5. Transfer the filtrate to a fresh 2 mL Eppendorf tube.
 6. Centrifuge at 900 × g, 4 °C for 7 min.
 7. Carefully discard the supernatant by gently inverting the tube. 

Quickly aspirate the remaining buffer with a pipette without 
disturbing the pellet.

 8. Add 175 or 500 μL of Blocking Buffer to the sample and incu-
bate for 15 min on ice (see Note 13).

 9. Vortex briefly to resuspend.

Fig. 2 Typical settings for single nuclei picking at the Zeiss Axiovert 200 M Microscope. (a) The standard dis-
position of the different elements involved in the sample picking within the working frame of the microscope. 
Note that the Tube Holder is set for the horizontal disposition of the collection 0.2 mL tube. The closer drop to 
the tube is the PBS, and the further one is the sample. In this way, the workflow of the needle is from right to 
left in the picture: a nucleus will be picked from the sample; move leftwards to the PBS drop for wash; and 
move further leftwards to the collection tube. (b) Detail of the needle (Biopsy pipette) with a representative 
distribution of the fluids inside: sample in the tip and mineral oil in the body, both separated by an air gap. 
Notice the angled tip of the needle. (c) Schematic representation of the position settings of the needle. Notice 
that position “Center” is established within the horizontal plane in reference to the objective lens; “Position 1” 
and “Positon 2” are established in the vertical axis in reference to the surface of the drops and the height of 
the collection tube, respectively
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 10. Combine sample with antibodies premixes (see Note 14):

Positive tube (μL) Negative tube (μL)

Sample 150 Sample 25

Positive mix of 
antibodies

150 1× Block buffer 125
Negative mix of antibodies 150

 11. Incubate the staining mixes for 45 min to 1 h at 4 °C, pro-
tected from light.

 12. Bring each sample to 1 mL final volume with PBS+.
 13. Centrifuge the samples at 900 × g, 4 °C for 10 min.
 14. Carefully aspirate the supernatant by pipetting and discard it.
 15. Add 400–500 μL of chilled PBS+. Gently dislodge the pellet 

from the side of the tube by pipetting or by brief vortexing.
 16. Add 1 μL of SYTOX blue stain to each tube.
 17. Incubate the samples for 20 min at 4 °C and gently resuspend 

the pellet by pipetting.
 18. Transfer into cell sorting tubes, and prepare sorting collection 

tubes with 150 μL of Blocking Buffer per every sample.
 19. Perform FACS sorting using MOFLO Astrios High Speed 

Cell Sorter at a slow flow rate of 100–400 event/s with a 
70 μm nozzle at 60 psi. Set the collecting chamber to room 
temperature to maintain the nuclei integrity. Events must be 
first gated using forward and side scatter of cells, and then by 
positive staining for NeuN and SYTOX. Use the control sam-
ple stained with SYTOX plus the secondary antibody only, to 
rule out unspecific staining. An example of the gating param-
eters can be found in reference [49].

 20. After collecting the NeuN+ nuclei population in a sorting tube, 
place the tube on ice. Add 20 μL of the sorted nuclei sample to 
the Blocking Buffer drop within the slide. Let the combined 
sample sit for 10 min to allow nuclei to settle on the slide (see 
Note 15).

 21. Proceed to picking nuclei. Once the positions of the needle 
have been set in Step 16, Preparation, horizontal movements 
should be done only with the stage, while the needle should be 
moved only vertically between “Position 1” and “Position 2” 
and in the approaching to the nuclei. Use 10× magnification.

 22. Aim the needle towards a nucleus, rotating the handle of the 
joystick of the Transferman to move it down to surface of the 
slide within the drop containing the nuclei. Start with nuclei 
that are fairly isolated from other nuclei.

 23. Gently aspirate a single nucleus into the needle using the precision 
rotary knob of the CellTram and bring needle to “Position 1.”
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 24. Move the stage to place the needle above the PBS drop and 
move the needle down into the drop rotating the handle of the 
joystick of the Transferman (see Note 16).

 25. Pump the nucleus out into the PBS and re-aspirate it into the 
needle using the rotary knob of the CellTram. Do this proce-
dure as fast as possible.

 26. Move the needle to “Position 2.” Open the 0.2 mL collection 
tube within the Microscope Chamber and pay special care not 
to touch the rim. Bring the tube in the tube holder to the 
needle by operating the stage.

 27. After depositing the nucleus in the tube, bring the tube away 
from the needle by operating the stage. Close the tube and 
spin it down in the benchtop centrifuge for 10 s.

 28. Place the tube on the rack on dry ice.
 29. Repeat Steps 21–28 until you have picked the desired number 

of nuclei. The PBS washing drop should be replaced after every 
12–24 nuclei picked. Also, before replacing the PBS, take a 
sample of the drop into a 0.2 mL tube as a negative control 
(see Step 3 of the Procedure for Whole Genome Amplification 
below).

SAFE STOPPING POINT. You can store the picked nuclei at 
−80 °C for few days, although it is recommendable to proceed 
immediately to whole genome amplification.

Preparation Day 1

 1. Prepare Lysis Buffer 1×: 200 mM Potassium Hydroxide 
(KOH), 5 mM EDTA, and 40 mM DTT. A 2× solution with-
out DTT (400 mM KOH; 10 mM EDTA) can be prepared 
and stored at room temperature away from light. KOH is typi-
cally supplied in pearl format, so it has to be weighed first and 
the volumes of the other components calculated accordingly. 
As a guideline, here are the calculations for 15 mL of 2× KOH- 
EDTA solution, and for a 15 reactions (42 μL) of 1× lysis buf-
fer (see Notes 17 and 18).

KOH-EDTA solution 2× 
(15 mL)

1× Lysis buffer for 15 
rxn (42 μL)

KOH 320 mg 2× KOH- EDTA 21 μL

EDTA 0.5 M 285 μL DTT 0.1 M 16.8 μL

H2O 13.96 mL H2O 4.2 μL

 2. Prepare neutralization buffer 1×: 400 mM HCl; 600 mM Tris–
pH 7.5. A stock solution can be prepared and stored at room 

3.2 Whole Genome 
Amplification 
by “Multiple 
Displacement 
Amplification” (MDA)
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temperature away from light (NOTE for clean environment 
before preparation). Here are the volumes for an 8 mL stock 
solution (see Notes 18 and 19).

1× Neutralization buffer (8 mL)

HCl (1.16 g/mL, 32% purity) 314 μL

Tris 580 mg

H2O 7.68 mL

 3. UV irradiate pipettes, racks, tips (open the boxes for irradia-
tion), and tubes (open and in the rack) in a pre-PCR hood for 
10–20 min. UV irradiate the Lysis and Neutralization Buffer 
stocks.

 4. Set up a thermocycler with a 30 °C block, 40 °C lid.

Procedure Day 1

 1. Prepare Lysis Buffer 1× from the stock.
 2. After irradiation, thaw the components for the reaction mix in 

the pre-PCR hood and prepare the master mix (see Note 20). 
Keep the mix on ice until use.

Component 1 rxn (μL) 14 rxn (μL)

10× Reaction Buffer 2 28

25 mM each dNTP solution 1.6 22.4

1 mM Random thio- 
phosphate Hexamers

1 14

H2O 10.8 151.2

Phi29 enzyme (100 U/μL; 
0.1 μg/μL)

0.4 5.6

 3. Place the nuclei tubes and PBS control at room temperature. 
Include an additional empty tube labelled as Blank control 
(see Note 21).

 4. Add 2.8 μL of Lysis Buffer 1× to each tube (see Note 22).
 5. Add 1.4 μL of Neutralization Buffer to each tube (see Note 22).
 6. Add the enzyme to the master mix as detailed in Step 2. Pipette 

the entire volume of the master mix up and down for 2–3 times 
to ensure a homogeneous solution.

 7. Add 15.8 μL of master mix to each tube (see Note 22).
 8. Place the tubes in the thermocycler at 30 °C for 16 h (see Note 23 

for an appropriate timing of the reaction).
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Preparation Day 2

 5. Prepare two 0.8% agarose gels in 1× TAE with sufficient wells 
for samples and controls, plus flanking wells for molecular 
weight markers.

 6. Prepare a 2% agarose gel in 1× TAE with sufficient wells for 
samples and controls, two additional wells, and wells for 
molecular weight markers.

 7. Place an aliquot of AMPure® XP beads at room temperature. 
Allow 60 μL of beads per reaction.

 8. Prepare 80% of ethanol solution. Allow 900 μL per reaction.
 9. Prepare sufficient 0.2 mL tubes for samples and controls, and 

add 49 μL of molecular grade H2O to each of them. They will 
be used to prepare a dilution 1:50 of each raw amplified 
 material.

 10. Set up a thermocycler with the protocol: 30 °C, 30 min; 4 °C 
forever; for a reaction volume of 50 μL. Lid must be at 40 °C.

 11. Set up a thermocycler with the following protocol: (94 °C, 
3 min) × 1; (94 °C, 1 min; 68 °C*, 1 min; 72 °C, 1 min) × 13; 
(92 °C, 1 min; 55 °C, 1 min; 72 °C, 1 min) × 27; (72 °C, 
10 min; 4 °C, hold) × 1. In the step marked with an asterisk, 
include a modification of −1 °C/cycle.

Procedure Day 2

 9. Take the amplification reactions from the thermocycler imme-
diately after the 16 h incubation (see Note 24).

 10. Transfer 1 μL of each tube to the corresponding prepared 1:50 
dilution tubes with 49 μL of molecular grade H2O. Vortex 
them, spin them in a benchtop centrifuge, and store them at 
−20 °C.

 11. Add 20 μL of molecular grade water to each sample.
 12. Add 1.3 volumes of AMPure® XP beads to each tube (53 μL), 

mix by pipetting ten times, and incubate at room temperature 
for 15 min (see Note 25).

 13. Place the tubes on a magnetic rack for 2 min. Aspirate and 
discard the supernatant.

 14. Add 200 μL of 80% ethanol to each tube without disturbing 
the beads and incubate at room temperature for 30 s.

 15. Remove the ethanol and repeat Step 14 once.
 16. Remove the ethanol (use a 10 μL pipette to remove the resid-

ual liquid) and allow the tubes to air-dry on the magnetic rack 
for 15 min.

 17. Add 26 μL of resuspension buffer to each tube. Remove the 
tubes from the magnetic rack and flick until beads are completely 
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resuspended (see Note 25). Spin the tubes briefly in a benchtop 
centrifuge to collect all the volume in the bottom of the tube, but 
avoid pelleting the beads during the spin.

 18. Incubate at room temperature for 2 min and place the tubes 
back in the magnetic rack. Incubate at room temperature for 
5 min (the liquid must appear clear).

 19. Transfer the supernatant to new fresh tubes.

SAFE STOPPING POINT. You can store the samples at 
−20 °C or proceed immediately for the next step.

 20. Quantify DNA concentration of the 1:50 dilution prepared at 
Step 10 using Qubit® Fluorometric Technology. As a first 
attempt, use 10 μL of the 1:50 dilution for a standard Qubit 
quantification following manufacturer’s instructions. If the 
concentration is too high, proceed to measure smaller volumes 
(Qubit quantification preparations can tolerate volumes from 1 
to 10 μL). If the concentration is too low to be measured, pro-
ceed to Step 21 and check Note 21 assessment of WGA perfor-
mance. Calculate the concentration and the total amount of 
DNA of the original undiluted samples (see Notes 26 and 27).

 21. Run 10 μL of the 1:50 dilution in a 0.8% agarose gel electro-
phoresis in 1× TAE. Amplification should be detected as a 
thick ~20 kb band (Fig. 3a, see Note 21).

 22. Proceed to the debranching reaction with the successfully 
amplified nuclei. Thaw the cleaned-up 25 μL volume WGA 
samples on ice if they were stored at −20 °C.

 23. Prepare a debranching master mix for all the amplified nuclei 
plus the controls (including the Blank and PBS amplified con-
trols). Here are the calculations for a 14 reaction master mix:

Component 1 rxn (μL) 14 rxn (μL)

Mung-Bean Nuclease 10× 
reaction buffer

5 70

Molecular grade H2O 19 266

Mung-Bean DNase 10 U/μL 1 14

 24. Add 25 μL of master mix to each tube. Incubate the tubes at 
30 °C for 30 min in a thermocycler. Set a 4 °C hold after the 
reaction (see Note 28).

 25. Place an aliquot of AMPure® XP beads at room temperature 
for 30 min (do that while the reaction at Step 24 takes place). 
Allow 70 μL of beads per reaction.

 26. Add 1.3 volumes of beads to each tube (65 μL), mix by pipet-
ting ten times, and incubate at room temperature for 15 min.

Single Cell RC-seq



236

 27. Place the tubes on a magnetic rack for 5 min. Aspirate and 
discard the supernatant.

 28. Add 200 μL of 80% ethanol to each tube without disturbing 
the beads and incubate at room temperature for 30 s.

 29. Remove the ethanol and repeat Step 28 once.
 30. Remove the ethanol (use a 10 μL pipette to remove the resid-

ual solution) and let the tubes air-dry on the magnetic rack for 
15 min.

 31. Add 21.5 μL of resuspension buffer to each tube. Remove the 
tubes from the magnetic rack and flick until beads are com-
pletely resuspended. Spin the tubes in a benchtop centrifuge to 
collect all the volume in the bottom of the tube, but avoid pel-
leting the beads during the spin.

 32. Incubate at room temperature for 2 min and place the tubes 
back in the magnetic rack. Incubate at room temperature for 
5 min (the liquid must appear clear).

Fig. 3 Representative control analysis of a MDA experiment. (a) Imaging of a gel electrophoresis run using 
10 μL of the 1:50 dilution of the original whole genome amplification reaction described in Step 10, Procedure 
in Sect. 3.2. Notice how the bulk of the amplification appears as a band of ~20 kb. (b) Imaging of a gel elec-
trophoresis run using 10 μL of the 1:50 dilution of the debranched whole genome amplification reaction as 
described in Step 43 in the same section. Notice how, after debranching, the original single band in (a) becomes 
a smear that extends from ~20 kb to fragments below 500 bp. (c) Imaging of a gel electrophoresis of the 
Quality Control PCR for assessing the MDA coverage. The black arrow heads on the right point the four differ-
ent fragments expected from the multiplex PCR. The white arrowhead points the primer “leftover” of the reac-
tion. For all the gels: M marker, B blank control (duplicated), PBS PBS control, numbers represent different 
nuclei. In (c), NTC is the No-Template Control of the PCR, and + is the positive control of the PCR, performed 
with 10 ng of genomic DNA input
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 33. Transfer 21 μL of the supernatant to new fresh tubes.
 34. Prepare a 1:4 or 1:8 dilution by transferring 1 μL of the eluted 

DNA to a fresh new tube and adding 3–7 μL of molecular 
grade water (see Note 29).

SAFE STOPPING POINT. You can store the samples at 
−20/−80 °C until you proceed with RC-seq experiments.

 35. Quantify DNA concentration of the 1:4 or 1:8 dilution pre-
pared at Step 10 using Qubit® Fluorometric Technology. As 
a first attempt, use 1 μL of the dilution for a standard Qubit 
quantification following manufacturer’s instructions. If the 
concentration is too high when using the 1:4 dilution, pro-
ceed to a 1:8 dilution. Calculate the concentration and the 
total amount of DNA in the original undiluted samples. 
Check that the total amount of DNA in every sample is con-
sistent with the previous values obtained directly after the 
WGA reaction (you should expect close but slightly lower 
values).

 36. Prepare a final 1:50 dilution with the remaining 1:4 or 1:8 
dilution by adding 37.5 or 43.72 μL, respectively, of molecular 
grade water to the remaining 1:4 or 1:8 dilutions.

 37. Proceed to the WGA Quality Control PCR. Transfer 2 μL of 
each 1:50 debranched DNA dilution, as well as the WGA con-
trol reactions, to a fresh tube. Prepare an additional tube with 
2 μL of molecular grade water for No-Template Control PCR, 
as well as a tube with 2 μL of a 5 ng/μL dilution of human 
genomic DNA as a positive control for the PCR (see Note 30).

 38. Prepare the WGA Quality Control PCR master mix. Here are 
the volumes for a 15 reaction master mix:

Component 1 rxn (μL) 15 rxn (μL)

MyTaq 5× reaction buffer 4 60

Primer chr5_fwd 100 μM 1 15

Primer chr5_rev 100 μM 1 15

Primer chr10_fwd 100 μM 1 15

Primer chr10_rev 100 μM 1 15

Primer chr15_fwd 100 μM 1 15

Primer chr15_rev 100 μM 1 15

Primer chr20_fwd 100 μM 1 15

Primer chr20_rev 100 μM 1 15

Molecular grade H2O 5.8 87

MyTaq Enzyme 5 U/μL 0.2 3
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 39. Add 18 μL of master mix to each PCR reaction tube. Place the 
tubes in the thermocycler indicated in Prepare Day2, Item 11 
and proceed to the PCR reaction (see Note 31).

 40. After the PCR reaction, add 4 μL of Gel Loading Buffer 6× to 
each tube and load the 24 μL samples in the 2% agarose gel. 
Include molecular weight marker lanes.

 41. Run the samples at 120 mA until proper separation of the dif-
ferent multiplexed amplicons is achieved.

 42. Image the gel and analyze the performance of each nuclei in 
the WGA reaction. The WGA Quality Control PCR consists of 
a multiplex amplification of four different amplicons within the 
human genome. The amplicons have sizes of 532, 423, 291, 
and 140 bp. Only nuclei with minimum three out of the four 
bands are considered adequate for downstream analysis. 
Figure 3c shows a representative example of a WGA Quality 
Control PCR (see Note 32).

 43. Resolve 10 μL of the remaining 1:50 dilution from Step 37 in 
a 0.8% agarose gel in 1× TAE. Combine 10 μL of the 1:50 
solution with 2 μL of 6× Loading Buffer. Run at 100 mA until 
proper separation of the DNA fragments is achieved.

 44. Image the gel and analyze the efficiency of the debranching 
reaction. A properly debranched DNA should appear as a 
smear expanding downwards from ~20 kb (Fig. 3b shows an 
example of typically debranched DNA).

 45. Satisfactorily debranched DNA samples with ≥3 bands in the 
WGA Quality Control PCR can be used for subsequent steps 
of the protocol.

SAFE STOPPING POINT. You can store the samples at −20 °C 
until further use.

As indicated in Sect. 3, it is necessary to perform parallel RC-seq 
experiments using genomic DNA extracted from the same brain 
area from which the neurons were obtained and another tissue 
from the same donor. This experiment must be performed as 
described in previously published RC-seq method [50]. 
Nonetheless, a few modifications are required to adapt the 
RC-seq protocol from reference [50] to single neurons: disregard 
the sections describing DNA extraction and proceed directly to 
the sections for DNA shearing using a total of 1 μg of deb-
ranched WGA DNA from the positively amplified neurons instead 
of genomic DNA.

RC-seq will, in principle, detect any L1 3' breakpoint, and will 
detect 5' breakpoints of full-length L1 insertions, and heavily 5' 
truncated L1 insertions. Sequencing outcomes can be computa-
tionally analyzed following the general guidelines specified in the 
referred RC-seq protocol [50], with modifications as described in 

3.3 Retrotransposon 
Capture Sequencing 
(RC-Seq)
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reference [49] to exclude molecular artifacts generated during 
WGA and Illumina library preparation. In addition to the RC-seq 
computational pipeline, there are additional software tools capable 
of analyzing data generated by the RC-seq bench protocol. 
TEBreak (https://github.com/adamewing/tebreak), which uses 
a breakpoint consensus and local sequence assembly approach to 
detecting insertions, is a suitable recommendation. Paired-end 
sequence data generated by RC-seq should be aligned to a suitable 
reference genome using a short-read aligner capable of soft- 
clipping reads such as BWA [58] or Bowtie2 [59]. For BWA we 
recommend using the -Y parameter to soft-clip supplementary 
alignments, and we recommend marking PCR duplicates with a 
suitable tool such as Picard MarkDuplicates (https://broadinsti-
tute.github.io/picard). TEBreak can be run with default parame-
ters on most RC-seq datasets, following the instructions in the 
documentation will yield predicted transposable element insertions 
in a tab-delimited format.

RC-seq and other high-throughput sequencing-based methods for 
insertion calling are useful for capturing junctions of unreported 
insertions [41, 45–47, 60]. The RC-seq analysis pipeline will pro-
vide a stack of different reads crossing the putative L1-genome 
junction, while TEBreak will generate a consensus of the different 
unique reads that cross a potential L1-genome junction. The vali-
dation of a somatic insertion is the experimental confirmation that 
a computationally derived prediction actually corresponds to a real 
insertion using an orthogonal sample preparation method on the 
original DNA sample. Validation is necessary because there is a 
high risk of chimera formation during the preparation of sequenc-
ing samples. A chimera is a DNA fragment comprising sequences 
from two or more distal locations in the genome that has been 
artifactually generated during sample processing. DNA polymer-
ases and ligases used during library preparation and PCR-based 
enrichment methods can generate chimeras in a variety of ways. 
Thus, the null hypothesis must always be that a putative insertion 
is actually a chimera.

An ideal PCR validation entails amplification of the entire 
insertion, or filled site, comprising both 5' and 3' L1-genome 
junctions and the body of the integrated retrotransposon. PCR 
products should be Sanger sequenced in their entirety [41, 42, 47, 
48, 61]. Validated insertions are expected to bear the structural 
hallmarks of TPRT (Fig. 1) [6, 16, 21, 31, 62, 63]. In WGA-based 
experiments, the performance of the WGA amplification and aver-
age amplicon size may hinder the amplification of an entire filled 
site. In this case, independent amplification of both 5' and 3' 
L1-genome junctions is sufficient for TSD annotation as well as 
junction-specific features [49].

3.4 Validation
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A true somatic insertion will not be detected by PCR in the 
bulk genomic DNA from the control tissue of the donor (i.e., liver 
for insertions detected in single neurons) [41, 42, 49]. Depending 
on how prevalent a somatic insertion is in the tissue of interest (i.e., 
brain), it may be detected by PCR in bulk genomic DNA from that 
tissue [41, 42], and it may also be detected by PCR in WGA mate-
rial from additional single neurons where it was missed by high- 
throughput sequencing [47–49].

Here, we present some general guidelines for optimal primer 
design and PCR cycling conditions, beginning with characteriza-
tion of an L1-genome junction spanning sequencing read or con-
sensus sequence obtained from a high-throughput sequencing 
approach.

 1. Identify the fragment of the junction sequence that corre-
sponds to the L1 element. Online tools such as BLAST® using 
the consensus sequence of L1 are very useful (L1 consensus 
can be found at RepBase [64]). For 3' L1-genome junctions, a 
long polyA tract should be readily identified.

 2. Orient the junction sequence so that the L1 element is in the 
sense orientation.

 3. If the insertion has been detected at both ends, identify the 
TSD as the overlapping sequence between the 5' and 3' 
genomic flanks. Reconstruct the predicted empty site by fusing 
the sequence of both genomic flanks with only one TSD (see 
Note 33).

 4. If the insertion has been detected only at one end, select the 
genomic flank.

 5. Mark additional information like the orientation of the ele-
ment sequence at the 5' junction with respect to the consensus 
(see Note 34) or the presence of untemplated nucleotides.

 6. Use BLAT tool of the Genome Browser for identifying the 
location of the flanking genomic DNA.

 7. Insertions occurring into repeated regions may produce mul-
tiple BLAT hits, so it may be necessary to evaluate the most 
likely location (the BLAT Score, the calculated Identity and 
the Start and End points may help for this). Determine whether 
the insertion is on the sense or antisense strand relative to ref-
erence genome. Proceed to inspect the Browser for the best 
hit. Zoom out 1.5–3 times and inspect the genomic environ-
ment of the insertion (see Note 35).

 8. Retrieve the DNA of the target site from the menu “View” and 
the option “DNA.” Choose the appropriate strand and select 
“Mask Repeats to Lower Case.”

 9. Transfer the retrieved sequence to the text editor file. Annotate 
the break point, the TSD, and the potential Endonuclease 
motif if possible.
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Characterization of insertions in this way should help to dis-
criminate potential chimeras. Primer design and further validation 
is a tedious process, so it is helpful to shortlist insertions in this step 
to prioritize validation attempts (see Note 36). Given the preva-
lence of L1 3' end sequences in the human genome [1], it is pref-
erable to design the most specific primers possible for the 3' 
L1-genome junction, and then design compatible 5' L1-genome 
junction primers.

 1. Reconstruct the 3' junction comprising ~130 nt of the consen-
sus 3' end of the L1 element and a ~20 nt polyA tract, fol-
lowed by the genomic 3' flank (see Note 37).

 2. Choose a standard primer in forward within the 3' end of the 
L1 consensus. A primer ending in the specific L1_Ta trinucleo-
tide [13, 65, 66] increases the specificity for the highly active 
L1-Ta family [43, 45] (see Note 38).

 3. Use a primer design software to minimize mispriming and 
primer self-complementarity. Here we use Primer3, input ver-
sion 0.4.0.

 4. Introduce the 3' junction. Flank with squared brackets “[]” 
from the first A in the polyA to the end of the TSD (estimate 
the TSD as 15–20 nt if the 5' junction is not detected) to mark 
the region that the primers must flank. Force the use of the 
primer from Step 2 as “left primer.” Set Product Size Range to 
150–250 bp and set “Min. Primer. Tm.” to 60 °C. Use the 
default values for the rest of the parameters.

 5. Select a genomic 3' flank primer. If there are repeated regions 
within the 3' genomic flank, choose a primer within non- 
repetitive sequence, or at least place the 3' end of the primer 
within non-repetitive sequence (see Note 39).

 6. Re-set the Primer3 interface and introduce the sequence of the 
empty site. Mark the TSD with square brackets as in Step 4. 
Force the software to use the primer designed in Step 5 as 
“right primer.” Set the rest of the parameters as in Step 4. Run 
the software and select a genomic 5' flank primer, avoiding 
repeat sequences as described in Step 5.

A range of different polymerases can be used for the PCR vali-
dation of the junctions and the PCR validation of the full length 
insertion (empty/filled PCR). A robust Taq polymerase, frequently 
without proofreading activity (e.g., MyTaq from Bioline) is a good 
choice for the 3' junction PCR.

As a first approach, use the recipe: 4 μL of 5× MyTaq Reaction 
Buffer; 20 pmol of L1_3' primer; 20 pmol of genomic 3' flank 
primer; 0.2 μL of MyTaq 5 U/μL; 10 ng of DNA; and up to 20 μL 
of molecular grade water for a single reaction; and the following 
cycling conditions: (95 °C, 2 min) × 1; (95 °C, 30 s; 60 °C, 30 s; 
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72 °C, 30 s) × 25; (72 °C, 5 min; 4 °C, hold) × 1 (see Note 40). 
Resolve the PCR products on a 2% agarose gel and be aware that 
amplicons may slightly differ with the estimated expected size, 
since the real length of the polyA tract in the new insertion cannot 
be estimated from the high-throughput sequencing read. Include 
a non-template PCR control, and control reactions with 10 ng 
input genomic DNA extracted from the same brain area from 
which the neurons were isolated and a control tissue.

In the case of empty/filled PCRs, the fact that the primers 
target flanking, non-repeated sequences will increase their specific-
ity. Processive, proof reading enzymes like Expand Long Range 
dNTPack (Roche) or Platinum® Taq DNA Polymerase High 
Fidelity (ThermoFisher Scientific) are recommended. As a first 
approach, use the recipe: 5 μL of 5× Reaction Buffer with MgCl2; 
1.25 μL of 10 mM each dNTPs; 0.67 μL of 100% DMSO; 10 pmol 
of each franking primer; 0.35 μL of Expand Long Range enzyme 
blend; 4 ng of input DNA; up to 25 μL of molecular grade water 
for a single reaction; and the following cycling conditions: (92 °C, 
2 min) × 1; (92 °C, 10 s; 58 °C, 15 s; 68 °C, 6 min) × 10; (92 °C, 
10 s; 58 °C, 15 s; 68 °C, 6 min + ∆20 s/cycle) × 30; (68 °C, 
10 min; 4 °C, hold) × 1 (see Note 41). Design the experiment and 
controls as for the 3' junction validation described above. The 
empty product must be present in all the single neurons and posi-
tive controls, but the filled product must be detected in the 
expected single neuron and absent from the control tissue.

If the empty/filled PCR is not successful, a 5' junction PCR 
can be attempted for insertions captured only at the 3' junction. 
Since the length of an insertion is a priori unknown, we recom-
mend multiple PCR reactions using the fixed genomic 5' flank 
primer in combination with battery of L1 antisense primers evenly 
distributed across the element sequence (see Note 42). Additionally, 
it is worth mentioning that alternative TPRT events like 5' inver-
sions or transductions may hinder this validation strategy. Sanger 
sequencing of the detected amplicons in the validations experi-
ments can be performed using conventional molecular biology 
techniques.

It is worth noting that in some cases, insertions detected in a 
single neuron by next-generation sequencing techniques were later 
revealed by PCR validation to be present in additional analyzed 
neurons [47–49], indicating that high-throughput sequencing 
analysis had underestimated the true prevalence of the insertion. 
Thus, we recommend that once an insertion has been validated in 
the single neuron in which it was originally detected, the full panel 
of neurons should be genotyped for the presence of the insertion 
(see Note 43). Attempt 3' and 5' junctions, as well as empty/filled 
PCR, since amplification drop out may have affected either of the 
junctions in a given cell.
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4 Notes

 1. Phi29 DNA polymerase has 3' → 5' exonuclease activity as 
part of its proofreading activity. In the initial stages of the reac-
tion, when the hexamers are in abundance but input DNA has 
not been sufficiently amplified, the highly processive 3' → 5' 
exonuclease activity of Phi29 can degrade the hexamers and 
impair the amplification reaction. To avoid this, it is extremely 
important to use thio-linkage modified hexamers in the two 
3'-most nucleotides [67].

 2. Protease inhibitor cocktail is supplied in tablets in foil blister 
packs. Prepare the required cocktail by dissolving the tablets at 
a ratio of 1 tablet per 1 mL of molecular grade water.

 3. The original recipes use PBS without magnesium and calcium 
[51, 52], but the presence of these two cations in the PBS+ as 
well as the other components of the Blocking Buffer detailed 
here helps to maintain the integrity of the nuclei.

 4. The mixes can be prepared and left for incubation while per-
forming Steps 1–10. Note also that the antibody dilutions 
indicated here should be considered as guidelines, since every 
batch of antibodies must be optimized independently. As an 
example, in other recipes the Alexa Fluor488 secondary anti-
body is used at a 1:500 dilution, although in our hands this 
condition results in unspecific staining. Prepare the antibody 
dilution in Blocking Buffer. The volumes indicated in the table 
for use of antibody dilutions are a starting point for adjusting 
the antibodies batches. The added Blocking Buffer can be 
diluted up to 1:4 with PBS+ if the level of staining is not 
satisfactory.

 5. Use a disposable laboratory coat and long cuff gloves for pick-
ing and WGA.

 6. Items 6–12 can be prepared during the cytometry sorting of 
the nuclei in Step 19 if the sorting is going to be performed by 
an operator in a central cytometry facility.

 7. The needle angled tip needs to be close to horizontal in the 
“picking position” of the arm. The device is designed in such a 
way that loading the needle with the tip pointing up when the 
arm is in the “loading position” will result in the optimal nee-
dle angle when in the “picking position” (nearly parallel to the 
slide). Be aware of the potential presence of bubbles in the 
needle; purge and repeat the cleaning and preparation of the 
needle if they appear during the process.

 8. The reason for not bringing the oil to the end of the needle is 
to prevent the oil from reaching the section of the needle used 
for picking the nuclei. However, if the gap between the PBS in 
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the tip of the needle and the oil is too big, it will be difficult to 
aspirate liquid into the needle since there will be a delay 
between the rotary knob turning and the actual aspiration.

 9. Do not use PBS+ for washing the nuclei. The nuclei have to be 
washed in PBS without magnesium and calcium because these 
cations as well as goat serum and BSA in the Blocking Buffer 
may interfere with subsequent amplification.

 10. Items 13–16 can be prepared once the sorted solution is ready. 
This way, the Blocking Buffer and the PBS will be cold when 
picking starts.

 11. It is important to have PBS always present in the tip of the 
needle when aiming to pick a nucleus. Don’t attempt picking 
with a dry needle tip.

 12. The needle must be in the center of the field observed through 
the lens, but not inside or touching the drop, so it will be 
slightly out of focus as it will be above the focal plane.

 13. The nuclei are very unstable at this moment, so dispense the 
Blocking Buffer carefully on the wall of the tube and don’t 
disturb the pellet. This incubation eases the stress of the nuclei 
before adding the antibodies mix. The volume of Blocking 
Buffer to resuspend the nuclei must be optimized empirically, 
since it should be optimized for the amount of nuclei that the 
sample/extraction generates. Recommended volumes for set-
ting up tries are 75, 125, 300, or 500 μL.

 14. The distribution of the sample along the Positive and Negative 
Mixes of antibodies is asymmetrical. The Control Tube will be 
used to set up the gating parameters in the cytometer and does 
not need as many events as the Positive Tube, so the amount 
of cell suspension added can be reduced as indicated in the 
table.

 15. The amount of sample used as source for picking must be 
adjusted according to the yield of the sorting. If the amount of 
nuclei is too high, they will be too close together for a success-
ful individual picking. As a starting reference for adjusting, for 
a sorting with ~5000 events, combine 10 μL of sample with 
30 μL drop of Blocking Buffer on the slide.

 16. Notice that as soon as the needle enters the PBS drop, the 
volume inside can be partially pumped out due to pressure dif-
ferences between inside and outside the needle. Since only the 
very surface of the slide is in focus, there is high risk of losing 
the nucleus if this is expelled before reaching the bottom of the 
drop. Therefore, it is recommended to bring the needle as fast 
as possible within the focus plane, close to the slide. Be aware 
that if the nucleus is expelled and not recovered, the drop of 
PBS is considered contaminated and, consequently, it should 
be replaced.
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 17. Potassium hydroxide from the lysis buffer tends to crystallize 
and precipitate after a time. Do not use the lysis buffer if it is 
more than 3 weeks old or if it has clear crystals in the solution. 
The concentration of potassium hydroxide in a crystallized 
solution is altered and, therefore, pH will not be neutralized by 
the Neutralization Buffer in Step 5. See Note 21 for how to 
deduce a failure of the Lysis Buffer from the control reactions 
of the WGA.

 18. The WGA reaction is very sensitive to contamination. In these 
early steps of the process, any contaminating DNA is suscepti-
ble to being amplified, which will severely confound down-
stream results. Prepare all these buffers in a DNA-free area and 
use a DNA removing product to clean pipettes and surfaces 
(hydrogen peroxide, SDS-based products, or sodium hypo-
chlorite is recommended). Use only brand new manufacturer- 
sealed dispensable serological pipettes, fresh new molecular 
grade water, and clean bottles. Do not open the buffers out-
side a pre-PCR hood after they are prepared.

 19. Be very careful when preparing HCl dilution. Calculations are 
made for a specific HCl stock solution with the parameters 
indicated in the table. Molar concentration of different HCl 
stock solutions can be calculated using the formula: 
Concentration (Molar) = density (g/mL) × percentage (%) × 
10/36.46. For an example percentage of 32%, introduce value 
32, not 32/100.

 20. Prepare the reaction master mix without enzyme and keep it at 
4 °C. Keep the manufacturer’s enzyme tube in a −20 °C cooler 
and only add the enzyme to the mix after Steps 3–5 are 
completed.

 21. The PBS control is necessary for the quality of the amplifica-
tion. It consists of a WGA reaction using a drop of the PBS for 
“washing” the nuclei used during the picking. DNA from 
degraded nuclei in the sample is a potential source of contami-
nation of the input DNA material. This PBS control WGA reac-
tion will serve to evaluate the presence of such DNA in the 
nuclei solution. On the other hand, the Blank control is a reac-
tion that will provide information about the quality of the Lysis 
and Neutralization Buffers used for the nuclei and DNA dena-
turation. Spoiled solutions will not buffer the pH  properly and 
will result in a failure of the amplification. The Phi29 enzyme is 
able to produce amplified material using only the input hexam-
ers, even without input DNA. A failure of the amplification 
detected in Steps 20 and 21 for nuclei and also Blank control 
likely indicates that lysis and neutralization solutions were not 
prepared properly. Check and replace your solutions in that 
case. A bulk sorted nuclei control and a 10 pg DNA input con-
trol are optional positive controls of amplification.
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 22. During and after the lysis of the nuclei, there are high chances 
of losing part of the input DNA in aerosols or stuck to the 
pipette tip, which will negatively impact the coverage of the 
WGA. Pipette all the volumes with extreme care using a single 
channel pipette. Do NOT dip the pipette tip in the sample 
already present in the tube, drop the volumes from the top of 
the surface of the sample without breaking the surface tension, 
and do NOT pipette up and down the volume for mixing.

 23. Probably the most time-efficient way of performing this reac-
tion is to perform the 16 h incubation overnight. Thus, reac-
tions started around 5:00–6:00 p.m. will be conveniently done 
by 9:00–10:00 a.m. the next day.

 24. Phi29 enzyme 3' → 5' exonuclease activity is a high risk for 
degrading the synthesized DNA when the reaction runs out of 
nucleotides, the incubation temperature increases, or the reac-
tion volume is reduced due to evaporation. Thus, it is critical 
not to let the reaction go longer than 16 h. Certain protocols 
include a 95 °C, 3 min inactivation step that can be pro-
grammed in the thermocycler and hold the reaction at 4 °C 
[47] although we obtained substantial amplification yield by 
immediately following the 16 h incubation with the AMPure® 
XP beads clean up. See Note 23 for appropriate timing.

 25. Due to the branched nature of the WGA DNA, AMPure® XP 
beads frequently aggregate to generate clumps. The dilution 
performed in Step 11 is intended to reduce this, but you can 
proceed as normal even if the clumps have been formed. In the 
resuspension Step 17, pipette the sample up and down several 
times to reduce the aggregation of the clumps and facilitate 
DNA elution.

 26. This Qubit quantification can be performed during the clean-
 up incubation Steps 12 and 15.

 27. Related to Note 20, the WGA of negative controls (“PBS” 
and “Blank”) typically yields half of two-thirds of the concen-
tration of the positive ones. However, amplification in the 
negative controls is expected for Phi29 enzyme since it can 
use primers dimers as substrates for elongation and generate 
equally long amplicons. This activity has not been reported 
to have an adverse effect when actual input DNA is added to 
the reaction. Until the WGA Quality Control PCR of Step 
37, no estimation of contamination and real amplification can 
be done.

 28. Mung-Bean Nuclease is a very aggressive nuclease. Although 
specific for single strand DNA, low concentrations of DNA 
or extended reaction times can lead to total degradation of 
the DNA sample. Despite the hold at 4 °C, it is strongly rec-
ommended to take the reaction tube and proceed to the 
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AMPure® XP beads clean up immediately after the incubation 
time is finished.

 29. If first attempts measuring the concentration with the 1:50 
dilutions of the original WGA reactions of Step 20 with 10 μL 
were within the range of the Qubit High Sensitivity assay, typi-
cally 1:4 dilutions will work too. Otherwise, proceed to 1:8 
dilutions.

 30. Note that the WGA Quality Control PCR in other protocols is 
performed with the 1:50 dilutions of the original WGA reac-
tions of Step 20 [47]. However, after the debranching reac-
tion, the amount of DNA can be severely reduced, but the 
DNA can eventually become more accessible for PCR. We 
consider that doing the PCR in the final step, after debranch-
ing and before proceeding to RC-seq or any other enrich-
ment/sequencing methods is more appropriate for choosing 
the most suitable samples.

 31. WGA Quality Control PCR cycling protocol takes more than 
2 h. Steps 43 and 44 to evaluate the performance of the deb-
ranching reaction can be done during this time.

 32. After the WGA Quality Control PCR, several conclusions can 
be drawn from the results of the different controls. If the No- 
Template Control has any of the four bands, reagents for the 
WGA Quality Control PCR are contaminated by any of the 
amplicons and they must be depurated and reordered, and the 
PCR must be repeated before assessing the quality of the sam-
ples. The positive PCR control with 10 ng of human genomic 
DNA must present the four expected bands, otherwise it 
would be an indication of failure of the PCR itself. PCR 
reagents should be checked and replaced in case they are 
expired or degraded. Blank control must NOT present any 
band, otherwise Lysis or Neutralization buffers, or any of the 
reagents used in the WGA reaction could be contaminated 
with DNA. PCR reactions using aliquots from the washing 
PBS droplet used during single nuclei picking (described in 
Step 29 of the Prodedure in Sect. 3.1) as input must NOT 
present any band, otherwise the nuclei preparation must have 
been contaminated and nuclei extraction need to be repeated 
paying special attention to steps aiming for nuclei integrity 
preservation. If all the controls work as expected and very few 
neurons produced ≥3 bands in the WGA Quality Control 
PCR, please ensure that the tissue sample is in good condition, 
verify that it has not been thawed at any time from the moment 
of extraction, extract genomic DNA from bulk tissue and assess 
its integrity by gel electrophoresis, and repeat the nuclei prepa-
ration paying special attention to steps aiming for nuclei integ-
rity preservation.
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 33. The failure in the detection of TSDs may pinpoint possible 
deletions in the insertion site or the presence of a very long 
TSD, but may also result from two artifactual L1-genome 
junction chimeras mapping close to each other.

 34. Be aware that the L1 element may undergo inversion/dele-
tions during its retrotransposition and the 5' end of the ele-
ment can be in antisense respect to the consensus [16, 68].

 35. Pay special attention to the Repeat Masker tab, which indicates 
repeated sequences in the target site area. Repeats may hinder 
the validation PCR due to nonspecific primer binding. Try to 
adjust the frame of the selection to include non-repeated 
sequences on both sides of the insertion point.

 36. Some criteria for narrowing the number of insertions: presence 
of TPRT hallmarks; identification of the L1 sequence as 
belonging to the L1_Ta subfamily [13, 65, 66]; the presence 
of an A-rich region (in sense) within the target site together 
with a non-clean polyA tract in the captured 3' junction is a 
strong indicative of chimerism; a requirement of a clean polyA 
tract of ≥30 nt is a suggested starting criteria.

 37. Copy-paste this sequence: GGATAGCATTGGGAGATATAC 
CTAATGCTAGATGACACATTAGTGGGTGCAGCG 
CACCAGCATGGCACATGTATACATATGTAACTAACC 
TGCACAATGTGCACATGTACCCTAAAACTTAGAGTA 
TAATAAAAAAAAAAAAAAAAAAAA. The primer suggested 
in Note 38 is underlined, and the target of the RC- seq probe 
is in bold.

 38. This shortened primer from the reported L1HsTailSP1A2 has 
an optimized melting temperature of 60 °C: AGATATAC 
CTAATGCTAGATGACAC [45].

 39. Some advice if the software does not generate any primer: if 
the sequence is pyrimidine-rich, try to increase “Primer Size” 
parameter; progressively increase the “Product Size Range” by 
50 nt increments.

 40. Despite the specificity imposed by a 3' flanking genomic 
primer, the L1_3' primer can generate multiple undesired 
amplicons. Start with 25 cycles and increase this number only 
if positive but very faint bands are detected.

 41. Although primers are designed for 60 °C, it is better to start 
with melting temperature of 58 °C since DMSO is included to 
increase the stringency of the annealing conditions. Decrease 
melting temperature or DMSO, or increase the input DNA if 
no bands are detected. On the contrary, increase temperature 
to 60 °C and/or increase DMSO contribution to 1.25 μL if 
you obtain a ladder of nonspecific bands.

 42. Some recommended L1 primers for this attempt are provided 
in reference [50].
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 43. When analyzing the results of full panel of neurons, take in 
consideration that the length of the 3' polyA can vary across 
the neurons [48].
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Chapter 13

Single-Cell Whole Genome Amplification and Sequencing 
to Study Neuronal Mosaicism and Diversity

Patrick J. Reed, Meiyan Wang, Jennifer A. Erwin, Apuã C.M. Paquola, 
and Fred H. Gage

Abstract

Neuronal mosaicism describes the extent of intercellular genotypic diversity within a single human brain. 
This somatic variability is driven by numerous mechanisms including errors in DNA replication acquired 
throughout development and by the activity of endogenous retrotransposons. The study of retrotransposi-
tion in neuronal mosaicism may prove crucial to understanding the true complexity of normal and aberrant 
brain function. Specifically, numerous lines of evidence suggest that retrotransposition specific aspects of 
neuronal mosaicism may contribute to the unresolved etiology of many neurologic and neuropsychiatric 
disorders. Here, we describe the SLAV-Seq method, a recent advancement in the field over previous 
approaches used to study the diversity of LINE-1 based neuronal mosaicism at the single-cell level. We 
describe in detail, methodology for the isolation of single cells from bulk tissue by FACS, the amplification 
of single-cell genomic DNA by multiple displacement amplification (MDA), the targeted enrichment of 
LINE-1 somatic events, and the sequencing of the LINE-1 enriched library. Finally, we discuss methods 
for the quantification and analysis of the neuronal mosaicism identified by SLAV-Seq and some of the cur-
rent technical limitations.

Key words SLAV-Seq, Single cell, Neuronal mosaicism, Somatic mosaicism, WGA, MDA, 
Retrotransposition, LINE-1

1 Introduction

The adult human brain comprises approximately 90 billion  neurons 
[1]. It has long been thought that the genetic information of these 
cells, needed to establish the diverse repertoire of neuronal sub-
types and orchestrate assembly into complex neural circuits, was 
invariant. However, significant research over the last decade has 
identified numerous mechanisms which create stochastic inter-
cellular genomic diversity throughout human development. The 
totality of this diversity, somatic mosaicism, is the presence of 
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 distinct genotypes within the somatic cells of a single organism. 
Throughout human development, somatic mosaicism is mediated 
by the accumulated burden of single nucleotide variants (SNVs), 
copy number variants (CNVs), and structural variants (SVs) owing 
to the imperfect fidelity of DNA replication, recombination, and 
repair and to cellular exposure to free radicals, UV light, oxidative 
stress, and other mutagens [2]. Additionally, several lines of evi-
dence have proven that LINE-1 transposable elements are not only 
expressed in the human brain but also actively transpose during 
neurogenesis [3–5]. As such, LINE-1 Mobile Element Insertions 
(MEIs) in the developing brain add a unique additional layer of 
diversity to neuronal mosaicism.

Transposable elements comprise nearly 45% of the human 
genome [6]. However, only a small percentage of these mobile ele-
ments are still capable of mobilization [7]. LINE-1 elements are 
6 kb elements that encode open reading frame 1 protein 
(L1ORF1p), an RNA-binding protein [8], and L1ORF2p, a pro-
tein with endonuclease [9] and reverse transcriptase [10] activity. 
Human-specific LINE-1 (LINE-1Hs) retrotransposons comprise 
the only transposon family known to be autonomously active in 
humans, with approximately 100 active LINE-1Hs elements per 
individual [11]. Interestingly, recent evidence suggests that LINE- 
1Hs activity is higher in the neuronal cells of Schizophrenic indi-
viduals compared to neurotypical controls [12]. This could be 
indicative of a unique role within the brain and may contribute to 
the unresolved etiology of many neurologic and neuropsychiatric 
disorders [13].

Whole genome sequencing of bulk brain tissue is a powerful 
method that can be used to study many aspects of genetic varia-
tion, including neuronal mosaicism. However, WGS of bulk tissue 
is severely limited by sequencing depth in its sensitivity to detect-
ing rare events. For this reason, the systematic study of neuronal 
mosaicism requires single-cell genome sequencing [14]. Single- 
cell sequencing vastly increases the sensitivity of detecting unique 
events but is limited by technical variability of single-cell whole 
genome amplification (WGA) methods, cost, and the throughput 
of processing single cells. As WGA methods continue to improve, 
single-cell-based sequencing methods are quickly becoming the 
gold standard in the study of somatic mosaicism. For the study of 
MEIs, WGA followed by targeted enrichment for LINE-1 events 
greatly increases the sensitivity of detecting unique insertions and 
increases the ability to resolve the correct structure of the integra-
tion event.

The aim of this chapter is to give the reader a solid understand-
ing of the SLAV-Seq method, its utility in the field of neuronal 
mosaicism, advantages, current limitations, and future applications. 
First, we begin by reviewing general methods for the  isolation of 
single cells from bulk tissue as well as methods for the amplification 
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of single-cell genomic DNA. We will then discuss the protocol for 
SLAV-Seq in detail, the analysis of bulk and single-cell SLAV-Seq 
data, methods for the validation of findings, and future directions 
for the field.

Individual cells can be isolated from the tissue using micromanipula-
tion, for example, pipetting [15], serial dilution [16, 17], or microw-
ell dilution [18]. Although these methods are cheap and easy to 
apply, they are low-throughput, and susceptible to errors. Another 
approach, which is also classified as micromanipulation, is the optical 
tweezer technology [19]. This technology relies on laser beam to 
capture cells. Laser-capture microdissection [20, 21] provides a low-
throughput way of isolating DNA from single cells in their native 
spatial context, but the quality of sequencing data derived from 
microdissected single cells has been relatively poor [14].

Single cells or nuclei isolation can also be achieved by flow 
sorting using fluorescence-activated cell sorting (FACS) [22]. The 
advantages of FACS-based cell isolation include high accuracy, 
high-throughput, cell type-specific, and unbiased single-cell isola-
tion [23, 24]. However, FACS requires cells in suspension as 
 starting materials. The native spatial information of the cells will be 
lost during the preparation. Recent progress in microfluidic devices 
has enabled new era of single-cell isolation [23, 25]. These devices 
allow the compartmentalization and controlled management of 
reactions by controlled liquid streaming. Microfluidic devices pro-
vide several advantages, including high throughput with less effort, 
reduced reagent costs, and improved accuracy in single-cell isola-
tion [24]. Similar with FACS, microfluidic devices require cells in 
suspension as starting materials.

Given the current limitations of sequencing technology, fol-
lowing single-cell isolation, genomic DNA must be amplified. A 
high-fidelity, low-bias method for WGA from single cells is a huge 
challenge in the field because it requires faithful amplification from 
picograms of genomic DNA without the loss or distortion of any 
particular loci or alleles (Fig. 1). Unlike for DNA sequencing from 
bulk cell populations or for single-cell RNA sequencing, the initial 
copy number for single-cell DNA is limited. The first group of 
methods that attempted to amplify entire human genomes  
from single cells relies on PCR amplification with either common 
sequences or degenerate or random oligonucleotide priming [26]. 
The principle of Degenerate Oligonucleotide Primed PCR (DOP- 
PCR) employs oligonucleotides of partially degenerate sequence, 
with a random six-base sequence at the 3′ end and a fixed sequence 
at the 5′ end. For the initial amplification, low annealing 
 temperature (~30 °C) ensures priming from multiple (e.g., ~106 in 
human) sites within a given genome. Strand extension is then 
achieved at an elevated temperature. The second PCR stage favors 
amplicon replication. High stringency amplification with a primer 

1.1 Single-Cell 
Isolation and Whole 
Genome Amplification
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targeting the 5′ fixed sequence at high annealing temperature aims 
to produce enough DNA for next-generation sequencing. DOP-
PCR often yields low genome coverage, which is pertinent to the 
exponential amplification of PCR [27]. DOP-PCR uses thermo-
stable polymerases, which have higher error rates than thermola-
bile polymerases, leading to more mutations generated from the 
amplification process. Although lacking whole genome coverage, 
DOP-PCR can be well suited for measuring CNVs on a large 
genomic scale with large bin sizes [28].

Multiple Displacement Amplification (MDA) was developed 
in 2001 by Lasken and coworkers [29] taking advantage of the 
unique properties of the DNA polymerase from bacteriophage 
Φ29 polymerase, which has high processivity and strong strand 
displacement activity [30]. The Φ29 DNA polymerase can amplify 
DNA isothermally at 30 °C and has a high replication fidelity 
because of its 3′ → 5′ exonuclease activity and proofreading  activity 
[27, 31]. DNA synthesis is primed by random hexamers. Amp-
lification is achieved by a “hyperbranching” mechanism generating 

MALBAC primer

gDNA

5’

5’ 5’

5’

5’

5’ 5’

5’

Degenerate primer
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Extension

Extension

Fig. 1 Methods for whole genome amplification. Pure PCR methods include DOP-PCR, which has an initial 
amplification with low annealing temperature to ensure priming from multiple sites and a high stringency 
amplification to produce enough DNA for next-generation sequencing. Isothermal methods such as MDA use 
isothermal exponential amplification with DNA polymerase that has strand displacement activity. MALBAC has 
steps of temperature cycling to promote the looping of full amplicons, which may result in more uniform 
amplification
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long DNA fragments (>10 kb). Of note, Φ29 polymerase activity 
results in the formation of a low level of chimeric sequences [32], 
which can be reduced with endonuclease treatment [33]. Never-
theless, MDA produces much higher genome coverage than DOP-
PCR and lower error rate owing to the high fidelity of Φ29 DNA 
polymerase, which has an error rate of 1 in 106–107 [34]. However, 
like DOP-PCR, the exponential amplification process results in 
sequence-dependent bias, causing over-amplification in certain 
genomic regions and under-amplification in other regions [27].

Demands for unbiased single-cell WGA has inspired the devel-
opment of new techniques. These include the development of the 
Multiple Annealing and Looping-Based Amplification Cycles 
method (MALBAC) by Zong et al. for single-cell WGA [35]. 
MALBAC primers have a common 27-nucleotide sequence at the 
5′ end and eight random nucleotides at the 3′ end, which can 
hybridize to the DNA template at low annealing temperature. 
When the temperature is elevated, strand extension results in semi-
amplicons. The semiamplicons are then melted off from the tem-
plates. For the full amplicons with complementary ends, when the 
temperature is lowered (to 58 °C), the two ends hybridize to form 
hairpins, preventing their further amplification. After the step of 
looping full amplicons, single strand semi amplicons and genomic 
DNA are recycled as templates to produce additional semi ampli-
cons and full amplicons. The quasi-linear amplification at these first 
few cycles is critical for avoiding the sequence-dependent bias exac-
erbated by exponential amplification [27, 35]. MALBAC uses a 
thermostable DNA polymerase with strand displacement activity [35]. 
Exponential amplification of the full amplicons by PCR is then fol-
lowed, generating the amount of DNA required for next- generation 
sequencing. Please see Chap. 7 for further discussion of MALBAC.

LINE-1 retrotransposition is known to create mosaicism by insert-
ing LINE-1 sequences into new locations in the genome [36]. To 
identify somatic LINE-1 retrotransposition in single cells, several 
methods have been developed, including LINE-1-IP, RC-Seq 
(Chap. 12), and, most recently, SLAV-Seq [4, 37, 38]. These 
methods target the 5′ end or 3′ end of LINE-1 element, generat-
ing libraries enriched for LINE-1 and flanking sequences. As a 
method, SLAV-Seq outperforms other recently published methods 
in numerous ways (Fig. 2). LINE-1 capture library preparation 
using biotinylated primers increases enrichment purity. Paired-end 
sequencing increases alignment accuracy by allowing for discor-
dant reads mapping to both reference genome and LINE-1 
 consensus sequence. Physical fragmentation of DNA facilitates 
unbiased targeting unlike the use of specific primer pools. In com-
parison with the other two methods, SLAV-Seq is capable of get-
ting a much higher number of unique read starts per known 
non-reference germline loci, which leads to high confidence iden-
tification of somatic insertions [38].

1.2 SLAV-Seq
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2 Materials

 1. Sucrose.
 2. KCl 1 M.
 3. MgCl2 1 M.
 4. Tris–HCl 1 M.
 5. Dithiothreitol 1 M.
 6. Roche complete™ Protease Inhibitor Cocktail 50×.
 7. Iodixanol 60%.
 8. Triton X-100 10%.
 9. BSA (100× from NEB).
 10. NeuN antibody.
 11. DAPI.
 12. 1 mL dounce homogenizer.
 13. 40 μm Falcon™ Cell Strainers.

 1. Dithiothreitol 1 M.
 2. KOH 5 M.
 3. Molecular grade water (Dnase/Rnase free).

Reagents from GenomiPhi V2 Kit (GE Healthcare).
 4. Sample buffer.

2.1 Nuclei 
Preparation

2.2 Single-Cell 
WGA by MDA

Erwin et al. 2016 Evrony et al. 2012 Upton et al. 2015

A L1 targeting method Illumina sequencing 
library preparation
using biotynilated
L1HS-specific 
capture primer.

Illumina sequencing 
library preparation 
using L1HS-specific 
primers.

Capture of L1-
containing 
fragments after 
sequencing library 
preparation. 

B Library type Paired-end Single-end Paired-end

C Flanking end generation Sonication Amplification with a 
pool of 8 primers

Sonication

D Median number of 
unique read start 
positions at KNRGL 
loci.

71
(heterozygous 
germline loci, table
S6)

8-10
(Fig S4 of Evrony et
al 2012)

1
(heterozygous 
germline loci, table
S6)

E DNA amplification MDA MDA MALBAC

F Main data analysis
component
(L1 prediction 
algorithm)

Random Forest 
classifier with 70 
features.

Logistic regression 
with 4 features.

Researcher-defined 
rules identifying L1 
3’ junction
sequences

Fig. 2 Comparison of recent LINE-1 targeted sequencing methods. Methods used to quantify LINE-1 activity in 
single cells and bulk tissue include SLAV-Seq (Erwin et al. [38]), RC-Seq (Upton et al. [37]), and LINE-1-IP 
(Evrony et al. [4]). These methods target the 5′ end or 3′ end of LINE-1 element, generating libraries enriched 
for LINE-1 and flanking sequences. These LINE-1 targeted enrichment assays differ significantly in their meth-
odology. This is likely the primary reason for the conflicting results that have been published on rates and 
prevalence of LINE-1 activity
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 5. Reaction buffer.
 6. Enzyme mix.

 1. Molecular grade water (Dnase/Rnase free).
 2. AccuPrime Pfx SuperMix (Invitrogen).
 3. Agencourt AMPure XP system (Beckman Coulter).
 4. Dynabeads MyOne Streptavidin C1 (Life Technologies).
 5. NEBNext dA-Tailing Module (New England Biolabs).
 6. NEBNext End Repair Module (New England Biolabs).
 7. T4 DNA Ligase (Rapid) (ENZYMATICS INC).
 8. KAPA HiFi HotStart ReadyMix (2×) (kapa biosystems).
 9. JE281L1_ACA: /5biosg/ATATACCTAATGCTAGATGAC 

AC*A
(The asterisk denotes phosphorothioate linkages).

 10. Custom asymmetric annealed adapters:
 11. JED501+JED50×_lig: 5′-AATGATACGGCGACCACCGAG 

ATCTACACNNNNNNNNACACTCTTTCCCTACACGAC
GCTCTTCCGATC*T-3′
Annealed to:
JED50×_lig: /5Phos/GATCGGAAGAGCGTCGTGTAGGG
AAAGAGTGT/3AmM/-3′
(The asterisk denotes phosphorothioate linkages).

 12. JE50*: 5′-CAAGCAGAAGACGGCATACGAGANNNNNN 
NGTGACTGGAGTTCAGACGTGTGCTCTTCCGA 
TCTNT AACTAACCTGCACAATGTGCAC- 3′.

 13. JE620: 5′-AATGATACGGCGACCACCGAGATCTACAC- 3′.

3 Methods

Prepare the following buffers.

NIM

Reagent Final concentration

Sucrose 0.25 M

KCl 25 mM

MgCl2 5 mM

Tris–HCl 10 mM

DTTa 1 mM

Protease inhibitora 1×

Water –

aAdd freshly before use

2.3 SLAV-Seq

3.1 Nuclei Isolation 
for FACS

Single-Cell Whole Genome Amplification and Sequencing to Study Neuronal…
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ODN

Reagent Final concentration

Sucrose 0.25 M

KCl 150 mM

MgCl2 30 mM

Tris–HCl 60 mM

Water –

Nuclei storage buffer

Reagent Final concentration

Sucrose 5.7%

MgCl2 5 mM

Tris–HCl 10 mM

DTTa 1 mM

Protease inhibitora 1×

Water –

aAdd freshly before use

ODN with 29% Iodixanol

Reagent Final concentration

Iodixanol 29%

ODN

ODN with 50% Iodixanol

Reagent Final concentration

Iodixanol 50%

ODN

Keep everything on ice.

 1. Cut piece of sample on dry ice into tube to dounce.
 2. Add 1 mL NIM +0.1% Triton X-100 mix per sample.
 3. Dounce 10–15 strokes on ice. Start with loose 1–2 times then 

move to tight. Spin at 1000 × g, 8 min, 4 °C.
 4. Aspirate supernatant and gently resuspend in 250 μL of NIM.
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 5. Strain through 40 μM filter.
 6. Add 250 μL ODN with 50% Iodixanol to tube and mix well.
 7. Add 500 μL ODN with 29% Iodixanol to a new tube. Then 

slowly layer 500 μL of NIM/iodixanol mixed sample on top of 
29% iodixanol.

 8. Spin at 13,500 × g for 20 min at 4 °C.
 9. Remove supernatant, leave as little as possible without disturb-

ing pellet.
 10. Add 50 μL nuclei storage buffer on top of nuclei. Leave on ice 

about 10 min for passive resuspension.
 11. NeuN staining:
 (a)  Add 1 μL of NeuN antibody to 50 μL of resuspended 

nuclei + 15 μL of BSA (100× from NEB).
 (b) Incubate at 4 °C in dark rotating for 1 h.
 (c)  Add 450 μL of nuclei storage buffer to nuclei before sort-

ing. Add 1:10,000 of DAPI.

Protocol adapted from [39] using GenomiPhi V2 DNA Ampli-
fication Kit (GE Healthcare).

*MDA kit is also available from Qiagen REPLI-g Single  
Cell Kit.

 1. Prepare lysis buffer.

Component Volume (μL)

DTT, 1 M 40

KOH, 5 M 40

H2O 920

 2. Aliquot 1.5 μL lysis buffer into each tube.
 3. Place single-cell material into a PCR tube with 1.5 μL lysis 

buffer.
 4. Incubate the samples on ice for 10 min.
 5. Incubate the sample in a thermal cycler with the following 

condition.

Cycles Temperature (°C) Time

1 65 10 min
 4 Forever

 6. Add 9 μL sample buffer to each sample.
 7. Add 10 μL of reaction buffer and enzyme mix to each sample 

and mix well by pipetting.

3.2 Single-Cell WGA 
by MDA
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Component Volume per reaction (μL)

Reaction buffer 9

Enzyme mix 1

 8. Incubate the sample in a thermal cycler with the following 
condition.

Cycles Temperature (°C) Time

1 30 5 h

65 10 min

 4 Forever

 9. Samples can be stored at −20 °C.

 1. Sonicate 10 μg of DNA to an average size of 500 bp by Covaris 
S2 sonicator with the following condition:
5% duty cycle, intensity of 3200 cycles per burst, 80 s total 
time.

 2. Purify DNA using Agencourt Ampure XP beads and resuspend 
DNA with the PCR master mix.

 3. Perform LINE-1 capture hybridization and single cycle 
extension.

Component Volume (μL)

Platinum Pfx DNA polymerase 19.5

JE281L1_ACA  0.5

 4. Incubate in a thermal cycler with the following condition.

Temperature (°C) Time

94 5 min

61.5 30 s

68 3 min

 4 Forever

 5. Clean up reaction with Agencourt Ampure XP beads.
 6. Incubate DNA with 10 μL of streptavidin magnetic beads 

overnight at 4 °C.
 7. Wash streptavidin magnetic beads three  times with 200 μL 1× 

B&W buffer.
 8. 2× B&W buffer composition

3.3 SLAV-Seq
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Component Final concentration

Tris–HCl (pH 7.5) 10 mM

EDTA 1 mM

NaCl 2 M

 9. Resuspend streptavidin magnetic beads directly in 10 μL 
NEBNext dA-Tailing Module.

Component Volume (μL)

H2O 8.5

NEBNext End Repair Reaction Buffer 1

NEBNext End Repair Enzyme mix 0.5

 10. Incubate at room temperature for 30 min and then at 75 °C 
for 30 min to heat inactivate.

 11. Wash once with 200 μL 1× B&W buffer.
 12. Resuspend in 10 μL dA tailing.

Component Volume (μL)

H2O 8.5

NEBNext dA-Tailing Reaction Buffer 1

Klenow Fragment (3′ → 5’exo-) 0.5

 13. Incubate for 30 min at 37 °C and then at 75 °C 30 min to heat 
inactivate.

 14. Wash once with 200 μL 1× B&W buffer.
 15. Resuspend in 10 μL ligation reaction.

Component Volume (μL)

H2O 4

50 μM annealed adapters 0.5

2× Rapid ligation buffer 5

T4 DNA ligase 0.5

 16. Incubate at room temperature for 15 min.
 17. Wash three times with 200 μL 1× B&W buffer.
 18. Resuspend in 13 μL H2O.
 19. Add the amplification master mix.

Single-Cell Whole Genome Amplification and Sequencing to Study Neuronal…
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Component Volume (μL)

Kappa Hifi2× mix 15

10 μM JE620 0.8

10 μM JE50* 0.8

 20. Incubate in a thermal cycler with the following condition.

Cycle Temperature (°C) Time

1 98 3 min

7 98 30 s
54 30 s
72 1 min

9 98 30 s
68 30 s
72 1 min

1 72 5 min

1  4 Hold

 21. Purify DNA twice with Agencourt Ampure beads (ratio of 
Ampure beads to DNA = 0.8:1).

After enrichment and purification by SLAV-Seq, the amplified 
DNA is used to construct libraries for NGS. In NGS, the genomic 
DNA is sheared into millions of fragments, ranging from 35 to 
400 bp in size for en masse amplification [40]. While several 
sequencing platforms are available, Illumina has emerged as the 
primary tool in most studies due to low cost per base, high- 
throughput, and low error rates [40–43]. Following amplification 
the subsequent steps prior to sequencing are dependent upon (1) 
the type of genetic variation being studied, and (2) the scope over 
which that variation is being studied. Scope of study can be split 
roughly into Whole Genome and Targeted sequencing. Types  
of genetic variation include SNVs, CNVs, MEIs, and complex 
Structural Variants.

LINE-1 Mobile Element Insertions generate a unique class of 
somatic variation which can be identified using both whole genome 
and targeted sequencing [37, 38, 44]. Unlike SNVs, CNVs, and 
most SVs which are a product of errors in DNA replication, recom-
bination, and repair, MEIs are characterized by the use of ret-
rotransposition machinery to generate novel events. Here, we will 
focus specifically on the detection of LINE-1 MEIs from targeted 
SLAV-Seq [38]. Alignment of SLAV-Seq data using BWA-MEM 
[45] produces clean peaks with minimal background that are 
 quantified using MACS Model-based Analysis of ChIP-Seq [46]. 
These peaks represent the locations of full length, truncated, and 

3.4 Quantifying 
Single-Cell Mosaicism
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LINE- 1- associated insertion events, both germline and somatic. 
Annotation of SLAV-Seq “peaks” with RepBase [47] and Repeat-
Masker [48] identifies known and likely germline LINE-1 posi-
tions. Recent methods for quantifying non-germline events utilize 
the discordant and split reads produced by BWA-MEM to identify 
insertion junction sites. Local reassembly of reads around these 
sites can help resolve the actual sequence of the insertion. Recently, 
more sophisticated machine learning approaches have been shown 
to be very accurate in distinguishing somatic from germline 
LINE-1 events. Post alignment, the data is binned into 750-bp 
equally spaced windows across the reference genome. Within each 
window, 70 features are collected from each window to train a 
random forest classifier and predict insertion events [38].

There are a significant number of factors which contribute to the 
error of single-cell sequencing analysis, and can naively be inter-
preted as true biological variation without proper validation. 
During single-cell isolation, the population of cells being isolated 
can be biased through selection based on size, viability, or propen-
sity to enter the cell cycle. Further, unlike DNA sequencing from 
bulk tissue or even single-cell RNA analysis, the limited amount of 
input material for single-cell WGA can produce biased sequencing 
results, which during analysis generate both false-positive (FP) 
errors and false-negative (FN) errors. Artifacts of amplification 
include incorrect SNV calls, loss of coverage, decreased coverage 
uniformity, allelic imbalance, and other complex variants not pres-
ent in the initial diploid genome. However, by far the largest source 
of WGA error is derived from allelic dropout events (ADO) at 
10–50% of true mutation sites [35, 49, 50].

To minimize the inclusion of technical and analytical errors in 
final call sets, variant validation is crucial. The “gold standard” 
methods for validating single-cell variants are comparison of single- 
cell to bulk sequence data and PCR followed by Sanger-sequencing 
of bulk and scDNA. Assays including 3′ PCR, 5′ PCR, and flank-
ing genomic PCR (Fig. 13.3) have been applied to validate somatic 
LINE-1 insertion candidates [4, 37, 38]. The 3′ PCR or 5′ PCR 
employs one primer complementary to the flanking genomic 
sequence and one primer complementary to the 3′ end or 5′ end 
of LINE-1, respectively. Flanking genomic PCR assay involves 
primers complementary to the 5′ and 3′ sequences flanking the 
insertions, such that the LINE-1 insertion generates a larger frag-
ment for an insertion allele and a smaller fragment for the reference 
allele. In addition to PCR, significant information both for the 
validation of somatic events and for QC of WGA bias can be obtai-
ned from comparing single-cell to bulk sequence data. Levels of 
ADO, false-positive rates, coverage uniformity, and other forms of 
errors can be directly calculated.

3.5 Validating 
Neuronal Mosaicism

Single-Cell Whole Genome Amplification and Sequencing to Study Neuronal…
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4 Conclusion

In this chapter we highlighted current methods for the study of 
single-cell neuronal mosaicism. Specifically, methods for the isola-
tion of single cells from bulk tissue, the amplification of single-cell 
genomic DNA by MDA and MALBAC, and the targeted enrich-
ment of LINE-1 sequences by SLAV-Seq. We are only now begin-
ning to appreciate the extent of complexity that neuronal mosaicism 
may add to brain function. Specifically, numerous lines of evidence 
suggest that retrotransposition-specific aspects of neuronal mosa-
icism may contribute to the unresolved etiology of many neu-
rological and neuropsychiatric disorders. It is thus crucial to 
understand the prevalence and diversity of mosaic retrotransposi-
tion at the single-cell level. To this end, large multi-institutional 
projects such as the Brain Somatic Mosaicism Network (BSMN) 
are currently undertaking this endeavor. The primary limitations to 
single-cell studies are whole genome amplification bias and sample 
processing throughput. Addressing these limitations is critical to 

Bulk sequencing Single cell sequencing

High allele frequency

Low allele frequency

Cell 1

Cell 2

Cell 3

Cell 4

gDNA

LINE1L1 insertion

3’ PCR

5’ PCR

a

b

Fig. 3 Validation of somatic variation. (a) Somatic LINE-1 events identified by targeted enrichment and 
sequencing are validated by PCR of genomic DNA. New LINE-1 insertions are often truncated on the five prime 
or three prime end. Validation rates can vary drastically depending upon the region(s) being amplified. (b) The 
integration of results from bulk and single-cell-targeted enrichment assays better resolves the prevalence of 
low frequency somatic events than either assay alone. Rare events Identified in single cells (blue and green) 
can be properly characterized by their prevalence in bulk data as either originating in a sequenced cell (green) 
or originating in the progenitor of a sequenced cell (blue)
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the advancement of the field. In many ways analogous to current 
sequencing technology, it is conceivable that the number of single 
cells capable of being studied at once will soon drastically increase. 
We believe that the advances in single-cell sequencing-based tech-
nologies will bring us closer to understanding the prevalence and 
function of neuronal mosaicism.
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Chapter 14      

FISH Analysis of Aging-Associated Aneuploidy in Neurons 
and Nonneuronal Brain Cells                                      

Grasiella A. Andriani and Cristina Montagna

Abstract

Aging is a ubiquitous complex process characterized by tissue degeneration and loss of cellular fitness. 
Genome instability (GIN) has long been implicated as a main causal factor in aging. The most severe form 
of genomic instability is whole chromosome instability (W-CIN), a state where dysfunction in chromo-
some segregation leads to whole chromosomes gains and losses. Aneuploidy is commonly linked to patho-
logical states. It is a hallmark of spontaneous abortions and birth defects and it is observed virtually in 
every human tumor. There is mounting evidence that W-CIN increases with age, with the underlying 
hypothesis that some of the age-related loss of fitness phenotypes may be the result of W-CIN. 
Methodologically, the detection of stochastic W-CIN during the aging process poses unique challenges: 
aneuploid cells are scattered among diploid cells and, contrary to the cancer genome where aneuploidy is 
present in the background of massive ploidy changes, the number of aneuploid chromosome per cells is 
usually low (few per cell). Aging-associated aneuploidy is also largely stochastic or with limited clonal 
expansion. Therefore analysis at the single-cell level and the examination of a large number of cells is neces-
sary. Here we describe a modification of the standard fluorescent in situ hybridization (FISH) protocol 
adapted for the detection of low-frequency mosaic aneuploidy in interphase cells isolated from the adult 
brain or within frozen tissue sections. This approach represents a straightforward method for the single-
cell analysis of W-CIN in mammalian cells. It is based on the combination of four probes mapping to two 
different chromosomes and analysis of interphase cells, highly reducing false positives and enabling study-
ing W-CIN also in post-mitotic tissues.

Key words FISH (Fluorescent in situ hybridization), Fluorophores, Aneuploidy, Interphase FISH, 
Genomic instability (GIN), Whole chromosome instability (W-CIN), Aging, Brain, NeuN+, NeuN−

1 Introduction

Cells that carry a chromosome number that deviates from a multiple 
of their karyotype are defined as aneuploid (an = not, eu = good, 
ploid = fold) [1] and they generally suffer from fitness disadvan-
tages relative to their diploid counterparts [2].

Aneuploidy has been associated with pathological states and it 
is not tolerated at the systemic level. In fact, only three chromo-
somes (HSA 13, HSA 18 and HSA 21) are compatible with life in 
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humans when present in the germline as trisomy. In these rare 
cases, survival of human germline trisomies occurs at the cost of 
fitness, resulting in developmental and cognitive defects. Yet, aneu-
ploidy is also associated with uncontrolled cell proliferation. It is a 
hallmark of cancer, being found in two out of three tumors, and it 
has long been proposed as a mechanism to promote malignant 
transformation [3–5].

Work from our group and others has shown that aneuploidy is 
present in disease-free tissues and it is more common than what 
was previously presumed (summarized in [6, 7]). A variety of 
mammalian tissues undergo changes in ploidy during normative 
aging, such as the brain [8–11], liver [12, 13], lymphocytes [14, 
15], oocytes [16], mouth mucosa [17], lungs, kidney, and heart 
[18], suggesting that mosaic aneuploidy is compatible with normal 
cellular functions and physiology. The link between aneuploidy 
and aging is strengthened further by the observations that aneu-
ploidy can reduce the replicative life span in yeast [19] and induce 
progeroid features in vivo. Indeed, mice defective for components 
of the Spindle Assembly Checkpoint, a surveillance machinery that 
maintains fidelity of chromosome number, exhibit increased levels 
of aneuploidy, progeroid features, and shortened life span [20, 
21]. Binucleation and aneuploidy generated by lack of vimentin 
phosphorylation in vivo is also associated with increased expression 
of senescence markers, lens cataract, and aging phenotypes in the 
skin [22, 23]. These findings suggest that somatic W-CIN is asso-
ciated with aging and propose its causal role in the induction of 
senescence and age-associated phenotypes.

Aneuploidy is significantly increased in cerebral cortex of aged 
mammals [8–10], where more than 10% of all cells have a gain or 
a loss of at least one chromosome [8]. Our group, using the tech-
niques described in this section, has shown that aneuploidy accu-
mulates in a chromosome-specific fashion in the cortex with 
chromosomes 7, 18, and Y being the most affected in mice [8]. 
This phenomenon prompts the question of what are the conse-
quences of mosaic aneuploidy in the aging brain. It has been sug-
gested that accumulation of aneuploid brain cells could contribute 
to the gradual impairment of cognitive functions associated with 
aging [7, 24]. In a functional TP53 background, aneuploid cells 
can undergo apoptosis, resulting in depletion of brain cells [7, 25]. 
Alternatively, not-diploid cells can enter senescence and induce 
activation of the senescence-associated secretory phenotype 
(SASP), as we recently reported [26]. This observation is highly 
relevant to aging because the SASP contributes to age-related 
inflammation and tissue dysfunction [27, 28], suggesting that 
aneuploid cells accumulated during aging potentially play a role in 
the etiology of age-related diseases [7]. On the other hand, aneu-
ploid cells can proliferate in the absence of TP53 [29], which could 
facilitate cancer initiation and higher brain tumor incidence at 
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older age [30]. Nevertheless, aneuploid brain cells were shown to 
establish active neural circuitry and to be able to differentiate into 
neuronal and glial lineages [9, 31], suggesting that they could pro-
vide genetic diversity to the cerebral cortex. Likewise tetraploidy in 
the chick retina has been suggested as a mechanism to increase 
neuronal diversity [32]. We are only beginning to uncover this 
phenomenon, which is likely multifaceted. The brain, which con-
trols a variety of biological functions, is a heterogeneous organ 
because it is composed of distinct subregions and several special-
ized cell types [33–35]. Thus, levels of aneuploidy may be variable 
between distinct brain areas, possibly resulting in a variety of func-
tional consequences with a variable degree of severity. In support 
of this hypothesis, we have observed very low levels of aneuploidy 
in the mice cerebellum relative to matched cerebral cortex tissue 
[8, 36]. More studies are needed to evaluate the susceptibility of 
other brain regions to the accumulation of ploidy changes during 
aging and to begin understanding their respective outcomes.

The field of age-related aneuploidization has been progressing 
at a slow peace, likely due the technical challenges associated with 
its detection. Measuring aneuploidy during aging, in our view, 
poses unique difficulties that make its characterization more chal-
lenging than other systems where this phenomenon is more prom-
inent (i.e., cancer). In aging studies, the frequency of aneuploid 
cells within a tissue is relatively low and the level of copy number 
changes is limited to one or few chromosomes per cell [8, 18, 37]. 
To overcome these technical difficulties, especially in the brain, we 
introduced a variety of modifications to routine FISH protocols to 
adapt this technique for the analysis of low-frequency, low-level 
changes in chromosome number. The approach described here 
benefits from the use of four-color interphase FISH, by labeling 
two different probes targeting the same chromosome at two dis-
tinct loci. This approach allows highly sensitive and accurate quan-
tification of low-level chromosome number changes in disease-free 
tissues. By analyzing two chromosomes at once within the same 
nucleus, we can distinguish aneuploidy from polyploidy. The use of 
interphase FISH is important for the estimation of ploidy changes 
in the whole population of cells, including post-mitotic cells, which 
are the main cell types present in the brain.

A variety of cell subtype-specific markers have been extensively 
characterized for the identification of undifferentiated precursors, 
as well as fully differentiated cells from different brain areas [38–42] 
(Table 1). Combining approaches to isolate cell subtypes of interest 
with our custom FISH approach enable an unprecedented sensitiv-
ity and specificity to study mosaic aneuploidy in disease-free tissues. 
In this chapter we will provide the technical details to perform four-
color interphase FISH in isolated nuclei and on frozen brain tissue 
sections.

FISH Analysis of Aging-Associated Aneuploidy in Neurons and Nonneuronal Brain Cells
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Table 1 
Common markers for identification of specific brain areas/cell types

Cells and cell type Marker Alias Gene name Cellular localization

Microglia CD11 ITGAM Integrin subunit Alpha M Surface

Neural stem (NSC) CD133 PROM1 Prominin 1 Surface
Nestin NES Nestin Intracellular
SOX1, 2 SOX1, 2 SRY-Boxes 1, 2 Intracellular

Neural progenitor 
(NPC)

GLAST SLC1A3 Solute carrier family 1 member 3 Surface
Nestin NES Nestin Intracellular
S100B S100B S100 calcium binding protein B Intracellular/nucleus

Type 1and type 2 
astrocytes

GFAP GFAP Glial fibrillary acidic protein Intracellular
GLAST SLC1A3 Solute carrier family 1 member 3 Surface
GLT-1 SLC1A2 Solute carrier family 1 member 2 Surface
S100B S100B S100 calcium binding protein B Intracellular/nucleus

Oligodendrocytes 
precursors

Nestin NES Nestin Intracellular
NG2 CSPG4 Neural/glial antigen 2 Surface
CD271 NGFR Nerve growth factor receptor Surface

Differentiated post- 
mitotic neurons

NeuN NeuN RNA binding protein, Fox-1 
Homolog 3

Nuclear membrane

Other markers

Oligodendrocytes, 
astrocytes precursors

A2B5 Ganglioside surface markers Surface

Oligodendrocytes O4 O-Antigens Surface

For additional resources, please check:

http://docs.abcam.com/pdf/neuroscience/neural-markers-guide-web.pdf

https://www.rndsystems.com/research-area/neural-stem-cell-and-differentiation-markers

https://www.labome.com/method/Neuronal-Cell-Markers.html

2 Materials

 1. BAC clone DNA of interest (already purified by standard 
protocols).

 2. Nick-dNTPs solution: 0.5 mM of each (dATP, dCTP, and 
dGTP) and 0.05 mM dTTP. Aliquot and store at −20 °C.

 3. DNase I from bovine pancreas (Sigma #DN25).
(a) DNase I stock solution: 1 mg/mL dissolved in 0.15 M 

NaCl/50% glycerol. Aliquot and store at −20 °C.
(b) DNase I working solution: 3 μL of stock DNase I in 

997 μL of ice-cold water. Prepare fresh every time.
 4. DNA Polymerase I: 10 U/μL (ThermoFisher Scientific 

#EP0042).

2.1 Reagents

2.1.1 Labeling DNA 
Probes by Nick Translation

Grasiella A. Andriani and Cristina Montagna
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 5. 10× DNA Polymerase I buffer (supplied with DNA 
Polymerase I).

 6. Modified dUTPs directly labeled: We routinely use dyes from 
Dyomics: DY-590-dUTP (#590–34), DY-495-dUTP 
(#495–34), DY-415-dUTP (#415–34), and DY-647-dUTP1 
(#647–34) (see Notes 1 and 2).

 7. DNase-free water, sterile.
 8. β-Mercaptoethanol: 0.1 M in water. Aliquot and store at −20 °C.
 9. Agarose, powder.
 10. 1× Tris–acetate-EDTA Buffer (TAE).
 11. 1 kb DNA Ladder.

 1. KCl powder.
 2. Methanol, absolute (see Note 3).
 3. Acetic acid glacial (Sigma #537020).
 4. Hypotonic solution: 0.075 M KCl in water. Pre-warm to 37 °C 

(see Note 4).
 5. Fixative solution: Combine methanol and acetic acid at a 3:1 

ratio (vol/vol) (see Note 5).

 1. Liquid nitrogen or another snap freezing method (i.e., dry ice 
or isopentane).

 2. Optimal cutting temperature (OCT) compound (VWR 
#25608–930).

 3. Methanol, absolute (ice-cold) (see Note 6).

 1. Nick-translated DNA of interest.
 2. Cot-1 DNA: 1 mg/mL (ThermoFisher Scientific #15279011 

or #18440016) (see Note 7).
 3. DNase-free water, sterile.
 4. Sodium acetate (NaOAc): 3 M NaOAc in water, pH 5.2.
 5. Ethanol, absolute.
 6. Formamide, deionized (Sigma #F9037). Pre-warm to 37 °C.
 7. 20× Saline-Sodium Citrate buffer (SSC).
 8. Master Mix: 50% Dextran sulfate (Sigma #42867) in 2× SSC, 

pH 7. Pre-warm to 37 °C.

 1. 2× SSC buffer.
 2. PBS: 1×, pH 7.4, without calcium and MgCl2 (ThermoFisher 

Scientific #10010).
 3. 0.01 M HCl solution—Pre-warm 100 mL to 37 °C in a clean 

beaker.

2.1.2 Slide Preparation 
for FISH on Isolated Single 
Cells

2.1.3 Slide Preparation 
for FISH on Frozen Tissue 
Sections

2.1.4 DNA Probe 
Precipitation 
and Preparation 
for Hybridization

2.1.5 Slide Pretreatment

FISH Analysis of Aging-Associated Aneuploidy in Neurons and Nonneuronal Brain Cells
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 4. Pepsin from porcine gastric mucosa (Sigma #P6887).
(a) Pepsin stock solution: 100 mg/mL in sterile water (store 

aliquots at −20 °C).
(b) Pepsin working solution (should be prepared fresh every 

time): Add 5–30 μL pepsin stock solution inside an empty 
and clean Coplin jar. Then add 100 mL of pre-warmed 
0.01 M HCl into it, mixing very well with a glass pipette 
(see Notes 8, 9, and 10). Keep working solution inside of 
a 37 °C water bath until use.

 5. Pretreatment solution 1: 1× PBS/0.05 M MgCl2 (5 mL of 
1 M MgCl2 and 95 mL of 1× PBS).

 6. Pretreatment solution 2 (should be prepared fresh every time): 
1% (vol/vol) formaldehyde in solution 1 (1.35 mL of 37% 
formaldehyde and 50 mL 1 × PBS/MgCl2) (see Note 11).

 7. Ethanol: 70, 90, and 100% (see Note 12).

 1. 20× SSC.
 2. Deionized formamide (ThermoFisher Scientific #AM9342).
 3. Denaturation solution: 70% (vol/vol) deionized formamide/ 

2× SSC (70 mL deionized formamide, 10 mL of 20× SSC, and 
20 mL of water). Adjust pH to 7.25 with 1 N HCl. Mix well 
and store as 1–2 mL aliquots at −20 °C (see Note 13).

 4. Ethanol: 70, 90, and 100% (see Note 14).
 5. Rubber cement.

 1. Formamide (Fisher Scientific #BP228–100).
 2. 20× SSC.
 3. Distilled water.
 4. Tween 20.
 5. Wash Solution C1 (should be prepared fresh every time): 50% 

(vol/vol) formamide/2× SSC (100 mL of formamide, 20 mL 
20× SSC, and 80 mL of water). Adjust pH to 7 with 1 N HCl. 
Pre-warm to 45 °C.

 6. Wash Solution C2: 1× SSC (25 mL of 20× SSC and 475 mL of 
water). Pre-warm to 45 °C.

 7. Wash Solution C3: 4× SSC/0.1%Tween 20 (200 mL of 20× 
SSC, 799 mL of water, and 1 mL of Tween 20). Pre-warm to 
45 °C.

 8. Ethanol: 70, 90, and 100%.
 9. Mounting media: Antifade with DAPI (e.g., ProLong Gold—

ThermoFisher Scientific #P36931 or VECTASHIELD—
Vector laboratories #H-1200).

2.1.6 Slide Denaturation 
and Hybridization

2.1.7 Detection for FISH 
on Isolated Single Cells

Grasiella A. Andriani and Cristina Montagna
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 1. 20× SSC.
 2. Distilled water.
 3. Tween 20.
 4. Wash Solution T1: 0.4× SSC (20 mL of 20× SSC and 980 mL 

of water). Pre-warm to 74 °C.
 5. Wash Solution T2: 4× SSC/0.1%Tween 20 (200 mL of 20× 

SSC, 799 mL of water, and 1 mL of Tween 20).
 6. Ethanol: 70, 90, and 100%.
 7. Mounting media: Antifade with DAPI (e.g., ProLong Gold—

ThermoFisher Scientific #P36931 or VECTASHIELD—
Vector laboratories #H-1200).

 1. Vortex mixer.
 2. Microcentrifuge (e.g., Sorvall legend micro 21, ThermoFisher 

Scientific).
 3. Electrophoresis gel system and gel imager to allow visualiza-

tion of Nick-translated DNA probes.
 4. Benchtop water bath.
 5. Benchtop orbital shaker (e.g., VWR standard orbital shaker 

model 3500, VWR international).
 6. Thermotron humidity chamber (e.g., model CDS-5, 

Thermotron).
 7. Drying oven (e.g., model 107,800, Boekel).
 8. Slide warmer (e.g., ThermoBrite StatSpin, Abbott Molecular).
 9. Thermomixer (e.g., VorTemp 56 shaking incubator, Labnet 

international).
 10. Biological safety cabinet.
 11. Dry bath incubator (e.g., Isotemp 125D, Fisher Scientific).
 12. Microscope slides, glass (e.g., #12–544-7, Fisher Scientific). 

For frozen tissue sections we recommend the use of positively 
charged slides (EMS #71869–10).

 13. Microscope cover glass: 18 mm × 18 mm (e.g., #2865–22, 
Corning) and 24 mm × 60 mm (e.g., #3322, ThermoFisher 
Scientific).

 14. Diamond point marker (e.g., #750, ThermoFisher Scientific).
 15. Inverted tissue culture microscope.
 16. Temperature-controlled hybridization chamber (e.g., Slide 

Moat 240,000, Boekel).
 17. Fluorescent microscope equipped with filters corresponding to 

the wavelength excitation/emission of the dUTPs used (see 
below) (e.g., Zeiss Axiovert 200 equipped with Chroma 
Technology specific filters). For four-color FISH, five filters are 

2.1.8 Detection for FISH 
on Frozen Tissue Sections

2.2 Equipment
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necessary for visualization of the nucleus and hybridization 
signals in two chromosomes: DAPI/UV excitation (e.g., 
350/470), DY-415-dUTP/Blue probe (e.g., 436/480), DY- 
495- dUTP/Green probe (e.g., 470/540), DY-590-dUTP/
Red probe (e.g., 546/600), and DY-647-dUTP1/Yellow 
probe (e.g., 620/700).

3 Methods

Figure 1: Flowchart of procedures and indicative timeline

 1. DNA regions of interest can be chosen using publicly available 
tools and repositories containing the latest build of the genome 
of interest. We commonly use bacterial artificial chromosomes 
(BAC clones), which can be purchased through the BACPAC 
Resources Center at Children’s Hospital Oakland Research 
Institute in Oakland, California, in the United States (https://
bacpac.chori.org/about.htm). Clones corresponding to the 
region of interest can be visualized using the UCSC (University 
of California Santa Cruz) Genome Browser website (http://
genome.ucsc.edu/) (see Note 15).

 2. For four-color FISH we suggest the use of two probes for each 
chromosome selected (one in the p and the other in the q arm). 
Ideally, one subcentromeric and one distal probe mapping to 
the same chromosome should be selected and labeled with two 
different dyes (see Fig. 2 for a schematic representation of 
probe selection).

 3. Culture of BACs and subsequent DNA purification can be car-
ried on using standard protocols (Qiagen #12143 or Wako 
chemicals #PL-S2) (see Note 16). We recommend the addi-
tion of RNase A (e.g., Qiagen #19101) to the DNA prepara-
tion to avoid RNA contamination that may interfere with the 
nick translation reaction.

 4. High molecular weight DNA should be visible on a 1.2% aga-
rose gel (Fig. 3a).

 5. All the following steps should be performed in the dark. For 
each DNA probe, prepare one Eppendorf tube containing:
(a) 2 μg DNA (see Note 17).
(b) 10 μL 10× DNA Polymerase I buffer.
(c) 10 μL Nick-dNTPs solution.
(d) 10 μL 0.1 M ß-mercaptoethanol.
(e) 1.5–4 μL modified dUTP (1 mM) (see Notes 18 and 19).
(f) X μL sterile water (the final total volume should be 100 μL).

3.1 Selection 
and Labeling of DNA 
Probes by Nick 
Translation
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 6. Vortex, centrifuge, and place tubes on ice.
 7. Add 2 μL DNA Polymerase I (always add before DNase I).
 8. Vortex, centrifuge, and place tubes on ice.
 9. Add 6 μL of DNase I working solution.

Fig. 1 Flowchart indicating the steps to carry on the four-color interphase FISH using isolated cells or frozen 
tissue sections. On the left, steps for sample processing (from slide preparation to denaturation). On the right, 
step-by-step procedures for generating locus-specific probes (from DNA probes selection to a ready-to-use 
FISH probes). Below the black arrow, the pre-annealed probe is hybridized to the denatured slide overnight, 
followed by detection, image acquisition, and data analysis. Steps described within black boxes indicate pro-
cedures that should be performed in the dark or protected from direct light. The “Stop” signs represent stages 
where the experiment can be paused: BAC DNA, nick-translated DNA, and DNA probe resuspended in deion-
ized formamide and master mix can be stored at −20 °C until use. Precipitation of nick-translated DNA can 
also be done at −20 °C overnight or over the weekend. Detected slides can be stored at 4 °C protected from 
light and should be preferably imaged within 1 week. Once images are acquired, data analysis can be per-
formed at convenience. Indicative time frames in hours required to carry on each step are also indicated
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Fig. 2 FISH probes design. Ideograms of Homo sapiens Autosome (HSA, dark 
blue) and Mus musculus (MMU, dark green) chromosomes. For both species, the 
p and q chromosome arms are pinpointed as regions of interest. For human 
chromosomes we suggest to select one probe for each arm of the same chromo-
some (for example: blue and yellow probes for HSA9 and red and green probes 
for HSA12). Because murine chromosomes are all acrocentric, locus-specific 
probes for this species should be selected distal and proximal to the centromere 
of the same autosome (e.g., blue probe proximal and yellow probe distal on 
MMU1 and red probe proximal and green probe distal on MMU18)

Fig. 3 Probes preparation. Representative gel images depicting (a) plasmid DNA purified from four different 
BAC clones, and (b) the same DNA samples after dye incorporation by Nick-translation. Note that the size of 
the bulk nick-translated DNA should be within 200–800 bp
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 10. Vortex and centrifuge.
 11. Incubate protected from light at 15 °C for 1.5 h.
 12. Stop the Nick translation by placing tubes at −20 °C (see 

Note 20).
 13. Prepare gel electrophoresis (1.2% agarose in 1× TAE).
 14. Run 2–5 μL of each sample and the same amount of 1 kb DNA 

Ladder (see Note 21 and Fig. 3b).
 15. Based on gel picture, estimate the amount of Nick-translated 

DNA necessary for each probe (see Note 22).

 1. Combine the four probes of interest with Cot-1 DNA in a 
single tube for probe precipitation (see Notes 23 and 24):
(a) 200–500 ng of each Nick-translated DNA.
(b) 60–80 μL Cot-1 DNA (1 mg/mL) of the desired species.

Example:
Probe—DY-415-dUTP: 20 μL.
Probe—DY-495-dUTP: 30 μL.
Probe—DY-590-dUTP: 25 μL.
Probe—DY-647-dUTP1: 45 μL.
Human Cot-1 DNA: 60 μL.
Total volume: 180 μL.

 2. Add 3 M NaOAc: The amount should be 1/10 of the total 
volume of the combined DNA (in this example: total vol-
ume = 180 μL, add 18 μL of NaOAc).

 3. Add absolute ethanol: The amount should be 2.5× of the total 
volume of combined DNA + NaOAc (in this example: 
180 μL + 18 μL = 198 μL and 198 μL × 2.5 = 495 μL, add 
495 μL of absolute ethanol).

 4. Vortex well.
 5. Let the DNA precipitate at −20 °C overnight or at −80 °C for 

at least 30 min.
 6. Centrifuge at 16,100 × g at 4 °C for 30 min.
 7. Pour off supernatant. Remove most of the ethanol possible 

with a micropipette without disturbing the pellet and speed 
vac for 10–12 min with medium heat to dry the DNA pellet.

 8. Add 6 μL of pre-warmed deionized formamide to the dry 
DNA pellet. Centrifuge briefly (see Note 25).

 9. Incubate probes in a thermomixer for at least 30 min (37 °C, 
140 rpm).

 10. Add 6 μL of Master Mix, vortex, and centrifuge briefly.

3.2 DNA Probe 
Precipitation 
and Preparation 
for Hybridization
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 11. Denature DNA probe at 80 °C for 7 min. Immediately after, 
place tubes in ice for 1 min and centrifuge briefly.

 12. Pre-anneal the probe at 37 °C for 1–2 h.
 13. The probe is now ready for hybridization onto denatured slides.

 1. Single-cell suspensions of the brain can be obtained from 
grossly micro-dissected brain subregions [43]. It is beyond the 
scope of this book chapter to provide protocols for tissue dis-
section and digestion for single-cell suspensions specific for the 
brain. We recommend consulting specific literature and books 
dedicated to this process [44, 45].

 2. For analysis of aneuploidy levels in specific cell subtypes, we 
recommend the combination of four-color FISH approach, 
described here, with a flow cytometric method to enrich for 
cell populations of interest (protocol detailed in Chap. 3 of this 
book). Table 1 lists some commonly used markers for identifi-
cation of specific brain areas/cell types.

 3. Single-cell aneuploidy studies could also be performed using 
cultured primary cells. In this case, cells need to be trypsinized 
to obtain single-cell suspensions and processed for hypotonic 
treatment followed by fixation as described below.

 4. We suggest using a minimum of 10,000 cells resuspended in 
200–500 μL of buffer (e.g., PBS, DPBS, HBSS, culture media). 
Pipette up and down to ensure no cell clumps are present).

 5. Add 1 mL hypotonic solution drop by drop to the tube con-
taining the cells in suspension, while agitating gently. Incubate 
at 37 °C for 15–25 min (see Notes 26 and 27).

 6. Add approximately 1/100 of volume of hypotonic of fresh 
fixative solution to the tube and invert to mix (this step will 
stop the hypotonic process and prefix the cells).

 7. Spin cell suspension at 217 × g for 10 min at RT.
 8. Remove the supernatant carefully, leaving ~100 μL liquid, flick 

the tube to loosen the pellet and fully resuspend all cells.
 9. Add 1 mL fresh fixative very slowly, gently flicking pellet (see 

Note 28).
 10. Spin cell suspension at 217 × g for 10 min at RT.
 11. Repeat steps 9–11 two more times.
 12. Resuspend cells in 500 μL of fixative after last centrifugation step.
 13. Set the Thermotron at 48% humidity and 24 °C temperature 

(see Note 29).
 14. Drop ~20 μL of the fixed cell suspension onto a clean micro-

scope slide and allow the slide to fully dry by evaporation inside 
the Thermotron.

3.3 Four-Color 
Interphase FISH 
in Isolated Single Cells

3.3.1 Preparation 
of Slides
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 15. View the slide with a 20× phase objective on a bright-field 
microscope to determine final cell density (see Note 30).

 16. Sample slides can be heated for 30 min at 45 °C for same day 
use (see Note 31).

 1. Equilibrate slides in a Coplin jar containing 2× SSC for 5 min 
at RT, shaking.

 2. Incubate slides in pepsin working solution at 37 °C for 
5–10 min (see Note 9).

 3. Wash slides 2× for 5 min each in 1× PBS at RT, shaking.
 4. Wash slides 1× for 5 min in Pretreatment solution 1 at RT, 

shaking.
 5. Wash slides 1× for 10 min in Pretreatment solution 2 at RT, 

not shaking.
 6. Wash slides for 5 min in 1× PBS at RT, shaking.
 7. Dehydrate slides in ethanol series: 70, 90, 100% ethanol, 3 min 

each.
 8. Air-dry slides. Slides are now ready for denaturation.
 9. Place 70% solution in ice for denaturation for at least 30 min.
 10. Apply 120 μL of denaturation solution to a 24 × 60 mm cov-

erslip. Touch the slide to the coverslip.
 11. Denature slides at 72 °C on a slide warmer for 1 min and 30 s 

(see Note 32).
 12. Immediately let coverslip slide off and place slide in ice-cold 

70% ethanol for 3 min, followed by 90% ethanol and 100% 
ethanol for 3 min each at RT.

 13. Air-dry slides. Slides are now ready for hybridization.
 14. Visually inspect slides under a bright-field microscope to ensure 

that nuclei are not damaged. Select a good area for hybridiza-
tion and mark it with a diamond point marker.

 1. After pre-annealing (see above step 12 of Sect. 3.2), apply the 
DNA probe to the area selected for hybridization and cover 
with 18 × 18 mm coverslip. Seal coverslip with rubber cement 
(see Note 33).

 2. Place slides in the hybridization chamber and hybridize at 
37 °C overnight.

 3. Remove the slides from the hybridization chamber.
 4. Carefully remove the rubber cement from the slides, being 

careful not to drag the coverslip across them, thereby scratch-
ing the cells (see Note 34).

 5. Place the slides into a Coplin jar containing Wash Solution C1 
and wash slides while shaking at 45 °C for 5 min. Remove 
solution.

3.3.2 Pretreatment 
and Denaturation of Slides

3.3.3 Hybridization 
of Slides and Detection 
for Single-Cell Aneuploidy 
Analyses
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 6. Repeat step 5 two more times, using fresh solution every time.
 7. Wash slides 3× with Wash Solution C2, shaking at 45 °C for 

5 min, using fresh solution every time (see Note 35).
 8. Wash slides 1× with Wash Solution C3 for 5 min at 45 °C, 

shaking.
 9. Dehydrate slides in ethanol series: 70, 90, 100% ethanol, 3 min 

each.
 10. Air-dry slides in the dark.
 11. Add enough antifade containing DAPI in the area selected for 

hybridization, careful to not touch it.
 12. Mount slides with 18 × 18 mm coverslips and carefully remove 

any air bubbles (see Notes 36 and 37). Representative images 
for one diploid and one aneuploid nucleus are shown in Fig. 4.

When performing interphase FISH on tissue sections, it is impor-
tant to locate the brain areas and/or cell types of interest for aneu-
ploidy analysis. Ideally, immunoFISH should provide the best 
approach to identify specific cell types for ploidy analysis. However, 
in our experience, the intensity of FISH signals is reduced when 
this assay is combined with immunofluorescence (IF), resulting in 
a high percentage of nuclei not being suited for quantification, and 
therefore eliminated due to ambiguous scoring or lack of FISH 
signals for one or both chromosomes. Moreover, age-related accu-
mulation of aneuploidy, at least in the cerebral cortex, is observed 
both at low frequency (~4.5% cells aneuploid for chromosome 18) 
and at low copy number (up to 5 copies) [8]. Therefore, a highly 
sensitive method that enables accurate ploidy quantification is 
required.

Thus, we have adopted a pipeline to work with serial tissue sec-
tions, in which we first locate the regions of interest by immuno-
fluorescence and/or immunohistochemistry, and then perform 
four-color FISH in a slide that is adjacent to the one used for IF. 
Distinct defined brain sub-areas such as the cerebral cortex (Fig. 5), 
cerebellum, and hippocampus can also be “grossly” identified in 
hematoxylin and eosin stained tissue, with the support of a histo-
pathologist or with the aid of brain atlas and/or histology books 
(see Notes 38). It should be noted that this approach is correlative, 
lacking the information regarding the specific cell type visualized 
using FISH at a cost of accurate ploidy measurements for two 
chromosomes.

For ploidy studies in which the identity of the cell is important 
and highly desired, we suggest performing four-color interphase 
FISH in tissue dissociated cells or nuclei, which can be separated 
into distinct populations with the use of antibodies and flow cyto-
metric approaches. With this method, the ploidy of cell subtypes of 
interest can be determined with higher confidence.

3.4 Four-Color 
Interphase FISH 
on Frozen Tissue 
Sections
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 1. After tissue isolation, embed brain samples in OCT and per-
form snap freeze according to standard protocols [46].

 2. Perform cryosectioning of the brain according to the desired 
orientation [47]. The thickness of the sections can range from 
5 to 12 μm (see Note 39).

 3. Keep slides at −80 °C until use.

3.4.1 Preparation 
of Slides

Fig. 4 Image acquisition on isolated single cells. Representative images of (a) 
one diploid nucleus where two copies of each autosome are visible (green and 
red for MMU18 and yellow and blue for MMU1); and (b) one aneuploid nucleus 
where two copies of MMU18 (green and red ) and one copy of MMU1 ( yellow and 
blue) are visible
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 1. Place a Coplin jar containing absolute methanol in ice for at 
least 30 min.

 2. Remove slides from the −80 °C and let them air dry at RT for 
10–15 min.

 3. Fix slides in ice-cold methanol for 10 min (see Note 40).
 4. Equilibrate slides in a Coplin jar containing 2× SSC for 5 min 

at RT, shaking.
 5. Incubate slides in pepsin working solution at 37 °C for 

6–15 min (see Note 9).
 6. Wash slides 2× for 5 min each in 1× PBS at RT, shaking.
 7. Wash slides 1× for 5 min in Pretreatment solution 1 at RT, 

shaking.
 8. Wash slides 1× for 10 min in Pretreatment solution 2 at RT, 

not shaking.
 9. Wash slides for 5 min in 1× PBS at RT, shaking.
 10. Dehydrate slides in ethanol series: 70, 90, 100% ethanol, 3 min 

each.
 11. Air-dry slides. Slides are now ready for denaturation.

3.4.2 Pretreatment 
and Denaturation of Slides

Fig. 5 Image acquisition on tissue sections, four colors analysis. Representative images of a mouse brain 
frozen section (a, b) stained with hematoxylin and eosin, and (c) hybridized using the four-color interphase 
FISH. (a) The green rectangle indicates the area of the cerebral cortex of interest in which FISH was per-
formed. (b) Zoom-in of the area of the cerebral cortex highlighted in (a). The red square indicates the area of 
the cerebral cortex in which FISH was performed. (c) High magnification of the area of the cerebral cortex 
highlighted in (b) showing some nuclei containing hybridization signals for both chromosomes MMU1 and 
MMU18 (white arrows), while others only hybridize for probes mapping to MMU1 (yellow and blue) or MMU18 
only (green and red )
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 12. Place 70% solution in ice for denaturation for at least 30 min.
 13. Apply 120 μL of denaturation solution to a 24 × 60 mm coverslip. 

Touch the slide to the coverslip.
 14. Denature slides at 72 °C on a slide warmer for 1 min and 30 s 

(see Note 32).
 15. Immediately let coverslip slide off and place slide in ice-cold 

70% ethanol for 3 min, followed by 90% ethanol and 100% 
ethanol for 3 min each at RT.

 16. Air-dry slides. Slides are now ready for hybridization.

 1. After pre-annealing (see above step 12 of Sect. 3.2), apply the 
DNA probe to the tissue section and cover with 18 × 18 mm 
coverslip. Seal coverslip with rubber cement (see Note 33).

 2. Place slides in the hybridization chamber and hybridize at 
37 °C overnight.

 3. Remove the slides from the hybridization.
 4. Carefully remove the rubber cement from the slides, being 

careful not to drag the coverslip across them, thereby scratch-
ing the tissue (see Note 41).

 5. Place the slides into a Coplin jar containing Wash Solution T1 
and wash slides while shaking at 74 °C for 2 min. Remove 
solution.

 6. Add Wash Solution T2 to Coplin jar and wash slides while 
shaking at RT for 3 min.

 7. Dehydrate slides in ethanol series: 70, 90, 100% ethanol, 3 min 
each.

 8. Air-dry slides in the dark.
 9. Add enough antifade containing DAPI on top of the tissue 

section, careful to not touch it.
 13. Mount slides with 18 × 18 mm coverslips and carefully remove 

any air bubbles (see Notes 36 and 37). Representative images 
for four-color and two-color FISH in frozen brain sections are 
shown in Fig. 6 (see Notes 42).

 1. The precise procedure for image acquisition will vary depend-
ing on the microscope and software available. We have extensive 
experience using the Zeiss Axiovert 200 inverted fluorescence 
microscope with fine focusing oil immersion lens (×40, NA 1.3 
oil and ×60, NA 1.35 oil). The microscope is equipped with a 
high-resolution CCD Camera Hall 100 and the images are 
acquired using the FISHView application of the Applied Spectral 
Imaging software (see Notes 44).

 2. By incorporating the modified dUTPs to the DNAs of inter-
est, four-color interphase FISH images are collected using the 

3.4.3 Hybridization 
of Slides and Detection 
for Single-Cell Aneuploidy 
Analyses

3.5 Image 
Acquisition and Data 
Analysis (see Note 43)
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following filters: 470 nm (for DAPI), 480 nm (for DY-415-
dUTP), 540 nm (for DY-495-dUTP), 600 nm (for DY-590-
dUTP), and 700 nm (for DY-647-dUTP1).

 3. Images must be randomly acquired and samples should be 
blindly scored for hybridization signals. Initially we recom-
mend the analysis of at least 200 nuclei per sample for an accu-
rate estimation of ploidy. In tissues with very low levels of 
aneuploidy, it might be necessary to analyze a larger number of 
cells in order to observe ploidy changes (~500 cells). 
Appropriate statistical tools should be used computing the 
data collected on the initial 200 cells to estimate the sample 
size (i.e., biological replicates) and the number of nuclei 
required to obtain the desired statistical power.

 4. For each microscopic field, multiple focal planes must be 
acquired within each channel to ensure that signals on differ-
ent focal planes are included (see Note 45).

 5. After acquisition, signals for each fluorophore are visually 
inspected and manually counted for each cell. Plotting of raw 
counts is summarized as shown in Table 2.

 6. Diploid nuclei will have two signals for each probe (in our 
human chromosome example, two blue and two yellow signals 
for HSA9 and two red and two green signals for HSA12) 
(Figs. 2 and 4a). Likewise, polyploid nuclei can be identified by 
the presence of blue/yellow and red/green signals matching 
in number (i.e., four for tetraploid cells). Aneuploid nuclei are 

Fig. 6 Image acquisition on tissue sections, two colors analysis. Representative 
image of a mouse brain frozen section hybridized for four-color FISH but only 
showing signals for MMU1 (see Note 42). Images are acquired in all channels but 
the analysis of ploidy was performed individually for each chromosome, thus 
increasing the amount of cells that can be analyzed in a single hybridization
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considered when the numbers of signals for one chromosome 
do not match the other (Fig. 4b).

 7. Once all nuclei have been inspected, data can be summarized 
as in Table 3.

Table 2 
Template of cell scoring for four-color FISH

Cell number

Number of signals

Ploidy

MMU 1 MMU 18

Blue Yellow Red Green

1 2 2 2 2 Diploid

2 2 2 3 3 Aneuploid

3 4 4 4 4 Tetraploid

4 3 3 1 1 Aneuploid

5 5 5 5 5 >4n

…

500

From left to right, each column indicates, respectively, the cell analyzed, the number of 
signals detected in the blue, yellow, red, and green channels, and the ploidy determina-
tion based on the number of signals

Table 3 
Template of summary of cell scoring

Young Old

Ploidy Number of cells Frequency (%) Number 
of cells

Frequency (%)

2n 492 98.4 410 82

1n 0 0 1 0.2

3n 1 0.2 4 0.8

4n 3 0.6 21 4.2

>4n 0 0 7 1.4

Aneuploid 4 0.8 57 11.4

Total 500 100 500 100

For two samples analyzed (young and old), the table summarizes the number of cells 
found with any given ploidy (2n, 1n, 3n, 4n, >4n, or aneuploid), as well as their fre-
quency (percentage of cells over the total number of cells analyzed)
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4 Notes

 1. Do not repeatedly freeze and thaw modified dUTPs. Store ali-
quots protected from light, according to manufacturer’s direc-
tions, and carefully record expiration dates.

 2. All steps involving the use of fluorophores (Nick translation, 
hybridization, and detection) should be performed in the dark.

 3. Methanol is highly flammable. Use it only inside chemical 
fume hood and wear gloves while handling.

 4. Autoclave solution after KCl solubilization. It can be stored at 
RT for at least 6 months.

 5. Fixative should be freshly prepared every time and can be 
stored for 1–2 h before procedure at 4 °C.

 6. Absolute methanol can be stored and reused for a couple of 
months.

 7. Cot-1 DNA should match the genome of the species used for 
hybridization.

 8. It is very important that the pepsin is added to an empty clean 
beaker first and not directly into the acid solution. Direct addi-
tion of the pepsin to the acid solution will cause the pepsin to 
precipitate and it will not dissolve properly into the acid 
solution.

 9. The time of pepsin treatment and amount of pepsin stock solu-
tion to be used varies, depending on:
(a) The amount of cytoplasm around single nuclei or thick-

ness of tissue section.
(b) The age of the slide.

For fresh slides with single cells, we recommend 5 μL of 
pepsin for 5 min as a starting point. Slides with excess 
cytoplasm require longer treatment with pepsin and/
or higher concentrations of stock pepsin ranging from 
5 to 20 μL. Slides older than 6 months may also 
require more intensive pretreatment.

For 5–12 μm frozen tissue sections, we recommend 
12–30 μL of pepsin for 6–10 min as starting guides, 
respectively.

For cell types that can only be dissociated/isolated as single 
nucleus (i.e., neurons), mild pepsin treatment (5 μL for 
3 min) is desired, as cytoplasm is not abundant.

 10. As an alternative to homemade pepsin solutions, commercial 
kits containing a mixture of proteases can also be used in tissue 
sections that are difficult to hybridize (Abbott Molecular 
#32–801,200).
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 11. Make Pretreatment Solution 2 fresh for each experiment, mix 
well, and store at room temperature until use. Formaldehyde is 
flammable, carcinogenic, and poisonous and it should be dis-
pensed in a chemical fume hood and only handled when wear-
ing gloves.

 12. Ethanol solutions can be reused for a couple of weeks.
 13. The use of deionized formamide is highly recommended as it 

contains fewer impurities than conventional formamide. 
Formamide is a known mutagen that causes eye and skin irrita-
tion. Wear gloves when handling and dispense under a chemi-
cal fume hood.

 14. Precool 70% ethanol in ice for slide denaturation.
 15. Select from the pull-down menu the desired organism and the 

most updated genome assembly. If BAC clones are not visible 
in the display window, make sure that the BAC End Pairs and 
the FISH clones tracks are selected (full display).

 16. Purification of BAC clones using column-based methods pro-
duces DNA with higher 260/280 ratios.

 17. The amount of DNA can be estimated with the aid of a high 
DNA mass ladder (ThermoFisher Scientific #10496016).

 18. We suggest using DY-590-dUTP (#590–34) diluted 1:5 while 
all other modified dUTPs should be used without dilution.

 19. The amount of modified dUTPs varies according to the fluo-
rophore that is conjugated with: 1.5 μL of DY-415-dUTP and 
2 μL of DY-495-dUTP and DY-647-dUTP1. For DY- 590- 
dUTP, use 4 μL of a 1:5 diluted stock.

 20. Stopping the nick translation by freezing the tubes at −20 °C 
is important to avoid further degradation of the DNA.

 21. Ideally, the bulk of the digested DNA should be between 200–
800 bp after Nick translation (see Fig. 3b). If the DNA frag-
ments are too large, add more DNase and incubate at 15 °C 
for additional 10–30 min.

 22. The amount of nick-translated DNA to be precipitated should 
be determined by the researcher based on the intensity of the 
nick-translated DNA in the gel. Generally, the amount varies 
between 15 and 60 μL for each probe. Probes nicked with 
DY-647-dUTP1 normally require more DNA for optimal 
signal.

 23. The volume of the combined DNA should be at least 100 μL 
for optimal precipitation. If the volume is lower, add DNase- 
free water to the combined DNA to increase the final volume.

 24. For aneuploidy analysis in mice cells/tissues, we use 80 μL of 
mouse Cot-1 DNA. For human cells/tissues, we use 60 μL of 
human Cot-1 DNA.
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 25. Add the deionized formamide on top of the pellet, quick spin, 
and place tube on shaker for DNA solubilization. Do not 
pipette up and down or vortex, as this may cause loss of DNA 
inside the tip or on tube sidewalls.

 26. The amount of hypotonic solution to be added varies with the 
amount of cells. In general, it should be in excess relative to 
the volume of the cells. If more than 10,000 cells are being 
prepared, increase the amount of hypotonic solution accord-
ingly (up to 10 mL). Invert the tube for complete mix when all 
the hypotonic solution has been added. If less than 10,000 
cells are being prepared, scale down the hypotonic solution 
accordingly, as long as the volume is higher than 500 μL.

 27. Detection of age-related aneuploidy is performed in interphase 
cells; therefore, hypotonic exposure is strictly not required. 
However, in our experience, performing hypotonic treatment 
reduces the amount of cytoplasm around the nuclei and 
improves hybridization signal. Of note, hypotonic treatment is 
not required when analyzing cell types that can only be iso-
lated as single nucleus (i.e., neurons).

 28. The amount of fixative to be added should be the same of the 
volume of hypotonic solution added previously.

 29. Only interphase cells will be visible at this stage, we do not 
expect the presence of metaphase chromosomes. The integrity 
of chromatin structure is dependent on the evaporation rate of 
the fixative, as determined by the percent humidity, tempera-
ture, and success of the hypotonic procedure. Interphase nuclei 
should appear light gray in color and should not show shiny 
edges or have a bright halo around them. We recommend 48% 
humidity based on our equipment. If nuclei do not look as 
expected, try reducing the percentage of humidity gradually 
until the desired appearance is obtained.

 30. If visual inspection of the slides reveals overcrowded cells that 
overlap with each other, add more fixative to dilute the prepa-
ration. If, on the other hand, the cells are scattered, the prepa-
ration can be centrifuged and the pellet resuspended in a 
smaller volume of fixative.

 31. For better FISH performance we suggest aging slides in a 
37 °C drying oven for 3–7 days. This process yields optimal 
results.

 32. The denaturation time and temperature depend on the age of 
the slide, the species, and cell type. For example, mouse 
 preparations usually require lower temperature and reduced 
denaturing time.

 33. Make sure that no air bubbles are present by gently applying 
pressure to the coverslip (e.g., with forceps) to allow them to 
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escape from the edge. It is important that the coverslip is 
completely sealed with rubber cement to avoid drying of the 
probe, which would ultimately result in high background.

 34. In case the coverslip does not slide off easily, dip the slide with 
the coverslip in a Coplin jar containing Wash Solution C3 pre- 
warmed to 45 °C. This will loosen the hybridization mix and 
aid the removal of the coverslip.

 35. This protocol uses probes directly labeled with modified 
dUTP; therefore, the preferred solution to be used is Wash 
Solution C2 (1× SSC). If high background is observed, we 
recommend using 0.1× SSC at 45 °C instead.

 36. Let the slides sit at room temperature for at least 30 min 
before visualization to allow the DAPI to uniformly stain the 
chromatin.

 37. We recommend the use of nail polish to seal the coverslip to 
the slide. It avoids sliding of the coverslip on top of the sample, 
facilitates the cleaning of the coverslip, and prevents microbi-
otic contamination. However, if it is anticipated that the cells/
tissue may be required for other analyses, do not seal the cov-
erslip. Slides can be washed 3× for 5 min each in Wash Solution 
C3 (same as Wash Solution T2) pre-warmed to 45 °C in order 
to remove the antifade prior to another assay.

 38. Here we list some useful online resources for brain atlas:
(a) http://www.mbl.org/mbl_main/atlas.html—High- 

resolution images collected in a collaborative project 
between Robert W. Williams (University of Tennessee) 
and Glenn D. Rosen (Beth Israel Deaconess Medical 
Center, Boston).

(b) http://www.hms.harvard.edu/research/brain/atlas.
html—High resolution brain atlas project supervised by 
Dr. Richard Sidman (Harvard Medical School and Beth 
Israel Deaconess Medical Center, Boston).

(c) http://brainmaps.org/index.php—Interactive, multi- 
resolution brain atlas project supervised by Dr. W. Martin 
Usrey (UC Davis).

 39. In our experience, 12 μm sections preserve tissue structure and 
integrity better. However they can be more challenging to 
score low-level aneuploidy due to the presence of hybridiza-
tion signals in other focal planes. The use of a confocal micro-
scope may attenuate this problem.

 40. The OCT compound is water soluble and it will separate from 
the tissue after methanol fixation, but it will remain on the 
slide. Make sure to remove it while the slide is still wet to 
ensure good hybridization.
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 41. In case the coverslip does not slide off easily, dip the slide with 
the coverslip in a Coplin jar containing Wash Solution T1 pre- 
warmed to 74 °C. This will loosen the hybridization mix and 
aid the removal of the coverslip.

 42. In our experience, analysis of four-color FISH in tissue sec-
tions is possible; however, the number of cells containing 
matching hybridization signals for all probes can be low (~10% 
of total cells). For example, in the nuclei highlighted by the 
arrows in Fig. 5c, signals for all four colors are clearly visible, 
while other neighboring cells carry strong signals for only two 
probes. In order to score the ploidy of more nuclei per experi-
ment, we recommend hybridizing the tissue with the four 
probes but perform the counting separated for each chromo-
some (two-color FISH) (Table 4 and Fig. 6). This approach 
allows the inclusion of cells that would otherwise be discarded 
from the quantification. However, it also limits the assessment 
of ploidy to a single chromosome per nucleus.

 43. Four-color FISH-hybridized slides can be stored at 4 °C until 
analysis. Because signal intensity diminishes with time, we rec-
ommend image acquisition to be carried on within 1 week 
from detection.

Table 4 
Template of cell scoring for two-color FISH

Cell number

Number of signals

Ploidy Cell number

Number of 
signals

Ploidy

MMU 1 MMU 18

Blue Yellow Red Green

1 2 2 Diploid a 2 2 Diploid

2 2 2 Diploid b 3 3 Triploid

3 4 4 Tetraploid c 4 4 Tetraploid

4 3 3 Triploid d 1 1 Monosomic

5 5 5 >4n e 5 5 >4n

… …

500 500

In order to score more cells per experiment, tissue sections are hybridized for four-color FISH but the analysis is per-
formed for each chromosome individually. We recommend labeling the cells in a different way for each chromosome 
(i.e., numbers for MMU1 and letters for MMU18) in order to differentiate the countings within a single image
From left to right, each column indicates, respectively, the cell analyzed for MMU1, the number of signals detected for 
MMU1, and respective ploidy; the cell analyzed for MMU18, the number of signals detected for MMU18, and respec-
tive ploidy. Note that in this type of analysis, any cell with ploidy different of 2n could be scored as aneuploid
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 44. ASI—GenASIs FISHView (http://www.spectral-imaging.
com/applications/cytogenetics/fish/fishview).

 45. This is especially important for FISH on tissue sections, in 
which we suggest acquiring five focal planes spaced ~1 μm and 
merging the resulting images. For isolated mammalian cells, 
acquisition in other focal planes is only necessary when the 
hybridization signals in adjacent cells are out of focus.

5 Conclusions

The techniques described in this chapter were designed to over-
come the challenges of detecting somatic low-frequency and low 
copy number changes in chromosome content associated with 
normative aging. These approaches were proven reproducible and 
highly sensitive for the analysis of low-level aneuploidy in the 
brain [8, 36].

Few limitations are however associated with this approach, and 
these are a direct consequence of the analytical methods we adopted 
to quantify ploidy changes. Because we specifically measure 
 chromosome copies by the presence or absence of two signals for 
each autosome (respectively red/green and aqua/yellow), our 
approach, while highly sensitive, is unable to detect structural 
aneuploidy and it is likely to underestimate aneuploidy. For 
instance, breakage between the two probes mapping to the same 
chromosome may result in the absence of one of the signals, which 
would result in the exclusion of this particular cell from the analy-
sis. Therefore, when matching signals are actually lacking for a par-
ticular chromosome, we are unable to distinguish it from an artifact 
due to poor hybridization. Thus, our four-color interphase FISH 
protocol probably underestimates the complexity of the genomic 
instability (GIN) present in a sample.

Additionally, because we are only analyzing two chromosomes 
at a time within a single cell, we might overestimate the frequency 
of polyploid cells at a cost of aneuploid cells. Nuclei could be 
scored as tetraploid, for example, because both chromosomes ana-
lyzed contained four copies. However, we cannot rule out the pos-
sibility that chromosomes other than the ones tested may be 
present in numbers different from four. Likewise diploid cells could 
still be aneuploid for chromosomes other than the two tested.

More recent studies, using single-cell sequencing, have ques-
tioned the aneuploidy levels observed by interphase FISH in the 
mammalian brain, reporting remarkably lower rates of not-dip-
loid cells [48, 49]. Yet, multiple somatic copy number variations 
have been detected by independent groups in these cells [37, 
50], suggesting that GIN is a feature of normal mammalian neu-
rons and nonneuronal cells. It is possible that the levels of whole- 
chromosome gains and losses may have been overestimated by 

FISH Analysis of Aging-Associated Aneuploidy in Neurons and Nonneuronal Brain Cells

http://www.spectral-imaging.com/applications/cytogenetics/fish/fishview
http://www.spectral-imaging.com/applications/cytogenetics/fish/fishview


296

FISH studies and aneuploidy levels are actually lower than previ-
ously anticipated. Like FISH analysis, single-cell sequencing also 
has its own limitations. While it allows for the analysis of ploidy 
of all chromosomes at once, it is limited in the measurement of 
ploidy changes, since this cellular state produces a balanced 
genome content. In addition, generally the number of cells ana-
lyzed by single- cell sequencing is lower than what is feasible for 
FISH, reducing the power of detection of copy number changes 
occurring at low frequency. In this case, more single cells may 
need to be sequenced to determine the biological range of chro-
mosome number variation. In our opinion the combined use of 
FISH and single-cell sequencing on the same sample should pro-
vide unprecedented sensitivity for the analysis of mosaic copy 
number changes.
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Chapter 15

Genomic Analysis and In Vivo Functional Validation 
of Brain Somatic Mutations Leading to Focal Cortical 
Malformations

Jae Seok Lim and Jeong Ho Lee

Abstract

Focal cortical malformation (FCM), such as focal cortical dysplasia (FCD) and hemimegalencephaly 
(HME), is a major developmental brain malformation in the cerebral cortex leading to intractable epilepsy. 
The sporadic occurrence of most FCM and histologic characteristics of surgically resected brain tissue 
showing scattered dysmorphic cells suggest that FCM might be caused by a somatic mutation in an area 
affecting brain development. Indeed, recent genomic studies of these conditions have shown that low-
frequency somatic mutations in PI3K-AKT-mTOR pathway genes are a major genetic cause of FCM. In 
addition, functional validation using an in vivo disease model not only confirmed the causality of the iden-
tified somatic mutations but also helped to reveal their molecular genetic mechanisms. Here, we highlight 
the key points to be considered regarding the application of sequencing methods and bioinformatics analy-
sis to identify brain somatic mutations with a low allelic frequency in FCM patients. In addition, we 
describe the generation of an in vivo disease model recapitulating the pathologic phenotype of FCM such 
as dysmorphic neurons, migration defects, and electrographic seizures. Our goal is to provide guidelines 
for the analysis of sequencing data and functional validation using a disease model of FCM caused by 
somatic mutations.

Key words Focal cortical malformation, Brain somatic mutation, PI3K-AKT-mTOR pathway, 
Intractable epilepsy, Bioinformatics analysis, Low-frequency somatic mutation, In utero electropora-
tion, In vivo disease-modeling

1 Introduction: Brain Somatic Mutation in Focal Cortical Malformation

A somatic mutation is a genetic variation acquired by somatic cells, 
which is neither inherited from a parent nor passed to offspring. 
Somatic mutations can occur in any dividing or nondividing 
somatic cells due to DNA replication errors or environmental fac-
tors such as UV light, smoking, and other carcinogens [1]. Recent 
studies have revealed that the mutational burden in somatic cells is 
quite high, and estimated mutation rates suggest that every cell 
division creates a somatic point mutation and structural variation, 
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which may or may not have an effect on the resulting phenotype 
[2]. Although somatic mutations are well known to be the cause of 
most cancers [3–5], recent studies have shown that they are also 
causative for non-neoplastic skin disorders such as McCune–
Albright syndrome, Sturge–Weber syndrome, and Proteus 
syndrome [6–8]. Somatic mutations can occur in the human brain. 
During the 4–24-week gestation period, the developing brain gen-
erates 1010 neurons from a few neural precursor cells. The division 
rate during this period is approximately 105 times per minute, 
which is faster than the division that occurs in any other organ and 
even faster than cancer [9]. This suggests that the human brain has 
a higher chance of acquiring somatic mutations during its early 
developmental period compared with any other period.

Recently, increasing evidence supports the importance of 
somatic mutation as a major genetic cause of sporadic neurodevel-
opmental disorders. Malformations of cortical development 
(MCD) include various structural abnormalities of the cerebral 
cortex that arise during the formation of the cortical plate [10]. 
Development of the cerebral cortex involves complex processes 
including neural progenitor cell proliferation, migration, and orga-
nization. Abnormalities in any step of these processes may cause 
various clinical phenotypes such as cortical layer disruption and an 
enlarged brain [11, 12]. Among these MCD, focal cortical malfor-
mation (FCM) including focal cortical dysplasia (FCD) and hemi-
megalencephaly (HME) share a pathologic phenotype characterized 
by disorganized or absent cortical lamination, loss of radial neuro-
nal orientation, and the presence of large and dysmorphic neurons 
in the affected brain region [13]. Most FCMs occur sporadically 
without familial history and present focal brain lesions [14], imply-
ing that somatic mutations in key genes that regulate neuronal cell 
growth and migration in affected brains are the underlying disease 
mechanism. Recently, we and other groups have reported the dis-
ease-causing somatic mutation in PI3K-AKT-mTOR pathway 
genes in hemimegalencephaly (HME), which is characterized by 
enlargement and extensive malformation of an entire cerebral 
hemisphere. These mutations were found in surgically resected tis-
sue from the affected brain of HME patients, not in their periph-
eral blood, consistent with somatic mosaicism in the brain. The 
frequency of the mutated allele in the affected brain of HME has 
been reported to be as low as 8%, implying that low-level somatic 
mosaicism in the affected brain plays an important role in the 
development of cortical malformation in sporadic neurodevelop-
mental disorder. More recently, brain somatic mutations in MTOR 
were identified in up to 25% of patients with FCD, which is a 
major cause of medically refractory epilepsy [15, 16]. Interestingly, 
the brain MRIs of FCD patients are occasionally normal, and 
histological examination has revealed that a small subset of neu-
rons show a dysmorphic or enlarged phenotype in affected tissue, 
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thereby suggesting the presence of a somatic mutation in a 
small fraction of neurons. Notably, the mutated allele frequency in 
FCD was reported to be as low as ~1%, as validated by deep 
sequencing with various experimental replications [15]. Moreover, 
an in vivo mouse model of FCD carrying the identified somatic 
mutation with a low allele frequency was able to recapitulate the 
clinical and pathological symptoms found in patients. These stud-
ies provide direct evidence that a low-level somatic mutation in the 
affected brain region is sufficient to cause a neurodevelopmental 
disorder [15].

Recent advances in next-generation sequencing technology pro-
vide great opportunities to quantify the mutational burden and 
assess low-level somatic mutations. Deep sequencing is frequently 
used to detect somatic mutations in noncancerous disorders such 
as cortical malformation disease [7, 15]. Although the accurate 
detection of somatic mutations with low allelic frequency is still 
challenging, mosaicism levels as low as 1% can be distinguished 
from sequencing errors by using ultra-deep sequencing combined 
with various experimental validation methods, including laser cap-
ture microdissection (LCM) for enriching mutated cells and mass 
spectrometry assays such as a single allele base extension reaction 
assay (SABER) [7, 15, 17]. To accurately detect brain somatic 
mutations in FCM, researchers should be concerned with several 
key experimental steps, including (a) extraction of quality-con-
trolled genomic DNA (gDNA) from matched brain-blood (or 
saliva) tissue, (b) generation of raw sequencing data and exclusion 
of any contamination (e.g., plasmid vectors and other tissue sam-
ples), (c) selection of aligner and variant callers, and (d) validation 
sequencing of the identified mutations.

In general, the detection of somatic mutations that are specific to a 
patient’s tissues does not indicate a causal relationship between the 
identified mutations and disease phenotypes. Hence, it is necessary 
to examine the biological consequence of the mutations. In vitro 
studies such as mutagenesis followed by various imaging and bio-
chemical experiments in cultured cells have been widely used to 
screen the biological functions of candidate variants and elucidate 
their molecular mechanism at the cellular or subcellular level. In 
studies of FCM, in vivo functional validation of somatic mutations 
is also important because it is necessary to test whether low-level 
somatic mutations in the focal brain area actually lead to behavioral 
changes like epilepsy. In this chapter, we would like to focus more 
on in vivo modeling of brain somatic mutation than in vitro mod-
eling commonly used in many other molecular biology and genetic 
studies. In utero electroporation has emerged as an effective tool 
for modeling somatic mutations by manipulating gene expression 
in the brain at specific time points and among particular cell 

1.1 Detecting Brain 
Somatic Mutations 
in Human Samples

1.2 In Vivo 
Functional Validation 
of Identified Somatic 
Mutations Using 
in Utero 
Electroporation
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populations [18, 19]. One of the most useful features of in utero 
electroporation is that it can recapitulate phenotypes observed in 
focal cortical malformations, including dysmorphic neurons, 
migration defects, and seizures. If a novel disease-causing somatic 
mutation is identified in a neurodevelopmental disorder, this tool 
can be applied to generate a disease-specific mouse model of the 
clinical symptoms of patients.

2 Materials

To extract gDNA, the QIAamp DNA kit (Qiagen, USA) and 
QIAamp DNA FFPE tissue kit (Qiagen, USA) were used according 
to the procedure recommended by the manufacturer. The Quant-iT™ 
PicoGreen® dsDNA Assay Kit (Invitrogen, USA) were used to quan-
tify the concentration of gDNA extracted from patient tissues. 
Assessing the gDNA quality can be performed using the fragment 
analyzer (Bioanalyzer 2100, Agilent, USA), which reads the frag-
ment signal up to 12 kbp. The fragment analyzer assesses DNA qual-
ity by calculating a Genomic Quality Number (GQN). To handle a 
degraded sample such as FFPE tissue, it is highly recommended to 
evaluate the quality of the gDNA using the fragment analyzer.

Building a computing environment is an essential part of analyzing 
the NGS data from a patient sample. In theory, any computer with 
sufficient RAM, hard drive space, and CPU power can be used for 
analysis. In general, we recommend the following computing 
hardware: (1) a minimum of 8–16 Gb of RAM (better to have 
more than 32+ Gb); (2) 2 Tb of disk space (better to have 10 Tb 
of space); (3) a fast CPU (better to have at least eight cores, the 
more the better). For example, in our previous study [15], com-
puting hardware consisting of 24 Gb of RAM, 4 TB of disk space, 
and eight core CPU was sufficient for analyzing deep WES data 
(average depth > 300×) from ten paired blood-brain samples. Most 
software for NGS is developed for Linux/UNIX style operating 
systems. Linux systems are the most compatible with academic 
software, and it is easier to install the analysis software on Linux 
than any other operating system.

Various pipelines or protocols have been used to analyze the NGS 
data. However, the best analysis pipeline for detecting low-level 
single nucleotide variants (SNVs) remains elusive. Thus, we will 
provide a brief introduction to the software used to identify SNVs 
in FCM. Bioinformatics analysis for detecting somatic SNVs in 
WES data consists of three steps: (1) preprocessing, (2) variant 
discovery, and (3) variant evaluation. In the preprocessing step to 
align the raw files (*.fastq) to the reference human genome, we 
used the “Best Practices” workflow suggested by the Broad 
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Institute consisting of Burrows-Wheeler Aligner (BWA) and the 
Genome Analysis Toolkit (GATK) and the generated aligned files 
(*.bam), which can be utilized for the subsequent analysis [20, 
21]. The BWA and GATK software can be downloaded at official 
websites [22, 23]. In the variant discovery step for detecting can-
didate brain-specific SNVs, we utilized both the Virmid [24] and 
MuTect [25] algorithms to jointly analyze blood-brain paired WES 
data. The Virmid and MuTect are available at official websites [26, 
27]. All variants from two algorithms were annotated by functional 
prediction using the snpEFF program for variant evaluation [28]. 
The general quality and contamination issue of raw data can be 
assessed by FastQC [29] and Vecuum [30], respectively.

Primers including adapter sequence are required to generate the 
amplicon library. Primers (usually 20–24 bp) targeting specific sites 
were designed using the web-based Primer3 software. The PCR 
fragment size was determined according to the sequencing length 
of NGS. For example, for a sequencing length of 150 bp using 
paired-end sequencing, a PCR fragment size <300 bp is suitable 
for covering all of the target fragment. The sequence of the target 
primer is then added to the adapter sequence. The Truseq univer-
sal and index adapter sequence can be found at official website 
[31]. The primer composition is as follows: (1) sense, 5′- Truseq 
universal adapter sequence + forward primer sequence of the target 
site-3′; (2) antisense, 5′-Truseq index adapter sequence + reverse 
primer sequence of the target site-3′.

Patient or mouse brain tissue was fixed in freshly prepared 4% para-
formaldehyde phosphate-buffered saline overnight, cryoprotected 
overnight in 30% buffered sucrose, used to generate gelatin-
embedded tissue blocks (7.5% gelatin in 10% sucrose/PB), and 
then stored at −80 °C. Sections cut using a cryostat were collected 
and placed on a glass slide (Superfrost* Plus Micro Slide, Fisher 
Scientific, USA). To capture the nuclei in laser pulse catapult (LPC) 
mode, we recommend a section thickness <10 μm. For FFPE 
slides, deparaffinization and rehydration were performed. A heat-
induced retrieval process was then performed using the deparaf-
finized FFPE slides with citrate buffer (10 mM sodium citrate, 
pH 6.0) to enhance the antibody staining intensity. For immuno-
fluorescence staining, sections cut using a cryostat or processed 
FFPE slides were blocked in PBS-GT (0.2% gelatin and 0.2% 
Triton X-100 in PBS) for 1 h at RT and stained with the following 
antibodies: rabbit antibody against phosphorylated S6 ribosomal 
protein (Ser240/Ser244) (1:100 dilution; 5364, Cell Signaling 
Technology) and mouse antibody against NeuN (1:100 dilution; 
MAB377, Millipore). Slides were then washed in PBS and stained 
with the following secondary antibodies: Alexa Fluor 488-conju-
gated goat anti-mouse antibody (1:200 dilution; A21422, 
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Invitrogen) and Alexa Fluor 555-conjugated goat anti-rabbit 
antibody (1:200 dilution; A11008, Invitrogen). DAPI solution 
(Thermofisher Scientific, USA) was used for nuclear staining.

Plasmids for IUE were purified using the EndoFree PlasmidKit 
(Qiagen, USA) according to the manufacture’s protocol. The final 
concentration of the DNA should be higher than 1 μg/μL. Higher 
concentrations of DNA produce brighter fluorescence. Then 1/10 
volume of 1% Fastgreen (Sigma, USA) was mixed with purified 
plasmids as tracer. For injection of prepared DNA solution, 1-mm 
diameter glass capillary tubes (Drummond Scientific, USA) were 
pulled with the micropipette puller (P-97, Sutter Instruments, 
USA). The following parameters are recommended: pressure, 500; 
heat, 600; pull, 30; velocity, 40; time, 1. Then, pulled capillary 
tubes were cut with forceps at 0.5–1.0 cm from the end of 
the capillary tubes. For anesthesia pregnant mouse, isoflurane 
vaporizer (Harvard apparatus, USA) with oxygen supplier was 
used. The following surgical instruments were required: fine for-
ceps × 2, surgery scissors × 1, ring forceps, needle holder, vicryl 
suture, silk suture. Embryo was pinched with a forceps-type elec-
trode (CUY650P3, Nepa gene, Japan), and electrical pulses are applied 
with an electroporator (BTX-Harvard apparatus, USA). All elec-
troporations were performed with five 50 ms pulses of 35–50 V at 
950 ms intervals.

3 Methods

Brain tissue samples are commonly stored as freshly frozen tissue or 
formalin-fixed paraffin-embedded (FFPE) blocks to preserve speci-
mens for a longer period for retrospective experiments such as 
immunohistochemistry. DNA was extracted using the QIAamp 
DNA extraction kit (Qiagen, USA) according to a procedure rec-
ommended by the manufacturer. Briefly, 10–25 mg of freshly fro-
zen brain tissue was treated with 180 μL ATL buffer and incubated 
with 20 μL proteinase K at 56 °C overnight. After tissue lysis, 
200 μL AL buffer was added to 200 μL ethanol, and the lysate was 
transferred to the column. After washing, 20–100 μL AE buffer was 
added and the eluted genomic DNA was collected. For extraction 
of DNA from FFPE tissue, additional procedures including paraffin 
removal and heating were performed to reverse formalin cross-link-
ing of nucleic acids. Briefly, FFPE tissue sections (eight sections, 
5–10 μm thick) were collected, and 1 mL of xylene was then added 
and mixed vigorously for paraffin removal. For lysis, the pellet was 
treated with 180 μL ATL buffer and incubated with 20 μL protein-
ase K at 56 °C for 1 h. The lysate was then incubated at 90 °C for 
1 h to reverse formalin cross-linking. The subsequent procedures 
were the same as the protocol used for freshly frozen tissue.

2.6 Preparation 
for in Utero 
Electroporation (IUE)

3.1 Extraction 
of High-Quality 
Genomic DNA 
from Patient Brain 
Tissues
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Library preparation of NGS-based sequencing includes 
random fragmentation of gDNA and the addition of library-specific 
adapter sequences to the flanking ends. Considering the substan-
tial loss of gDNA during these processes and additional use for 
validation sequencing, microgram ranges of gDNA should be 
extracted from FCM patient tissues such as brain, blood, or saliva. 
Although minute amounts of gDNA can be amplified by excessive 
targeted PCR or whole-genome amplification (WGA), specific 
artifacts such as PCR-induced base substitution or chimeric 
sequences jeopardize the discrimination of low-frequency somatic 
mutations due to erroneous variants [32–34]. Therefore, the 
extraction of a sufficient amount of gDNA is required for further 
analysis as well as the avoidance of an unnecessary genome ampli-
fication step. Regarding the accurate quantification of gDNA, the 
Picogreen assay (e.g., QuBit: Invitrogen) is preferred to UV absor-
bance measurements (e.g., Nanodrop). Picogreen is a widely used 
intercalating dye that specifically binds to double-stranded DNA 
(dsDNA), and thus protein, RNA, and contaminants do not inter-
fere with the measurements. Several studies have shown that gDNA 
quantification with the Picogreen assay is more accurate than UV 
absorbance measurements, which have a tendency to overestimate 
the DNA concentration due to the presence of RNA and other 
contaminants that are commonly found in gDNA preparations 
[35–38]. Thus, estimation of the gDNA quantity using fluores-
cence intercalating dye is highly recommended. Greater than 1 μg 
of total gDNA assessed using the Picogreen assay is sufficient to 
perform the subsequent library preparation for deep sequencing.

To check the gDNA quality, gel electrophoresis is able to reveal 
the condition of the DNA, such as impurities, RNA contamina-
tion, and DNA degradation. Impurities, such as detergents or pro-
teins, can be detected by nonspecific signal near the loading well. 
RNA, which interferes with 260 nm readings, is often visible at the 
bottom of a gel. A ladder or smear below a band of interest may 
indicate nicking or degradation of the DNA. Partially degraded 
gDNA often found in FFPE samples can be used as input material 
to satisfy QC criteria. In FFPE samples, formalin decreases the 
PCR efficiency due to protein cross-linking, and the degradation of 
nucleic acids increases during storage depending on the pH value 
of the fixative [39]. Nevertheless, several recent studies have 
reported successful NGS analysis using FFPE specimens, which 
satisfies the recommended criteria suggested by the manufacturers’ 
guideline (e.g., Illumina). According to this guideline, a DNA 
input of 100–300 ng is recommended for FFPE samples with a 
genomic quality number (GQN) value >0.3, and low-quality FFPE 
samples with GQN values <0.3 are not recommended [40]. 
Assessment of the sample quality can be handled efficiently through 
the use of the Genomic Quality Number (GQN), assigning a value 
between 0 and 10, which is determined based on the extent by 
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which the band intensity exceeds the threshold size designated by 
the researcher. For example, if 90% or 10% of the band intensity in 
a single gel electrophoresis lane is located above the threshold 
(usually 10 kbp), the GQN value of this sample is 9 or 1, respec-
tively. Therefore, the above criteria established using a GQN value 
of 0.3 indicate a minimum requirement of 3% intact total input 
DNA for successful library preparation of the FFPE sample. The 
band intensity observed by gel electrophoresis and the GQN value 
can be measured simply by using the fragment size analyzer (e.g., 
Bioanalyzer, Agilent, USA).

Prior to the NGS era, Sanger sequencing was widely used to detect 
or validate somatic variants, but it is difficult to detect low-level 
somatic mutations with less than 10–20% allelic frequency in a 
given tissue sample due to sequencing noise or low resolution 
(Fig. 1). In the NGS era, deep targeted sequencing over a 1000× 
read depth is able to detect low-level SNVs even at levels as low as 
~1% (Fig. 1). However, in most genetic studies using NGS, sam-
ples are sequenced at read depths of 100–150× for whole exomes 
and 30–60× for whole genomes [41, 42], thereby limiting the 
potential to detect low-allelic-fraction SNVs in the sample, espe-
cially those at less than 5% (Fig. 2). The sensitivity and specificity 
of calling low-level SNVs depend on several factors, including the 
depth of the sequence coverage in the affected and matched nor-
mal sample, selection of variant callers, sequencing error rate, 
expected allelic fraction of the mutation, and thresholds used to 
declare a mutation [25, 43–47]. These various factors contribute 
to the determination of the sequencing depth to accurately detect 
low-level SNVs. Nonetheless, it is widely accepted that higher cov-
erage samples are sequenced with greater sensitivity for detecting 
mutations with low allelic frequencies (Fig. 3). Based on calcula-
tions of sensitivity using the mutant allele fraction and the tumor 
sequencing depth using MuTect, a read depth of >200× is suffi-
cient for detecting an allele frequency of 5 with 99% probability 
(Fig. 3). Indeed, in our experience, identifying brain somatic 
mutations with a low frequency in FCM patients suggest that an 
approximately 300× coverage of deep WES is suitable for detecting 
~5% allele frequency SNVs in matched brain and blood (or salvia) 
samples [15]. Practically, the manufacturer provides an online cov-
erage calculator [48] that calculates the sequencing output needed 
to reach the desired coverage for a given experiment based on the 
Lander/Waterman eq. [49]. Because some reads are not mapped 
to target regions due to the nature of the capture method (off-
target read), the on-target coverage is consistently lower than the 
calculated coverage [50, 51]. Therefore, it is plausible to design a 
sequencing depth more than approximately 1.5–2 times the 
expected depth.

3.2 Consideration 
of the Sequencing 
Depth to Detect 
low-Frequency 
Somatic Mutations
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After acquiring the raw data (e.g., fastq file) from deep sequencing, 
it is necessary to perform quality control (QC) processes to deter-
mine whether raw sequencing data are suitable for the subsequent 
bioinformatics analysis. Several studies and tools have reported 
that a low base quality, contamination with primer/adapter 
sequences, and biases in base composition can have harmful effects 
on downstream analytic processes [52–54]. The initial steps in the 
QC process typically involve the evaluation of the intrinsic quality 
of the raw reads using metrics produced by the sequencing plat-
form (e.g., base quality scores) or calculated directly from the raw 
reads (e.g., base composition). FastQC [29] is one of the most 
popular tools for the QC of raw sequence reads. The FastQC tool 
generates representative key metrics that characterize the raw data 
quality, including the Phred score distribution per base and per 
base sequence contents, as well as the sequence duplication level. 
The Phred score distribution per base shows an overview of the 
range of quality values with a box whisker plot across all  sequencing 
reads at each position in the FastQ file. In general, this metric is a 

3.3 Bioinformatics 
Analysis of Brain 
Somatic Mutations
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Fig. 2 Sensitivity of the MuTect algorithm according to the allele frequency and sequencing depth. Using a 
sequencing depth of 30× or 100× sequencing depth (typical depth of the whole genome or exome sequenc-
ing), MuTect showed an 18.8% or 74.3% sensitivity for an allele frequency of 5%, respectively. The sensitivity 
increased to 99.8% with deeper sequencing (250×) in the 5% allele frequency [25]. This result suggests that 
the appropriate depth of sequencing is critical for determining sensitivity. Therefore, to detect low-level SNV 
presented as low as 5%, deep sequencing with over 250× reads depth is recommended
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good marker for evaluating the overall data quality at a glance. The 
base quality derived from most platforms will gradually decrease as 
the run progresses, and thus it is common to observe the box whis-
ker plot descend into the orange/red area at the end of a sequenc-
ing read (Fig. 15.3a, b). If the base quality near the end of a read 
is severely low, quality-based clipping should be considered to clip 
the base call with low quality from the 3′ end or from both ends of 
a read [55]. Next, the per base sequence contents and sequence 
duplication level are a representative metric for assessing the ran-
domness and diversity of a library. In a random library, four nucle-
otides (A, T, G, C) are equally distributed across the entire position 
of the sequencing read. Thus, the per base sequence contents 
reveal no significant differences between the nucleotide contents 
of each sample. A high level of duplication is likely due to PCR 
over-amplification, which increases the total amount of library 
DNA or the use of targeted capture for enriching specific genes. 
High-depth sequencing can also increase the duplication level 
because it leads to the generation of multiple reads starting by 
chance at the same point. These high duplication levels eventually 
lower the total sequencing coverage during the mapping process 
with duplication read removal (Fig. 3c–e). Using the metric of the 
sequence duplication level, the researcher can obtain a reasonable 
impression of the extent of the duplication and potential loss of the 
sequencing read during the mapping process. This tool was used to 
report several statistics that were not mentioned above, the details 
of which can be found at official website [29].

Bioinformatics analysis for detecting somatic SNVs in WES 
data consists of three steps: (1) preprocessing; (2) variant discov-
ery; and (3) variant evaluation (Fig. 4a). Although the Broad insti-
tute suggests the mutation-calling pipeline GATK as best practices 
regarding sequence mapping and variant identification, the opti-
mal combination of aligning and variant calling for detecting low-
level SNVs remains controversial. Recent studies have reported 
that the precision and recall value of variant calling can be changed 
according to combination of the mapper and the caller [44–47, 
56]. Further studies will be necessary to optimize the pipeline for 
the identification of low-level SNVs. The detailed discussion about 
the best sequencing analysis pipeline for detecting low-level SNVs 
is beyond the scope of this chapter. Therefore, in this section, we 
will focus on our experience and provide brief guidelines for iden-
tifying low-level SNVs in FCM [15, 57] (Fig. 4b).

For the aligning process, we utilized the Burrows-Wheeler 
Aligner-Maximal Exact Matches (BWA-MEM) algorithm to align 
raw sequence reads to the reference genome. BWA is a widely used 
read alignment tool based on Burrows-Wheeler transformation of 
the reference genome, which not only minimizes the memory 
needed to store the reference but also allows for rapid mapping of 
short read sequences [58]. Other read aligners based on 
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Burrows-Wheeler transformation, such as Bowtie and SOAP2, uti-
lize different strategies for mismatches [58–60]. BWA has two dif-
ferent align modes: ALN and MEM. BWA-ALN is the original 
alignment algorithm of the BWA designed to align reads up to 
100 bp in length. The subsequently released BWA-MEM is 
designed to align reads between 70 bp and 1 Mbp long, and it 
allows for more flexible read clipping to identify the maximal match 
for the reference sequence. In comparison to BWA-ALN mode, 
BWA-MEM rescued a larger number of vector-contaminated reads 
by active read clipping (Fig. 5). Therefore, we utilized BWA-MEM 
to align and discriminate contamination from somatic SNVs.

Accurate calling of somatic SNVs with a low allelic frequency 
has been considered as one of the major challenges in genetics. 
Early genetic studies using NGS have relied on independent vari-
ant calling of each sample in comparison to the reference genome 
(e.g., hg19), followed by the subtraction of variants in the normal 
sample from those in the diseased sample to obtain disease-associ-
ated somatic SNVs [61]. However, this method of calling SNVs in 
a single sample was not suitable for detecting variants with low 
allelic fractions. To overcome this challenge, a number of tools 
with enhanced accuracy based on different statistical models have 
been developed. These tools directly compare a tumor-normal 
samples at each variant locus [24, 25, 62, 63]. Although each of 
these tools has its own merit, the relative advantages of selecting 
one algorithm over another are not clear. Therefore, in most stud-
ies, a single algorithm is commonly used to call somatic SNVs, and 
predicted mutations are validated by an orthogonal method such 
as Sanger sequencing [64, 65]. However, the use of multiple algo-
rithms compensates for algorithm-specific limitations and improves 
confidence by removing many of the false-positive results produced 
by data artifacts [15, 43, 56]. We used this approach, thereby com-
bining both MuTect and Virmid algorithms to predict the true 
SNVs in the FCM sample. We were then able to identify the over-
lapped SNVs in both algorithms and validate them using other 
orthogonal methods such as deep amplicon sequencing and laser 
capture microdissection (LCM) (Fig. 4b). MuTect and Virmid are 
designed to detect somatic mutations with a low allelic fraction in 
genetically heterogeneous samples, whereas they are based on dif-
ferent probability models emerging from independent approaches. 
Selection of the somatic SNV reproducibly called from different 
detection algorithms helps to increase the validation rate.

The use of multiple algorithms is not sufficient to prioritize the 
SNV and provides a small subset of candidate SNVs for subsequent 
functional analysis. Thus, further annotation with a functional 
prediction score such as SIFT [66], PolyPhen [67], and GERP 
[68] is necessary. For example, SNVs with a phastCons score and 
PolyPhen score ≤0.5 are unlikely to be disease-causing due to the 
low conservation and protein damaging scores, respectively [15]. 
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Although various functional annotation methods are useful for pri-
oritizing causal variants, current approaches have some limitations. 
First, each annotation method has its own metric, and these met-
rics are hardly comparable, making it difficult to assess the relative 
importance of variants. Second, there is no consensus for selecting 
the annotation methods among many of them and determining 
the cutoff value for filtering. Recently, to overcome these 
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Fig. 4 Schematic presentation of the analysis pipeline for identifying somatic SNVs causative for FCDII. (a) Raw 
sequencing data (e.g., fastq file) were mapped to the reference genomic sequence (e.g., hg19) with short read 
aligner. Analysis-ready reads were analyzed to detect somatic SNVs using variant callers. The analysis-ready 
variants were annotated with functional scores such as PolyPhen and prioritized using predetermined criteria. 
To remove false-positive variants, various validation sequencing should be performed. Finally, these validated 
variants are ready to be used for in vitro or in vivo functional studies. (b) Deep whole exome sequencing (WES) 
with >500× read depth was performed in matched brain-blood samples from four FCDII patients. The raw 
sequencing data were analyzed to discover somatic variants in affected brain samples. Overlapping mutations 
in both the Virmid and MuTect algorithms were selected as candidate single nucleotide variants (SNVs). 
Subsequently, we performed deep sequencing of the MTOR gene with various sequencing platforms in a large 
FCDII cohort comprising an additional 73 patients. Finally, the validated MTOR mutations were subjected to 
in vitro and in vivo functional analysis. The image of panel B reprinted with permission from [57]
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limitations, a general framework known as the Combined 
Annotation-Dependent Depletion (CADD) value was developed 
as a comprehensive tool that takes into account the results of many 
known functional prediction scores [69]. CADD is helpful for dis-
criminating causative mutations from non-causative mutations. 
Indeed, a recent epilepsy study suggested that the group of de 
novo mutations predicted to be highly deleterious is highly 
enriched for epilepsy genes [70]. Although further evaluation of 
CADD value is necessary, we expect that this method compensates 
for the incompleteness and bias of many existing annotation 
methods.

The detection of low-level somatic SNVs using NGS-based deep 
sequencing accompanies false-positive calls that can result from 
various factors including sequencing error, mapping ambiguity, 
and imprecise calling algorithms. In addition, even a small number 
of external DNA contamination can generate critical erroneous 
calls that mimic genuine somatic variants with a low allelic fre-
quency. Indeed, the cause of genetic anomalies observed in various 
sequencing data has been confirmed to be due to unexpected con-
tamination of the cell line or viral DNA [71–75]. Thus, external 
DNA contamination must be evaluated using systematic and com-
putational approaches during the process of variant detection. 
Cross-contamination of human samples can be evaluated by 
ContEst, which is a tool used to estimate the level of cross-individ-
ual contamination in next-generation sequencing data [76]. 
External contamination with plasmid vectors has been reported in 
several studies [77–80]. Plasmid vectors are highly problematic 
contaminants due to the presence of cDNA inserts harboring the 
target exonic sequence of the gDNA. The sequences of cDNA 
inserts in the plasmid vector are not easily distinguished from the 
sequences of the exonic region of sample gDNA in the NGS data 
after they have been mixed together and formed the homogeneous 
read fragment (Fig. 6). In addition, cDNA inserts are often 
designed to contain deliberate mutations to study their functional 
roles at in vitro and in vivo levels. These mutant plasmids can gen-
erate erroneous variant alleles that have important biological func-
tions but are not present in the actual patient samples. A recently 
developed bioinformatics tool called Vecuum can search and filter 
out sequencing reads originating from the plasmid vector [30]. 
Vecuum identifies the presence and existence site of vector con-
tamination by searching for vector backbone sequences in public 
vector databases such as UniVec and Addgene. The Vecuum iso-
late-contaminated reads from the sample read using the intron-less 
feature of cDNA inserts shows split or unevenly mapped reads at 
exon junctions (Fig. 6). Finally, Vecuum reports a list of the 
genomic position of plasmid contamination and false variants based 
on the statistical analysis and provides cleaned mapping reads by 

3.4 Determination 
of Tissue and Vector 
Contamination
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filtering out the contaminating read from the original sequencing 
data. Thus, we highly recommend utilizing this tool to identify and 
filter out contamination sequence from the plasmid vector, espe-
cially in laboratories that simultaneously handle plasmid vectors 
and sample gDNA to generate sequencing data.

False-positive and erroneous variants can arise from various steps of 
sequencing experiments, including sample and library preparation, 
sequencing, and data analysis. These errors can be misinterpreted 
as somatic variants. Therefore, validation sequencing of predicted 
candidate variants is essential due to stochastic fluctuation and the 
systematic bias of the sequencing experiment. Recent studies sug-
gest that cross-sequencing platform replication is effective to 

3.5 Validation 
Sequencing Methods 
of Low-Level Somatic 
Mutations

Fig. 6 Schematic representation of erroneous calls originated from the vector contamination. Sequencing data 
from a contaminated sample contains DNA sequencing reads originating from both the tissue sample and 
contaminated recombinant vector. Grey, blue, and red reads represent sequence from the tissue sample, vec-
tor backbone, and coding region of the target gene, respectively. Due to mapping of reads from both samples 
and vector inserts, engineered mutations in the vector can be observed as low-frequency variants (yellow 
marks). Since recombinant inserts do not include intronic sequences in general, unique mapping patterns are 
generated by vector-originating reads at exon junctions (clipped and discordant reads), providing a clue to 
identify the false variants. All images were reprinted with permission from [30]
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exclude false-positive and erroneous calls [7, 15, 81]. Here, we 
introduce three validation methods for low-level somatic muta-
tions: (1) targeted amplicon sequencing with ultra-high depth 
(read depth > 100,000×), (2) LCM to enrich mutated cells, and 
(3) SABER.

Unique sequencing artifacts can arise according to the library 
preparation methods, such as hybrid capture and PCR-based 
amplicon sequencing [82, 83]. Because most WES is based on the 
hybrid capture method, validation based on PCR-based amplicon 
sequencing can discern artifacts arising from library preparation of 
the hybrid capture method. In addition, site-specific target 
sequencing using the PCR-based amplicon can provide an 
extremely high sequencing depth that improves the sequencing 
accuracy. To generate a library of targeted amplicon sequencing, a 
two-step PCR protocol is used to amplify amplicons from genomic 
DNA containing a sequencing adapter and a molecular identifier 
(MID) surrounding the target region. The adapter and MID 
sequence can be provided by the manufacturer’s protocol. This 
library is then sequenced on a Miseq or Hiseq sequencer (Illumina, 
USA) with a high depth (read depth of >100,000×) (Fig. 7a). 
Using a deep sequencing strategy to discriminate false-positive 
calls from true SNV, we successfully validated low-level somatic 
mutations present at ~5% (Fig. 7b).

Current NGS technologies have their own sequencing and 
imaging errors that mainly originate from the processing of the 
fluorescent or electrical signal. Each sequencing platform, such 
as Illumina, Iontorrent, or Pacbio, is known to have its own 

Fig. 7 The process of site-specific amplicon sequencing for validating low-level SNVs. (a) Schematic figure 
showing the PCR-based amplicon sequencing process. A two-step PCR protocol is used to amplify amplicons 
from genomic DNA that contained a molecular identifier (MID) surrounding the target site. Paired-end sequenc-
ing of the amplicon libraries is then performed. (b) Variants are visually inspected via the Integrative Genomic 
Viewer (IGV). Variants are labeled as colored bars (brown) in the “collapsed downsampling” mode of IGV to 
visualize the sequencing reads of targeted amplicon sequencing covering mutated sites of MTOR
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intrinsic error rate ranging from approximately 0.1–1% [84, 85]. 
Validation sequencing data using orthogonal technologies such 
as LCM and SABER can also increase confidence that the identi-
fied mutations are true somatic SNVs without errors. Interestingly, 
FCM samples present dysmorphic enlarged neurons caused by 
somatic mutations in mTOR pathway genes that regulate neuro-
nal cell growth [15, 86, 87]. Such dysmorphic neurons permit 
the discrimination of mutation-carrying cells from normal cells. 
LCM can be used to dissect dysmorphic neurons from brain tis-
sue slices and collect nuclei from the neuron carrying the muta-
tion [88–90]. Using a prepared tissue slide, phosphorylated 
S6-immunoreactive neurons with an enlarged soma size (n = ~20 
per case) were targeted and microdissected using the PALM laser 
capture system (Carl Zeiss, Germany). They were then collected 
in AdhesiveCap (Carl Zeiss, Germany) using laser pulse catapult 
(LPC) mode (Fig. 8a). Genomic DNA was extracted from the 
collected neurons using the QiAamp microkit LCM tissue pro-
tocol (Qiagen, USA), and the target regions were amplified by 
PCR using targeted primer and high-fidelity DNA polymerase. 
The amplified PCR product was then purified using a DNA-
binding column. The purified PCR product was sequenced using 
the Sanger method. Using the LCM method, we were able to 
enrich for the mutation-carrying cells and detect mutant allele 
peaks in dysmorphic neurons (Fig. 8b). This result indicates that 

Fig. 8 Laser capture microdissection (LCM) enriches the MTOR c.7280 T > C mutant allele in FCD patients. (a) 
NeuN-positive cytomegalic neurons with the increased S6 phosphorylation (Major readout of mTOR activation) 
were labeled with yellow dot (“Targeting”). Then, the labeled neurons were microdissected (“LCM”). (b) Sanger 
sequencing revealed an enrichment for the MTOR c.7280 T > C mutant allele in ~20 of micro-dissected cyto-
megalic neurons. The control indicates the use of bulk genomic DNA extracted from brain samples of patients 
without the enrichment. Scale bars, 100 μm. All images were reprinted with permission from [15]
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dysmorphic neuron of affected brain in FCM patients harbor the 
somatic SNVs identified in WES.

SABER is used to restrict primer extension to the mutant-
specific allele. It improves the detection sensitivity of the muta-
tion [17, 91]. In the SABER reaction, only a primer annealed to 
a mutant allele undergoes single-base extension, leading to a mass 
difference between the original primer and the primer containing 
the extended allele. In combination with MALDI-TOF mass 
spectrometry, it can detect a mutation frequency of approximately 
0.5% by measuring the mass difference of the extension product 
[91]. The assay was designed using MassARRAY Assay Design 
4.0 software (Sequenom, USA). A schematic diagram of the assay 
is shown in Fig. 9a. After PCR amplification of the target site, 
single-base primer extension is performed according to the pub-
lished protocol [17]. The final products are then spotted on a 
SpectroChip II (Sequenom, USA) and analyzed using a Compact 
Mass Spectrometer and MassARRAY Workstation software 
(Sequenom). Using the SABER method, low-level SNVs were 
successfully amplified and detected in FCM patients carrying 
somatic SNVs identified in WES (Fig. 9b).

In summary, somatic SNVs identified in WES of FCM patients 
can be validated by one of these three orthogonal methods, 
including PCR-based amplicon sequencing and an enrichment 
experiment using LCM and SABER. The reproduced results 
strongly indicate that identified somatic SNVs were in fact present 
in the patient samples. Together with a computational analysis 
using NGS technology, wise use of validation methods will pro-
vide confidence for the presence of low-level somatic SNVs in 
FCM patients.

Using advanced sequencing technology and bioinformatics tools, 
several studies have successfully identified mutations in specific 
genes related to FCM [15, 87, 92–94]. However, the determina-
tion and validation of the biological function of putative mutated 
genes has been much more challenging. Functional scoring meth-
ods based on a computational analysis of structural changes and 
chemical dissimilarity of the mutated protein have been widely 
used to assess the pathogenicity or damaging effects of candidate 
mutations [66, 67, 95]. However, a precise understanding of the 
biological role of putative genes harboring a mutation should be 
achieved through in vitro or in vivo experiments. Mutagenesis fol-
lowed by relevant in vitro biochemical or imaging experiments has 
been widely accepted for the functional validation of the identified 
mutations. Recently, in vitro experiments utilizing CRISPR tech-
nology or human induced pluripotent stem cells (hiPSCs) have 
been applied to elucidate the pathologic role of the identified 
human mutation in the neurodevelopmental disorder. Although 
in vitro model systems are useful for understanding the molecular 

3.6 Generation 
of an In Vivo Mouse 
Model Carrying Brain 
Somatic Mutations
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function of mutated genes, there are obvious limitations of examining 
cortical layering, behavioral traits (e.g., seizure), or electrographic 
signatures (e.g., EEG). Therefore, to reveal the biological and 
pathological functions of the identified somatic variant in the con-
text of the disease phenotype, an in vivo model of somatic brain 
mutations is necessary.

In utero electroporation (IUE) has been used as an effective 
tool for manipulating gene expression in a particular cell population 
of the brain or at specific time points [18, 19]. IUE selectively intro-
duces mammalian-expressing plasmids in the neural progenitor of 
the target area. Various subpopulations of neural progenitor cells can 
be manipulated, depending on the stage of the embryo or the loca-
tion of where the electrical pulse is administered [96]. Therefore, 
this IUE technique is particularly useful for investigating molecular 

Fig. 9 Schematic presentation and experimental result of the SABER assay for detecting the MTOR c.7280 T > C 
mutation. (a) The genomic DNA (gDNA) was first amplified by PCR. The PCR products were then subjected to 
a single base primer extension. The SABER reaction only included terminators for the mutated nucleotide (“G”), 
and not the terminators for the wild-type nucleotide(“A”). The primer extension products were analyzed 
using matrix-assisted laser desorption ionization-time of flight mass spectroscopy (MALDI-TOF MS). The mass 
difference in the single allele between unextended (black peak ) and extended primers (red peak ) can be 
detected. (b) An arrow at 5353 Da indicates the detection of the MTOR c.7280 T > C mutation. An asterisk 
indicates a nonspecific background peak. WT, wild type
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mechanisms of how mutated genes regulate cortical development, 
including migration and regional patterning [97, 98].

IUE involves multiple surgical steps from anesthesia to surgical 
closure. First, timed pregnant mice (usually E12–E15) are anesthe-
tized with isoflurane (0.4 L/min of oxygen and isoflurane vaporizer 
gauge 3 during surgery). Laparotomy is performed to obtain access 
to the uterine horns. Using pulled glass capillaries, 2–3 μg of endo-
toxin-free plasmids with 0.1% of Fast Green (Sigma, USA) are 
injected into a lateral ventricle of each embryo. A pulse of current is 
then applied to the head of the embryo by discharging 30–50 V 
with the electroporator (BTX-Harvard apparatus, USA) to intro-
duce plasmid into neural progenitor cells. The uterine horns are 
then placed back into the abdominal cavity, and the incision win-
dow is sutured using an absorbable fiber such as vicryl (Fig. 10a). 
Embryonic mice can be screened using a fluorescence reporter such 
as GFP and harvested for further analysis at later stages. Since the 
body temperature of the mouse gradually decreases with the expo-
sure time of the uterus and the effect of anesthetization, the mouse 
should be kept warm on a warmer plate. The duration of surgery 
critically affects the survival rate of the embryo, and thus the 
abdominal cavity of the mouse should not be open for more than 
30 min [18]. The positioning of the electrodes determines the cor-
tical region of DNA administration. In addition, cortical layer or 
cell type targeting can be achieved by the timing of electroporation. 
For example, plasmid DNA electroporated at E12 or E15 is 
expressed in deep layer neurons (cortical layer 5) or upper layer 
neurons (cortical layer 2/3), respectively. The electroporation at 
E15 induces the expression of the introduced plasmid in pyramidal 
neurons of cortical layers 2/3 but not in glial cells such as astrocytes 
[99]. Using IUE, we successfully introduced a DNA construct con-
taining the MTOR activating mutation, which was confirmed by 
in vitro immunoblot analysis of pS6 protein, a well-known down-
stream marker of mTOR activation. Among the many neuropatho-
logical features of FCM, three important hallmarks of FCM are 
migration defects, dysmorphic neurons, and electrographic seizure. 
Thus, a good mouse model of FCM should display these features. 
First, we measured the cortical radial migration of reporter-positive 
neurons at E18 and observed that brain sections expressing the 
mutant construct showed a significant decrease in reporter-positive 
cells in the upper layer, consistent with the migration defect 
(Fig. 10b). After the birth of embryonic mice expressing the mutant 
construct, we observed that the soma sizes of reporter-positive neu-
rons were markedly increased in the affected cortical regions 
(Fig. 10c). In addition, this mouse model displayed spontaneous 
seizures with epileptic discharge after seizure onset. Surprisingly, 
the behavioral seizures and dysmorphic neurons in our model 
mouse were almost completely rescued by rapamycin administra-
tion, a clinically approved mTOR inhibitor (Fig. 10c, d).
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Fig. 10 Functional validation of the brain somatic mutation. (a) Schematic presentation of the in vivo experi-
ment to validate the function of identified mutation according to the timeframe. Embryonic mice were electro-
porated at E14, and then their brains were harvested after 4 day of development (E18) for migration analysis. 
Next, we selected properly delivered mouse pups at birth (P0), which exhibited GFP signal in the electroporated 
cortical region. The mice were monitored by video-recording until the tonic-clonic seizures were observed 
(seizure onset). Then, mice with seizures were then video-EEG monitored to characterize the spontaneous 
seizure and cell size according to administration of the mTOR inhibitor (rapamycin). EEG signals were recorded 
from four epidural electrodes located on the left frontal lobe (LF), right frontal lobe (RF), left temporal lobe (LT), 
and right temporal lobe (RT). Scale bars, 20 μm. (b) In utero electroporation of MTOR mutants vectors disrupts 
neuronal migration in the developing mouse neocortex. The images show coronal sections of mouse brains 4 
day after electroporation at E14 with wild-type or mutant MTOR vectors. The bar charts correspond to the rela-
tive fluorescence intensities reflecting the distribution of electroporated cells within the cortex. **p < 0.01, and 
****p < 0.0001 (relative to wild type, n = 6–8, two-way ANOVA with Bonferroni’s multiple comparison test). 
Error bars, s.e.m. CP, cortical plate; IZ, intermediate zone; SVZ/VZ, subventricular and ventricular zone. Scale 
bars, 100 μm. (c) NeuN staining of GFP-positive cells showed an increased soma size of GFP-positive neurons 
in the affected cortical regions of the mice carrying the mutation. The increased soma size was rescued by 
rapamycin treatment. ***p < 0.001 (relative to GFP negative neurons, n = 20–263 per each group. Student’s 
t-test). Scale bars, 20 μm. Error bars, s.e.m. (d) The seizure frequency in mice expressing the mutant vector 
was dramatically reduced by rapamycin treatment. *p < 0.05 and **p < 0.01 (n = 7–17 for each group, one-
way ANOVA with Bonferroni’s post test). All images were reprinted with permission from [15]
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Animal models of human brain disorders are frequently 
evaluated according to three criteria: construct, face, and predic-
tive validity [100–102]. An adequate mouse model of a brain 
disorder should recapitulate the underlying disease mechanism 
(construct validity), the symptoms of human disease (face valid-
ity), and the effective treatment with the target drug (predictive 
validity). From this perspective, our mouse model is a proper 
model system for understanding FCM. Our mouse model (1) is 
generated by IUE introducing the mutant gene into neural pro-
genitor cells recapitulating the development of FCM (construct 
validity); (2) shows the neuropathological symptoms of patients 
(face validity); and (3) are rescued by an inhibitor of the target 
gene (predictive validity).

Recently, combining the IUE technique with CRISPR tech-
nology via HDR-mediated genome editing allows for a more pre-
cise introduction of a genetic variant onto the human genome 
[103, 104]. Therefore, we are confident that a model mouse gen-
erated by IUE will provide an opportunity to better understand 
the molecular genetic mechanism of FCM and the connectivity of 
the epileptogenic brain leading to intractable epilepsy.

4 Conclusion

Recently, the extent and functional role of somatic mutations in 
noncancerous disorders have received increased attention, espe-
cially in FCM. The advancement of sequencing technology and 
in vivo modeling tools provide a means to investigate the low-level 
somatic mutation in the context of the disease phenotype. 
Specifically, a mouse model carrying a human mutation identified 
by deep sequencing with various replications and validations made 
it possible to elucidate the pathological role of the somatic muta-
tion in FCM and to provide a potential molecular target for drug 
treatment.

The combination of deep sequencing, various replication 
methods, and bioinformatics analysis for detecting somatic SNVs 
minimize erroneous calls or false variants and provide true somatic 
SNVs for functional analysis. In our experience, we can successfully 
detect disease-causing somatic SNVs by utilizing (1) a BWA-MEM 
algorithm to achieve the maximal match of short read fragments to 
the reference sequence; (2) consensus approach selecting the over-
lapping somatic SNVs from different calling algorithms; and (3) 
validation methods including ultra-high depth reads 
(depth > 100,000×), LCM to enrich for mutated cells, and the 
single allele base extension reaction assay. Nevertheless, further 
studies that optimize the pipeline of bioinformatics analysis and 
selection of experimental validations with different technologies 
will be necessary to provide an accurate guideline for detecting 
true somatic mutations that are related to the disease phenotype.
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Regarding the mouse model, IUE is a very powerful tool for 
modeling FCM. The most useful features of IUE are that it reca-
pitulates the focal nature of the cortical malformation disorder by 
using temporal and spatial control of plasmid expression in the 
embryonic brain. Indeed, the mouse model of FCD revealed a very 
small fraction of reporter-positive cells expressing mutated mTOR, 
accounting for ~1% of the total neurons. However, imprecise spa-
tial control of gene expression due to manual positioning of the 
electrode is the most challenging problem related to in utero elec-
troporation. More accurate spatial control can be achieved using a 
specific promoter sequence that is selectively expressed in target 
brain areas or triple electrodes, increasing the spatial resolution of 
the electrical pulse. In future, combining IUE with CRISPR tech-
nology allows the generation of a model mouse carrying the same 
genetic variants of the human disease.

In conclusion, we anticipate that our translational approach to 
detection of the disease-causing mutation to generate a mouse 
model recapitulating the disease phenotype will advance our under-
standing of the genetics, pathogenic mechanism, and therapeutic 
potential of low-level somatic mutations in FCM. Moreover, this 
approach has the potential to be extended to other genetic disor-
ders that occur sporadically and provide new insight into the 
functional role of brain somatic mutations in humans.
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Chapter 16

Using Fluorescence In Situ Hybridization (FISH) Analysis 
to Measure Chromosome Instability and Mosaic 
Aneuploidy in Neurodegenerative Diseases

Julbert Caneus, Antoneta Granic, Heidi J. Chial, and Huntington Potter

Abstract

Chromosome instability is a form of genomic instability that leads to cells with an abnormal number of 
chromosomes, defined as aneuploidy. Aneuploidy that results from chromosome instability can be com-
plete or mosaic, depending on whether all or only some of the cells that make up an organism have an 
abnormal number of chromosomes. Aneuploidy is associated with many human conditions, such as cancer 
and Down syndrome (DS, trisomy 21), and it has more recently become a focus of investigation in neuro-
degenerative diseases, including Alzheimer’s disease (AD), Niemann-Pick C1 (NPC), and frontotemporal 
lobar degeneration (FTLD). In these disorders, aneuploid cells in affected brain regions appear to contrib-
ute significantly to apoptosis and neurodegeneration, and may thus underlie the associated cognitive defi-
cits. Herein, we describe the methods that our laboratory has developed to analyze the frequency of 
chromosome instability (i.e., mosaic aneuploidy) in AD, NPC, and FTLD and associated cell death. Our 
goal is to provide the reader with guidelines for using these methods and to offer insights into their utility 
and potential limitations.

Key words Neurodegenerative disease, Alzheimer’s disease (AD), Frontotemporal lobar degenera-
tion (FTLD), Frontotemporal dementia (FTD), Niemann-Pick C1 (NPC), Mosaic aneuploidy, 
Sporadic disease, Fluorescent in situ hybridization (FISH), Metaphase chromosome spread, Apoptosis, 
Single-cell sequencing

1 Introduction: Chromosomal Instability and Neurodegenerative Disease

Alzheimer’s disease (AD) is the most common age-associated cog-
nitive disorder. Pathologically, AD is characterized by several dis-
tinct hallmarks, most notably the formation of extracellular amyloid 
deposits and intracellular neurofibrillary tangles. AD can be either 
late-onset sporadic (90% of reported cases with no identifiable 
causes), which usually affects people above the age of 65, or famil-
ial, which mostly leads to early-onset AD and is inherited in an 
autosomal dominant manner. Familial AD (FAD) is caused by 
mutations in the genes that encode the amyloid precursor protein 
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(APP) or the Presenilin-1 and -2 (PSEN1 and PSEN2) proteins, or 
by duplication of the APP gene [1–7].

The APP gene resides on human chromosome 21 and encodes 
the APP transmembrane protein. Under normal conditions, APP is 
proteolytically cleaved by alpha (α)- and beta (β)- secretase (BACE) 
to produce soluble APP (sAPP) peptides, which are then released 
into the extracellular space [8]. Alternatively, APP can be cleaved 
by β-secretase, followed by gamma (γ)-secretase within the mem-
brane to generate multiple different isoforms of beta-amyloid (Aβ) 
peptides, including Aβ-42 and Aβ-40, the main components of the 
amyloid plaques found in the brains of AD patients [9]. In AD, 
mutations in the Presenilin genes, predominantly in PSEN1, dis-
rupt the catalytic activities of γ-secretase, leading to abnormal 
cleavage of the APP protein and a relative increase in the produc-
tion of the Aβ-42 peptides [10, 11]. As a result, the ratio of Aβ-42/
Aβ-40 has been reported to increase sharply in AD, leading to the 
formation of amyloid plaques in the AD brain [9].

The finding of mutations in the APP and PSEN genes that 
cause FAD indicated that the product of γ-secretase and BACE 
cleavage of APP, Aβ, must play a key role in AD pathogenesis. 
Indeed, the accumulation of Aβ-oligomers and their subsequent 
further polymerization and aggregation outside of cells to form 
senile plaques contributes to neuronal dysfunction and cell death, 
an integral part in the development of dementia in AD [12, 13]. 
Neuronal loss in the brain is important, because increasing neuro-
nal loss correlates with the development of dementia from the early 
stage to late stage of AD [14, 15].

Aside from amyloid plaque formation, Aβ initiates numerous 
other neurotoxic events through its effects on downstream pro-
teins or pathways. In particular, Aβ-42 has been shown to promote 
hyperphosphorylation of the microtubule-associated protein tau 
(MAPT) that binds to and stabilizes microtubules, whose stability 
and integrity are necessary for numerous cellular processes and for 
neuronal cell survival [16]. In AD, Tau phosphorylation and 
aggregation result in the formation of paired helical filaments and 
the accumulation of intracellular neurofibrillary tangles [17, 18].

Genomic instability, which includes both abnormal chromo-
some number (aneuploidy) and structural chromosome aberra-
tions, has been an area of intense investigation for decades in cancer 
research due to the fact that somatic genomic instability, especially 
aneuploidy, is a hallmark of most cancerous cells [19–21]. 
Furthermore, many human developmental disorders, such as 
Down syndrome (DS, complete or mosaic trisomy 21) and Turner’s 
syndrome (complete or partial monosomy X), arise due to chro-
mosome mis-segregation during gametogenesis and the develop-
ment of an aneuploid individual.

Because trisomy 21/DS invariably leads to AD pathology by 
age 30–40 and usually to AD dementia by age 60, due to the fact 
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that the APP gene resides on chromosome 21, we proposed that 
both familial and sporadic AD might be caused by random chro-
mosome mis-segregation events that occur over the course of an 
individual’s lifetime, leading to mosaic aneuploidy that includes 
trisomy 21 [22]. We and others then tested this hypothesis that 
AD is a mosaic form of DS, and found that up to 10% of cells 
throughout the bodies of individuals with AD, including in the 
brain, were trisomic for chromosome 21, and that many other cells 
were aneuploid for other chromosomes [14, 23–31] (see Chaps. 
1–3 and 5). Furthermore, many cells become tetraploid, especially 
in the cerebral cortex, during normal aging [32, 33] (see Chap. 4).

Our studies of mouse and cell models of AD revealed that 
mitotic spindle abnormalities and chromosome mis-segregation 
are caused by mutant forms of APP and presenilin (the active com-
ponent of the γ-secretase enzyme that is required for cleaving amy-
loid Aβ peptide from APP) that cause FAD [1, 3]. Mechanistically, 
we found that chromosome mis-segregation and consequent aneu-
ploidy was caused by the inhibition of certain microtubule-depen-
dent motors, including Kinesin-5/Eg5, by the Aβ peptide [34]. 
Kinesin-5 is a double-ended motor protein that attaches to and 
moves along antiparallel microtubules toward their plus-ends, 
using the hydrolysis of ATP to produce the mechanical forces 
required to slide antiparallel microtubules past each other during 
cell division [35–37]. In addition to driving microtubule move-
ment, Kinesin-5 also promotes microtubule polymerization and 
stability [38].

These studies resonate with other lines of evidence that have 
indicated that certain aspects of the cell cycle are dysregulated in 
the brains of individuals with AD, whether sporadic or familial [15, 
39, 40]. Indeed, cell cycle defects and aneuploidy have also been 
found in other neurodegenerative diseases, besides AD, specifically 
Ataxia Telangectasia [41], Niemann-Pick C1 (NPC) [42], Lewy 
body disease [43], and frontotemporal lobar degeneration (FTLD) 
([44–46]; Granic and Caneus et al., manuscript submitted), many 
of which, such as AD, are associated with atrophy of the affected 
brain regions as a result of neuronal dysfunction and subsequent 
cell death. Each of those disorders has distinct pathological and 
clinical characteristics caused by perturbations in different path-
ways, yet, despite their differences, AD, FTLD, and NPC share 
common features, including tauopathy, the presence of aneuploid 
brain cells, and cognitive impairment and/or cognitive decline 
associated with neuronal cell loss. Interestingly, normal aging can 
also lead to neuronal aneuploidy [25] (see Chap. 3).

Just as Aβ can inhibit Kinesin-5 to cause chromosome mis-
segregation, Tau/MAPT and/or related microtubule-binding 
proteins are also vital for proper mitotic spindle assembly and cell 
division [47]. As a result, alterations in Tau function or expression 
(e.g., in FTLD patients with MAPT mutations or in Drosophila 
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expressing human MAPT) have been shown to alter normal 
 chromosome segregation, resulting in aneuploidy and subsequent 
neuronal dysfunction and cell death ([44–46]; Granic and Caneus 
et al., manuscript submitted). Indeed, studies have shown that 
neuronal loss and synapse loss are highly correlated with tau pathol-
ogy and/or tangle levels in animal models of AD and in the brains 
of AD patients [17, 46, 48–51]. The fact that both Kinesin-5 and 
Tau/MAPT are microtubule-associated proteins that are also 
downstream targets of Aβ, and that mutations in MAPT can cause 
FTLD, combined with the finding that aneuploid cells that accu-
mulate in AD and other neurodegenerative diseases are highly 
unstable and are prone to cell death, provides a potential common 
pathophysiology in which abnormal production and accumulation 
of different proteins can disrupt proper chromosome segregation, 
thereby resulting in aneuploidy.

Could the chromosome mis-segregation and aneuploidy in 
neurons and other cells that characterize many neurodegenerative 
diseases underlie or contribute to neurodegeneration? Certainly, 
genomic instability (aneuploidy) can stimulate cell death in many 
circumstances [52]. Specifically, aneuploid cells can either progress 
through mitosis to cytokinesis or arrest in the G1/2 phases. Cells 
arrested in the G1/2 phases of the cycle can subsequently become 
highly unstable and prone to degeneration, thereby causing them 
to undergo apoptosis [53–57]. Indeed, Thomas Arendt and col-
leagues (2010) presented convincing evidence that 90% of the 
neurodegeneration observed at autopsy of AD brains can be attrib-
uted to the generation and selective death of aneuploid neurons 
[14] (see Chap. 5), which, if extended to other neurodegenerative 
diseases, suggests that aneuploidy and consequent apoptosis under-
lie the cognitive deficits that these disorders share.

In sum, our results reveal an increased level of chromosomal 
aneuploidy, especially for chromosome 21, both in human subjects 
with neurodegenerative diseases and in their transgenic mouse and 
cell culture model counterparts. Because the methods we used to 
acquire these results can be applied to the study of other neurode-
generative diseases, we discuss them in detail below.

2 Materials

To investigate the frequency of genomic instability in neurodegen-
erative diseases, frozen samples of brain tissues from patients diag-
nosed with AD ([1]; Caneus and Granic et al., unpublished 
observation), NPC [42], or FTLD (Granic and Caneus et al., man-
uscript submitted) were obtained from the Mayo Clinic Brain 
Bank, Jacksonville, FL, the NICHD Brain and Tissue Bank for 
Developmental Disorders at the University of Maryland, Baltimore, 
MD, and the Banner Sun Health Research Institute Brain and 

2.1 Single-Cell 
Suspensions of Brain 
Samples from Patients 
with AD, NPC, or FTLD
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Body Donation Program of Sun City, AZ, and were assessed for 
aneuploidy. Single-cell suspensions were prepared with the samples 
and were processed for chromosomal analysis by fluorescence in 
situ hybridization (FISH) with labeled probes that recognize chro-
mosome 12 or 21, followed by immunocytochemistry with anti-
NeuN antibodies to identify neurons. Specifically, we used a dual 
color probe set with a chromosome 12 probe labeled with 
SpectrumGreen and a chromosome 21 probe labeled with 
Spectrum Orange (LSI TEL/AML1 ES Dual Color Translocation 
Probe, Abbott Molecular); for probe maps and specification, please 
refer to manufacturer’s website at https://www.molecular.abbott. 
To specifically label neurons, we used an Alexa Fluor®488-
conjugated anti-NeuN antibody (MAB377X, Millipore), which 
recognizes the neuron-specific NeuN protein that is expressed in 
neuronal cell nuclei. Using a Zeiss AxioObserver Z1 fluorescence 
microscope equipped with the following filter sets (excitation/
emission, nm): DAPI (358⁄461), AlexaFluor®488 (460/520), and 
Texas Red (595/615), the cells were then analyzed for chromo-
somal aneuploidy using either a 40×/1.4 oil objective or a 63×/1.4 
oil objective. Statistical analyses of aneuploidy levels were mea-
sured using standard programs and software, including Microsoft 
Excel, GraphPad Prism, and MathWorks.

To assess the prevalence of chromosomal aneuploidy in animal 
models, we used transgenic mouse models of AD that express 
mutant forms of two human genes, APP and PSEN1, associated 
with early-onset FAD. In one set of experiments, we used trans-
genic mice expressing the human APP gene harboring the London 
(V717F) mutation (19–21 months of age) or mice lacking the 
APP gene (3 months of age) [3]. For analysis of PSEN1, we used 
transgenic mice expressing human PSEN1 harboring either the 
M146L or M146V mutation, transgenic mice overexpressing the 
wild-type human PSEN1 gene under the control of the PDGF 
promoter (14–19 months of age, acquired from Dr. Karen Duff, 
Nathan Klein Institute/New York University School of Medicine), 
or homozygous knock-in transgenic mice with the mutant human 
PSEN1 (M146V) gene replacing the endogenous mouse gene 
(12–15 months of age, a gift from Drs. Mark Mattson and Steven 
Chan of the National Institute on Aging). For comparative analy-
ses, aneuploidy levels from both groups of transgenic mice (APP 
and PSEN1) were compared to their respective non-transgenic 
littermates. Both the brains and the spleens were harvested from 
these mice and either processed for FISH analysis or for further 
primary cell culture experiments (see Sect. 2.3). The brains were 
processed and fixed immediately for FISH analysis using a bacte-
rial artificial chromosome (BAC) probe designed to hybridize to a 
region of mouse chromosome 16 that is syntenic to human chro-
mosome 21 and for indirect immunofluorescence staining with 

2.2 Transgenic 
Mouse Models of AD
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the anti-NeuN antibody to identify neurons. The BAC probe 
(provided by Dr. Bruce Lamb at Case Western Reserve University) 
consists of a mouse chromosome 16-specific sequence labeled with 
spectrum green dUTP (Vysis) by nick translation (Roche) [58].

To study mosaic aneuploidy in a defined in vitro system free from 
other biological factors, we used primary mouse cell cultures in our 
in vitro experiments. For the primary cell culture experiments, we 
used three different cell types: mouse brain neurons from mouse 
models of AD [1], neurosphere cultures and derived neuronal pre-
cursor cells (mNPCs) from non-transgenic mice [42], and spleno-
cytes from mouse models of AD [1]. The mouse primary neuronal 
cultures were prepared from whole brains using a modified version 
of the method of Liesi et al. [59]. The mouse neurosphere cultures 
were established from non-transgenic prenatal mouse brains (E17–
E18) following a modified protocol by Pacey et al. (2006) [60] 
and were maintained according to the procedure developed by 
Marchenko and Flanagan (2007) [61]. The spleens harvested from 
the transgenic mice were dissociated into single-cell suspensions 
and cultured in the presence of β-mercaptoethanol and 
Concanavilin-A (Sigma). Following incubation and growth, the 
cells were harvested and processed for chromosome counts by 
both FISH and chromosome metaphase spread karyotyping.

In addition to primary mouse cell cultures, we have also used sev-
eral different types of human cell lines in our studies of mosaic 
aneuploidy. They include primary fibroblast cell lines established 
from AD patients and NPC patients and karyotypically normal 
human cells lines, such as the hTERT-HME1 immortalized human 
mammary epithelial cell line (Clontech) [1, 3, 34, 42] and the 
HASM human primary aortic smooth muscle cells that were iso-
lated from healthy human aorta and cryopreserved for secondary 
cell culture (ScienCell Research Laboratories) [42]. The primary 
fibroblast cell lines from AD patients contained FAD mutations in 
the APP gene and were from M. Benson (Indiana University 
Medical School, Indianapolis), and the age-matched control pri-
mary fibroblast cell lines were from the NIA Aging Cell Repository, 
Camden, NJ [23]. The fibroblast cells used for analysis of chromo-
some instability in association with NPC disease pathogenesis 
include LDL receptor-negative human skin fibroblasts with two 
mutations (C240-F and Y160-ter) that cause a severe form of famil-
ial hypercholesterolemia, fibroblasts with functional LDL receptor, 
four different fibroblast cell lines harboring NPC mutations, and 
age-matched controls, which were purchased from Coriell Cell 
Repositories [42]. The fibroblast cell lines were cultured in 
Minimum Essential Medium (MEM; with Eagle-Earle salts and 
non-essential AA) (Gibco/Invitrogen) supplemented with serum 
according to the manufacturer’s recommended protocol [42].

2.3 Primary Mouse 
Cell Cultures

2.4 Human Cell Lines
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The hTERT-HME1 cell line is a telomerase-immortalized 
primary human mammary epithelial cell line (Clontech). The 
stable expression of telomerase enables the cells to retain the full 
length of their telomeres and to divide indefinitely while retain-
ing normal function, phenotype, and karyotype, which is impor-
tant for studies of mosaic aneuploidy. The cells were cultured in 
Mammary Epithelium Basal Medium (MEBM, Lonza) supple-
mented with a growth factor MEGM kit (MEGM SingleQuot Kit 
Suppl. & Growth Factors, Lonza). The HASM cells were cul-
tured in smooth muscle cell medium (SMCM; ScienCell Research 
Laboratories) consisting of 500 mL basal media, 2% fetal bovine 
serum (FBS), 5 mL smooth muscle cell supplement, and 5 mL 1× 
penicillin/streptomycin (PS; 5000 IU/mL each; Cellgro) during 
the growth process.

To generate an AD-like cell line model, the hTERT-HME1 
cells were transiently transfected with plasmids for expressing 
mutant APP [3] or PSEN1 genes [1]. APP expression constructs 
used include the pcDNA3.1 vector containing the human APP 
gene harboring the Swedish (K595N/M596L) and London 
(V642I) FAD mutations, or the pAG3 vector containing the 
human APP gene harboring the V717I FAD mutation (provided 
by Chad Dickey, USF, Tampa, and Todd Golde, Mayo Clinic, 
Jacksonville). The PSEN1-containing plasmid constructs include 
the pCDNA3.1 vector (Clontech) containing either the wild-type 
human PSEN1 gene or the human PSEN1 gene harboring the 
M146L or M146V FAD mutation [1].

To examine the effect of beta-amyloid (Aβ) on the cell cycle, and 
more specifically on the function of Kinesin-5, we used several bio-
logical systems, including the hTERT-HME1 cell line and Xenopus 
egg extracts [34]. Kinesin-5 is a homotetrameric microtubule 
motor protein that cross-links overlapping antiparallel microtu-
bules and slides them apart as it steps toward the plus-ends of each 
of the two microtubules it binds [62]. Kinesin-5 also regulates 
microtubule polymerization and is required for spindle formation 
and accurate chromosome segregation [63, 64].

The Xenopus egg extract we used in our experiments is a cell-
free extract prepared from eggs of the South African clawed toad, 
Xenopus laevis. This extract is capable of undergoing the same key 
transitional steps in vitro that eukaryotic cells undergo in vivo 
during the cell cycle. For example, when added to the egg extract, 
DNA can be assembled together into a chromosome-like aggre-
gate, which then progresses through subsequent phases of mito-
sis, including anaphase, whereby sister chromatids are separated 
[34, 65]. These distinctive features make the Xenopus egg extract 
a very unique and suitable system for studying cell cycle dynamics 
at a biochemical level.

2.5 Aneuploidy 
Caused by Aβ-
Mediated Inhibition 
of Motor Proteins

Using Fluorescence In Situ Hybridization (FISH) Analysis to Measure Chromosome…



336

3 Methods

To assess aneuploidy levels in patients with AD, NPC, or FTLD, 
tissues samples were obtained and processed for FISH and chro-
mosome metaphase spread karyotype analyses.

The fibroblast cells obtained from patients with AD [23] or NPC 
[42] were plated and grown directly on clean, non-coated glass 
slides. The cells were maintained in DMEM (Dulbecco’s Modified 
MEM) supplemented with 2 mM L-glutamine and 10% fetal 
bovine serum (FBS); alternatively, RPMI1640 and alpha-MEM 
media can also be used for fibroblast cell cultures. The cells were 
placed in an incubator and cultured at 37 °C, 5% CO2 for 48 h. 
After the growth period, the cells were trypsinized and harvested. 
To dislodge and fix the adherent cells from the dish, the old media 
was removed and the cells were washed with PBS. The cells were 
then treated with 5 mL of 0.05% trypsin/EDTA and incubated for 
5 min at 37 °C in 5% CO2. Following the incubation time, after all 
the cells had detached, an equal volume (5 mL) of complete growth 
media was added to the cell suspension to inactivate the trypsin 
and prevent cell death. Depending on the cell line, the incubation 
time with the trypsin can also be adjusted. The cell suspension was 
collected and centrifuged at 1500 rpm (~ 478 × g) for 5 min at 
4 °C. After removing the supernatant by aspiration, the cells were 
swollen by adding 5 mL of hypotonic (75 mM) potassium chloride 
to the cell pellet, and the resuspended cells were incubated for 
15 min in a 37 °C water bath. The cells were then removed from 
the water bath, and 0.5 mL of ice-cold fixative solution 
(methanol:acetic acid, 3:1) was added to the cell suspension drop 
by drop while gently flicking the tube, followed by a slow tube 
inversion back and forth and 1 min incubation on ice. The fixed 
cells were then centrifuged at 1500 rpm, 4 °C for 5 min. After 
removing the supernatant, the cells were resuspended in 5 mL of 
ice-cold fixative solution (added drop by drop) to form a single-cell 
suspension. The single-cell suspension was placed on ice for at least 
30 min and then centrifuged for 5 min at 1500 rpm. The last two 
steps were repeated one more time, and the supernatant was 
replaced with fresh fixative solution, and the fixed cells were either 
used for FISH analysis, or storage at −20 °C. For subsequent 
FISH, the fixative amount was determined based on cell number 
and pellet size, and for storage ≥5 mL of fresh fix was used.

3.1 Analysis 
of Chromosome 
Instability and Mosaic 
Aneuploidy in Human 
Fibroblast Cell 
Cultures and Brain 
Cells from Patients 
with AD, NPC, or FTLD

3.1.1 Fibroblasts 
from AD and NPC Patients
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In addition to analyzing fibroblasts, brain samples from patients 
with AD, NPC, or FTLD ([42]; Caneus and Granic et al., unpub-
lished observation) were also analyzed for aneuploidy by 
FISH. Brain samples were dissociated into a single-cell/nuclei 
suspension by trituration. To accomplish this, a piece of the brain 
tissue (~1.0–1.5 g) was cut and placed in 5 mL of ice-cold PBS in 
a 15 mL tube. Using 5 mL and 1 mL pipettes, the tissue was 
pipetted up and down multiple times (~20–30 times) until it was 
disassembled into smaller pieces. The mixture was further dissoci-
ated into a single-cell/nuclei suspension by pipetting up and 
down around 20–30 times using fire-polished Pasteur pipettes 
with at least two different reduced tip sizes. The solution was then 
placed on ice for 5 min to allow the larger pieces of the tissue 
and/or other cellular debris to settle down to the bottom of the 
tube. The single-cell suspension in the top layer was then col-
lected and transferred to a clean 15 mL tube. Fresh ice-cold fixa-
tive (methanol:acetic acid, at least 3 mL or more, depending on 
the pellet size) solution was added to the cell suspension drop by 
drop, and the tube was placed in a 74 °C water bath for 30 min, 
followed by centrifugation at 1500 rpm at 4 °C, for 5 min. The 
supernatant was removed and discarded; the cell pellet was resus-
pended in fresh ice-cold fixative solution, which is ready for FISH 
assays or can be stored at −20 °C.

To carry out the FISH analysis, slight modifications were made to 
the protocol provided by the probe manufacturer (Vysis, Abbott 
Molecular), as described previously [23]. For freshly prepared, 
unfrozen cell suspensions, we used disposable plastic pipettes 
(Fisher Scientific) to add four drops of the cells onto wet, pre-
cleaned frosted microscope glass slides (Fisher Scientific) pre-
chilled in the fridge (2 h) or freezer (30 min). Cell suspensions 
that had been stored at −20 °C were centrifuged at 1500 rpm for 
5 min, and the supernatant was discarded and replaced with fresh 
fixative solution (methanol:acetic acid, 3:1) before dropping the 
cells onto the slides. The cells/slides were left to air-dry and age 
overnight at room temperature. The next morning, the slides 
were denatured in a pre-warmed (37 °C) Coplin staining jar con-
taining 2× SSC denaturing solution for 45 min in a 37 °C water 
bath. Next, the slides were dehydrated in consecutive gradients of 
ethanol (70, 80, and 90%) for 2 min each at room temperature. 
The slides were then taken out of the last ethanol solution (90%) 
and air-dried for 10–15 min before applying the probes. The 
probe solution was prepared by adding 1 μL of the probe mixture 
and 2 μL ddiH2O to 7 μL hybridization buffer (LSI/WCP, Abbott 
Molecular) for each slide. The probe set (Vysis LSI ETV6 (TEL)/
RUNX1 (AML1) ES Dual Color Single Fusion Probe), which was 
purchased from Abbott Molecular, comes as a mixture of two 

3.1.2 Cell Suspensions 
of Brain Tissues 
from Patients 
with Neurodegenerative 
Diseases

3.1.3 Fluorescence 
in Situ Hybridization (FISH) 
Assays with Human 
Fibroblasts and Brain Cell 
Suspensions
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probes, each labeled with a different fluorophore, that detect and 
hybridize to their complementary DNA sequences on either chro-
mosome 21 (LSI/RUNXI probe for 21q22 region, labeled with 
SpectrumOrange) or chromosome 12 (LSI/ETV6/TEL probe 
for 12p13 region, labeled with SpectrumGreen). After applying 
10 μL of the probe solution to the center of the slide, a coverslip 
was placed immediately over the slide and sealed with rubber 
cement. The slides were placed in a humidified Vysis HYBrite 
Slide Stainer for 18–20 h, with a 4 min denaturation step at 75 °C, 
followed by the hybridization step at 37 °C, followed by another 
16–22 h incubation time at 38 °C. Alternatively, hybridization can 
be carried out in a humidified chamber overnight at 37 °C. 
Following the incubation period, the rubber cement and cover-
slips were removed from the slides and the slides were washed 
twice with 0.4× SSC/0.3% NP-40 (pre-warmed at 37 °C for 
~30 min), followed by incubation in 2× SSC/0.1% NP-40 at 
room temperature for 3 min. Thereafter, the slides with brain cells 
were processed for immunostaining with an anti-NeuN-Alexa488-
conjugated antibody. Prior to immunostaining, the slides were 
hydrated in 1× PBS for 10 min, followed by three quick washes in 
1× PBS. Subsequently, the slides were blocked in 10% goat serum 
(1× PBS + 0.1% Triton X-100 OR Tween-20) for 1 h at room 
temperature, followed by three washes in 1× PBS for 10 min each. 
The slides were then incubated with the anti-NeuN-Alexa488-
conjugated antibody (diluted 1:100 in 1× PBS containing 5% BSA 
and 0.5% Tween-20) for 1 h at 37 °C in a humidified shaker. The 
slides were then washed three times, for 5 min each, in 1× PBS at 
room temperature, and counterstained with DAPI (Vectashield 
Mounting Medium with DAPI, Vector Laboratories, Inc.). After 
the coverslips were mounted onto the slides and sealed with nail 
polish, the slides were analyzed and/or stored at 4 °C [3]. Using 
a Zeiss AxioObserver Z1 microscope equipped with an AxioCam 
MRM camera and the Zen2011 software, 40×/1.3 and 63×/1.4 
oil objectives, and filter sets capable of detecting DsRed 
(SpectrumOrange), GFP (SpectrumGreen), and DAPI signals, 
the slides were examined for chromosome 12 and 21 aneuploidy 
in neuronal (NeuN+) cells. The chromosomes were selected and 
scored according to Vysis guidelines. Chromosome signals from 
overlapping cells were not counted: only signals from individual, 
non-overlapping nuclei were counted. Also, per manufacturer’s 
recommendation, adjacent signals that were very close to each 
other and that appeared as double spots linked together by 
a thread were counted as one signal. The results of these experi-
ments showed that fibroblasts from NPC patients (Fig. 1a, b; 
[42]) and AD patients (Fig. 2a; [23]), and brain cell suspensions 
from NPC patients (Fig. 1c, d; [42]) and FTLD patients (Granic 
and Caneus, et al., manuscript submitted) exhibited elevated lev-
els of aneuploidy for chromosome 21.
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FISH analysis is one of the most popular and most used tech-
niques to analyze and determine the numbers of specific chromo-
somes in cells. However, one issue with the use of FISH techniques 
is that although the labeled probes are designed to hybridize to 
their complementary sequences on a specific chromosome, some-
times incomplete hybridization occurs. In a culture of dividing 
cells, incomplete hybridization can result in post-S-phase cells 
with four copies of each chromosome that instead appear as triso-
mies. Therefore, in order to correct for the possibility of incom-
plete probe hybridization in our studies, we worked with 
statistician Dr. John Orav (Harvard School of Public Health) to 
develop a formula for calculating the true percentage of aneu-
ploidy. Based on the assumption that each chromosome in a 
nucleus hybridizes as an independent event and that all/most 
observed monosomies are actually disomies in which one chromo-
some failed to hybridize, we were able to determine the actual 

3.1.4 Calculation of True 
Percentages of Aneuploidy 
with FISH Analysis

Fig. 1 Increased trisomy 21 aneuploidy in fibroblasts and in brain glia and neurons of Niemann-Pick C1 (NPC) 
patients. (a, b) FISH analysis with a DNA probe for chromosome 21 (red) and chromosome 12 (green) of fibro-
blasts derived from NPC patients (NPC1-HF) showed an increase in trisomy 21 cells compared to age-matched 
normal human fibroblasts (NHF). (c, d) Quantitative FISH analysis with a DNA probe for chromosome 21 (red) 
followed by staining with anti-NeuN antibody (green) and DAPI (blue) of resuspended cells from frontal cortices 
of control and NPC brains revealed significantly higher levels of trisomy 21 in NPC neurons and glia compared 
to controls. Figure adapted from [42]
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number of chromosomes in each nucleus and to calculate the true 
percentage of trisomy (aneuploidy) using the formula below:
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Fig. 2 Elevated levels of chromosome aneuploidy observed in AD patients and in 
AD mouse models. (a) FISH analysis of cultured fibroblasts from AD patients 
revealed a significant increase in trisomy 21 in sporadic AD (SAD), PSEN1 FAD 
(PS1), non-APP FAD (FAD), and AD (totAD). Figure adapted from [23]. (b) Karyotype 
analysis of spleen cells from transgenic AD mice expressing the human APP 
gene harboring the V717F FAD mutation (APP+/−) showed an increase in total 
aneuploidy relative to wild-type, non-transgenic mice (NON). Paired student’s 
t-test was used for statistical analysis. Figure adapted from [3]
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where m represents the percentage of monosomies observed, d 
represents the percentage of disomies observed, and t and q repre-
sent the percentages of trisomies and tetrasomies observed, 
respectively.

The first equation is used to estimate the probability of chro-
mosome hybridization that occurred as equal to the ratio of the 
total number of observed hybridization spots in the nuclei that 
have either one or two such spots divided by the total number of 
spots such nuclei should have exhibited (2 × number of nuclei) if 
the hybridization were completely efficient and if all observed 
monosomies represented normal, but incompletely hybridized, 
diploid cells. The second equation uses the first of several terms in 
a Taylor series, together with the probability generated in the first 
equation, to estimate the true frequency of trisomies on a particu-
lar slide, based on all of the observed data on the number of nuclei 
on the same slide that exhibit various numbers (1, 2, 3, or 4) of 
hybridization spots. The effect of using the algorithm is to obtain 
a better estimate of the true number of trisomies by adjusting the 
observed number to take into account that some such observed 
trisomies may correspond to incompletely hybridized tetrasomies 
(post-S-phase cells), and that some observed disomies may corre-
spond to incompletely hybridized trisomies. For each sample cat-
egory we have examined, including probable sporadic AD (SAD), 
familial AD (FAD), PSEN1 mutation, all types of AD, and age-
matched controls, both the raw trisomy measurements and the 
corrected levels of trisomy determined by using the algorithm were 
separately averaged and evaluated for statistical significance using 
nonparametric methods (Mann–Whitney U test). In practice, we 
found this algorithm to be most useful in situations with very low 
aneuploidy levels, and we have not used it routinely.

To assess aneuploidy levels associated with AD by chromosome 
metaphase spread analysis, actively dividing cells (e.g., hTERT and 
fibroblasts) were treated with either 33 ng/mL or 100 ng/mL of 
colcemid for 6–10 h (depending on the genotype) to arrest cell 
division prior to harvesting the cells. Colcemid treatment disrupts 
mitotic spindles, resulting in metaphase cell cycle arrest. Following 
colcemid treatment, the cells were treated with 0.05% Trypsin/
EDTA, harvested by trypsinization (5 mL of 0.05% trypsin/
EDTA), and swollen in hypotonic (75 mM) potassium chloride in 
a 37 °C water bath for 30 min, followed by incubation in fixative 
solution for 30 min on ice. The cell suspension was centrifuged at 
1500 rpm for 5 min and then resuspended in fresh fixative solu-
tion. Four drops of the cell suspension was added to a wet, cold, 
precleaned Fisherbrand frosted glass slide that were tilted at a 30° 
angle to allow the drops to spread down the slide by gravitation, 
and then air-dried overnight. On the next day, the slides were 
stained with the DNA-binding dye Giemsa (KaryoMAX® Giemsa 

3.1.5 Metaphase 
Chromosome Spreads: 
Dividing Adherent Cells
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Stain Solution, ThermoFisher) for 2 min, washed with Gurr rins-
ing buffer (ThermoFisher), covered with a coverslip with Cytoseal-
XYL mounting media (ThermoFisher), and incubated overnight 
at 50–60 °C in a hybridization oven. We used a Zeiss Imager.M1 
microscope equipped with Genus 2.81 software (Applied Imaging, 
San Jose, CA), the Metafer 3.31 Slide Scanning System 
(MetaSystems, Altslussheim, Germany) with Isis 5.2 (ver. 2007; 
MetaSystems), and 40× and 60× oil objectives to capture and 
count the non-obscured and non-overlapping chromosomes.

The slides were loaded onto the automated stage of the micro-
scope; the microscope software was programed to search for and 
identify the metaphase-arrested cells throughout the slides. After 
the microscope had scanned and recorded between 800 and 1000 
metaphase-arrested cells, the total number of chromosome in each 
individual cell was counted. The average number of cells with more 
or fewer than 48 total chromosomes was computed for each sam-
ple and used for statistical analyses.

To better understand how mosaic aneuploidy may occur in AD 
patients and whether increased expression of APP or expression of 
FAD-associated mutant forms of APP induce chromosome 
 mis-segregation to generate aneuploidy in vivo, we used an AD 
transgenic mouse model expressing the human APP gene harbor-
ing the FAD-associated mutation V717F (purchased from The 
Jackson Laboratory) and non-transgenic controls. We also 
expressed the human APP gene harboring either the combined 
Swedish [K595N/M596L] and London [V642I] mutations or the 
V717I mutation in the hTERT-HME1 human cell line [3].

Transgenic APP-V717F mice were sacrificed by intravenous injec-
tion of sodium barbital. Both the brain and the spleen were har-
vested from the mice and processed for further experiments.

To generate single-cell suspensions from brain tissue, the brain was 
placed into a tube containing 5 mL of PBS and then transferred to 
a small (60 × 15 mm) culture dish for processing. Using a Nikon 
SMZ-2B stereozoom microscope equipped with two 10× eye-
pieces, we used a pair of forceps tips to remove the meninges, 
blood vessels, and cerebellum from the brain. Following the pro-
cedure previously described for human cells (Sect. 3.1.2), the 
remainder of the brain was placed into a 15 mL test tube contain-
ing 5 mL of 1× PBS and dissociated into a single-cell suspension 
using fire-polished Pasteur pipettes. The top layer containing the 
cell suspension was collected and centrifuged at 1500 rpm, 4 °C 
for 5 min. After removing the supernatant, the cell pellet was sus-
pended in 5 mL of ice-cold fixative solution (methanol:acetic acid, 
3:1), incubated on ice for at least 30 min, and either dropped onto 
a wet frosted glass slide for FISH or stored at −20 °C.

3.2 Induction 
of Aneuploidy by APP 
Overexpression or 
Expression of FAD 
Mutant Forms of APP 
in Mouse and Human 
Cells

3.2.1 Evaluating 
Aneuploidy in Mouse Brain 
and Spleen Cells

3.2.2 Single-Cell 
Suspensions of Mouse 
Brain Cells
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To generate single-cell suspensions of primary mouse spleen cells, 
the spleens were washed twice with sterile 1× PBS to remove any 
hair/debris and placed in culture dishes containing 8 mL complete 
growth media (CGM: 500 mL RPMI1640 containing 10% Fetal 
Bovine Serum (FBS) and 5 mL Pen/Strep antibiotics). Using 
clean, glass slides sterilized with 70% ethanol, the spleens were 
ground in between the two frosted ends of the slides, followed by 
sedimentation for 7 min. The cell mixture was then centrifuged at 
1500 rpm for 5 min. The supernatant was removed and the cell 
pellet was resuspended in 2 mL culture media (50 mL CGM plus 
50 μL of Concanavalin-A [50 mg/mL] and 50 μL of 50 μM beta-
mercaptoethanol) and then transferred to a culture flask contain-
ing an additional 8 mL of culture media. The cells were then placed 
into an incubator and allowed to grow at 37 °C, 5% CO2 for 44 h. 
In parallel experiments, a portion of the cells was harvested and 
processed for FISH analysis as described below, and a portion was 
treated with colcemid and later harvested for karyotyping using 
chromosome metaphase spreads, described below. Using 0.05% 
trypsin/EDTA, the cells were harvested, centrifuged, and fixed in 
methanol:acetic acid (3:1) fixative solution.

To evaluate chromosomal aneuploidy by FISH in mice, we used a 
BAC probe consisting of a DNA fragment (~300 kb) complemen-
tary to mouse chromosome 16 labeled with either SpectrumGreen 
or SpectrumOrange dUTPs [58]. To generate 1 μg of the labeled 
BAC probe, we combined 7.9 μL of nuclease-free H2O, 20 ng/μL 
of extracted BAC DNA, 2.5 μL of 0.02 mM Green-dUTP, 5 μL of 
0.1 mM dTTP, 10 μL of dNTP mix, 5 μL of 10× Nick Translation 
Buffer, and 10 μL of Nick Translation enzyme for a total volume 
of 50 μL in a microcentrifuge tube on ice. The mixture was briefly 
vortexed and centrifuged, followed by an overnight incubation 
(8–16 h) in a 15 °C water bath. The next day, the mixture was 
placed in a 70 °C water bath for 10 min and chilled on ice to stop 
any further reaction. To precipitate the labeled DNA (~360 ng), 
60 μL of Cot-1 DNA plus 7.8 μL (1/10 of volume in tube) of 3 M 
sodium acetate was added to 18 μL of labeled probe in a microcen-
trifuge tube. In addition, 214.5 μL (2.5× of total volume in the 
tube) of cold 100% EtOH was added to the tube, followed by 
incubation in a −80 °C freezer for 20 min and centrifugation at 
12,000 rpm, 4 °C for 12 min. The supernatant was removed, and 
the DNA pellet was washed with 500 μL of ice-cold 70% ethanol 
and spun for 5 min at 12,000 rpm (~ 13,362 × g), 4 °C. After 
removing the supernatant, the DNA pellet was air-dried for 15 min 
at room temperature (or 5 min in a 75 °C heat block) and resus-
pended in 60 μL pre-warmed (45 °C) Hybrisol (Millipore), and 
the labeled DNA probe solution was then stored at −20 °C for 
future use. FISH analysis of the cells was carried out as described 
above using the labeled BAC probe for mouse chromosome 16. 

3.2.3 Primary Mouse 
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Four drops of the cell suspension were added onto glass slides and 
air-dried (aged) overnight. The following day, the slides were 
washed with SSC wash buffer and incubated with 10 μL of pre-
warmed (37 °C) labeled BAC probe. Using a Zeiss fluorescence 
microscope, the cells were analyzed and scored for chromosome 
16 aneuploidy.

To summarize, for FISH analysis and chromosome-specific 
aneuploidy (e.g., trisomy 21 and 12), we used several primary cells 
and cell lines: human fibroblasts, mouse splenocytes, human pri-
mary aortic smooth muscle cells, mouse neural precursor cells, pri-
mary mouse neuronal culture, hTERT (human immortalized 
epithelial cells), and brain cell suspension (human and mouse with 
co-staining for neuronal population).

As described, unlike FISH, in which probes bind to their comple-
mentary DNA sequence and can be detected using a fluorescence 
microscope, chromosome metaphase spreads are used to produce 
a karyotype that shows the total number of each chromosome 
within a metaphase-arrested cell. To arrest the cultured primary 
spleen cells in the metaphase stage of the cell cycle, 37 ng/mL of 
colcemid (Applied Imaging, San Jose, CA) was applied for 6–7 h. 
Alternatively, the cells can also be treated overnight with 33 ng/
mL of colcemid. To dislodge and harvest the cells, 5 mL 0.05% 
Trypsin/EDTA solution was added to the cells in a 10 mm dish. 
Following the addition of 5 mL growth media, the cells were col-
lected, spun at 1500 rpm, and fixed in fixative solution. To assess 
aneuploidy by chromosome metaphase spreads, the cells were 
dropped onto wet frosted glass slides and air-dried overnight. In 
the ensuing steps, the slides were stained for 2 min with the Giemsa 
staining dye (KaryoMAX® Giemsa Stain Solution, ThermoFisher) 
according to the manufacturer’s protocol (with slight modifica-
tions) and rinsed immediately with Gurr rinsing buffer 
(ThermoFisher). The slides were air-dried, mounted with Cytoseal-
XYL mounting medium (ThermoFisher), and sealed with cover-
slips. After the Cytoseal mounting media had completely spread 
under the entire coverslip, the slides were placed in a hybridization 
oven, and the chromosomes were stained overnight at ~50–60 °C 
before analyzing them. Using a Zeiss Imager.M1 microscope 
equipped with Genus 2.81 software (Applied Imaging, San Jose, 
CA) and the Metafer 3.31 Slide Scanning System (MetaSystems, 
Altslussheim, Germany) with Isis 5.2 (ver. 2007; MetaSystems), 
the chromosomes were captured and counted (see above, meta-
phase chromosome spread). Karyotype analyses of spleen cell sus-
pensions from transgenic mice expressing the human APP gene 
harboring the V717F FAD mutation showed an increase in total 
aneuploidy relative to wild-type, non-transgenic control mice 
(Fig. 2b, [3]).

3.2.5 Karyotype Analysis 
of Primary Mouse Spleen 
Cell Cultures
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Comparing FISH with metaphase chromosome counting, it is 
apparent that the number of aneuploid cells for a specific chromo-
some is far fewer than the total number of aneuploid cells identi-
fied by karyotype analysis. This indicates that the aneuploidy that 
occurs in neurodegenerative diseases is likely to be rather general 
and not restricted to specific chromosomes. On the other hand, 
aneuploidy does make a cell prone to apoptosis [52], but possibly 
not so much for trisomy 21 alone, as people with DS can live into 
their 60s with proper medical care. Thus, in the brain, a selective 
advantage could lead to the gradual accumulation of trisomy 21 
cells, as has been observed [24, 66].

To investigate whether the increased levels of aneuploid cells 
observed in both AD patients and APP transgenic mice are a direct 
result of FAD-associated mutations in APP, we examined aneu-
ploidy levels in cell cultures expressing FAD mutant APP genes 
[3]. We transiently transfected the hTERT-HME1 cell line with 
plasmid constructs for expressing APP harboring either combined 
Swedish [K595N/M596L] and London [V642I] FAD mutations 
or the V717I FAD mutation alone, or with the corresponding 
empty vector. The cells were seeded at a density of 1.5 × 105 cells 
per 2 mL in MEBM growth media (Mammary Epithelium Basal 
Medium, supplemented with 52 μg/mL bovine pituitary extract 
[BPE], 0.5 μg/mL hydrocortisone, 10 ng/mL human epidermal 
growth factor [hEGF], 5 μg/mL insulin, 50 μg/mL gentamicin, 
and 50 ng/mL amphotericin-B) in a six-well dish and allowed to 
proliferate for 24 h. The following day, the medium was exchanged 
with fresh medium and the cells were transiently transfected with 
one of the mutant APP plasmid constructs or with the correspond-
ing empty vector. According to the manufacturer’s recommended 
protocol, 1 μg of plasmid DNA was added per 3 μL of FuGene6 
(Promega) in 97 μL of serum-free media (Opti-Mem 1×, 
ThermoFisher) and incubated at room temperature for 15–20 min. 
The transfection mixture was then added to the cell cultures, which 
were then placed in an incubator and allowed to grow at 37 °C, 5% 
CO2. At 48 h post-transfection, the cells were either harvested for 
FISH or treated with 37 ng/mL colcemid for an additional 6–7 h 
(or 33 ng/mL for 10 h) for chromosome metaphase spread and 
karyotype analysis. The cells were washed in 1× PBS, dislodged in 
0.25% Trypsin/EDTA solution, collected in a 15 mL test tube, 
and centrifuged at 1500 rpm for 5 min. The supernatant was dis-
carded and the cell pellet was suspended in 5 mL of a freshly pre-
pared hypotonic solution (75 mM potassium chloride [KCl]) and 
incubated at 37 °C in a water bath for 30 min. Then, 500 μL of 
cold fixative solution was added to the cells and mixed. After plac-
ing the mixture on ice for around 1 min, the cells were centrifuged 
at 1500 rpm, 4 °C for 5 min. The cell pellet was resuspended in fresh 
fixative solution and placed on ice for 30 min and then centrifuged 
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at 1500 rpm, 4 °C for 5 min. After repeating the last two steps, the 
cells were dropped on frosted glass slides for FISH (using the dual 
probe set for detection of chromosomes 21 and 12) analyses, or 
stored at −20 °C to be used later for FISH. The slides were ana-
lyzed using a Zeiss microscope (see above). The samples expressing 
the mutant APP genes demonstrated significantly higher levels of 
aneuploidy relative to vector-alone transfected cells [3].

In addition to mutations in the APP gene, early-onset FAD is also 
associated with mutations in the Presenilin genes. To determine 
whether FAD-associated mutations in the PSEN1 gene are also 
associated with chromosomal instability, we used transgenic mice 
and the hTERT-HME1 cell line expressing wild-type or 
 FAD-associated mutant forms of PSEN1 to examine aneuploidy 
levels [1].

The mice were designed to express either the human wild-type or 
FAD mutant (M146L or M146V) PSEN1 transgene under the 
control of the PDGF promoter (provided by Drs. Karen Duff, 
Mark Mattson, and Steven Chan). Brains and spleens were har-
vested from the transgenic mice and were either fixed immediately 
for in situ hybridization and immunocytochemistry after generat-
ing single-cell suspensions or were processed to generate primary 
cell cultures. To prepare primary neuronal cultures from whole 
mouse brains, we removed the meninges together with the cere-
bellum, followed by trituration (see procedures above) of the 
brains in serum-free Modified Eagle Medium (MEM) for ~20–30 
times. The dissociated cell mixture was left on ice for approximately 
10–20 min, and the layer containing the single-cell suspension on 
top was transferred to Neurobasal Medium (NBM, ThermoFisher) 
supplemented with B-27 (ThermoFisher) and 0.5 mM L-glutamine 
in a chamber glass slide (Lab-Tek). The cells were briefly incubated 
for 1 h at 37 °C, 5% CO2. Later, the original media together with 
the remaining unattached cells (glia) were aspirated, and 2 mL of 
fresh NBM-B27 media was added to the cells on the chamber 
slides. The cells were cultured for an additional 12–16 h followed 
by trypsinization with 0.05% Trypsin/EDTA. The cells were col-
lected in a 15 mL tube, spun at 1500 rpm, and fixed in 
methanol:acetic acid fixative solution for FISH, as described above 
(Sect. 3.2.4), using the mouse chromosome 16 BAC probe. 
Primary mouse spleen cell cultures were prepared as described 
above (Sect. 3.2.3) for FISH analysis (Sect. 3.2.4) and chromo-
some metaphase spread karyotype experiments (Sect. 3.2.5).

To further explore the link between FAD-associated mutations in 
PSEN1 and chromosomal instability, we transfected hTERT-
HME1 cells with plasmids for expression of wild-type or FAD-
associated mutant (M146L or M146V) PSEN1 genes. Low passage 
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number (4–6) hTERT-HME1 cells were plated at a density of 
1.5 × 105 cells/2 mL in six-well plates and incubated overnight at 
37 °C, 5% CO2 in MEBM medium supplemented with growth fac-
tors and antibiotics (MEGM SingleQuot Kit Suppl. & Growth 
Factors, Lonza). The following day, 100 μL of transfection solu-
tion, prepared according to the manufacturer’s instructions (1 μg 
of plasmid DNA plus 3 μL of FuGene-6 was added to 97 μL of 
reduced serum media [Opti-MEM 1×] and incubated for 15 min 
at room temperature) was added to the cells in the plates. Prior to 
transfecting the cells, the medium was removed and replaced with 
fresh medium. At 48 h post-transfection, the cells were either col-
lected and fixed immediately for FISH analysis (Sect. 3.1.3) or 
treated with 33 ng/mL colcemid for 10 h for chromosome meta-
phase spread karyotype (Sect. 3.1.5). Using the microscope 
described earlier (Sect. 3.1), the cells were analyzed and scored for 
aneuploidy.

As shown in Fig. 3 (adapted from [1]), we observed elevated 
levels of chromosomal aneuploidy in both the transgenic mice 
(Fig. 3a, b) and the hTERT-HME1 cell cultures (Fig. 3c, d) 
expressing FAD mutant PSEN1 or WT-PSEN1 genes relative to 
age-matched wild-type littermates and control vector-alone trans-
fected cell cultures, respectively. In parallel experiments, trans-
fected hTERT-HME1 cells were grown on chamber glass slides 
and processed for immunostaining with anti-α-tubulin monoclonal 
antibodies and DAPI for mitotic spindle assessments. In contrast 
to the untransfected cells or cells expressing the pcDNA3 vector 
alone (Invitrogen), which showed normal mitotic spindle forma-
tion and chromosome segregation, the hTERT-HME1 cells 
expressing FAD-associated mutant (M146L or M146V) PSEN1 
genes exhibited a significantly higher percentage of cells with 
abnormal mitotic spindles and lagging chromosomes (Fig. 3e, f).

Based on our observation that expression of FAD-associated 
mutant forms of APP or PSEN1 and overexpression of wild-type 
PSEN1 promote chromosome mis-segregation and aneuploidy, 
and that these same mutations also lead to increased production of 
the neurotoxic form of the Aβ peptide (Aβ-42), we investigated 
whether treatment with Aβ peptides is also capable of disrupting 
the cell cycle. In parallel experiments, low passage number hTERT-
HME1 cells were plated at a density of 1.5 × 105 cells/2 mL in a 
six-well dish. The cells were maintained in MEBM growth media 
supplemented with growth factors and incubated overnight at 
37 °C, 5% CO2. The following day, the media was removed and 
replaced, and the cells were then treated with 0.5 or 1.0 μM of 
synthetic Aβ1-40, Aβ1-42, control reversed Aβ42-1 (American 
Peptide Company, Sunnyvale, CA; BioSource International, 
Camarillo, CA), scrambled (negative control) Aβ peptides designed 
by random sequencing of the Aβ1-42 peptide (NH2-ADFVGSVI

3.4 Treatment 
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NIGKLELKMVGQVGVHGIAEVHFDYSFADHEARG-OH), or 
the Aβ12-28 peptide (NH2-VHHQKLVFFAEDVGSNK-OH) 
from Bio-Synthesis, Lewisville, TX, and Sigma Genosys, St. Louis, 
MO. At 48 h post-treatment, the cells were either harvested with 
0.25% Trypsin/EDTA solution and fixed for FISH analysis of 
chromosome 21 and 12 aneuploidy (Sect. 3.1.3) or treated with 
33 ng/mL colcemid for ~10 h prior to harvesting for chromosome 

Fig. 3 Expression of the human PSEN1 gene harboring FAD mutations results in elevated levels of chromosomal 
aneuploidy in both transgenic mouse neurons and hTERT-HME1 human cell cultures. (a) Quantitative FISH of 
neurons from transgenic mice (14–19 months of age) expressing wild-type human PSEN1 (WT), FAD mutant 
M146L PSEN1 (M146L), or FAD mutant M146V PSEN1 (M146V), and non-transgenic mice (NON) revealed sig-
nificantly higher levels of trisomy 16 only in the neurons from transgenic mice expressing FAD mutant forms of 
PSEN1. (b) Quantitative FISH of cultured neurons from FAD mutant (M146V) PSEN1 Knock-In mice (PS KI) and 
non-transgenic mice revealed significantly higher levels of trisomy 16 in the (M146V) PS1 KI neurons. PS KI mice 
were 10–15 months of age and the non-transgenic mice were 17 months of age. (c) FISH analysis of hTERT-
HME1 cells transiently transfected with a vector for expression of wild-type PSEN1 (WT) or FAD mutant 
PSEN1(M146L) revealed significantly higher levels of trisomy 12 relative to cells transfected with the empty 
vector (pcDNA3). (d) Karyotype analysis of hTERT-HME1 cells transiently transfected with a vector for expression 
of wild-type PSEN1 (WT) or FAD mutant PSEN1(M146L) revealed significantly higher levels of total aneuploidy 
relative to cells transfected with the empty vector (pcDNA3). Up to 30% of cells expressing wild-type or FAD 
mutant PSEN1 were aneuploid at 48 h post-transfection, and all chromosomes were affected, regardless of their 
size. (e) Microtubule and DAPI staining of hTERT-HME1 cells at 48 h post-transfection with a vector for expres-
sion of wild-type PSEN1 (WT), FAD mutant PSEN1(M146L), or the empty vector (pcDNA3) showed that cells 
expressing wild-type or FAD mutant PSEN1 had significantly more abnormal mitotic spindles. (f) Quantification 
of abnormal mitotic spindles in cells from (e). Figure adapted from [1]
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metaphase spread (Sect. 3.1.5). As shown in Fig. 4, treatment with 
either the Aβ1-40 or Aβ1-42 peptide induced significantly increased 
levels of chromosomal aneuploidy relative to treatment with the 
scrambled Aβ, Aβ12-28, or reversed Aβ42-1 peptides [3]. These 
results provide evidence that expression of FAD-associated mutant 
forms of APP and PSEN1 are likely to generate chromosomal 
aneuploidy via their ability to induce the production of increased 
levels of the neurotoxic Aβ peptides.

Fig. 4 Aβ treatment induces aneuploidy in hTERT-HME1 cells. hTERT-HME1 cells treated with Aβ1-40 or Aβ1-
42 for 48 h show a significant increase in trisomy 21 by FISH analysis (a) and a significant dose-dependent 
increase in the percentage of total aneuploidy by chromosome metaphase spread (b) relative to untreated cells 
(hTERT) or cells treated with scrambled Aβ42-1. Figure adapted from [3]
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We then carried out experiments to test whether the Aβ-mediated 
disruption of mitotic spindle assembly we observed occurs by 
direct inhibition of microtubule structure/function or by 
 interference with other downstream pathways and/or proteins. 
Previous studies had shown that Aβ treatment or FAD-associated 
mutations in APP or PSEN1 induces the phosphorylation of the 
microtubule-associated protein Tau (MAPT), the main compo-
nent of AD-associated neurofibrillary tangles, and that Tau is 
required for Aβ-mediated toxicity. Therefore, we treated spleen 
cells from wild-type mice with Aβ peptides in the presence of either 
BAPTA or lithium chloride (LiCl), both of which had been shown 
to prevent Aβ toxicity via indirect inhibition of Tau phosphoryla-
tion and/or toxicity. BAPTA is an extracellular calcium (Ca2+) che-
lator that inhibits calpain, which cleaves Tau and produces a 
neurotoxic Tau fragment [67, 68]. LiCl inhibits GSK-3β, which 
phosphorylates and activates Tau [69–71]. We hypothesized that 
BAPTA and/or LiCl may inhibit Aβ-mediated effects on chromo-
somal instability through indirect inhibition of Tau. In these exper-
iments, single-cell suspensions of spleen cells from wild-type, 
tau+/−, and tau−/− mice were grown for 44 h in RPMI 1640 media 
supplemented with concanavalin A to stimulate cell division [3]. 
The media was removed, and the cells were treated with Aβ pep-
tide alone (Aβ1-40 or Aβ1-42) for 44–48 h, were treated with Aβ 
peptide alone (Aβ1-40 or Aβ1-42) for ~41 h with the addition of 
2.5 μM LiCl at 7 h before harvesting, or were pretreated with 
1 μM BAPTA for 3 min before the addition of Aβ peptide (Aβ1-40 
or Aβ1-42), and the cells were then collected and processed for 
FISH. The results of these experiments showed that treatment 
with BAPTA or LiCl inhibited Aβ1-42-induced aneuploidy in 
wild-type mouse spleen cells.

To directly address whether Tau is required for the Aβ-induced 
aneuploidy we observed, we prepared single-cell suspensions of 
spleen cells harvested from wild-type, tau+/−, and tau−/− mice that 
were cultured for 44 h in RPMI 1640 media supplemented with 
concanavalin A to stimulate cell division, and then treated with Aβ 
peptide alone (Aβ1-40 or Aβ1-42) in fresh medium for ~48 h [3]. 
The cells were then collected and processed for chromosome 16 
FISH. The results of these experiments showed that the loss of just 
one copy of Tau, and even more effectively of both copies of Tau, 
resulted in increased aneuploidy even without Aβ treatment [3]. 
Notably, Aβ treatment failed to induce a significant increase in aneu-
ploidy in the Tau-deficient cells, suggesting that Aβ requires and 
disrupts Tau-stabilized microtubules to induce its aneugenic effects.

To determine how Aβ disrupts mitotic spindle function, we used 
two different systems to examine mitotic spindles following Aβ 
treatment: hTERT-HME1 cells and cell-free Xenopus egg extracts. 
To investigate whether Aβ induces chromosome mis-segregation 
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by disrupting mitotic spindle formation, hTERT-HME1 cells were 
seeded on pre-coated (poly-l-lysine, 2 μg/mL, Sigma) single 
chamber glass slides (BD Falcon) at a density of 1.5 × 105 
cells/2 mL in supplemented MEBM growth media. The cells were 
cultured at 37 °C, 5% CO2 overnight, and then treated with two 
different concentrations (0.5 μM or 1 μM) of different Aβ peptide 
fragments (Aβ1-40, Aβ1-42, Aβ42-1, Aβ1-11, Aβ1-28, Aβ1-33, 
and scrambled Aβ1-42, from AnaSpec, American Peptide Company, 
BioSource International and Sigma Genosys). After 48 h of incu-
bation, the cells were washed and fixed for indirect immunofluo-
rescence microscopy with anti-α-tubulin antibody (Sigma) and 
DAPI (4,6-dimidino-2-phenylidone). These experiments showed 
that treatment with Aβ peptides, and particularly Aβ1-42, resulted 
in abnormal spindle formation and maintenance (Fig. 5a) [34].

Based on the spindle defects we observed when hTERT-
HME1 cells were treated with Aβ1-42, we hypothesized that Aβ 
may inhibit microtubule-based mitotic motor proteins [34]. To 
test our hypothesis, we used cell-free Xenopus egg extracts, which 
require microtubule motors for proper mitotic spindle formation 
and spindle microtubule dynamics. To study spindle assembly, 
Xenopus egg extracts were treated with 0, 0.5, 1.5, or 2.0 μM Aβ1-
40 or Aβ1-42, or with 2.0 μM scrambled Aβ peptide, incubated on 
ice for 1 h, and then incubated at room temperature for 60 min, to 
allow us to analyze spindle assembly. To examine effects on spindle 
stability, extracts were incubated for 75 min at room temperature 
to allow spindle assembly, followed by Aβ1-42 or Aβ1-42 treat-
ment for 1 h at room temperature. We found that samples treated 
with either Aβ1-40 or Aβ1-42 had a significantly higher percentage 
of abnormal mitotic spindles compared to the untreated samples or 
the samples treated with the scrambled Aβ peptide [34]. In subse-
quent experiments, we found that the mitotic spindle defects could 
be rescued by the addition of purified recombinant motor domains 
of Kinesin-5 (Eg5), KIF4A, or KIF2C (MCAK) to the cell-free 
Xenopus egg extracts [34]. In those experiments, 0.4 μM Kinesin-5 
or KIF4A or 0.1 μM MCAK was added to the extracts, followed by 
the addition of 1 μM Aβ1-42 peptide or buffer and incubated for 
60 min at room temperature, followed by mitotic spindle analysis. 
Pretreatment with the purified recombinant motor domains prior 
to Aβ treatment resulted in a significant reduction in mitotic spin-
dles abnormalities; addition of polymerized microtubules or of the 
microtubule stabilizing protein Tau (MAPT) also reduced the 
effects of Aβ treatment on spindle formation.

To confirm that Aβ-mediated disruption of the microtubule 
network and its ability to induce aneuploidy occurs at least in part 
through its inhibition of Kinesin-5/Eg5, hTERT-HME1 cells 
were plated in 10 cm dishes, and treated 1 day later with 10 μM 
monastrol, a specific inhibitor of Kinesin-5, for 48 h. The cells 
were collected, processed, and fixed for FISH analysis with labeled 
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probes for detection of human chromosomes 21 and 12. The cells 
were examined and scored for aneuploidy. The results showed ele-
vated levels of chromosome 21 and 12 trisomy and tetrasomy in 
the monastrol-treated samples relative to untreated control sam-
ples (Fig. 5b), providing evidence that Aβ-mediated inhibition of 
Kinesin-5 alone is sufficient to disrupt mitotic spindle formation 
and stability, which is likely to result in chromosome mis-segrega-
tion and aneuploidy in AD.

As many chapters and their references in this book attest, mosaic 
aneuploidy in neurons and nonneuronal cells in the brain and 
other tissues can be observed to arise during aging and neurode-

3.7 Comparison of 
FISH and Single-Cell 
Sequencing for 
Detecting Mosaic 
Aneuploidy in Brain 
Cells during Aging and 
in Neurodegenerative 
Diseases

Fig. 5 Aβ-mediated inhibition of Kinesin-5 leads to abnormal spindle formation and aneuploidy. (a) hTERT-
HME1 cells treated with Aβ1-40, Aβ1-42, or Aβ42-1 for 48 h show a significantly higher percentage of abnor-
mal mitotic spindles relative to untreated control cells. In addition, significant increases in aneuploidy (i.e., 
trisomy and tetrasomy) for chromosome 21 (b) and for chromosome 12 (c) were observed in hTERT-HME1 
cells treated with the Kinesin-5 inhibitor monastrol relative to untreated control cells. At least 500 cells were 
scored per sample. Error bars indicate statistical significant at: *p ≤ 0.05, **p ≤ 0.005, ***p ≤ 0.0005. Figure 
adapted from [34]
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generative diseases in humans and in animal models thereof, as 
assessed by chromosome-specific FISH and other methods (see 
especially Chaps. 1–5, 13–15, and 17). Furthermore, we have 
shown by karyotype analysis and FISH that neurodegeneration-
causing mutant genes or their protein product (i.e., Aβ peptide) 
induce massive chromosome mis-segregation and mosaic aneu-
ploidy, affecting over 20% of cells after only two generations in 
culture [1, 3]. In contrast, several studies using whole genome 
single-cell sequencing (wgSCS) of human brain neurons failed to 
replicate this finding in either aging or neurodegenerative disease 
[72, 73]. How can these two apparently incompatible findings be 
reconciled? Our recent analyses of brain cells from FTLD patients 
with mutations in the MAPT gene and of transfected cells express-
ing an FTLD-causing mutant form of MAPT may offer an expla-
nation. Specifically, we have found that the vast majority (80%) of 
apoptotic (TUNEL+) cells in FTLD brains or in mutant MAPT-
transfected cells are also aneuploid, whereas less than 20% of aneu-
ploid cells are apoptotic (Granic and Caneus et al., manuscript 
submitted). These results suggest that aneuploidy induces apop-
tosis, and that apoptosis does not induce aneuploidy. By definition 
and based on TUNEL measurements, chromosomal DNA in 
apoptotic cells is damaged. Therefore, aneuploid cells that become 
apoptotic are likely to show an aneuploid metaphase chromosome 
spread for karyotype analysis and their aneuploidy also would be 
detectable by FISH. However, the nicks and gaps, and, even 
worse, double-strand breaks that are characteristic of apoptotic 
cells will naturally be exposed during the standard procedures of 
wgSCS. During the first step of the wgSCS protocol, gaps in the 
chromosomal DNA will be clipped by micrococcal nuclease and 
may then be unable to fully accept the end linkers in the second 
step, and any nicks or gaps would most certainly block subsequent 
PCR amplification. The consequence would be that damaged 
(aneuploid/apoptotic) cells would be less likely to contribute to 
the final collection of sequenced data. Indeed, 40–50% of the 
brain neurons analyzed by wgSCS usually fail quality control (see, 
for example, [72, 73]), a strong indication of damaged DNA. 
Thus, aneuploid cells, which our studies have shown to be prone 
to subsequent apoptosis, would be severely undercounted in stan-
dard wgSCS experiments.

One approach to solving the potential inability of the wgSCS 
method to detect genomic aberrations, such as aneuploidy, in the 
midst of associated apoptosis, would be to sequentially pretreat the 
isolated nuclei prepared for wgSCS (or for FISH) with T4 DNA 
ligase plus ATP to seal single-strand nicks in the DNA and to poten-
tially reseal double-strand breaks that are still adjacent to each other 
in the still-intact chromatin, and to then treat with T4 DNA poly-
merase plus nucleotide triphosphate DNA precursors together 
with additional ligase and ATP to fill in and seal single-strand gaps. 
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Only after the DNA has been thus repaired should the single-cell 
sequencing procedure be continued. By assuring that even aneu-
ploid/apoptotic cell nuclei are also assessed by wgSCS, this pre-
parative procedure should bring the results of wgSCS and FISH 
experiments into alignment by assuring that aneuploid cells are 
equally counted using both methods.

4 Conclusions

Neurodegenerative disease encompasses several different disorders 
that affect the CNS. While each one of these conditions arises 
under different circumstances and shows distinct clinical symp-
toms, many of them are associated with cognitive deficits (demen-
tia) at some time point during the disease course. The current view 
is that dementia develops as a result of neuronal dysfunction and 
cell loss in the brain. To date, many factors or abnormal molecular 
processes have been identified with the capacity to promote neuro-
nal dysfunction, including chromosome instability and aneuploidy. 
Aneuploidy arises from chromosome mis-segregation during the 
cell cycle. Several lines of evidence have shown cell cycle abnor-
malities, including aberrant cell cycle reentry and mis-expression of 
cell cycle proteins, in the brains of AD patients, which may lead to 
chromosome mis-segregation and the generation of aneuploid 
cells. Aneuploid cells, which may arise from adult neurogenesis 
[74, 75] or by neuronal reentry into the cell cycle or even transdif-
ferentiation from astrocytes (for discussion see [76]) are highly 
unstable, and may in turn undergo apoptosis resulting in cell death, 
brain atrophy, and the development of dementia. Induction of 
aneuploidy in neurodegenerative diseases is significant because, in 
addition to studies conducted by Arendt et al. (2010), who have 
demonstrated that the loss of aneuploid cells in the brain of AD 
patients is positively correlated with the development of dementia 
[14], recent studies from our lab have also revealed a positive cor-
relation between aneuploidy and cell death in FTLD (Granic and 
Caneus, et al., manuscript submitted).

To investigate whether aneuploidy may serve as a common 
mechanistic pathway responsible for cognitive deficits associated 
with different neurodegenerative diseases, brain tissues from 
patients with different neurodegenerative conditions (AD, NPC, 
and FTLD) were prepared and analyzed using FISH and chromo-
some karyotyping techniques. Using labeled chromosome probes 
that can hybridize to their complementary sequences on human 
chromosomes 12 and 21, in combination with the anti-NeuN anti-
body for detection of neurons, we were able to assess the levels of 
aneuploidy in both neuronal and nonneuronal cells by FISH in 
patients with these different neurological disorders. In addition to 
using FISH to count the individual signals for chromosomes 21 
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and 12, we have often also scored the total number of chromo-
somes in each dividing cell in culture that was expressing disease-
causing mutant genes, using chromosome metaphase spreads for 
karyotype analysis. Taken together, we have observed significant 
increases in chromosomal aneuploidy levels in the patients with 
neurodegenerative disorders compared to age-matched control 
subjects. Furthermore, statistical analyses of data collected from in 
vivo and in vitro experiments using AD mouse models and human 
cell lines have indicated that FAD-associated mutations in genes 
that code for APP and PSEN1 may play a direct role in the disrup-
tion of chromosome segregation during the cell cycle and in pro-
moting aneuploidy. Both APP mutations and abnormal APP 
processing by γ-secretase result in overproduction of the toxic 
forms of the Aβ peptides. Additionally, using Aβ peptides in vitro, 
we were able to demonstrate that Aβ inhibits microtubule motor 
proteins to disrupt the mitotic spindle machinery and induce aneu-
ploidy. Taken together, these findings suggest that aneuploidy is 
not only associated with AD, NPC, and FTLD pathologies, but 
may also play a pivotal role in the generation and progression of 
dementia in other neurodegenerative diseases.

Based on the data discussed herein, we identified/postulated 
two possible pathways or targets through which Aβ might be act-
ing to induce aneuploidy and generate cognitive decline in AD 
patients. In addition to us showing Aβ-mediated inhibition of the 
motor protein Kinesin-5, Aβ is also known to promote phosphor-
ylation of the microtubule-associated protein Tau (MAPT). Since 
both Kinesin-5 and Tau are microtubule-based proteins that are 
needed for microtubule stability and polymerization, inhibition 
of either by Aβ will also disrupt mitotic spindle assembly, result-
ing in chromosome mis-segregation and aneuploidy. Subsequently, 
due to chromosome imbalance and genomic instability, aneu-
ploid cells will be more prone to undergo apoptosis, leading to 
neurodegeneration.
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Chapter 17      

Identification of Low Allele Frequency Mosaic Mutations 
in Alzheimer Disease

Carlo Sala Frigerio, Mark Fiers, Thierry Voet, and Bart De Strooper

Abstract

Germline mutations of APP, PSEN1, and PSEN2 genes cause autosomal dominant Alzheimer disease 
(AD). Somatic variants of the same genes may underlie pathogenesis in sporadic AD, which is the most 
prevalent form of the disease. Importantly, such somatic variants may be present at very low allelic fre-
quency, confined to the brain, and are thus very difficult or impossible to detect in blood-derived 
DNA. Ever-refined methodologies to identify mutations present in a fraction of the DNA of the original 
tissue are rapidly transforming our understanding of DNA mutation and their role in complex pathologies 
such as tumors. These methods stand poised to test to what extend somatic variants may play a role in AD 
and other neurodegenerative diseases.

Key words Single- cell sequencing, Mosaicism, Somatic variant, Alzheimer’s disease, Parkinson’s 
disease

1 Introduction

Many neurodegenerative diseases, such as Alzheimer disease (AD) 
and Parkinson disease (PD), have an important genetic compo-
nent, and may present as familial or sporadic forms. In AD, familial 
forms (FAD) show dominant autosomal inheritance and are associ-
ated with point mutations in three genes (APP, PSEN1, and 
PSEN2) [1], although cases of duplication of the APP locus are 
also known [2]. The causes of sporadic AD (SAD) have not yet 
been identified; however, the clinical, histopathological, and bio-
chemical similarities between SAD and FAD cases suggest a com-
mon pathological cascade.

Given the enormous genomic heterogeneity found in cells 
comprising the human brain [3–7], it is fair to hypothesize that 
during brain organogenesis some individuals may acquire somatic 
mutations in genes known to be causative in FAD forms. These 
individuals would then have patches of brain tissue bearing patho-
genic mutations, which could start the same pathological cascade 
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of events as seen in FAD patients, causing sporadic AD. Indeed, 
patches of neurons bearing somatic mutations of FAD genes would 
produce Aβ or tau aggregates, which could then spread in the brain 
parenchyma seeding further aggregation of amyloid or tau, respec-
tively, in a process known as template-seeded aggregation [8, 9] 
(Fig. 1).

Single nucleotide variants (SNVs) are the most abundant class 
of mutations responsible for genomic variation between humans 
at a population level [10], and hence a main cause of cellular 
genomic heterogeneity within an individual. Indeed, it is esti-
mated that per cell division approximately 10−10 errors per base 
pair accumulate [11], suggesting that a large majority of cells 
within a body may be genetically dissimilar. Whole genome 
sequencing of single human neurons suggests the presence of 
approximately 1500 somatically acquired SNVs per neuron [3]. 
Interestingly, transcriptionally active genes were enriched for 
somatic SNVs and the latter were often private to single neurons, 
indicating that also mechanisms other than DNA replication are 
causal for somatic DNA mutations [3] (Fig. 1).

Fine-grain mosaicismCoarse-grain mosaicism

Sequence-capture 
enrichment

Amplicon-based 
targeting

Single cell 
sequencing

Sanger 
sequencing

TA-cloning & 
Sanger sequencing

Digital droplet 
PCR

Amplicon sequencing 
with alternative chemistry

Discovery phase

Validation phase

High allele frequency variants Low allele frequency variants

Fig. 1 Different degrees of mosaicism and recommended workflows. Depending on the developmental timing 
of appearance of a mutation, it can appear in multiple cells (exemplified by the red patch in the “coarse-grain 
mosaicism”) or it can be private to a single cell (cell-private mutations are exemplified by the colored dots in 
“fine-grain mosaicism,” where each dot is a different mutation). Depending on the prevalence of a mutation in 
a tissue, different sequencing approaches can be undertaken in the discovery phase. Methodologies for the 
validation phase are mainly dictated by the allelic frequency of the candidate variants
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Analysis of somatic mutations is a rapidly evolving field that 
has seen a fast improvement in recent years, thanks to the develop-
ment of high throughput/next generation sequencing (NGS) and 
more refined data analysis algorithms. There is not yet a unique 
gold standard method for somatic mutation detection; moreover, 
different methods are required for investigating fine-grain mosa-
icism (due to private somatic mutations present in very small 
numbers of cells) when compared to coarse-grain mosaicism (due 
to somatic variants present in a sizeable percentage of brain cells) 
(Fig. 1). In this chapter we will present methodologies available 
for investigating somatic variants, with a particular focus on those 
we have employed in our laboratory. Of importance, the same 
methodologies could be applied to the study of other neurode-
generative diseases for which a similar somatic mutation-based 
hypothesis can be envisaged, e.g., Parkinson disease (by targeting 
SNCA, LRRK2, VPS35, and possibly PINK1, DJ-1, and PARK2 
genes) and prion diseases such as Creutzfeldt–Jakob (by targeting 
the PRNP gene) [12].

2 Methodologies

The search for somatic variants present in a sizeable fraction of 
brain cells can be performed by analyzing bulk DNA extracted 
from a frozen postmortem brain tissue sample. The technical chal-
lenge of this approach lies in the fact that when only a few clonal 
cells contribute the signal for the mutant allele, thousands or mil-
lions of other cells will deliver a wild-type signal. Classic Sanger 
DNA sequencing is not very well suited to detect somatic muta-
tions with low allele frequency, having a sensitivity threshold that 
approximates 20% mutant allele frequency (ALT) [13, 14]. The 
development of NGS technologies has allowed more profound 
analysis of bulk DNA samples: by independently sequencing hun-
dreds to thousands of alleles from the starting DNA sample, wild-
type and mutant signals at a particular genomic locus can be 
efficiently detected thus allowing to reach sensitivities of 5% ALT 
and lower. Although powerful, NGS sample preparation often 
involves several steps of PCR amplification of the original DNA, 
leading to polymerase errors. Moreover, the sequence-by-synthesis 
chemistry of Illumina (a widely used sequencing technology today) 
is also error-prone. Effectively, all in vitro polymerase errors limit 
the sensitivity of detection of genuine low-frequency mutations. 
To overcome such limitations of NGS, several methods for sample 
preparation and data analysis have been developed.

To achieve the high sequencing depth that is required for the 
detection of somatic mutations with low ALT cost efficiently, it is 
recommended to focus the analysis only on specific target regions 
of the genome that are already suspected to be involved in the 
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disease studied. In the case of AD, it makes sense to selectively 
sequence the APP, PSEN1, and PSEN2 genes, as these are the 
only genes known to cause FAD when mutated, foregoing the 
analysis of the rest of the genome/exome. This targeted approach 
can be attained with two different methodologies: (1) targeted 
enrichment or capture using a custom probeset on a genome 
sequencing library, or (2) target amplicon generation using a cus-
tom multiplexed PCR. Several vendors offer custom-designed 
sequence-enrichment and/or target-amplicon panels, e.g., Agilent 
SureSelect Target Enrichment system, Illumina Nextera Rapid 
Capture Custom Enrichment kit and TruSeq Custom Amplicon 
kit, Qiagen GeneRead DNAseq custom panels, Raindance 
ThuderStorm and ThunderBolt systems, and Roche NimbleGen’s 
SeqCap. It is recommended to test the sensitivity and accuracy of 
the targeting approach chosen at the beginning of a research proj-
ect. This can be done by setting up a preliminary experiment ana-
lyzing a series of “synthetic mosaic” samples, which can be 
obtained by serially diluting a bulk DNA sample containing known 
heterozygous mutations in the region of interest with bulk wild-
type DNA. The expected allelic frequency of the “synthetic 
mosaic” variants can then be compared to the observed values and 
to the overall sequencing noise. This provides information about 
the lowest allelic frequency reliably detectable and about which 
parameters in sample preparation/data analysis would need 
optimization.

The study of fine-grained mosaicism requires to sequence the 
DNA of single cells: by querying each cell on its own, the contri-
bution of each cell to the overall genomic heterogeneity of the 
brain can be determined. In addition to the limitations inherent to 
NGS (see above), single-cell DNA sequencing is confounded by 
the minute amounts of starting material (6.6 pg of DNA for a dip-
loid cell) that has to be amplified prior to sequencing. Such whole-
genome amplification (WGA) procedures can lead to false 
positives—e.g., due to DNA polymerase errors in early rounds of 
amplification—as well as to false negatives—e.g., due to locus or 
allelic dropout. Several WGA methods have been developed, the 
choice for a specific method is primarily guided on the desired 
classes of genetic variation to be detected genome wide [15, 16].

Depending on the developmental timing of its appearance, a 
somatic mutation will be spread more or less throughout the body; 
while early events could lead to a mutation being present in a frac-
tion of both blood and neuronal cells, it is possible to have 
 brain-private somatic mutations if they appeared after gastrulation. 
Therefore, in order not to miss somatic mutations present only in 
the brain, we have analyzed brain tissue samples from deceased AD 
patients instead of blood-derived DNA.

2.1 Considerations 
on the Tissue Samples 
to be Investigated

Carlo Sala Frigerio et al.
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Somatic mutation analysis in neurodevelopmental diseases and 
cancer is facilitated by the fact that diseased tissue can be clearly 
identified, thanks to specific histological features. DNA isolated 
from the diseased tissue will be enriched for the mutant signal, 
while parallel sequencing of healthy tissue provides a background 
reference to exclude germline and de-novo mutations and to con-
trol for sequencing errors. Unfortunately, in AD it is not possible 
to clearly discern a brain area which is more likely to harbor a 
somatic variant. Reports of a patterning in the perceived spread of 
tau aggregates suggest that the entorhinal cortex could be one of 
the earlier areas affected [17]; however, the mechanistic implica-
tions of the “prionoid spread” of amyloid seeds suggest that any 
brain area could be the source of the first amyloid seeds. Therefore, 
the search for somatic mutations in sporadic AD should be directed 
towards several different brain areas.

We have previously employed a custom Roche NimbeGen SeqCap 
panel to enrich sequencing libraries for the loci of APP, PSEN1, 
PSEN2, and MAPT [18]. The MAPT gene was included in the 
analysis even though germline MAPT mutations do not cause AD 
for the reason that tau, the product of the MAPT gene, is a primary 
player in the biochemical pathological cascade of AD; in a somatic 
mutation scenario it can be thus hypothesized that somatic MAPT 
mutations could lead to AD in a “two-hit” mechanism [19]. A 
more conservative approach would be of course to only consider 
the three known FAD-causative genes (APP, PSEN1, and PSEN2).

We chose to target the entire loci of our genes of interest, so 
that we could leverage the sequencing data to simultaneously ana-
lyze both somatic SNVs and CNVs, exploiting disturbances in 
B-allele fractions of germline heterozygous SNPs for the detec-
tion of subclonal CNVs. Both types of somatic mutations could be 
relevant for the development of AD. We also included 10 kbp pad 
regions upstream and downstream of each locus to avoid drastic 
drops in sequencing coverage at both ends of the loci, which 
would otherwise complicate the analysis. The regions targeted 
were (based on the Human Genome release hg19): APP 
(chr21:27,242,859–27,553,138), PSEN1 (chr14:73,593,141–
73,700,399), PSEN2 (chr1:227,048,271–227,093,804), and 
MAPT (chr17:43,961,646–44,115,799). As the hg19 release also 
foresees an alternative assembly for chromosome 17, we also 
included the MAPT regions specific for the alternate assembly 
(chr17_ctg5_hap1:762,280–895,830). The actual probes were 
designed by NimbleGen according to our desired target areas, 
manufactured, and shipped in solution.

The experimental workflow begins with the isolation of high 
quality gDNA from tissue samples. To isolate bulk gDNA, frozen 
brain tissue is chopped with a scalpel and incubated overnight with 

2.2 Bulk DNA 
Sequencing: 
Sequence-Enrichment 
Approach
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Protease K at 50 °C with mild agitation. RNA is then degraded 
during a 15 min incubation at 37 °C with RNase A (Qiagen, Venlo, 
The Netherlands). DNA is isolated with phenol:choloroform:isoamyl 
alcohol, washed twice with choloroform:isoamyl alcohol, and pre-
cipitated with 100% ethanol. The DNA pellet is further washed 
with 70% ethanol, dried, and finally resuspended in Tris–EDTA 
buffer. Sample preparation must avoid excessive vortexing or heat-
ing, as this would fragment or denature gDNA and render subse-
quent steps impossible. The concentration of the DNA is 
determined with a QuBit fluorimeter (Life Technologies, Gent, 
Belgium), which specifically detects double-stranded DNA, and 
quality is determined with a NanoDrop spectrophotometer 
(NanoDrop, Wilmington, DE) to exclude residual contaminants.

High quality gDNA is sheared with a Covaris sonicator 
(Covaris, Woodingdean Brighton, UK) to produce 300 bp frag-
ments on average and indexed libraries are then prepared with the 
TrueSeq DNA kit from Illumina (Illumina, San Diego, CA). 
Individual libraries can then be pooled prior to sequence enrich-
ment, the number of samples that can be pooled is function of the 
total number of bases captured, the intended sequencing depth for 
every base, and the sequence output of the instrument that will be 
used to analyze the samples. For this, the projected output of the 
instrument (according to the manufacturer) can be divided by the 
size of the target region and by the desired sequencing depth. We 
have obtained high sequencing depth (>2000× per position, on 
average) by pooling ten samples enriched for a ~600 kb target 
region and sequencing with an Illumina HiSeq 2500 in rapid 
mode. Demultiplexing the sequencing data amongst the pooled 
samples is a critical step to avoid the wrong assignment of reads to 
a particular sample which may result in false signals. Sample-specific 
indices are preferably at least three nucleotides different, allowing 
maximum one mismatch in the index sequence during demulti-
plexing. After demultiplexing, sequencing data are usually encoded 
in FASTQ files.

Sample-individual FASTQ files are aligned to the human ref-
erence genome using BWA [20] and converted to a BAM file for-
mat for downstream analysis [21]. Next, since indels can cause 
misalignment of the reads, the alignment should be refined by 
local realignment around indels using the GATK IndelRealigner 
tool [22], and base qualities should be recalibrated using the 
GATK BaseRecalibrator tool [22] to correct systematic technical 
errors in base quality calling by the sequencing instrument. These 
steps of data preprocessing will yield a BAM file which can then be 
used to call variants. There is a great variety of variant calling algo-
rithms (see Table 1) based on different statistical algorithms. We 
have efficiently used Samtools mPileup function [23] together 
with VarScan 2.0 [24] to generate a list of candidate somatic vari-
ants. A useful approach for variant calling involves the generation of 
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a conservative list of candidate variants called by different algorithms. 
Indeed, each variant calling software may identify different sets of 
variants, due to the unique properties of each algorithm. Variants 
called by multiple algorithms may be considered as high confi-
dence candidates.

Of importance, some somatic variant calling algorithms expect 
that a test sample is compared with a “matched normal” sample 
(e.g., a tumor sample compared to a healthy tissue sample) to effi-
ciently rule out false positive calls and germline variants. In the case 
of AD tissue, it is not possible to perform such comparison, since, 
differently from tumor studies, it is not obvious which tissue should 
have a somatic mutation and which should be devoid of it. Hence, 
we performed variant calling on each sample on its own.

Candidate variants are then annotated, i.e., information on the 
genomic region, presence in databases and potential functional 
consequences (synonymous, nonsynonymous, nonsense,…) is 
retrieved, finally yielding a VCF (variant call format) file. Various 

Table 1 
Bioinformatics analysis software for DNA sequencing and variant calling analysis

Name Purpose Link

BWA Alignment of raw reads to 
reference genome

bio-bwa.sourceforge.net/

SAMtools Handling of aligned reads, 
pileup of aligned reads

samtools.sourceforge.net/

GATK Handling of aligned reads, 
error correction, variant 
calling

https://software.broadinstitute.org/gatk/

VarScan Variant calling http://dkoboldt.github.io/varscan/

SNVer Variant calling snver.sourceforge.net/

LoFreq Variant calling http://csb5.github.io/lofreq/

UMI-tools Handling of unique 
molecular identifiers

https://github.com/CGATOxford/UMI-tools

SnpEff Variant annotation snpeff.sourceforge.net/

Annovar Variant annotation www.openbioinformatics.org/annovar/

Monovar Variant calling in single-
cell sequencing data

https://bitbucket.org/hamimzafar/monovar

Single Cell Genotyper Variant calling in single-
cell sequencing data

https://bitbucket.org/aroth85/scg/wiki/Home

R Statistical analysis http://www.r-project.org/

In the table we provide a description and links for software mentioned in the methodologies, along with similar software that 
can be used for DNA sequencing analysis and somatic variant discovery. Links are updated and valid as of December 2016

Somatic Mutations in AD
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tools exist also for variant annotation, we have used SnpEff [25] 
and Annovar [26]. Further analysis of variants and sequencing data 
can be carried out efficiently using R (http://www.r-project.org/). 
Annotation of variants can be useful to prioritize a long list of can-
didate variants for further validation and is instrumental in gaining 
insight on the biological consequences of true somatic variants.

It is important to notice that all the abovementioned software 
is constantly updated, hence it is recommended to use the latest 
versions, to consistently use one version for the analysis of all sam-
ples in a project, and in any case to correctly report the version 
number of each software used.

The bioinformatics analysis can be computationally intense, in 
particular the alignment step, the GATK-based steps, and the steps 
in R if dealing with a big target region or a high number of candi-
date variants. Analysis can be efficiently tackled by computing clus-
ters or by the use of dedicated servers.

Preparation of sequencing libraries involves several PCR steps, 
which introduce errors which may complicate somatic variant 
analysis. The main errors due to PCR are: (1) the incorporation 
of wrong nucleotides and (2) the skew in amplification of mutated 
alleles and wild-type alleles (see Fig. 2) which could result in false 
negative (in case the mutant allele is under-represented) or false 
positive (in case a PCR error is over-represented) calls. The 

2.3 Bulk DNA 
Sequencing: Targeted 
Approach 
with Tagged Reads

Exon 1 Exon 1 Exon 1

a b c

Allelic frequency = 3/13 (~23%) Allelic frequency = 1/11 (~9%) Allelic frequency = 3/11 (~27%)

Fig. 2 Principles of amplicon tagging. A low-frequency mutation (indicated by a star) is present only in a frac-
tion of the reads (represented by a blue line ending with a circle) aligning on a genomic target of interest. When 
no read tagging is used (e.g., after sequence-enrichment of sheared gDNA), the allelic frequency of a somatic 
mutation cannot be corrected for PCR duplication artifacts (a). When reads are tagged prior to PCR amplifica-
tion, duplicates can be easily spotted and the allelic frequency of the mutation can be corrected (b, tags indi-
cated by the colored circles at the end of each read). Deduplication of PCR artifacts leads to correct assessment 
of the allelic frequency of somatic variant also in the case that the somatic variant is not present in the dupli-
cated reads (c)
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skewed amplification behavior and the introduction of incorrect 
nucleotides are inherent to PCR and DNA polymerases [27, 28], 
however several smart workarounds have been developed to pre-
vent and counter them.

Two approaches (Duplex Sequencing [29] and UMI-TSCA 
[30]) share the general principle to add barcodes to the original 
DNA molecules in order to track the daughter molecules produced 
during PCR amplification. This allows (1) to correctly remove 
PCR duplicates (deduplication) by counting unique barcodes 
instead of raw reads, and (2) to generate consensus reads by pool-
ing all reads sharing the same barcodes (Fig. 2).

In the Duplex Sequencing approach [29, 31], gDNA is sheared 
and fragments are ligated to duplex sequencing adapters, resulting 
in DNA fragments bearing 12-nucleotide long barcode sequences 
at both ends. Fragments barcoded at each end are PCR amplified 
and sequenced, then reads are grouped by the barcodes and con-
sensus sequences are derived. This approach also allows to double-
check a variant by identifying its presence in both families of 
sequencing reads that derive from the complementary Watson and 
Crick strands of the original gDNA molecule. However, this 
method still requires the development of a sequence-enrichment 
panel to prepare a targeted sequencing library.

An alternative approach [30] applies a modification of the 
TruSeq Custom Amplicon (TSCA) kit from Illumina to introduce 
a Unique Molecule Identifer (UMI) in place of the P5 sample 
index. The TSCA kit is a custom-designed panel of probes recog-
nizing a list of user-defined genomic targets; for each target, two 
probes are designed, one upstream and one downstream. After 
hybridization to the gDNA targets, the upstream probe is extended 
by a DNA polymerase onto the downstream probe, producing a 
copy of the original gDNA region. Next, a unique barcode is added 
to each copy and the product is PCR amplified to produce the 
sequencing library: during this step the barcodes are copied 
together with the genomic target, thus keeping the original label-
ling. This approach is more straightforward than the former, as it 
directly generates a targeted amplicon library; however, it lacks the 
possibility of copying both strands of the original gDNA target.

A third method, CirSeq [32], dispenses from using barcodes 
altogether: instead of PCR amplifying the intended target, the 
gDNA is sheared, fragments are circularized and using random 
primers and a high processivity DNA polymerase concatenated 
copies of the original template are made. The strength of the 
method lies in the fact that mutations are not propagated by PCR, 
as each new copy comes from the original DNA sequence. 
However, it also requires an extra step to select the regions of 
interest when dealing with a targeted approach, which would 
require additional PCR reactions.

Somatic Mutations in AD



370

We have applied the UMI-modified TSCA approach to analyze 
somatic mutations in AD, our choice was based on the fact that 
this approach is the most straightforward for a targeted sequencing 
analysis, and built around a commercially available kit already 
aimed at the analysis of large genomes (such as the human genome). 
In order to maximize the sequencing coverage of areas of interest, 
we targeted the exons of APP, PSEN1, PSEN2, and MAPT known 
to harbor pathogenic mutations. The TSCA panel was designed by 
Illumina, to accommodate 250 bp-long amplicons, the total area 
covered is ~7 kb long thus allowing a very high coverage when 
sequencing 12 pooled samples on an Illumina MiSeq 2×300 
sequencing run.

To prepare sequencing libraries with the modified TSCA 
method, first the gDNA is denatured and slowly cooled in the 
presence of the probeset, allowing specific annealing of the probes 
with their cognate sites on the gDNA. Next, a DNA polymerase 
extends the upstream probe and a DNA ligase joins the newly syn-
thesized copy of the gDNA to the downstream probe. The liga-
tion-extension products are purified using a filter plate (provided 
with the kit, per manufacturer’s recommendations). Next, in place 
of the canonical direct PCR amplification of the extension-ligation 
products, we performed one cycle of PCR with the Illumina P7 
primers (bearing a sample-specific index) and a modified P5 primer 
(P5′) which contains a random 12-nucleotide sequence (which 
constitutes the UMI) in place of the second sample-specific index. 
Given the high number of possible UMIs (412 = 16,777,216), it is 
highly likely that each copy of a specific genomic target in the orig-
inal sample will get a different UMI. Next, PCR products are puri-
fied with Ampure XP magnetic beads and a second round of PCR 
is carried out using the same sample-specific P7 primer as before 
and a P5″ primer that anneals downstream of the UMI and carries 
the Illumina-specific P5 sequence handle for correct loading on an 
Illumina flowcell. The final PCR product is again purified using 
Ampure XP magnetic beads, quantified using the KAPA library 
quantification kit for Illumina libraries (Kapa Biosystems, 
Wilmington, MA), and equimolar sample-specific libraries are 
pooled. Since only the P7 sample index can be used to label differ-
ent biological samples, the maximum amount of samples that can 
be pooled on a single sequencing run is 12, as Illumina provides 
only 12 different P7 indices, restricting high sample throughput.

The Illumina MiSeq sample sheet (which instructs the sequenc-
ing instrument on the run parameters) has to be modified to 
account for a longer (12 nucleotides instead of 8) i5 index read 
(which covers the UMI). In order to keep the UMI tied to each 
specific R1 and R2 read pair (which cover the actual amplicon), we 
have appended the UMI sequence to the header of each R1 and 
R2 read. To analyze the data, we first aligned the reads to the refer-
ence genome using BWA-MEM, and performed local realignment 
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around indels and base quality recalibration with the dedicated 
GATK software.

Next, UMIs are leveraged to correct for PCR artifacts and to 
generate consensus nucleotide calls at each position assessed. The 
overall approach is to group reads aligned to one genomic locus 
that share the same UMI (called “UMI family”). Subsequently, 
analysis can focus on a read-by-read basis or on a position-by-posi-
tion basis. Following the latter approach, we have developed an 
algorithm (called Scotoplanes, Fig. 3) which generates a pileup of 
the nucleotides aligned at each position of our target region, while 
taking the UMI into account. Deduplication of reads nucleotides 
with the same UMI depends on the level of UMI duplication and 
whether or not all the reads with the same UMI support the same 
nucleotide: (1) a UMI appears only once: the associated nucleotide 
is counted (e.g., UMI1, Fig. 3); (2) a UMI is observed more than 
once, but all instances support the same nucleotide: the nucleotide 

YES YES

YESNONO

Reads with associated 
UMI

Align to reference 
genome

For each aligned 
position check UMI 

of reads overlapping 
the position

UMI is unique

…AAGCTTAGCTTTAGCTTTGACT…

C---UMI2

C---UMI3

C---UMI2
C---UMI1

A---UMI3

T---UMI3

example

reference genome

aligned 
reads

C---UMI3

ACCEPT REJECT

All 
nucleotides of 
a duplicated 
UMI are the 

same

The top 
nucleotide 
count is 4x 

more than 2nd

YES

NO

Fig. 3 Tag-deduplication algorithm. The algorithm represented has been implemented in a software developed 
in the lab to process UMI-labelled reads. The green box represents different possible scenarios of duplicated 
UMIs and connected reads. After alignment to the genome, reads and their associated UMIs are analyzed posi-
tion by position. Reads are grouped based on their UMIs into UMI families (e.g., UMI1, UMI2, UMI3). Depending 
on the duplication levels and on the supporting nucleotides found for different duplicate molecules, a read is 
either retained (accept) or discarded (reject). In the example (green box) UMI1 is unique and thus retained; 
UMI2 is duplicated but all nucleotides are the same and thus UMI2 is retained; UMI3 is duplicated and the most 
represented nucleotide is less than fourfold more abundant than the second, thus UMI3 is rejected.
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is retained but counted only once (e.g., UMI2, Fig. 3); (3) a UMI 
is observed more than once, and associates with a number of dif-
ferent nucleotides: the most abundantly present nucleotide is 
retained (and counted once), but only if it is at least four times 
more abundant than the second most frequent nucleotide associ-
ated with the same UMI at that position (e.g., UMI3, Fig. 3). 
After such position-by-position UMI deconvolution, allele fre-
quencies are calculated at each position, and major and minor 
alleles are called. Candidate variants can then be annotated using 
SnpEff and Annovar as seen above to prioritize variants for further 
validation.

Single-cell DNA sequencing has the capacity to detect somatic 
variants down to the biological unit of organs. Although powerful, 
the method is still technically highly challenging, which has to be 
taken into account when designing a project [16]. In particular, a 
cell’s gDNA has to be amplified to obtain enough material for 
sequencing analysis, and methods for WGA are still in need of opti-
mization to improve uniformity of coverage—whereby unevenness 
in amplification can lead to locus or allelic drop outs and thus false 
negative SNVs as well as false positive CNVs—and to mitigate the 
introduction of polymerase errors which produce false positive 
SNVs [16].

As it is difficult to isolate intact single cells from a complex 
tissue such as the human brain, it is preferable to isolate single 
nuclei instead. For nuclear isolation, tissue samples are homoge-
nized in the presence of very low levels of detergent in order to 
avoid compromising the nuclear envelope. Nuclei can be recov-
ered by centrifugation on an Optiprep density gradient. The 
nuclei are then labelled with a DNA stain (e.g., DAPI or DRAQ5) 
and can be additionally marked for cell type-specific nuclear antigens. 
For example, to specifically recover neuronal nuclei one can use a 
fluorescently conjugated antibody for the neuronal-specific splic-
ing regulator Rbfox3 (NeuN). Fluorescently labelled nuclei can 
subsequently be single-sorted into 96 well plates containing lysis 
buffer using fluorescent activated cell sorting (FACS) platforms. 
Following isolation, for the purpose of SNV analysis the gDNA of 
the cell is preferably amplified by isothermal amplification using 
random primers and the Φ29 polymerase, a DNA polymerase with 
high processivity and low error rates [15, 33]. The resulting mul-
tiple displacement amplification (MDA) product can be converted 
in a sequencing library using conventional methods, or can be 
used in conjunction with a sequence-enrichment approach. As for 
bulk DNA approaches, it is best to include a sequence-enrichment 
step to focus on genomic regions which, if mutated, could drive 
AD pathogenesis.

Although variant calling algorithms developed for bulk DNA 
have also been used for calling variants in single-cell DNA sequencing 

2.4 Single-Cell DNA 
Sequencing
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data, this latter kind of data has peculiar aspects which warrants the 
use of bespoke algorithms. Specifically, the technical artifacts intro-
duced during WGA need to be taken into account, to prevent calling 
false variants. Due to the error rate of WGA polymerases—e.g., the 
per-cycle per-base error rate of MDA has been estimated to approxi-
mate 3.2 × 10−6 [34]—it is currently impossible to call SNVs that are 
private to a cell with absolute confidence [15]. Instead, the candidate 
SNV has to be reported by at least a few cells to increase reliability. 
Algorithms specifically designed for analyzing SNVs in single-cell 
DNA sequencing data, as Monovar [35] and Single Cell Genotyper 
[36], are emerging.

Single-cell DNA sequencing has been used widely to study 
tumor evolution, and recently it has been used for the identifica-
tion of somatic mutational signatures in the human brain [3]. A 
possible future application to investigate somatic genetic variation 
underlying the cause of AD would be to couple single nucleus 
sorting and DNA library preparation with a sequence-enrichment 
panel targeted for the APP, PSEN1, and PSEN2 loci. Alternatively, 
a direct amplicon-based assay targeting the most pathogenic 
mutant sites for AD may be directly applied on single-cell DNA at 
scale without upfront WGA [37]. Although single-cell sequencing 
allows SNV analysis at relatively low coverage, many different cells 
may need to be pooled and sequenced for the discovery of low-
frequency somatic SNVs in the diseased tissue.

3 Confirmation of Candidate Somatic Variants

Although bioinformatics analysis of sequencing data is based on 
continuously improving algorithms, the stochastic nature of errors 
introduced at any step of sample preparation and sequencing 
means that the analysis can at best give a list of candidate variants 
with differing degrees of confidence. Confirmation of called 
somatic variants by an alternative approach remains therefore 
important to validate the results and to develop increasingly reli-
able somatic variant callers. There are several ways to confirm can-
didate variants, depending on the approach used at first pass (bulk 
tissue or single-cell analyses), the allelic frequency of the candidate 
variant and the number of candidates to be tested (for budgeting 
reasons).

The resolution of Sanger sequencing for detecting somatic vari-
ants is limited to variants with an allelic frequency of 20% or more 
[13, 14]. In this procedure, the candidate mutant locus is ampli-
fied from bulk DNA with specific PCR primers and then directly 
sequenced. However, it requires that the sequencing runs have 
very low levels of noise to be able to reliably identify the somatic 
variant. Parameters that have to be carefully controlled are in 

3.1 Sanger 
Sequencing
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particular the clean-up and resuspension of the sample after the 
PCR with fluorescent dideoxy nucleotides. In practice, it is more 
efficient to use alternative methods even for high allele frequency 
somatic variants.

The principle of this approach is to exploit bacteria to partition the 
bulk DNA signal, so that Sanger sequencing can be efficiently used 
to validate a candidate somatic variant.

The candidate mutation is amplified from the original bulk 
gDNA sample using a pair of specific PCR primers. The PCR 
amplicons are then cloned into a plasmid vector, ideally one which 
allows quick and efficient subcloning without the need for restric-
tion digest of the amplicon such as those provided by the TOPO 
TA cloning kit from ThermoFisher (ThermoFisher, Waltham, 
Massachusetts). After bacterial transformation and plating, single 
independent colonies are isolated and sequenced. Each colony will 
bear only one allele, hence Sanger sequencing will yield a yes/no 
answer for the presence of the candidate mutation. By counting 
the ratio of mutant colonies, we can infer the allelic frequency of 
the target mutation in the original DNA sample.

This approach works best with mutations having a relatively 
high allelic frequency, to avoid having to sequence many colonies, 
but could in theory be up-scaled to detect low-frequency variants.

Following the same principle of partitioning the original bulk 
gDNA signal, digital droplet PCR (ddPCR) allows to achieve very 
good sensitivity, down to 0.1% ALT or lower (Fig. 4) [38]. In a 
ddPCR assay, a PCR reaction is mixed with oil in a microfluidics 
chip, leading to emulsification of the PCR reaction into thousands 
of nanoliter droplets containing either zero, one, or more than one 
template DNA molecules. After completion of the PCR reaction, 
droplets are read one by one, measuring the presence of fluores-
cently labelled allele-specific probes. Statistical analysis of the count 
data, based on Poisson statistics, allows calculating confidence 
levels for the allelic frequency determined for each sample. The 
extremely high partition of the template DNA and the discrete 
nature of droplet counting allows to detect very low levels of 
mutant allele molecules.

For each candidate variant a specific PCR primer set is designed 
together with two hydrolysis probes (e.g., Taqman probes), one 
recognizing the wild-type allele and one recognizing the mutant 
allele, labelled with fluorophores with different spectral wave-
lengths (e.g., FAM and HEX). The use of two differentially labelled 
probes allows the simultaneous detection of the two alleles in the 
same reaction, thus offering a better quantification than running 
mutant and wild-type assays in different tubes. For each newly 
developed assay, several parameters need to be optimized, includ-
ing correct annealing temperature, starting gDNA quantity, and 
the numbers of wells/droplets required.

3.2 TA-Subcloning 
and Sanger 
Sequencing

3.3 Digital 
Droplet PCR
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Each assay should be run with appropriate negative and positive 
control samples. As negative control samples, assays should be run 
without template gDNA to assess the levels of inherent back-
ground fluorescence of the probes, and should be run with gDNA 
devoid of the target somatic variant (wild-type control) to assess 
the signal coming from nonspecific PCR products. As positive con-
trols, a dilution series of a construct containing the target somatic 
variant spiked to wild-type DNA could be analyzed. For this purpose, 

Fig. 4 Titration of digital droplet PCR assay for a candidate variant. A ddPCR assay for a candidate variant is 
first tested for sensitivity by running appropriate negative and positive controls. Negative controls include a 
non-template control (NTC) sample and a wild-type DNA sample, to check background probe fluorescence and 
nonspecific hybridization, respectively. As positive controls we used a series of wild-type DNA samples con-
taining a spiked-in gBLOCK construct containing the candidate variant. We spiked in 3000, 600, 120, 24, and 
4.8 molecules of mutant gBLOCK construct per reaction, which corresponds to 10, 2, 0.4, 0.08, and 0.016% 
of the number of alleles present in the template DNA in each reaction (100 ng of DNA, ~30,000 haploid 
genome copies). Data were analyzed with BioRad QuantaSoft, and we report the calculated number of copies 
per μL of mutant (a) and wild-type allele (b); error bars are the 95% Poisson confidence intervals. The red line 
highlights the lowest sensitivity attainable, i.e., the upper boundary of the mutant allele count in the wild-type 
sample. Hence, for this specific assay a variant can be called if its lower Poisson confidence interval is above 
0.42 copies/μL
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a gBLOCK synthetic double-stranded DNA molecule mimicking 
the genomic region containing the somatic variant can be ordered 
from IDT (Integrated DNA Technologies, Leuven, Belgium). 
Such dilution series will allow to readily assess the sensitivity of 
the assay against the noise signal derived from the analysis of pure 
wild-type samples. BioRad (Hercules, CA) provides a complete 
workflow for ddPCR analysis. Assays can be designed using their 
online software (https://www.bio-rad.com/digital-assays/#/
assays-create/mutation). The BioRad QX200 Droplet Digital 
PCR system foresees an instrument for the preparation of the 
emulsion PCR reaction and a droplet counter. Moreover, BioRad 
provides a software (QuantaSoft) to analyze droplet counts (Fig. 4).

Another approach to validate candidate variants is to re-sequence 
at very high depth target amplicons: as most PCR and sequencing 
errors are random, it would be unlikely to retrieve a false positive 
variant in two separate sample preparations and sequencing runs.

Deep amplicon sequencing is a viable validation option for 
candidates identified by a sequence-enrichment approach. Primer 
sets are designed to amplify each target candidate, and each PCR 
product is labelled with a sample-specific index to allow for  pooling. 
Amplicons can then be sequenced at very high coverage 
(>100,000×) on an Illumina MiSeq.

For candidates identified in an amplicon-based approach a 
more relevant re-sequencing approach would entail change of 
sequencing chemistry altogether. Pacific Biosciences (PacBio) 
sequencing offers a good alternative to Illumina sequencing for 
this kind of validation, as the sequencing chemistry, and therefore 
the error pattern, are radically different between the two. For 
PacBio sequencing, after preparing indexed amplicons, library 
preparation foresees the ligation of bubble adaptors on both ends 
of each DNA molecule, enabling recursively sequencing of the 
Watson and Crick DNA strands of that molecule on an RSII or 
Sequel platform (Pacific Biosciences, Menlo Park, CA). Following 
sequencing, all subreads from a DNA molecule are piled and a 
consensus sequence is derived. As PacBio polymerase errors are 
stochastic, the consensus sequence generation is able to correct 
most sequencing errors, thus providing a high confidence 
validation.

4 Conclusions

Somatic variant analysis is a rapidly developing field, with continu-
ously improved sample preparation and sequencing methodologies 
and continuously refined statistical algorithms for variant detec-
tion. Interest is that somatic variant detection goes across multiple 
fields of biology, e.g., developmental biology, tumor biology, neu-
robiology, toxicology, and has even forensics applications.

3.4 Resequencing 
of Candidate Variants
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In the field of AD research, where the primary cause of sporadic 
AD is still unknown, the possibility of somatic mutations being 
pathogenic drivers is a long-standing question [39, 40]. We foresee 
that continuous optimization of the methodologies will finally 
clarify the role of somatic mutations in AD. Moreover, the meth-
odologies illustrated in this chapter can be extended to other 
neurodegenerative diseases, in particular for those in which a tem-
plate-seeded aggregation mechanism is involved, e.g., Parkinson 
disease [41, 42] and prion diseases.

References

 1. Cruts M, Theuns J, Van Broeckhoven C (2012) 
Locus-specific mutation databases for neurode-
generative brain diseases. Hum Mutat 
33:1340–1344. doi:10.1002/humu.22117

 2. Rovelet-Lecrux A, Hannequin D, Raux G et al 
(2006) APP locus duplication causes autosomal 
dominant early-onset Alzheimer disease with 
cerebral amyloid angiopathy. Nat Genet 38:24–
26. doi:10.1038/ng1718

 3. Lodato MA, Woodworth MB, Lee S et al 
(2015) Somatic mutation in single human neu-
rons tracks developmental and transcriptional 
history. Science 350:94–98. doi:10.1126/sci-
ence.aab1785

 4. Upton KR, Gerhardt DJ, Jesuadian JS et al 
(2015) Ubiquitous L1 mosaicism in hippocam-
pal neurons. Cell 161:228–239. doi:10.1016/j.
cell.2015.03.026

 5. Evrony GD, Lee E, Park PJ, Walsh CA (2016) 
Resolving rates of mutation in the brain using 
single-neuron genomics. elife. doi:10.7554/
eLife.12966

 6. McConnell MJ, Lindberg MR, Brennand KJ 
et al (2013) Mosaic copy number variation in 
human neurons. Science 342:632–637. 
doi:10.1126/science.1243472

 7. Evrony GD, Cai X, Lee E et al (2012) Single-
neuron sequencing analysis of L1 retrotranspo-
sition and somatic mutation in the human 
brain. Cell 151:483–496. doi:10.1016/j.
cell.2012.09.035

 8. Aguzzi A, Lakkaraju AK (2015) Cell biology of 
prions and prionoids: a status report. Trends 
Cell Biol 26(1):40–51. doi:10.1016/j.tcb. 
2015.08.007.

 9. Brettschneider J, Del Tredici K, Lee VM, 
Trojanowski JQ (2015) Spreading of pathol-
ogy in neurodegenerative diseases: a focus on 
human studies. Nat Rev Neurosci 16:109–120. 
doi:10.1038/nrn3887

 10. Auton A, Brooks LD, Durbin RM et al (2015) 
A global reference for human genetic variation. 
Nature 526:68–74. doi:10.1038/nature15393

 11. Nussbaum R, McInnes RR, Willard HF (2007) 
Thompson & Thompson genetics in medicine, 
7th edn. Saunders, Philadelphia

 12. Alzualde A, Moreno F, Martinez-Lage P et al 
(2010) Somatic mosaicism in a case of appar-
ently sporadic Creutzfeldt-Jakob disease carrying 
a de novo D178N mutation in the PRNP gene. 
Am J Med Genet B Neuropsychiatr Genet 
153B:1283–1291. doi:10.1002/ajmg.b.31099

 13. Tsiatis AC, Norris-Kirby A, Rich RG et al 
(2010) Comparison of Sanger sequencing, 
pyrosequencing, and melting curve analysis for 
the detection of KRAS mutations: diagnostic 
and clinical implications. J Mol Diagn 12:425–
432. doi:10.2353/jmoldx.2010.090188

 14. Jamuar SS, Lam AT, Kircher M et al (2014) 
Somatic mutations in cerebral cortical malfor-
mations. N Engl J Med 371:733–743. 
doi:10.1056/NEJMoa1314432

 15. Macaulay IC, Voet T (2014) Single cell genom-
ics: advances and future perspectives. PLoS 
Genet 10(1):e1004126. doi:10.1371/journal.
pgen.1004126

 16. Gawad C, Koh W, Quake SR (2016) Single-cell 
genome sequencing: current state of the sci-
ence. Nat Rev Genet 17:175–188. doi:10.1038/ 
nrg.2015.16

 17. Braak H, Braak E (1991) Neuropathological 
stageing of Alzheimer-related changes. Acta 
Neuropathol 82:239–259

 18. Sala Frigerio C, Lau P, Troakes C et al (2015) 
On the identification of low allele frequency 
mosaic mutations in the brains of Alzheimer’s 
disease patients. Alzheimers Dement 11:1265–
1276. doi:10.1016/j.jalz.2015.02.007

 19. Small SA, Duff K (2008) Linking Abeta and 
tau in late-onset Alzheimer’s disease: a dual 
pathway hypothesis. Neuron 60:534–542. 
doi:10.1016/j.neuron.2008.11.007

 20. Li H, Durbin R (2010) Fast and accurate long-
read alignment with burrows-wheeler trans-
form. Bioinformatics 26:589–595. 
doi:10.1093/bioinformatics/btp698

Somatic Mutations in AD

http://dx.doi.org/10.1002/humu.22117
http://dx.doi.org/10.1038/ng1718
http://dx.doi.org/10.1126/science.aab1785
http://dx.doi.org/10.1126/science.aab1785
http://dx.doi.org/10.1016/j.cell.2015.03.026
http://dx.doi.org/10.1016/j.cell.2015.03.026
http://dx.doi.org/10.7554/eLife.12966
http://dx.doi.org/10.7554/eLife.12966
http://dx.doi.org/10.1126/science.1243472
http://dx.doi.org/10.1016/j.cell.2012.09.035
http://dx.doi.org/10.1016/j.cell.2012.09.035
http://dx.doi.org/10.1016/j.tcb.2015.08.007.
http://dx.doi.org/10.1016/j.tcb.2015.08.007.
http://dx.doi.org/10.1038/nrn3887
http://dx.doi.org/10.1038/nature15393
http://dx.doi.org/10.1002/ajmg.b.31099
http://dx.doi.org/10.2353/jmoldx.2010.090188
http://dx.doi.org/10.1056/NEJMoa1314432
http://dx.doi.org/10.1371/journal.pgen.1004126
http://dx.doi.org/10.1371/journal.pgen.1004126
http://dx.doi.org/10.1038/nrg.2015.16
http://dx.doi.org/10.1038/nrg.2015.16
http://dx.doi.org/10.1016/j.jalz.2015.02.007
http://dx.doi.org/10.1016/j.neuron.2008.11.007
http://dx.doi.org/10.1093/bioinformatics/btp698


378

 21. Li H, Handsaker B, Wysoker A et al (2009) 
The sequence alignment/map format and 
SAMtools. Bioinformatics 25:2078–2079. 
doi:10.1093/bioinformatics/btp352

 22. McKenna A, Hanna M, Banks E et al (2010) 
The genome analysis toolkit: a MapReduce 
framework for analyzing next-generation DNA 
sequencing data. Genome Res 20:1297–1303. 
doi:10.1101/gr.107524.110

 23. Li H (2011) A statistical framework for SNP 
calling, mutation discovery, association map-
ping and population genetical parameter esti-
mation from sequencing data. Bioinformatics 
27:2987–2993. doi:10.1093/bioinformatics/
btr509

 24. Koboldt DC, Zhang Q, Larson DE et al (2012) 
VarScan 2: somatic mutation and copy number 
alteration discovery in cancer by exome 
sequencing. Genome Res 22:568–576. 
doi:10.1101/gr.129684.111

 25. Cingolani P, Platts A, Wang le L et al (2012) A 
program for annotating and predicting the 
effects of single nucleotide polymorphisms, 
SnpEff: SNPs in the genome of Drosophila 
melanogaster strain w1118; iso-2; iso-3. Flying 
6:80–92. doi:10.4161/fly.19695

 26. Wang K, Li M, Hakonarson H (2010) 
ANNOVAR: functional annotation of genetic 
variants from high-throughput sequencing 
data. Nucleic Acids Res 38:e164. doi:10.1093/
nar/gkq603

 27. Kanagawa T (2003) Bias and artifacts in multi-
template polymerase chain reactions (PCR). 
J Biosci Bioeng 96:317–323. doi:10.1016/
S1389-1723(03)90130-7

 28. Gundry M, Vijg J (2011) Direct mutation 
analysis by high-throughput sequencing: from 
germline to low-abundant, somatic variants. 
Mutat Res 729:1–15. doi:10.1016/j.
mrfmmm.2011.10.001

 29. Schmitt MW, Kennedy SR, Salk JJ et al 
(2012) Detection of ultra-rare mutations by 
next-generation sequencing. Proc Natl Acad 
Sci U S A 109:14508–14513. doi:10.1073/
pnas.1208715109

 30. Smith EN, Jepsen K, Khosroheidari M et al 
(2014) Biased estimates of clonal evolution and 
subclonal heterogeneity can arise from PCR 
duplicates in deep sequencing experiments. 
Genome Biol 15:420. doi:10.1186/
s13059-014-0420-4

 31. Kennedy SR, Schmitt MW, Fox EJ et al (2014) 
Detecting ultralow-frequency mutations by 

duplex sequencing. Nat Protoc 9:2586–2606. 
doi:10.1038/nprot.2014.170

 32. Lou DI, Hussmann JA, McBee RM et al (2013) 
High-throughput DNA sequencing errors are 
reduced by orders of magnitude using circle 
sequencing. Proc Natl Acad Sci U S A 110: 
19872–19877. doi:10.1073/pnas.1319590110

 33. Dean FB, Hosono S, Fang L et al (2002) 
Comprehensive human genome amplification 
using multiple displacement amplification. Proc 
Natl Acad Sci U S A 99:5261–5266. 
doi:10.1073/pnas.08208949999/8/5261

 34. de Bourcy CF, De Vlaminck I, Kanbar JN et al 
(2014) A quantitative comparison of single-cell 
whole genome amplification methods. PLoS 
One 9:e105585. doi:10.1371/journal.
pone.0105585PONE-D-14-24544

 35. Zafar H, Wang Y, Nakhleh L, et al (2016) 
Monovar: single-nucleotide variant detection 
in single cells. doi: 10.1038/pj.2016.37

 36. Roth A, McPherson A, Laks E et al (2016) 
Clonal genotype and population structure 
inference from single-cell tumor sequencing. 
Nat Methods 13:573–576. doi:10.1038/
nmeth.3867

 37. Eirew P, Steif A, Khattra J et al (2014) Dynamics 
of genomic clones in breast cancer patient 
xenografts at single-cell resolution. Nature 518: 
422–426. doi:10.1038/nature13952

 38. Hindson BJ, Ness KD, Masquelier DA et al 
(2011) High-throughput droplet digital PCR 
system for absolute quantitation of DNA copy 
number. Anal Chem 83:8604–8610. 
doi:10.1021/ac202028g

 39. Geller LN, Potter H (1999) Chromosome 
missegregation and trisomy 21 mosaicism in 
Alzheimer’s disease. Neurobiol Dis 6:167–179. 
doi:10.1006/nbdi.1999.0236

 40. Beck JA, Poulter M, Campbell TA et al (2004) 
Somatic and germline mosaicism in sporadic 
early-onset Alzheimer’s disease. Hum Mol 
Genet 13:1219–1224. doi:10.1093/hmg/
ddh134ddh134

 41. Proukakis C, Houlden H, Schapira AH (2013) 
Somatic alpha-synuclein mutations in 
Parkinson’s disease: hypothesis and preliminary 
data. Mov Disord 28:705–712. doi:10.1002/
mds.25502

 42. Proukakis C, Shoaee M, Morris J et al (2014) 
Analysis of Parkinson’s disease brain-derived 
DNA for alpha-synuclein coding somatic 
mutations. Mov Disord 29:1060–1064. 
doi:10.1002/mds.25883

Carlo Sala Frigerio et al.

http://dx.doi.org/10.1093/bioinformatics/btp352
http://dx.doi.org/10.1101/gr.107524.110
http://dx.doi.org/10.1093/bioinformatics/btr509
http://dx.doi.org/10.1093/bioinformatics/btr509
http://dx.doi.org/10.1101/gr.129684.111
http://dx.doi.org/10.4161/fly.19695
http://dx.doi.org/10.1093/nar/gkq603
http://dx.doi.org/10.1093/nar/gkq603
http://dx.doi.org/10.1016/S1389-1723(03)90130-7
http://dx.doi.org/10.1016/S1389-1723(03)90130-7
http://dx.doi.org/10.1016/j.mrfmmm.2011.10.001
http://dx.doi.org/10.1016/j.mrfmmm.2011.10.001
http://dx.doi.org/10.1073/pnas.1208715109
http://dx.doi.org/10.1073/pnas.1208715109
http://dx.doi.org/10.1186/s13059-014-0420-4
http://dx.doi.org/10.1186/s13059-014-0420-4
http://dx.doi.org/10.1038/nprot.2014.170
http://dx.doi.org/10.1073/pnas.1319590110
http://dx.doi.org/10.1073/pnas.08208949999/8/5261
http://dx.doi.org/10.1371/journal.pone.0105585PONE-D-14-24544
http://dx.doi.org/10.1371/journal.pone.0105585PONE-D-14-24544
http://dx.doi.org/10.1038/pj.2016.37
http://dx.doi.org/10.1038/nmeth.3867
http://dx.doi.org/10.1038/nmeth.3867
http://dx.doi.org/10.1038/nature13952
http://dx.doi.org/10.1021/ac202028g
http://dx.doi.org/10.1006/nbdi.1999.0236
http://dx.doi.org/10.1093/hmg/ddh134ddh134
http://dx.doi.org/10.1093/hmg/ddh134ddh134
http://dx.doi.org/10.1002/mds.25502
http://dx.doi.org/10.1002/mds.25502
http://dx.doi.org/10.1002/mds.25883


379

José María Frade and Fred H. Gage (eds.), Genomic Mosaicism in Neurons and Other Cell Types, Neuromethods, vol. 131,
DOI 10.1007/978-1-4939-7280-7, © Springer Science+Business Media LLC 2017

Index

A

Aging ������������������������������������������ 28, 170, 271–285, 287–295,  
331, 333, 334, 352–354

Aicardi–Goutières syndrome (AGS) ��������������������������������198
Allele frequency (AF) �����������������������������6–11, 13, 14, 17–20,  

179, 301, 306–308, 361–376
Allelic dropout events (ADO) ������������������������������������������265
Alu element �������������������������������������������������������������� 190, 220
Alzheimer’s disease (AD) ���������������������������������28, 34, 38, 44,  

83, 90, 92, 95, 97–103, 156, 329–342, 345, 352, 
354, 355, 361–376

Amplicon-seq �������������������15, 16, 19, 307, 311, 316, 318, 376
Amyloid precursor protein (APP) ��������������������������� 329–331,  

333–335, 340, 342–347, 350, 355
Annovar program ����������������������������������������������������� 368, 372
Apoptosis ������������������������������������� 44, 272, 332, 345, 352–355
Ataxia-telangiectasia ��������������������������������������������������� 28, 210
Ataxia telangiectasia mutated (ATM) ���������������������� 197, 198
Autism ��������������������������������������������������������������������������������28
Autism spectrum disorders (ASD) �����������������������������������197

B

BAM files ����������������������������������������������������������������� 125, 366
BED files ���������������������������������������������������������� 111, 126, 127
Bedtools ������������������������������������������������������������ 125, 126, 177
Beta-amyloid (Aβ) ��������������������������������������83, 330, 332, 335,  

347–351, 353, 355, 362
Bioinformatic statistics �����������������������������������������������������110
Bipolar disorder �������������������������������������������������������� 209, 210
Bowtie aligner ����������������������������������������������������������� 239, 311
Brain �������������������������������������������������������3–11, 13–20, 27–37,  

81–83, 87, 92–98, 163, 169, 170, 180, 182, 220, 
221, 226, 227, 238, 240, 242, 253, 254, 266, 
271–285, 287–295, 299–306, 308, 310, 311, 
314–316, 318, 320, 322, 330–334, 336–342, 
344–346, 352, 354, 361, 363–365, 372, 373

Burrows-Wheeler Aligner (BWA-ALN) ����������������� 311, 313
Burrows-Wheeler Aligner-Maximal Exact Matches 

algorithm (BWA-MEM)����������������������� 264, 310,  
311, 313, 322, 370

C

Cell cycle ������������������������������������������������������4, 27, 44, 58, 61,  
164, 175, 182, 265, 331, 335, 341, 344,  
347, 354, 355

Cell nuclei isolation ������������������������������������������������������������61
CellRaft technology ������������������������������������������������� 116–118
Charcot-Marie-Tooth neuropathy type 1 (CMT1) ����������144
Chick forebrain ������������������������������������������������������������������59
Chicken erythrocyte nuclei (CEN) �������������������45, 46, 50, 52
Chromogenic in situ hybridization (CISH) ���������������� 60, 82,  

83, 87, 90–93, 95–97
Chromosomal mosaicism ���������������������������������������������27–37
Chromosome instability ����������������������������329–352, 354, 355
Chromosome mis-segregation ������������������������� 330–332, 342,  

346, 347, 350, 352, 354, 355
Circular binary segmentation (CBS) algorithm ����������������126
Clinical Dementia Rating (CDR) �������������������������������� 83, 99
Clonal expansion ������������������������������������������������ 6, 10, 11, 17
CNV coldspots �����������������������������������������������������������������128
CNV detection �����������������������������������������109–121, 123–128,  

144, 146, 152, 154
CNV hotspots ������������������������������������������������������������������128
Coefficient of variation (CV) ����������������������������������� 151, 160
Combined Annotation-Dependent Depletion (CADD) 

Value ���������������������������������������������������������������314
Comparative genome hybridization array  

(aCGH) �������������������������������������������������� 5, 12, 13
Competitive PCR �������������������������������������������� 143–152, 155,  

156, 158–160
ContEst tool ���������������������������������������������������������������������314
CpG methylation ��������������������������������������������������� 65, 70–75
CRISPR technology ����������������������������������������� 318, 322, 323
C value ��������������������������������������������������������������������������������58
Cystic fibrosis ��������������������������������������������143, 144, 146, 158

D

Degenerate oligonucleotide-primed PCR  
(DOP-PCR) ������������������������9, 110, 119, 255–257

4’,6’-Diamidino-2-phenylindole (DAPI) �������������������� 29, 35,  
45, 47, 48, 53, 60, 62, 68, 69, 77, 116, 258, 
276–278, 284, 287, 288, 293, 333, 338, 339,  
347, 348, 351, 372

Digital droplet PCR (ddPCR) ����������������16, 18–20, 374–376
Digital PCR ��������������������������������������������������5, 145, 160, 376
DNA content variation (DCV) ����������������������������� 44, 82, 83,  

89, 96–102
DNA fragment capture and sequencing ����������������������� 14, 15
DNA libraries ��������������������������������������������110, 114, 124, 373
Φ29 DNA polymerase ���������������������������������������������� 256, 257
DNA probes for FISH ������������������������������������������������� 28, 32



DNA sequencing ��������������������������������������������3, 6, 10, 13–16,  
18, 37, 44, 50, 71, 73, 112, 143, 189, 220, 221, 
255, 265, 315, 338, 344, 369

DNA sequence variations
single nucleotide variant (SNV) ���������������������������� 3, 4, 8,  

9, 13, 14, 17–19, 82, 138, 166, 176–178, 254, 264, 
265, 302, 303, 306–308, 310–312, 314, 316–318, 
322, 362, 365, 372, 373

small insertion and deletion (indel) ��������������������������� 3, 4,  
13–15, 17–19, 166, 176–178, 366, 371

DNA-sequencing �����������������������������������������������������363–373
DNA transposons �������������������������������������������������������������189
Down syndrome (DS) ������������������������������������� 144, 145, 156,  

157, 330, 331, 345
DRAQ5 ����������������������������������������������������������������������45, 372
Duchenne muscular dystrophy (DMD) ���������������������������144

F

False-negative (FN) errors ������������������������������������������������265
False-positive (FP) errors �������������������������������������������������265
Familial AD (FAD) ����������������������������������329, 330, 333–335,  

340–350, 355, 361, 362, 364, 365
FastQC ��������������������������������������113, 124, 125, 303, 308, 309
FASTQ file ��������������������������������������������������������������309, 366
FASTQ file ���������������������������������������������� 124, 125, 175, 176
FASTX-Toolkit ����������������������������������������������������������������125
Flanking genomic PCR assay �������������������������������������������265
Flow cytometric analysis (FCM) ��������������������� 44–50, 52–54,  

57–65, 67, 69–72, 74–76
Flow cytometry������������������������������������������ 12, 44–50, 52–54,  

57–62, 64, 66–69, 145, 211, 213
Fluorescence-activated cell sorting (FACS)����������������� 44, 46,  

47, 54, 61, 62, 65, 69, 116, 117, 168, 180, 199, 
203, 255, 259–261, 372

Fluorescence-activated nuclear sorting  
(FANS) ����������������������������������������������� 44, 46, 116

Fluorescence in situ hybridization (FISH) ���������������� 5, 8, 11,  
12, 27–37, 44–50, 52–54, 144, 271–285, 
287–295, 329–352, 354, 355

Focal cortical dysplasia (FCD) �������������������������������� 300, 301,  
312, 317, 323

Focal cortical malformation (FCM) ������������������������ 300–302,  
305, 306, 310, 311, 317, 318, 320, 322, 323

Four-color interphase FISH ���������������������������� 273, 277–279,  
282–289, 295

Fragment size analyzer �����������������������������������������������������306
Frontotemporal lobar degeneration  

(FTLD) ��������������������������331–333, 336–342, 352,  
354, 355

Functional prediction score ���������������������������������������311, 314

G

GATK BaseRecalibrator tool �������������������������������������������366
GATK IndelRealigner tool�����������������������������������������������366
Gel2Gel ���������������������������������������������������� 110, 113, 121, 122

Genome analysis toolkit (GATK) �������������������� 178, 368, 371
Genome structural variations

aneuploidy ��������������������������������������������3, 4, 8, 12, 14, 27,  
28, 44, 82, 138, 141

copy number alterations (CNAs) ��������������������������� 3, 4, 8,  
9, 12, 14, 15, 18

copy number variation/variants (CNVs) ������������ 7, 44, 82, 
109–121, 123–128, 136, 137, 139, 143–145, 149, 
150, 152, 154, 155, 159, 177, 178, 254, 256, 264

inversions �����������������������������������������3, 4, 31, 32, 242, 248
losses of heterozygosity (LOH) ����������������������������������3, 4
mobile element insertion (MEI) ���������������������������� 3, 4, 9,  

173, 178, 254, 264
multiploidy ���������������������������������������������������������������������3
translocations ���������������������������������������������� 3, 4, 143, 333

Genomic DNA extraction ��������������������������������� 69, 148, 238,  
242, 317

Genomic evolutionary rate profiling (GERP) ������������������311
Genomic imprinting ����������������������������������������������� 65, 70–76
Genomic instability (GIN) �����������������������������������������������295
Genomic mosaicism ����������������������������������������������� 27, 44, 54
Genomic quality number (GQN) ��������������������� 302, 305, 306
Germinal polyploidy �����������������������������������������������������������57
Ginkgo ����������������������������������������������111, 124, 125, 127, 128

H

Haploid �����������������������������������������������������10, 28, 57, 59, 138
Hemimegalencephaly (HME) ������������������������������������������300
High-resolution melting analysis (HRMA) ����� 145, 147, 151
High-throughput DNA sequencing ���������������������������������221
Human embryonic stem cells (hESCs) ����������� 192, 194–197,  

200, 201, 203
Hyperploid �����������������������������������������������������������������61, 101

I

Illumina platform ��������������������������������������������� 110, 120, 124
Image cytometry (IC) ���������������������������������60, 82, 86–91, 95,  

96, 98, 101
Induced pluripotent stem cells (iPSCs) ������������������� 128, 192,  

196–198, 200, 201
Interphase FISH ��������������������������������������������� 30, 32, 44–50,  

52–54, 61, 273, 279, 282–287, 295
Interphase high-resolution chromosome-specific multicolor 

banding (ICS-MCB) ���������������������������� 33, 34, 82
Interphase molecular cytogenetics �������������������� 27, 30, 33, 37
Intron-flanking PCR ������������������������������������������������203–205
In utero electroporation (IUE) ������������������������� 304, 319, 320,  

322, 323
Inverse PCR (iPCR) ������������������������������������������������200, 204

L

Laser capture microdissection (LCM) ������������� 301, 303, 311, 
316–318, 322

LCGreen Plus ������������������������������������������������������������������159
L1-EGFP retrotransposition assay �����������������������������������193

380 
  
Genomic mosaicism in neurons and other cell types

 Index



L1 element ����������������������������������������201, 220, 240, 241, 248
L1-enrichment by PCR amplification ��������������������������15–16
Lewy body diseases �������������������������������������������������������������28
LINE-1 capture library ����������������������������������������������������257
LINE-1 copy number �����������������������������������������������209–217
LINE-1 insertion ������������������������������������ 219–243, 245–247,  

249, 265, 266
LINE-1 retrotransposition ����������������������� 190–204, 210, 257
L1 insertions ���������������������������������������������� 16, 190–193, 195,  

196, 200, 203, 222, 226, 227, 238
L1 mobilization ��������������������������������������������������������220, 222
L1 profiling ����������������������������������������������������������������������227
L1 retrotransposition ���������������������������������� 16, 190–204, 226
L1 retrotransposition assay �����������������������������������������������192
Long interspersed nuclear element-1 (L1/LINE-1) ��������200
Long terminal repeat (LTR) ���������������������������������������������190
LTR retrotransposon ��������������������������������������������������������190

M

Major depressive disorder (MDD) �����������������������������������195
Malformations of cortical development (MCD) ��������������300
Massively parallel sequencing (MPS) �����������������������144–146
McCune–Albright syndrome �������������������������������������������300
Median absolute deviation (MAD) ������������������ 121, 122, 127
Melting curve ��������������������������������������������������� 147, 149, 158
Melting temperature (Tm) ����������������������� 146, 149, 159, 248
Metaphase chromosome spread ���������������� 341, 342, 344, 352
Microtubule-associated protein tau (MAPT) ��������� 330–332, 

350–352
Microwell displacement amplification system  

(MIDAS) ����������������������������������������������������������10
Mobile element scanning (ME-Scan) ������������������������������227
Mobile genetic elements ���������������������������������������������������219
Molecular identifier (MID) ����������������������������������������������316
Mosaic aneuploidy ���������������������272, 273, 329–352, 354, 355
Mosaic variant discovery

bulk analysis ����������������������������������������������������������������5–7
single cell analysis ��������������������������������������������� 5, 7, 8, 14

Multiple annealing and looping-based amplification cycles 
(MALBAC) ����������������������������������� 119, 134–138,  
222, 226, 256, 257, 266

Multiple displacement amplification  
(MDA) ���������������������������������������9, 110, 119, 134,  
136–139, 222, 224–226, 232–238, 256,  
266, 372, 373

Multiplex ligation-dependent probe amplification  
(MLPA) ��������������������������������������������������144, 145

Multiplex PCR ������������������������������������������������� 148, 149, 158
Multiplex PCR efficiency �������������������������������������������������159
Mutant allele frequency (ALT)���������������������������������363, 374
MuTect algorithm ����������������������������������������������������308, 312

N

Neural progenitor cells (NPC) �������������������������������� 189–205,  
210, 274, 300, 319, 320, 322, 331–334, 336–339, 
354, 355

Neurodegenerative disease ����������������������������������� 37, 82, 182,  
197, 329–352, 354, 355, 361, 363, 377

Neurofibromatosis type I (NF1) ���������������������������������������144
Neurogenesis ���������������������������������������������������� 128, 254, 354
Neuronal nuclei (NeuN) �������������������������������5, 44, 47, 50–52,  

67–70, 116, 117, 203, 211, 231, 258, 261, 303, 
317, 321, 333, 338

Neurons ������������������������������������������ 11, 27, 37, 44, 57–65, 67,  
69–72, 74–76, 81–84, 86–93, 95–97, 99, 101, 
102, 109–121, 123–128, 144, 155, 163–182, 193, 
195–201, 203, 205, 209–217, 219–243, 245–247, 
249, 253–266, 271–285, 287–295, 300, 302, 317, 
320, 321, 323, 330–334, 338, 339, 344, 346, 348, 
352, 354, 362, 364, 372

Next-generation sequencing (NGS) �������������������������� 82, 119,  
121, 134, 135, 242, 256, 257, 264, 302, 303, 
305–307, 311, 314, 316, 318, 363, 364

Niemann-Pick C1 (NPC) ��������������������������������������� 331–334,  
336–342, 354, 355

Noncoding DNA ��������������������������������������������������������������189
Non-LTR retrotransposon �����������������������������������������������190
Nucleofection ��������������������������������������������������� 199–202, 205
N value �������������������������������������������������������������������������������58

O

Open reading frames (ORFs) ��������������������������� 190, 191, 201

P

Parkinson’s disease (PD) ����������������������������������� 361, 363, 377
PCR based targeted high-depth sequencing ������������������������5
PhastCons score ���������������������������������������������������������������311
Phred score ���������������������������������������������������������������177, 309
PicoPLEX �����������������������������������10, 110, 112, 118–121, 125
PolyPhen score �����������������������������������������������������������������311
Polyploidy ���������������������������� 12, 28, 57, 58, 60, 273, 288, 295
Post-traumatic stress disorder (PTSD)�����������������������������195
Presenilin (PSEN) ������������������������������������������� 330, 333, 335,  

340, 341, 346–350, 355
Propidium iodide (PI) ������������������������������������������� 29, 45, 47,  

50, 60–63, 67–70
Proteus syndrome �������������������������������������������������������������300

Q

Quantitative FISH (QFISH) ��������������������������������� 28, 35, 36
Quantitative PCR (qPCR) ����������������������83, 93–96, 144, 145
Quantitative PCR of alu repeats ��������������� 60, 83, 93–95, 100

R

Read-depth �������������������������������������������14, 15, 111, 125–128,  
176–178, 306, 312, 313, 316

Restricting dNTPs ��������������������143–152, 155, 156, 158–160
Retroelement ���������������������������������������15, 190–192, 195, 198
Retrotransposition ������������������������������������� 16, 189–204, 210,  

220–222, 226, 248, 257, 264, 266
Retrotransposition-competent L1 (RC-L1) ���������������������190

Genomic mosaicism in neurons and other cell types

  
381

 Index 



Retrotransposon ���������������������������������������������4, 15, 110, 189,  
190, 195, 198, 219, 220, 225, 226, 238, 239, 254

Retrotransposon capture sequencing  
(RC-seq) �������������������������195, 196, 222, 225–227,  
237–239, 247, 248, 257, 258

Rett syndrome (RTT) ����������������������������������������������197, 210
Reverse transcriptase (RT) ������������������������������ 145, 189–191,  

198, 210, 213, 254
Ribonucleoprotein particle (RNP) �����������������������������������191

S

SAI file �����������������������������������������������������������������������������125
Samtools �������������������������������������������������������������������125, 366
Sanger-sequencing���������������������������� 5, 17, 18, 63, 71–73, 75,  

178, 204, 239, 242, 265, 307, 311, 317, 373, 374
Schizophrenia ����������������������������������������������������� 28, 209, 210
SCNT-ES cell ���������������������������������� 165–167, 172–179, 181
Senescence-associated secretory phenotype (SASP) ��������272
Sequence capture ��������������������������������������������������������15, 164
Sequencing, identification and mapping of primed L1 

elements (SIMPLE) ���������������������������������������227
SINE-VNTR-Alu element (SVA) ���������������������������190, 220
Single allele base extension reaction assay  

(SABER) ���������������������������������������� 301, 316–319
Single cell clonal expansion ������������������������������������������������10
Single cell CNV ��������������������������������������� 109–121, 123–128
Single-cell mosaicism �����������������������������������������������264–265
Single cell RC-seq ����������������������������222, 225–227, 237–239,  

247–249, 257, 258
Single cell sequencing (SCS) ��������������������������������������������164
Single-cell SLAV-Seq data �����������������������������������������������255
Single-cell WGA ������������������ 10, 17, 257–259, 261, 262, 265
Single nuclei isolation ����������������������� 117, 222–224, 227–232
Single nucleotide polymorphism (SNP) arrays ���������������� 5, 7,  

13, 144
snpEFF program ��������������������������������������������������������������303
SOAP2 Aligner ����������������������������������������������������������������311
Somatic cell nuclear transfer (SCNT) ��������������������� 165–168,  

171–179, 181
Somatic hypermutation ����������������������������������������������������220
Somatic L1-associated variant (SLAV) ����������������������������196
Somatic L1 retrotransposition �������������������������� 192–198, 226
Somatic LINE-associated variant sequencing  

(SLAV-seq) ������������������������������������ 227, 254, 255,  
257–259, 262–266

Somatic mosaicism �������������������������������������� 3–11, 13–20, 27,  
109, 110, 128, 220, 253, 254, 266, 300

Somatic mutation ���������������������������������������� 15, 28, 163–167,  
173–176, 178, 179, 181, 182, 209, 210, 299–306, 
308, 310, 311, 314–316, 318, 320, 322, 361, 
363–365, 367, 368, 370, 373, 377

Somatic polyploidy �������������������������������������������������������58, 59
Somatic tetraploidy �������������������������������������������������������������59

Somatic variant �������������������������������������4, 173, 176, 221, 319,  
363, 365–368, 372–376

Somatic variant discovery ��������������������������� 16, 174, 175, 312
Somatic variant validation �������������������16, 306, 315, 368, 373
Sorting intolerant from tolerant (SIFT) ���������������������������311
S-phase ��������������������������������������������������58, 59, 166, 339, 341
Spinal muscular atrophy (SMA) ��������������� 143, 144, 146, 155
Sporadic Alzheimer’s disease (SAD) ���������������� 361, 365, 377
Sporadic disease ����������������������������������������������� 300, 329, 331,  

340, 341, 361
Structural variant mutation���������������������������������������170, 173
Structural variants (SVs) �������������������������������������� 3, 4, 12, 14,  

16–19, 170, 173, 176–179, 254, 264
Structural variation breakpoint detection �������������������������177
Sturge–Weber syndrome ��������������������������������������������������300

T

Target primed reverse transcription (TPRT) ����������� 191, 192,  
220, 221, 239, 242, 248

Target site duplication (TSD) ������������������������� 191, 220, 221,  
239–241, 248

Tetraploidy ����������������������������������������������� 59–62, 64–75, 273
Transposable elements (TEs) �����������������������������������189, 190
Trout erythrocyte nuclei (TEN) �����������������������������������45, 50
TruePrime ��������������������������������������������������������������������������10
Turner’s Syndrome �����������������������������������������������������������330

U

Untranslated region (UTR) ������������������������������ 190, 194, 198

V

Variant allele frequency (VAF) ������������������������� 166, 177, 178
Variant annotation ������������������������������������������������������������368
Variant call format (VCF) file ����������������������������������176, 367
Variant evaluation ��������������������������������������������� 302, 303, 310
V(D)J recombination ��������������������������������������������������������220
Vecuum ���������������������������������������������������������������������303, 314
Virmid algorithm �������������������������������������������������������������311

W

Whole chromosome instability (W-CIN) ������������������������272
Whole exome sequencing (WES) ��������������������������� 302, 303,  

306, 310, 312, 316, 318
Whole genome amplification (WGA) ������������������������ 5, 6, 9,  

10, 17, 110, 114, 118–121, 125, 133–135, 138, 
226, 235, 237–240, 243, 245–247, 254, 255, 
257–259, 261, 262, 265, 305, 364, 372, 373

Whole genome sequencing (WGS) ���������������������������� 3, 5, 6,  
14, 16, 20, 254

Z

Zebrafish ���������������������������������������������������������������� 65–69, 75

382 
  
Genomic mosaicism in neurons and other cell types

 Index


	Preface to the Series
	Preface
	Contents
	Contributors
	Part I: Introduction
	Chapter 1: Principles and Approaches for Discovery and Validation of Somatic Mosaicism in the Human Brain
	1 Spectrum of Mosaic Variants
	2 Strategies for Mosaic Variant Discovery
	2.1 Bulk Analysis
	2.2 Single-Cell Analysis
	2.2.1 Direct Observation of Mosaic Variants in Single Cells
	2.2.2 Single-Cell Whole-Genome Amplification (WGA)
	2.2.3 Clonal Expansion

	2.3 Hybrid Strategies

	3 Experimental Techniques for Mosaic Variant Discovery and Validation
	3.1 FISH (Fluorescent In Situ Hybridization)
	3.2 Flow Cytometry
	3.3 Array Comparative Genome Hybridization
	3.4 SNP Arrays
	3.5 DNA Sequencing
	3.5.1 Whole-Genome Sequencing (WGS)
	3.5.2 DNA Fragment Capture and Sequencing
	3.5.3 Amplicon-Seq and L1 Enrichment by PCR Amplification


	4 The Concept of Validation
	4.1 Validation by PCR/qPCR
	4.2 Validation by ddPCR
	4.3 Validation by Re-sequencing

	5 Finding the Balance
	References


	Part II: Aneuploidy and Ploidy Variation
	Chapter 2: FISH-Based Assays for Detecting Genomic (Chromosomal) Mosaicism in Human Brain Cells
	1 Introduction
	2 Materials and Solutions
	3 Methods
	3.1 Brain Tissue (Cell Suspension) Preparation for FISH Assays
	3.1.1 Cell Suspension from Fresh-Frozen Tissue
	3.1.2 Cell Suspension from Formalin-Fixed and Paraffin-Embedded Sections
	3.1.3 Quality Control (see Note 5)

	3.2 DNA Probes for FISH
	3.3 Basic FISH Procedure
	3.4 QFISH

	4 Discussion
	5 Notes
	References

	Chapter 3: Flow Cytometric and Sorting Analyses for Nuclear DNA Content, Nucleotide Sequencing, and Interphase FISH
	1 Introduction
	2 Materials
	2.1 Materials
	2.2 Solutions
	2.3 Equipment
	2.4 Software

	3 Methods
	3.1 Before You Begin
	3.2 Nuclear Extraction from Fresh-Frozen Human Cortices
	3.3 Iodixanol Gradient (Note 4)
	3.4 Nuclear Staining
	3.5 Flow Cytometry Gating Strategy
	3.6 DNA Content Assessment

	4 Notes
	5 Concluding Remarks
	References

	Chapter 4: Flow Cytometric Quantification, Isolation, and Subsequent Epigenetic Analysis of Tetraploid Neurons
	1 Introduction
	1.1 Somatic Tetraploidy in Vertebrate Neurons
	1.2 Methods to Characterize Tetraploidy in Vertebrate Neurons
	1.3 Methods for the Isolation of the Genome of Tetraploid Neurons

	2 Materials
	2.1 Mice and Zebrafish
	2.2 Oligonucleotides
	2.3 Reagents
	2.4 Buffers
	2.5 Equipment
	2.6 Software
	2.7 Data Analysis and Statistics

	3 Methods
	3.1 Flow Cytometric Characterization of Tetraploid Neurons in Vertebrates: General Considerations
	3.2 Analysis and Quantification of Neuronal Tetraploidy in Zebrafish Neural Tissues
	3.2.1 Preparation of Nuclear Suspensions and Immunolabeling
	3.2.2 Flow Cytometric Analysis

	3.3 Isolation of Diploid and Tetraploid Neurons from Vertebrate Neural Tissues to Perform Epigenetic Studies
	3.3.1 Isolation of Cell Nuclei from Diploid and Tetraploid Cortical Neurons
	3.3.2 Genomic DNA Isolation
	3.3.3 Bisulfite Treatment of Genomic DNA from Diploid and Tetraploid Neurons
	3.3.4 Analysis of CpG Methylation Levels in Imprinting Control Regions of Diploid and Tetraploid Neurons through Sanger Sequencing
	3.3.5 Analysis of CpG Methylation Levels in Imprinting Control Regions of Diploid and Tetraploid Neurons through Pyrosequencing


	4 Notes
	References

	Chapter 5: A Cytomic Approach Towards Genomic Individuality of Neurons
	1 Introduction: DNA Content Variation in Neurons
	2 Materials
	2.1 Tissue Probes and Neuropathological Diagnosis
	2.2 Equipment

	3 Methods
	3.1 Tissue Preparation
	3.2 Immunohisto�chemistry
	3.3 Image Cytometry
	3.4 Chromogenic In Situ Hybridization
	3.5 Laser Capture Microdissection of Identified Neurons
	3.6 Quantitative PCR of Alu Repeats
	3.7 Intermethod Reliability of DNA Quantification by IC and Quantitative PCR

	4 Application of the Cytomic Analysis of Single-Cell DNA Content to the Healthy and Diseased Human Brain
	4.1 The Normal Human Brain Is a Genomic Mosaic
	4.2 Neuronal DNA Content Variation in the Normal Elderly Shows Systematic Regional Differences Throughout the Cerebral Cortex
	4.3 Neuronal DNA Content Variation Decreases with Age
	4.4 The Frequency of Neurons with DNA Content Variation Is Elevated in Patients with Alzheimer’s Disease Throughout the Cerebral Cortex
	4.5 Elevation of the Number of Neurons with DCV in AD Is an Early Event that Occurs at Preclinical Stages
	4.6 DNA Copy Number Variation Accounts for the Majority of Neuron Loss in AD

	References


	Part III: DNA Copy Number Variation
	Chapter 6: Single-Cell CNV Detection in Human Neuronal Nuclei
	1 Introduction
	2 Materials
	2.1 Nuclei Isolation and Immunostaining
	2.2 Nuclei Capture, Whole-Genome Amplification, and Library Preparation
	2.3 Bioinformatic Pipeline

	3 Methods
	3.1 Preparation and Staining of Nuclei from Postmortem Brain Tissue Overview
	3.1.1 Disruption of Tissue and Isolation of Single Nuclei
	3.1.2 Immunostaining for the Identification of Neuronal Nuclei

	3.2 Single-Nuclei Isolation
	3.2.1 Nuclei Capture by CellRaft

	3.3 Whole-Genome Amplification Overview
	3.4 Multiplex Pooling of Individual WGA Product Overview
	3.4.1 Pooling WGA Products

	3.5 DNA Fragment Size Selection and Library Cleanup Overview
	3.5.1 Polyacrylamide-Based Size Selection of DNA Fragments
	3.5.2 Polyacrylamide-to-�Agarose Electrophoresis
	3.5.3 Purification of Pooled Size-Selected DNA Fragment Libraries

	3.6 Bioinformatic Pipeline for the Identification of Large CNV Overview
	3.6.1 Quality Control and Trimming of Sequence Data
	3.6.2 CNV Detection Based on Read Depth
	CNV Detection Using Custom Protocol
	CNV Detection Using Ginkgo



	4 Conclusions
	References

	Chapter 7: Multiple Annealing and Looping-Based Amplification Cycles (MALBAC) for the Analysis of DNA Copy Number Variation
	1 Introduction
	References

	Chapter 8: Competitive PCR for Copy Number Assessment by Restricting dNTPs
	1 Introduction
	2 Materials
	2.1 Human Whole Blood and Genomic DNA Samples
	2.2 Primers
	2.3 Equipment
	2.4 Assay Design Software
	2.5 Melting Analysis and Quantification Software

	3 Methods
	3.1 Genomic DNA Extraction
	3.1.1 Genomic DNA Extraction from Whole Blood
	3.1.2 DNA Extraction from Fetal Villi

	3.2 Primer and Multiplex PCR Amplicon Design
	3.3 PCR Conditions
	3.4 Analysis for Relative Quantification
	3.5 Competitive PCR with Different Concentrations of dNTPs
	3.5.1 Precision and Accuracy

	3.6 Effect of Initial Template Concentration
	3.7 Limiting PCR Through Cycle Number Control
	3.8 Applications
	3.8.1 Spinal Muscular Atrophy
	3.8.2 Down Syndrome
	3.8.3 Exon Deletions in Cystic Fibrosis


	4 Notes
	4.1 The Importance of Avoiding Sequence Variants in Competitive Amplicons
	4.2 ΔTm of Amplicons
	4.3 Multiplex PCR Efficiency

	5 Conclusions
	References

	Chapter 9: Using Cloning to Amplify Neuronal Genomes for Whole-Genome Sequencing and Comprehensive Mutation Detection and Validation
	1 Introduction
	1.1 Somatic Mutation Discovery and Cloning
	1.2 Somatic Cell Nuclear Transfer (SCNT)
	1.3 Advantages and Limitations of Cloning-Based Somatic Mutation Discovery

	2 Materials and Methods
	2.1 Donor Animal Choice
	2.2 Considerations in Neuronal Dissociation
	2.3 Neuronal Dissociation for Nuclear Transfer
	2.4 Somatic Cell Nuclear Transfer
	2.5 SCNT-ES Cell Derivation and Culture
	2.6 Purification of DNA for Whole-Genome Sequencing
	2.7 Sequence Analysis General Principles
	2.8 Generalized Preliminary Filters for Somatic Variant Discovery
	2.9 Initial Alignment and Post-Processing
	2.10 SNV and Indel Detection
	2.11 Structural Variation Breakpoint Detection
	2.12 Copy Number Variation Detection by Read Depth Analysis
	2.13 Mutation Validation via Sanger Sequencing
	2.14 Validation of Somatic Origin of Candidate Mutations
	2.15 Generation of Early-Passage SCNT-ES Cell Subclones and DNA Purification

	3 Notes
	4 Conclusions
	References


	Part IV: LINE-1 Retrotransposition
	Chapter 10: Analysis of LINE-1 Retrotransposition in Neural Progenitor Cells and Neurons
	1 Introduction
	2 Retroelements’ Biology and Regulation
	3 Somatic L1 Retrotransposition
	4 Methods to Study and Analyze L1 Retrotransposition in NPCs and Neurons
	4.1 Materials
	4.1.1 Cell Differentiation and L1 Retrotransposition Analyses
	4.1.2 PCR and iPCR

	4.2 Methods
	4.2.1 Pre Nucleofection
	Derivation of NPCs and Neurons from hESCs/ iPSCs
	Plasmid Preparation

	4.2.2 NPCs Nucleofection
	4.2.3 Post-Nucleofection and Analysis of L1 Retrotransposition in NPCs
	4.2.4 L1 Retrotransposition in Neurons
	4.2.5 Characterization of L1 Genomic Insertions
	Intron-Flanking PCR
	Insertion Characterization by Inverse PCR (iPCR)



	5 Notes
	References

	Chapter 11: Estimation of LINE-1 Copy Number in the Brain Tissue and Isolated Neuronal Nuclei
	1 Introduction
	2 Materials
	2.1 Required Reagents and Buffers

	3 Methods
	3.1 Preparation of the Nuclear Fraction
	3.2 Staining with the Anti-NeuN Antibody
	3.3 Nuclear Sorting by Flow Cytometry
	3.4 DNA Extraction
	3.5 LINE-1 Copy Number Estimation

	4 Notes
	References

	Chapter 12: Analysis of Somatic LINE-1 Insertions in Neurons
	1 Introduction
	2 Materials
	2.1 Single Nuclei Isolation from Neurons
	2.2 Whole Genome Amplification by “Multiple Displacement Amplification” (MDA)
	2.3 Retrotransposon Capture Sequencing (RC-Seq)
	2.4 Validation

	3 Methods
	3.1 Single Nuclei Isolation from Neurons
	3.2 Whole Genome Amplification by “Multiple Displacement Amplification” (MDA)
	3.3 Retrotransposon Capture Sequencing (RC-Seq)
	3.4 Validation

	4 Notes
	References

	Chapter 13: Single-Cell Whole Genome Amplification and Sequencing to Study Neuronal Mosaicism and Diversity
	1 Introduction
	1.1 Single-Cell Isolation and Whole Genome Amplification
	1.2 SLAV-Seq

	2 Materials
	2.1 Nuclei Preparation
	2.2 Single-Cell WGA by MDA
	2.3 SLAV-Seq

	3 Methods
	3.1 Nuclei Isolation for FACS
	3.2 Single-Cell WGA by MDA
	3.3 SLAV-Seq
	3.4 Quantifying Single-Cell Mosaicism
	3.5 Validating Neuronal Mosaicism

	4 Conclusion
	References


	Part V: Genetic and Genomic Mosaicism in Aging and Disease
	Chapter 14: FISH Analysis of Aging-Associated Aneuploidy in Neurons and Nonneuronal Brain Cells
	1 Introduction
	2 Materials
	2.1 Reagents
	2.1.1 Labeling DNA Probes by Nick Translation
	2.1.2 Slide Preparation for FISH on Isolated Single Cells
	2.1.3 Slide Preparation for FISH on Frozen Tissue Sections
	2.1.4 DNA Probe Precipitation and Preparation for Hybridization
	2.1.5 Slide Pretreatment
	2.1.6 Slide Denaturation and Hybridization
	2.1.7 Detection for FISH on Isolated Single Cells
	2.1.8 Detection for FISH on Frozen Tissue Sections

	2.2 Equipment

	3 Methods
	3.1 Selection and Labeling of DNA Probes by Nick Translation
	3.2 DNA Probe Precipitation and Preparation for Hybridization
	3.3 Four-Color Interphase FISH in Isolated Single Cells
	3.3.1 Preparation of Slides
	3.3.2 Pretreatment and Denaturation of Slides
	3.3.3 Hybridization of Slides and Detection for Single-Cell Aneuploidy Analyses

	3.4 Four-Color Interphase FISH on Frozen Tissue Sections
	3.4.1 Preparation of Slides
	3.4.2 Pretreatment and Denaturation of Slides
	3.4.3 Hybridization of Slides and Detection for Single-Cell Aneuploidy Analyses

	3.5 Image Acquisition and Data Analysis (see Note 43)

	4 Notes
	5 Conclusions
	References

	Chapter 15: Genomic Analysis and In Vivo Functional Validation of Brain Somatic Mutations Leading to Focal Cortical Malformations
	1 Introduction: Brain Somatic Mutation in Focal Cortical Malformation
	1.1 Detecting Brain Somatic Mutations in Human Samples
	1.2 In Vivo Functional Validation of Identified Somatic Mutations Using in Utero Electroporation

	2 Materials
	2.1 Extraction and Assessment of Genomic DNA
	2.2 Establishing a Computing Environment
	2.3 Software for Detecting Somatic Mutations
	2.4 Primer Design for Targeted Amplicon Sequencing
	2.5 Tissue Slide Preparation for Laser Capture Microdissection (LCM)
	2.6 Preparation for in Utero Electroporation (IUE)

	3 Methods
	3.1 Extraction of High-Quality Genomic DNA from Patient Brain Tissues
	3.2 Consideration of the Sequencing Depth to Detect low-Frequency Somatic Mutations
	3.3 Bioinformatics Analysis of Brain Somatic Mutations
	3.4 Determination of Tissue and Vector Contamination
	3.5 Validation Sequencing Methods of Low-Level Somatic Mutations
	3.6 Generation of an In Vivo Mouse Model Carrying Brain Somatic Mutations

	4 Conclusion
	References

	Chapter 16: Using Fluorescence In Situ Hybridization (FISH) Analysis to Measure Chromosome Instability and Mosaic Aneuploidy in Neurodegenerative Diseases
	1 Introduction: Chromosomal Instability and Neurodegenerative Disease
	2 Materials
	2.1 Single-Cell Suspensions of Brain Samples from Patients with AD, NPC, or FTLD
	2.2 Transgenic Mouse Models of AD
	2.3 Primary Mouse Cell Cultures
	2.4 Human Cell Lines
	2.5 Aneuploidy Caused by Aβ-Mediated Inhibition of Motor Proteins

	3 Methods
	3.1 Analysis of Chromosome Instability and Mosaic Aneuploidy in Human Fibroblast Cell Cultures and Brain Cells from Patients with AD, NPC, or FTLD
	3.1.1 Fibroblasts from AD and NPC Patients
	3.1.2 Cell Suspensions of Brain Tissues from Patients with Neurodegenerative Diseases
	3.1.3 Fluorescence in Situ Hybridization (FISH) Assays with Human Fibroblasts and Brain Cell Suspensions
	3.1.4 Calculation of True Percentages of Aneuploidy with FISH Analysis
	3.1.5 Metaphase Chromosome Spreads: Dividing Adherent Cells

	3.2 Induction of Aneuploidy by APP Overexpression or Expression of FAD Mutant Forms of APP in Mouse and Human Cells
	3.2.1 Evaluating Aneuploidy in Mouse Brain and Spleen Cells
	3.2.2 Single-Cell Suspensions of Mouse Brain Cells
	3.2.3 Primary Mouse Spleen Cell Cultures
	3.2.4 FISH Analysis of Primary Mouse Spleen Cell Cultures
	3.2.5 Karyotype Analysis of Primary Mouse Spleen Cell Cultures
	3.2.6 Expression of FAD Mutant Forms of APP in Human hTERT-HME1 Cells

	3.3 Chromosome Mis-Segregation Induced by Mutations in the PSEN1 Gene
	3.3.1 Transgenic PSEN1 Mouse Experiments
	3.3.2 Expression of FAD Mutant Forms of PSEN1 in Human hTERT-HME1 Cells

	3.4 Treatment with Aβ Peptides Induces Aneuploidy in hTERT-HME1 Cells
	3.5 Tau is Required for Aβ-Induced Aneuploidy
	3.6 Aβ-Mediated Inhibition of Kinesin-5 and Other Microtubule Motor Proteins
	3.7 Comparison of FISH and Single-Cell Sequencing for Detecting Mosaic Aneuploidy in Brain Cells during Aging and in Neurodegenerative Diseases

	4 Conclusions
	References

	Chapter 17: Identification of Low Allele Frequency Mosaic Mutations in Alzheimer Disease
	1 Introduction
	2 Methodologies
	2.1 Considerations on the Tissue Samples to be Investigated
	2.2 Bulk DNA Sequencing: Sequence-Enrichment Approach
	2.3 Bulk DNA Sequencing: Targeted Approach with Tagged Reads
	2.4 Single-Cell DNA Sequencing

	3 Confirmation of Candidate Somatic Variants
	3.1 Sanger Sequencing
	3.2 TA-Subcloning and Sanger Sequencing
	3.3 Digital Droplet PCR
	3.4 Resequencing of Candidate Variants

	4 Conclusions
	References


	Index

