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Preface

A scientist starting a career in the field of drug metabolism research will soon realize that
general and comprehensive textbooks on the subject are limited or several years outdated.
It has now been well over 25 years since Bert La Du, George Mandel, and E. Leong Way
edited their classic book, Fundamentals of Drug Metabolism and Drug Disposition. and
22 years since Bernard Testa and Peter Jenner published their well-conceived and written
text, Drug Metabolism: Chemical and Biochemical Aspects. The more recent comprehen-
sive book on the subject by Testa and Jenner, Concepts in Drug Metabolism, Part B, is
almost 20 years old. In the early 1980s, as a young drug metabolism investigator, 1 fre-
quently encountered questions and issues dealing with a specific aspect or a new develop-
ment in metabolism. In such instances, an updated general reference text would have
been an invaluable resource, and as I gained more professional experience and increased
my interactions with colleagues in both academic and industrial metabolism groups, it was
apparent that many of my colleagues also felt the same need for an updated book dealing with
drug metabolism. In many ways, this book is the result of discussions with colleagues and
mentors such as William Trager from the University of Washington, Neal Castagnoli, Jr., of
Virginia Polytechnic Institute, and Peter G. Welling of Parke-Davis Pharmaceutical Research.

This textbook was designed to provide the reader with information on basic concepts
in metabolism, as well as specialized topics such as drug—-drug interactions and enzyme
regulation. Basically, the book is set up like a graduate course in drug metabolism. It is
intended to be not only a useful reference for industrial, academic, and government drug
metabolism scientists, but also a teaching tool for those pursuing a career in drug metabolism.

The first few chapters are designed to give the reader an overview of drug metabo-
lism from a historical, kinetic, and chemical context. The chapter by Philip C. Smith
should give the reader a feel for the importance of pharmacokinetics in interpreting drug
metabolism. Important topics such as clearance, volume of distribution, sequential metabo-
lism, and nonlinear kinetics are included. Neal Castagnoli, Jr., and colleagues prepared a
chapter describing some of the chemistry involved in metabolism and the concepts of
Phase 1 and Phase 2 metabolites. Especially interesting in this well-written chapter are
topics dealing with tertiary amine metabolism and reactive metabolite chemistry.

Felix A. de la Iglesia and colleagues have put together a detailed chapter on hepatic
architecture to give the scientist a feel for the complexity and unique properties of this
organ system. The book then shifts to enzymology as Paul R. Ortiz de Montellano de-
scribes the cytochrome P450 oxidative system. Here the mechanism by which cytochrome
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P450 oxidizes substrates is presented in detail along with information on some side reac-
tions of this enzyme system. Allen E. Rettie and Michael B. Fisher describe non-P450
oxygenases capable of carrying out xenobiotic oxidation reactions including flavin-
containing monooxygenase (FMO), aldeyde oxidase, and xanthine oxidase. The cyto-
chrome P450 oxidative system is the topic of Brian Burchell’s chapter.

Ann K. Daly has prepared an excellent chapter dealing with pharmacogenetics, a
topic of great importance as we try to deal with intersubject variabilities in drug response.
She covers not only cytochrome P450 polymorphisms but also N-acetyltransferases, as
well as glutathione conjugation enzymes. F. Peter Guengerich describes the molecular
and biochemical aspects of enzyme inhibition. Wayne Hooper next gives an overview of
metabolic-based drug interactions, a topic of great importance to the clinician as well as
to regulatory agencies. Magnus Ingelman-Sundberg and Martin J. J. Ronis provide a state-
of-the-art chapter on cytochrome P450 regulation. Lung metabolism, panticularly impor-
tant for some environmental toxins, is covered by Garold S. Yost.

A. David Rodrigues introduces the reader to the integration of biotechnology to
drug metabolism through use of hetcrologously expressed human drug metabolizing en-
zymes. This chapter describes how expressed enzymes are used by industrial scientists
and some of the precautions of which the scientist needs to be aware when interpreting the
results. Thomas Friedberg and colleagues have put together a chapter presenting detailed
information on expressed human drug-metabolizing enzymes that comes from a molecular
biological perspective. Also mentioned are various efforts with transgenic animals for
metabolism experiments. Steven A. Wrighton and his fellow contributors provide a de-
tailed description of perhaps the most useful and accepted in vitro model for metabolism,
namely that employing the liver subcellular microsomal fraction. Michael W. Sinz dis-
cusses hepatocytes in in vitro metabolism, a crucial topic in the area of xenobiotic biotrans-
formations. Marian Kukan describes the use of liver perfusion experiments in drug discov-
ery and discusses applications with respect to first-pass metabolism and in vitro/in vivo
correlations. Munir Pirmohamed and B. Kevin Park consider microsomal experiments and
couple them with cytotoxicity studies: thus, their chapter provides practical applications
of in vitro methodologies for studying toxicities. John R. Cashman discusses FMO enzy-
mology and its role in drug metabolism, while Shiyin Yee and Wesley W. Day bring to
the reader an appreciation for the Caco-2 cell models in drug transport and metabolism
process. 1. D. Wilson and colleagues elucidate the role of nuclear magnetic resonance
spectroscopy as it pertains to drug metabolism.

Philip B. Inskeep and Wesley W. Day have gone to great lengths to describe the
practical and applied aspects of drug metabolism as applied to the drug discovery and
development paradigm. This chapter, along with the preceding in vitro chapters. illustrates
the characterization of the metabolic fate of new chemical entities. In the final chapter,
William F. Pool highlights the regulations. guidelines and objectives of clinical metabo-
lism studies.

The Handbook of Drug Metabolism is an effort to update the literature on our under-
standing of drug metabolism concepts and applications by bringing together collaborators
from academic and industrial laboratories. While this book provides the reader with many
of the important concepts and applications, it is not exhaustive. Topics such as the specific
Phase 2 enzymes, extrahepatic metabolism, homology and pharmacophore modeling of
cytochromes P450, species differences, and information management are areas that are
intended to be topics of subsequent volumes of this handbook.

Thomas F. Woolf
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. INTRODUCTION

Drug metabolites and their disposition in vivo are well recognized by scientists, clinicians,
and regulatory agencies to be important when evaluating a new drug entity. In the past
two decades increased attention has been placed on drug metabolism for several reasons.
First, the number of drugs with active metabolites, by design (i.e., prodrugs) or by chance,
has increased (1,2), as exemplified by the present interest in the potential contributions
of morphine-6-glucuronide toward the analgesic activity of the age-old drug. morphine
(3). In addition, with the advent of methods to establish the metabolic genotype and charac-
terize the phenotype of individual patients (4,5) and the identification of specific isoforms
of enzymes of metabolism, there is an increased appreciation of how elimination of a drug
by metabolism can influence drug bioavailability and clearance and, ultimately, affect
its efficacy and toxicity. These rapidly evolving methods may soon permit cost-effective
individual optimization of drug therapy based on a subject’s metabolic capability (5), just
as renal creatinine clearance has been used for years to assess renal function and permits
individualized dose adjustment for drugs cleared by the kidney (6). Finally, the apprecia-
tion of the role of bioactivation in the potential toxicity of drugs and other xenobiotics
(7) requires that metabolites continue to be evaluated and scrutinized for possible contribu-
tions to adverse effects observed in vivo. Although the importance of drug metabolism
is seldom questioned, the interpretation and use of pharmacokinetic data on the disposition
of metabolites is neither well understood nor fully implemented by some investigators. The
objective of this chapter is to provide a basis for the interpretation and use of metabolite
pharmacokinetic data from preclinical and clinical investigations.

Several previous authors have reviewed methods and theory for the analysis of met-
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abolite pharmacokinetics, with literature based on simple models. as early as 1963 by
Cummings and Martin (8). More recently, thorough theoretical analyses and reviews have
been published, notably by Houston (9,10), Pang (11), and Weiss (12). The topic of metab-
olite kinetics is now also found in some commonly employed textbooks on pharmacokinet-
ics (13), although the topic is usually not presented or taught in a first, introductory course
on pharmacokinetics. This chapter is not intended to present all aspects of basic pharmaco-
kinetics that may be necessary for a through understanding of metabolite Kinetics: there-
fore, we recommend that some readers consult other sources (13-16) if an introduction
to basic pharmacokinetic principles is needed. This chapter will also not attempt to present
or discuss all possible permutations of metabolite pharmacokinetics. but will make an
effort to present and distinguish what can be assessed in humans and animals in vivo
given commonly available experimental methods, which may occasionally be augmented
by in vitro studies.

IIl. METABOLITE KINETICS FOLLOWING A SINGLE
INTRAVENOUS DOSE OF PARENT DRUG

A. General Considerations in Metabolite Disposition

Much of the theory presented here will be based on primary metabolites, as shown in
Scheme 1, that are formed directly from the parent drug or xenobiotic for which the initial
dose is known. In contrast, secondary or sequential metabolites, as indicated in Scheme
2, are formed from one or more primary metabolites. The theory and resultant equations
for the analysis of sequential metabolite kinetics are often more complex (see Sec. V: 11).
Because most metabolites of interest are often primary ones, this review will focus on
these, unless otherwise noted. Scheme 1 is the simplest model for one metabolite that can
be measured in vivo with other elimination pathways for the parent drug, either by metabo-
lism or excretion (e.g., biliary or renal), represented as a combined first-order elimination
term k... Pharmacokinetic models will be presented here for conceptual reasons, but
where model-independent or *‘noncompartmental’’ methods are appropriate. their applica-
tions will be discussed.

Here A is the amount of drug or xenobiotic administered, A(m) is the amount of a
particular metabolite present in the body with time. When sequential metabolism is oc-
curring metabolites are distinguished with a subscript; A(m,) is the amount of primary
metabolite present with time, A(m.) is the amount of secondary, or sequential, metabolite
formed with time. A(m),,, is the amount of the primary metabolite of interest that is
excreted (e.g., biliary or renal) or further metabolized. The parameter &, is the first-order

Kiothen Other elimination pathways
(metabolic or excretion)
A
k(m)
ke A(m) ————  A(m)eiim

S—

Scheme 1 Drug metabolism to a primary metabolite followed by urinary excretion
with parallel elimination pathways.
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K(ml) kdm2)
A A(my) + A (m2)

Scheme 2 Sequential mietabolism to a secondary metabolite mr., from a primary
metabolite ..

formation rate constant for the metabolite and k., represents a first-order rate constant
for the sum of formation of other metabolites and elimination by other pathways. The
constant A(m) is the elimination rate constant for the metabolite, whercas the sum of 4.
and & . Is k. the total first-order rate constant for the overall elimination of the parent
drug. With this simple model. and derivations from this, the following assumptions will
be employed unless otherwise noted:

I. The elimination and distribution processes are first order and thus linear: that
is, they are not influenced by the concentration of drug or metabolite in the
body. For example, saturation of enzyme and transport systems, cosubstrate
depletion, saturable plasma protein, or tissue binding do not occur.

2. All drug metabolism represents irreversible elimination of the parent drug, thus.
there s no reversible metabolism, enterohepatic recycling, or bladder resorption.

3. Forsimplicity, a one-compartment model will be used that assumes rapid distri-
bution of parent and metabolite within the body.

4. There is no metabolism that results in metabolite being eliminated without first
being presented to the systemic circulation.

From Scheme 1, the following equation is used to describe the rate of change in the amount
of metabolite in the body at any time. which is equal to the rate of formation less the rate
of elimination,

dA(n}_) _

ki - A — k{m) - A(m) (h
dr

This rate of input (i.e., formation) and output (i.e.. elimination}) is analogous to the form
of the equation for first-order drug absorption and elimination (17). The amounts of metab-
olite and parent drug present in the body on initial intravenous bolus dosing of the drug
are zero and the administered dose (D). respectively. The disposition of parent drug cuan
be described with an exponential term. as shown in Eq. (2),

A=D. e¢*" (2)
Substitution of A into Eq. (1) permits solving for A(m) as a function of time (17,

k,-D , .
Amy = - e = e ) (3)
kim) — K
Because the amount of metabolite is often unknown, but instead metabolite concentration
Cum) is measured in plasma, which can be expressed by dividing both sides of Eq. (3)
by the volume of distribution of the metabolite V(m) as follows:
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C(m) = __k'_D___ [e%r _ e*hmn] (4)
Vim) - (k(m) — k)

Equations (3) and (4) describe the amount and concentration, respectively, of a pri-
mary metabolite in the body over time after an intravenous bolus dose of the parent drug.
Immediately after dosing there is no metabolite present, and the amount of metabolite
will then reach a maximum when the rate of formation equals the rate of elimination of
the metabolite. This peak occurs when 1, ...« = In[k/k(m)]/[k — k(m)] (17). Here k and
k(m) determine the shape of the drug and metabolite concentration versus time profiles,
whereas &, influences the fraction of the dose that is metabolized, thus affecting the magni-
tude of the metabolite concentration. It is apparent that the relative magnitude or ratio of
the two rate constants for the elimination of parent drug and metabolite determines the
overall profile of the metabolite relative to that of the parent drug, with two limiting cases
described in the following two sections.

B. Formation Rate-Limited Metabolism

In the first example, if k(m) >> £, then the metabolite is eliminated by either excretion
or further sequential metabolism much more rapidly than the rate at which the parent drug
is eliminated. Since k = k; + k .. it also follows that k(m) >> k,. Under this condition,
defined as formation rate-limited (FRL) metabolism, the exponential term describing
metabolite elimination in Eqgs. (3) and (4) ™™ declines rapidly to zero relative 10 the
exponential term describing parent drug elimination ¢!, and the term in the denominator
(k(m) — k) approaches the value k(m). Thus, shortly after an intravenous bolus dose of
parent drug, Eq. (3) simplifies to,

k,-D

A(m) = —"—- [e™"] (5
k(m)

Equation (4) can be simplified similarly and, if one then takes the natural log (In)
of both sides of Eq. (3), then the amount of metabolite in the body can be described by
a linear relation relative to time,

In A(m) = In Iﬁ—D— — k-t (6)
k(m)

A similar relation to Eq. (6) can be derived from Eq. (4) using concentrations rather
than amounts when FRL metabolism applies. This log-linear relation. common to first-
order systems, indicates that when k(m) >> k the terminal half-life measured for the metab-
olite amount or concentration versus time curves represent that of the parent drug. not
that of the metabolite. This is shown in Figs. 1A and 2. Moreover, as k(m) increases
the 7, ... for the metabolite approaches zero. In this case, the metabolite will reach peak
concentrations very quickly after a bolus dose of the parent drug.

Equation (5) can also be rearranged to indicate that the rate of elimination of metabo-
lite k<(m)A(m) approximates its rate of formation from the parent drug, &D [¢ *] =
kA, where A is the amount of parent drug in the body at any time after the dose,

k(m)A(m) = k;- D -e™™ (7



6 Smith

o T\\\k<k"”’ 190 k - k> kim)
| \\ H\ T Metabolite
g ~Dwg R
S 10 - o ~ [CD: 10 \ -
° “~.__ Metabolite S ‘ \
2 - 2
El SN
2 - g
< < |
§ } \ Drug
‘ | “\\
; |
0.1+ — 01 l - T
0 3 6 9 12 0 3 6 9 12
Hours Hours
(A) B)

Fig. 1 Drug and metabolite profiles simulated for the two common cases from Scheme 1. (A)
Formation rate-limited metabolism where k(m) > k (k,, k., and k(m) are 0.2, 0, and 2. respectively).
(B) Elimination rate-limited metabolism where k(m) < k (k,, k... and k(m) are 2, 0, and 0.2.
respectively. Shown are amounts expressed as percentage of the dose: if converted to concentrations
of parent drug and metabolite the relative ratios of the curves may change as determined by Vand
V(m), respectively. (From Ref. 13.)

Thus, with FRL metabolism an apparent equilibrium exists between the formation and
climination of metabolite such that the ratio of metabolite to parent drug is approximately
constant soon after a dose of the parent drug. Because the term De * describes the amount
of parent drug in the body at any time, shortly after an intravenous bolus dose of the
parent drug, the ratio of amount of metabolite to drug is,

A(m) = fLA (8)
k(m)

Because the volume of distributions of parent V and metabolite V(m) are assumed constant,
Eq. (8) can be rewritten by multiplying by volume terms to provide concentrations and

clearance terms where, CL, = &,V and CL(m) = k(m)V(m), and the units of clearance
are volume/time,

CkeV o . _CL-C

C(m) = -
k(m) - V(m) CL(m)

(9)

Although the metabolite concentration in the body C(m) at any time after a dose of parent
drug can be determined by assay of plasma samples, if k(m) > &, it is not possible to
estimate k(m) unambiguously. An estimate of k(m) can be determined only by obtaining
metabolite plasma concentration versus time data following an intravenous dose of the
metabolite itself. These relations do, however, indicate that the concentration ratio of me-
tabolite versus parent will essentially be constant over time (see Fig. 1A). This ratio will
be useful when relations of concentration and clearance are discussed later.

With FRL metabolism the observed apparent half-life of metabolite from concentra-
tion versus time curves is related to a first-order elimination rate constant of the parent
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Fig. 2 Plasma Jevels of naphthoxylacetic acid (NLA: @), and propranolol (O: mean + SEM)
after single intravenous doses ol propranolol in normal human subjects. NLA ¢xhibits FRL metabo-
lism with parallel half-lives and rapid attainment of peak levels. The higher ratios of NLA/propran-
olol at equilibrium are due to a much lower ratio of CL{(m)/CL, however, Vim)/V must be lower
still [see Eq. (15)] to provide k(m)/k > 1, characteristic of FRL metabolism. (From Ref. 18.)

drug t,.» = In 2/k, and the elimination half-life of the parent drug is longer than that
of the metabolite if the metabolite were dosed independently. Because the metabolite 1s
eliminated much faster than it is formed. its true half-life is not apparent and the concentra-
tion versus time profile of the metabolite follows that of the parent drug as shown in Figs.
1A and 2 where the log of the amount or plasma concentration are plotted on the ordinate.
For naphthoxylacetic acid, a metabolite of propranolol (see Fig. 2), its plasma profile
parallels that of propranolol whether the parent drug is given intravenously or orally (18).
Even it the parent drug displayed more complex disposition characteristics with an initial
distribution phasc noted after an [V bolus dose (i.c.. a two-compartment model) or perhaps
secondary absorption peaks owing to enterohepatic recyceling, one would still expect to
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see a parallel profile for a metabolite subject to FRL metabolism. The observation of
parallel metabolite and parent profiles atter dosing the parent drug can also oceur in cases
of reversible metabolism, thus this possibility should also be considered (see Sec. VI,

C. Elimination Rate-Limited Metabolism

The second fimiting case is when A(m) <€ & that is, the elimination half-life of the metabo-
lite 1s much longer than that of the parent drug. Here the metabolite is eliminated by either
excretion or sequential metabolism. with a first-order rate constant that 1 much smaller
than the rate constant for elimination of the parent drug (k = &, + k ...}, and this situation
is detined as elimination rate-limited (ERL)Y metabolism. There is no requirement for the
relative magnitude of A(m) and A,. Because of the differences between A&tm) and 4. the
exponential term ¢ *'1n Egs. (3) and (4) declines rapidly relative to the exponential term
¢ 7 Cand the denominator, (k(m)y - k), approaches the value of —A. Thus. when k(m)
<& k. after most of the parent drug has been eliminated. Eq. (3) which describes an [V
holus of parent drug simplifies to.

Am) = A'-A[ le 7] (1)

With the case of ERL. Eq. (4) also simplifies 1o express metabolite concentration versus
tme after an intravenous dose of the parent drug. This simplification indicates that with
ERL metabolism. a log-linear plot of amount or concentration of metabolite versus time
would have a terminal slope reflecting the true elimination halt-life for the metabolite
li.eet - = In 2/k(m)]. This is shown in Fig. 1B and an example of this type of metabolite
protile is exemplified by the disposition of N-desalkylhalazepam, a metabolite of hala-
sepam shown in Fig. 3 (19). Under the condition of ERL metabolism. the elimination
half-lite of the metabolite is unambiguously and clearly resolved from that of the parent
drug. Prodrugs are generally designed to follow ERL metabolism where the prodrug is
rapidly metabolized to the active moiety that persists in the body tor a much longer ime
than the parent prodrug (e.g.. aspirin forming salicylate or mycophenolate maotetil forming
mycophenolic acid). Considerations of possible accumulation of metabolite under ERL
metabolism after prolonged dosing of parent drug will be addressed in section 1V,

D. Rates of Metabolite Elimination Approximately Equal
to Rates of Elimination of Parent Drug

The foregoing conditions of FRL and ERL metabolism permit simplification of the equa-
tions describing the disposition of the metabolite. However, when Atm) is close 1o the
value of &, log-linear plots of metabolite concentration versus time do not in theory become
apparently linear in the terminal phase of a concentration versus time profile because
neither exponential term of Egs. (3) or (4) will become negligible and drop out as time
progresses. Error in the analysis of plasma concentrations will also contribute to inability
1o discern a value tor A(m) from such a plot. Under these conditions, the use of log-lincar
plots to estimate &(m). and subsequently, the elimination haif-life of the metabalite. will
lead to an underestimate ot A(m) (10). Theretore, caution should be used when interpreting
metabolite elimination rates and half-life data when clear distinction of A(m) from & cannot
be made. In practice. when Atm) = & it is possible that noise in the data may make the
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Fig. 3 Plasma levels (ng/mL) of halazepam (2) and N-desalkylhalazepam (&) after 40 mg hala-
zepam cvery 8 h for 14 days showing characteristics of elimination rate-limited metabolism. The
estimated elimination half-lives for halazepam and N-desalkylhalazepam are 35 and 58 h, respec-
tively. Notable for the longer half-life of the metabolite are a longer time to achicve steady state
than the parent drug and smaller fluctuations between doses. as seen in the simulated fit of the data.
(From Ref. 19,)

terminal phase of the log concentration versus time plots appear reasonably log-linear. A
discussion of how to analyze data when it appears that k(m) = k& is presented in the carlier
review by Houston (10).

E. Clearance and Volume of Distribution for Metabolites

Most of the foregoing discussion dealt with amounts of drug and metabolite in the body
and methods to simply distinguish FRL and ERL metabolism and also to estimate k{(m)
and half-life for a metabolite with ERL metabolism. However, in most instances, amounts
are not known because concentrations of metabolite are determined in plasma or blood
over time after dosing the parent drug. Because metabolites are seldom administered to
humans, volume of distribution of the mctabolite cannot be determined to allow unambigu-
ous conversion of observed metabolite concentrations to amounts in the body. It may be
possible, given availability of metabolite, to administer metabolite to animals to determine



10 Smith

relevant pharmacokinetic parameters: however, extrapolation of pharmacokinetic values
from animals to humans is complex and problematic. If the preformed metabolite can
be administered to humans, relevant pharmacokinetic parameters can be determined. as
commonly employed tor the parent drug (14-17). However. one needs to be considerate
of the possibility that preformed metabolite dosed exogenously into the systemic circula-
tion may behave differently than metabolite formed within specific tissues of the body
such as the liver or kidney. Much of the discussion here will focus on basic clearance
concepts that are applicable 10 metabolites, given limited knowledge of their disposition
in humans, and may provide insight into the disposition of the metabolite if some assump-
tions are made.

The mass balance relation in Eq. (1) can be modified by multiplving A(m) by Vim)
and then dividing A(m) by V(). which provide the values of metabolite clearance CLim)
and Ctm). respectively. Similarly, multiplying and dividing the other terms in Eg. (1) by
the volume of distribution of the parent drug V. provides CL, (k, V) and C. respectively,
where CL. is the fractional clearance of parent drug to form the metabolite and € is the
concentration of the parent. CL, can also be expressed as the product £ CL. where /. is
the fraction (f,. = k/k = CLJCLy of systematically available dose of parent drug that is
converted irreversibly to the metabolite of interest. For the purposes of the discussion
here, it will be assumed that any metabolite formed is systemically available and not
subject to sequential metabolism or excretion without being presented to the systemic
circulation. With this assumption and the foregoing substitutions, Eq. (1) can be rewritten

AN

dA(m)

=CL - C - CLm)  Cum) (1
dr

It is usetul to consider the integration of Eq. (11) relative to time from zero to infinity
after an intravenous bolus of the parent drug. Since metabolite amounts in the body at
times zero and infinity are zero. and the terms of CL, and CL(m) are assumed to bhe
constant, the integral of concentration versus time is the area under the concentration
versus time curve (AUC). The following relation is obtained.

CL., - AUC = CL(m) - AUC(m) (12

Where AUC(m) and AUC are the area under the plasma concentration versus time curve
tfor the metabolite and parent drug. respectively. Since the product of a clearance and an
AUC term is an amount, CL, - AUC equals the amount of metabolite tormed from the
parent that reaches the systemic circulation, which for an intravenous dose equals /. D.
The value of CL, or £, is usually not unambiguously known. but may occasionally be
estimated with some assumptions. (e.g.. no sequential metabolism and all metabolite
formed is excreted in the urine). Because CF, is defined as f, - CL. this can be substituted
into Eq. (12) and then rearranged to provide,

1o €L AUCm) TR
CL(m) AUC ‘

This relation indicates that the relative AUCs of the metabolite versus parent drug will
be dictated by the elimination clearances of metabolite and parent drug and the magnitude
of the fraction of the dose that is directed toward the particular metabolite. For example.
the AUC of morphine-3-glucuronide (M3G) is much greater than the AUC of morphine
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(ratio about 7.8). Since the value of f, cannot exceed unity, and a collection of urine long
enough to estimate total recovery indicated that M3G averages 44% of the 1V dose, then
it is apparent that the ratio of CL/CL{m) must be much greater than | (about 17). It was
reported that the half-lifc of M3G and morphine were 3.9 and 1.7 h (20). respectively,
thus M3G follows ERL metabolism which is consistent with the much lower clearance
of the metabolite contributing to its slow rate of elimination. With relative measures of
clearance available from Eq. (13), one can also estimate the relative magnitude of the
volume of distribution between metabolite and parent drug. Morphine being basic has a
fairly large volume of distribution, estimated to be 4 L/kg (20,21). In this case of ERL
metabolism for which the relative values of & and k&{(m) can be determined, one can substi-
tute the relation, CL = &£V into Eq. (13) and rearrange the equation to estimate relative
values for the volumes of distribution.

V _ 1 [k(m) . AUC(IH]} (14)

vim) f.| k- AUC

Using the data presented in Fig. 4 and associated data (20), Eq. (14) provides an estimate
of V(m) for M3G of about 0.5 L/kg, which is roughly one-seventh the value for V of
morphine in adults. M3G has not been administered to humans: however, following an
infusion of a diamorphine (a prodrug of morphine) to infants the V(m) of M3G was esti-
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Fig. 4 Plasma levels {mean = SEM) for morphine. morphine-6-glucuronide (M6G), and mor-
phine-3-glucuronide (M3G) in humans after a S-mg—intravenous bolus. The plot and associated data
indicate that M3G has FRL metabolism as its average half-life is more than twofold longer than
that of morphine. (From Ref. 20.)
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mated to be 0.55 L/kg. Also when its active analgetic isomer M6G, was given to humans,
it was determined to have a small volume of distribution of only 0.3 L/kg (22). This
example shows that the much larger AUC for M3G relative to morphine is due to a smaller
clearance for the metabolite. The high peak M3G concentration is likely due to the rapid
formation of the metabolite, which has a smaller volume of distribution because of its
lower partitioning into tissues relative to the much more lipophilic parent drug, morphine.

The elimination rate constant. which is a parameter dependent on clearance and
mversely dependent on the volume of distribution (i.e.. & = CL/V). is lower for M3G
owing to CL(m) being substantially smaller than CL. This relation is summarized by the
following.

kmy _ CLmy -V (5

k CL - V(m)
In cases where metabolism is FRL. the value of £(m) cannot be estimated: thus. the relative
volumes of distribution cannot be determined using Eq. (14), even when £, is known.
However, Eq. (13) is quite useful in estimating the important parameter CL(m). which
can be used to predict average concentrations of the metabolite on chronic admimstration,
as will be discussed later. From Eq. (13) and the example of naphthoxylacetic acid/pro-
pranolol shown in Fig. 2 where AUC(m)/AUC is much greater than 1. it 1s apparent that
the clearance of naphthoxylacetic acid is much smaller than that of its parent drug [CL{m)/
CL <& 1] because the value of f, cannot exceed unity, propranolol forms other known
metabolites and only 149% of the dose was excreted in urine as naphthoxylacetic acid.
When Eq. (15) is then considered and since &(m)/k must exceed the value of 1 tor FRL
metabolism, it 1s apparent that the ratio of V/V(m) must be large to compensate for the
smull ratio of CL{m)/CL for naphthoxylacetic acid/propranolol. Thus. V(1) must be much
smaller than V, which 1s also confirmed by the high concentrations of naphthoxyuacetic
acid relative to that of propranol shown in Fig. 2 soon after the dose.

Consideration of the two primary pharmacokinetic parameters, clearance and vol-
ume, tn Eq. (15) also provides an understanding of why FRL is more common than ERL
metabolism [i.e., A(m)/k is greater than | for most metabolites|. Most metabohtes are
more polar than the parent drug owing to oxidation, hydrolysis. or conjugation: thus. they
often distribute less extensively in the body [Vim) < V]. Exceptions to this may be meta-
bolic products from methylation or acetylation that may be similar or more lipophilic than
the respective parent drug. Most metabolites also have higher clearances than the parent
drug, owing to susceptibility to further phase I metabolism, enhanced biliary or renal
secretion once a polar or charged functional group is added by biotransformation te.g..
oxidation to a carboxylic acid. conjugation with glucuronic acid, glycine. glutathione. or
sulfate), or reduced protein binding, which may increase renal filtration clearance and
increase clearance of metabolites with low extraction ratios. Together. these effects of
smaller volume and higher clearance result in FRL metabolism being the most commonly
observed behavior for metabolites.

In ERL metabolism, volume of distribution ot a metabolite can be estimated using
Eq. (144 if the parent drug can be administered as an intravenous dose to humans. With
FRL metabolism, A(m) cannot often be unambiguously determined from plasma metabo-
lite concentration versus time data in humans; therefore, V(m) cannot be casily determined.
However, volume of distribution for a metabolite in humans may be extrapolated from
the values of V(m) obtained in animals after intravenous dosing of the metabolite. if such
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data are available. Because volume is a parameter that, to great extent, is dependent on
physiocochemical properties of a compound and binding to tissues, this parameter when
corrected for differences in plasma protein binding tends to be more amenabile to interspe-
cies scaling than is clearance (23,24). With a prediction of V(m) in humans based on
interspecies scaling, Eq. (15) may be used to estimate k(m) for cases of FRL metabolism
if f,, or CL(m) are known.

Volume of distribution for a metabolite at steady state { V{m),.] can also be estimated
from mean residence time (MRT) measurements as discussed in the following section.

F. Mean Residence Time for Metabolites After an
Intravenous Dose of Parent Drug

Mean residence time (MRT) in the body is a measure of an average time that a molecule
spends in the body after a dose and is a pharmacokinetic parameter that can be employed
to describe metabolite disposition. MRT is considered a noncompartmental parameter
based on statistical moment theory (25); however, its use does assume that processes
of metabolite formation and clearance are first-order and linear (i.e., not dose- or time-
dependent), the metabolite is formed irreversibly, and the metabolite is eliminated only
from the sampling compartment (i.e., no peripheral tissues eliminate the metabolite by
excretion or further metabolism). Hepatic and renal clearance are generally considered as
part of the sampling compartment. There are more complex methods to estimate MRT
that may accommodate reversible metabolism (26), although they are seldom employed
or reported. MRT(m) is a time-average parameter that is dependent on the disposition of
the metabolite once formed. Thus, MRT(m) is of value in evaluating whether elimination
and distribution of the metabolite have changed when the shape of the plasma metabolite
concentration versus time curve is altered in response to changes in the disposition of the
parent drug. Also, the relation V(m),, = CL(m)MRT(m),,,., is useful to determine V(m)..,
if CL(m) can be determined (27).

When an intravenous bolus dose of preformed metabolite is administered, the
MRT(m),, . is calculated as,

MRT( m)m,\\ = é_QMM
A Uc(m)mm

(16)
Where AUMC is the area under the first moment of the concentration versus time curve
from the time of dosing, then estimated to infinity (15,25-28). The subscripts indicate
the compound and route administered. A similar relation describes the MRT of the parent
drug if given as an intravenous bolus. MRT(m),,,, measured after a rapid I'V bolus of the
metabolite reflects a mean time in the body for elimination and distribution of the metabo-
lite. Measures of AUMC can be subject to substantially more error than AUC. primarily
owing to the need to extrapolate a larger portion of the first moment from the last sampling
time to infinity (15,25). When the metabolite is formed after I'V dosing of the parent drug,
the measured mean residence time reflects not only the mean time of metabolite in the
body, but also the time required for its formation from the parent drug. Therefore, the
MRT(m) is corrected for this contribution by subtracting the MRT of the parent drug,

_ AUMC(m),, _ AUMC,,

MRT(m)rm\ - (17)
AUC(m) Pt AUC pav
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Here, the ratio AUMC(m), ,//JAUC(m),,. is sometimes referred to as the mean body resi-
dence time for the metabolite [MBRT(m)], which reflects formation, distribution, and
elimination processes, whereas the MRT(m),, ,, may be referred to as the mean disposition
residence time, [MDRT(m)]. reflecting only elimination and distribution (27). From Egq.
(17), MRT(m),,,, can be determined unambiguously from the plasma concentration versus
time profiles of metabolite and parent drug after an intravenous dose of the parent drug,
without the need for an intravenous dose of the metabolite (27,28). In a later section.
MRT(m),,,. will be derived following extravascular dosing of the parent drug.

lil. METABOLITE KINETICS AFTER A SINGLE
EXTRAVASCULAR DOSE OF PARENT DRUG

When a drug is not administered by an intravenous route, the rate of drug absorption from
the site of extravascular administration [e.g., the gastrointestinal (GI) tract for peroral. or
the muscle for intramuscular], adds additional complexity to understanding the disposition
of the metabolite. There are several confounding factors to be considered, the most obvious
being both the extent of availability F of the parent drug and its rate of absorption k,, as
defined by a rate constant. Here, for simplicity, a first-order rate of absorption will be
employed, although drug inputs that approxtmate zero-order process arc also commonly
found, especially with sustained- or controlied-release dosage forms. Additional consider-
ations when extravascular administration is employed is estimating the fraction of the
dose transformed into metabolite during absorption, which is referred to as ““first-pass
metabolite formation,”” and what fraction of metabolite that is formed during the absorp-
tion process reaches the plasma sampling site. These issues will be discussed later. It s
instructive to first consider Scheme 3. which represents drugs with little or no first-pass
metabolite formation, as commonly found for drugs with high oral availability. Again,
for simplicity, it will be assumed that all metabolite formed after absorption of the parent
compound reaches the systemic circulation before irreversible elimination {i.c., the avail-
ability of metabolite when formed in vivo F(m) is complete].

A. Metabolite Disposition After Extravascular Drug
Administration with Limited Metabolite Formation
During Absorption

Scheme 3 represents a drug for which negligible metabolite forms during the absorption
process. This scenario may be expected for drugs with high oral availability, low hepatic

|

1 Kiothers Other elimination routes (metabolic or excretion)
Ko fy [

| AT A < kim) ;
| |

absorption site K A(m) A(m)eiim

Scheme 3 Absorption of drug, its metabolism to a primary with no first-pass metab-
olism to the primary metabolite and parallel elimination pathways. The primary metabo-
lite is eliminated by excretion or further metabolism.
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and gut wall metabolic clearance or drug administered by other extravascular administra-
tion routes where little or negligible metabolite may be formed during absorption (e.g..
intramuscular administration). However, this scheme does not necessarily require high
availability for the drug, but does assume that drug not reaching the systemic circulation
is not due to biotransformation to the metabolite of interest [e.g.. low availability may be
due to poor dissolution, low GI membrane permeability, degradation at the site of absorp-
tion, or the formation of other metabolites]. In this case F = f, if no other first-pass
metabolites are formed. Scheme 3 contains an absorption step that was not present in
Scheme 1. This catenary process with rate k,, drug elimination (&) and metabolite elimina-
tion (k(m)) in series will influence metabolite disposition depending on the step that is
rate-limiting.

For a drug with first-order absorption and elimination, the following biexponential
equation describes the disposition of the parent drug (17),

= kd'F'D[e—u__e—Au/] (18)
Vik, — k)
This equation is mathematically analogous to Eqs. (3) and (4), and if multiplied by
V provides amounts rather than concentrations. If Eq. (18) is substituted into Eq. (1) and
solved for the concentration of metabolite over time, one obtains a relation with three
exponentials because there are two steps before the metabolite reaching the systemic circu-
lation and one step influencing its elimination,

C(m) — Cle—kr + Cgf ~kimit + C;e"k‘" “9)

Here the constants C,, C,, and C; are complex terms derived from the model in Scheme
3, which include the bioavailability of the parent drug F and dose D in their respective
numerators, as well as the volume of distribution of the metabolite in the denominator.
The values for these constants in Eq. (19) may be estimated by computer fitting of experi-
mental data. Although the values of these constants have limited inherent utility them-
selves, the fitting process does provide a description of the time-dependent metabolite
profile. Through the application of the superposition principle (15), the descriptive equa-
tion may be employed to estimate metabolite profiles at steady state after chronic dosing
or following irregular multiple dosing regimens of the parent drug.

Because Scheme 3 does not have any reversible processes, it is a catenary chain
with simple constants for each exponential term in Eq. (19) that are easily conceptualized
from the schematic model. These exponential terms indicate that any one of the processes
of absorption, parent drug elimination, or metabolite elimination may be rate-determining.
The rate constant associated with the rate-limiting step (i.e., the slowest step) corresponds
to the slope observed for the log-linear concentration versus time curve of the metabolite
in plasma, assuming that one of the three rate constants is distinctly smaller. For drugs with
FRL metabolism, either k or k, will correspond to the terminal slope (and subsequently the
observed half-life), and knowledge of the rates of absorption and elimination of the parent
drug may be employed to discern which process or step may control the apparent terminal
half-life of the metabolite concentration in plasma. For ERL metabolism the elimina-
tion half-life of the metabolite is, by definition, longer than the elimination half-life of
the parent drug. Therefore, if absorption is rate-limiting, then the absorption rate may
govern not only the observed terminal half-life of the parent drug, but also may dictate
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the observed apparent terminal half-lite of the metabolite. This is shown in Fig. 5 where
the rate of absorption of morphine is decreased alter administration of a slow-release
buccal formulation, such that the climination rate for morphine cannot be distinguished
trom that of its metabolites (20). Without administration of an [V dose or an immediate-
release tablet of morphine (see Fig. 4), one could not discern from Fig. S whether M3G
tollows ERL or FRL metabolism or whether the terminal half-lite of Fig. 5 is due to
absorption.

B. Metabolite Disposition After Extravascular Drug
Administration with Metabolite Formation During the
Absorption Process

In numerous cases. as occurs for drugs with significant first-pass hepatic or gut wall metab-
ohsm, metabolite formed during absorption must be considered in characterizing the dispo-
sition of metabolite. Scheme 4 presents a model with one primary metabolite and other
elimination pathways for the parent drug after absorption. Also introduced here is consid-
cration of the availability of the metabolite once formed in vivo [Ftom].

Here, the avatlability term £ is the product of the fraction of dose of parent drug
absorbed £, and the fraction of dose reaching the liver that escapes biotransformation to
mietabolites (first-pass metabolism by the liver or GI tract) during first-pass absorption F,.
The term £, includes drug not reaching the systemic circulation because of poor solubility.
degradaon, or low Gl membrane permeability. and is often estimated by application of
a mass balance approach after administration of radiolabeled drug. For example. if there
is little radioactivity recovered i feces after an 1V dose, then summation of the traction
of radiolabel in urine, tissues. and expired breath after an oral dose of radiolabeled material
would provide an estimate of f,. The term (1 — F;) represents the fraction of drug absorbed
that forms metabolites during the first-pass, which is also commonly defined as the extrac-
tion ratio across the organ £. Also introduced here. is consideration of the availability of
the metabolite Fim), which s that fraction of metabolite formed that is subsequently
systemically available (e.g., not subject to sequential metabolism or biliary excretion). In
practice. F(m) ¢an be determined unambiguously only after administration of the pre-
tormed metabolite by both the IV and extravascular routes, which is seldom possible in
humans, although it may be feastble in animals. If other metabolites are also formed during
absorption, then a fraction of the extraction ratio would represent the primary metabolite
of interest (12). First-pass formation of metabolite by the gut wall 1s not considered sepa-
rately here because the source of metabolite measured in the systemic circulation (either
trom hiver or Gl wall) cannot easily be distinguished in human studies.

Assuming that there is no gut wall metabolism and that the fraction of metabolite
tormed during the first-pass of drug through the liver 1s the same as subsequent passes (1.e..
no saturable first-pass metabolism), then the amount of metabolite formed and presented to
the systemic circulation is equal 1o the product of the AUC(m) and CL{im) (10),

Lo fe - Fimy - D= CLim) - AUC(m),. .. (20)

Where f.. is the fraction of dose that is converted to the metabolite of interest and the
subscripts indicate that the parent drug was administered orally. A similar relation exists
for an IV dose of parent drug: however. f, would be equal to unity. When the relation of
Eq. (20) is applied to both oral and IV doses of the parent drug (equal doses are used
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k(othcr) j

Other elimination pathways
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Scheme 4 Absorption of drug. metabolism to a primary metabolite with first-pass
formation of metabolite followed by excretion or metabolism.

A(m}etim

here thus doses cancel), the fraction of an oral dose of parent drug that is absorbed f, can
be estimated by measuring the metabolite exposure AUC(m) (10),

:. = A_U,C(ln)I-I“‘ (2]}
AUC(m),,

With the assumption that first-pass loss of absorbed drug is due to only hepatic elimination,
then £y, can be estimated from the relation, £ = f, Fy, where F = AUC, /AUC, if doses
of parent drug are equal by both oral and 1V routes. If the value of f.. as deternined with
Eq. (21). is greater than 1 this would suggest that GI wall metabolism is occurring. When
the data of naphthoxylacetic acid/propranolol in Fig. 2 is analyzed in this manner. f, was
estimated to be 0.98. which indicates that the absorption of propranolol is essentially
complete and much of the formation of this metabolite is hepatic.

C. Estimating Fraction of Metabolite Formed and
Formation Clearance

Commonly, values for f,, are reported for drugs administered to humans based on collec-
tion of metabolite in urine after a dose of the parent drug. This assumes that all metabolite
formed reaches the systemic circulation [i.e., F{m) = 1] and is then excreted into urine,
or that identification of sequential metabolites is accurate and they are also efficiently
excreted in urine. If metabolite can be administered independently, then additional calcula-
tions of f,, can be employed. Dosing preformed metabolite IV provides AUC(m)...... which
can be compared with metabolite exposure from an IV dose of parent drug (29).

AUCm),. - M R

fo - Flim) = —
AUC(m)m‘n ) 1)

where M and D are molar doses of metabolite and parent, respectively. This relation as-
sumes that systemic clearance of the metabolite is independent of whether metabolite was
dosed exogenously or formed from the parent in vivo. The term F(m) is present in Eq.
{22) because availability of metabolite formed from IV parent drug may be less than
complete. If the preformed metabolite were instead administered orally where it must also
pass the liver before reaching the systemic circulation, the £(m) term cancels (10),
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fm = ‘/_:\_Uﬂr_nM (23)

AUC(m), .. - D
The experimental approach of dosing the metabolite orally may be more easily performed
because it avoids the preparation and administration of an IV dose. However, use of Eq.
(23) must now assume that the metabolite is well absorbed from the intestine [i.e., f,(m)
is unity].

Once f,, is estimated, CL, is simply the product of f,, and the total clearance of the
parent drug CL; = f,, - CL. An alternative approach to determine rate of metabolite forma-
tion and cumulative extent of formation is by the application of deconvolution analysis
(30,31). With data from an IV dose of the metabolite (i.e., with a known input of the
metabolite), the subsequent rate and extent of metabolite formation can be obtained by
deconvolution (31) after any known input dose of the parent drug. This approach was
applied to determine both metabolite formation rates and f,, for M6G after IV bolus and
infusion doses of morphine, as shown in Fig. 6 (22). The values of f,, when estimated by
use of Eq. (22) [assuming F(m) = 1] and by deconvolution were 12 * 2 (mean * s.d.)
and 9 * 1% of the morphine dose, respectively, which is within anticipated experimental
error (22). The advantage of the deconvolution approach is that it provides metabolite
formation rates over time that may be helpful in analyzing the system, and it has few
assumptions for its application. A disadvantage of the method is it requires an exogenous

Rate of M-6-G Formation [mg/h]
9-9-W 0} pasioqeja auiydioy
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Fig.6 Deconvolution analysis of morphine-6-glucuronide (M6G)/morphine to determine the rates
of M6G formation (left ordinate, decending lines) and fraction of dose metabolized to M6G (right
ordinate, ascending lines) after intravenous doses of morphine. Solid lines are data from a 0.13-
mg/kg bolus followed by 0.005-mg/kg/h infusion for 8 h. Dotted lines are data from a 0.24-mg/
kg bolus followed by 0.0069-mg/kg/h infusion for 4 h. (From Ref. 22.)
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dose of the preformed metabolite and assuines metabolite formed in vivo behaves similarly
to that dosed as preformed metabolite.

D. Mean Residence Time for Metabolite After an
Extravascular Administration of Parent Drug

The MRT(m),.,, can also be determined after an extravascular dose of the parent drug.
as long as the assumptions stated in Section ILF apply. The ability to obtain MRT(m).,_ .
without an IV dose of the metabolite when there is no first-pass metabolism has been
presented by several authors (27,28,32), and modifications to accommodate first-pass me-
tabolite formation have been considered (33,34).

If there is no first-pass formation of metabolite during the absorption process. then
MRT(m),,. can be determined by correction of the mean residence time of metabolite in
the body tor contributions from the parent drug, which now include its absorption as well
as distribution and elimination that were accounted for in Eq. (17),

MRT(m),, = AUMC(m),,.  AUMC,,.
AUC(m), ., AUC, .

The ratio AUMC,,,/AUC . is defined as the MRT,,, of the parent drug when given orally
(or by any other extravascular route) and is the sum of the MRT, and the mcan absorp-
ton time (MAT) of the parent drug. Because the MRT,, is simply a ratio determined
from observed plasma concentration profile of the parent drug after oral administration,
MRT(mj,,.. can be estimated without IV administration of either parent or metabolite. As
mentioned in Section 1LF, MRT(m),,,, provides a parameter for the assessment of disposi-
tion (distribution and elimination) of the metabolite without consideration of its rate or
time course of formation.

[f there 1s first-pass formation of metabolite, then Eq. (24) may introduce significant
error in determining MRT(m),..,. (33.34). To correct for this error. the contribution of first-
pass metabolism from an IV dose of the parent drug MRT, . = AUMC/AUC and the
fraction of the absorbed dose that escapes first-pass metabolism Fy; need to be considered.
Assuming that all metabolite formed from the first-pass 1s due to a single metabolite.

(24)

MRT(m),,,. = AUMCm), 4 (AUMC,,.
AUC(m), ... AUC, ..

) + (1 — Fy) MRT, (25)

It 15 apparent that when first-pass metabolism is minimal (i.c., F, 15 unity), then Eq. (25)
collapses to Eq. (24). In addition, when MRT,,, is small relative to the other terms, as
occurs with transient prodrugs such as aspirin, then the last term of Eq. (25) is again
insignificant. However, when there is substantial first-pass metabolisn, then use of Eq.
(24) would provide a value that underestimates MRT(m),.,.. In practice Eq. (24) may
provide a value that is negative, indicating that there must be some first-pass metabolism
occurring (34).

IV. METABOLITE DISPOSITION AFTER CHRONIC
ADMINISTRATION OF PARENT DRUG

Long-term administration of drugs. either by extravascular routes, multiple infusions, or
continuous infusions, is commonly employed in ambulatory and hospital settings. In these
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cases, active metabolites, toxic metabolites, or the effect of the metabolite on the disposi-
tion of the parent drug should be considered. Here one needs to consider the accumulation
of both the parent drug and metabolite to steady-state concentrations and the relation
between the steady-state characteristics of the parent relative to that of the metabolite
because these may differ from those observed after only a single dose of drug. The critical
pharmacokinetic descriptors for the disposition of the metabolite on chronic drug adminis-
tration are the time to achieve steady state; peak, trough, and average concentrations at
steady state; the accumulation at steady state relative to a single dose of parent drug: and
metabolite clearance. Volume of distribution is a parameter that has little contribution to
achieving steady-state levels, but does affect the swings from peak to trough concentra-
tions at steady state owing to its contribution in determining the half-life of parent drug
and metabolite.

A. Time to Achieve Steady State for a Metabolite

Following prolonged extravascular administration or IV infusion for a sufficiently long
time, parent drug and metabolite will eventually achieve steady-state concentrations where
the input of parent drug and metabolite (i.e., formation) into the systemic circulation on
average equal their respective rates of elimination. The time to achieve such a steady state
is dependent on the half-life of the parent or metabolite and, if first-order elimination
processes occur, generally it takes about 3.3 half-lives to reach 90% of the ultimate steady-
state level and after 5 half-lives a compound would achieve about 97% of the theoretical
steady-state level. In the case of a primary metabolite formed from the parent drug, it will
be the slowest, rate-limiting process that governs when a metabolite reaches steady-state
levels in the body. Therefore, for metabolites with FRL metabolism, the elimination half-
life of the parent compound will control the time to achieve steady-state levels of the
metabolite, whereas for ERL metabolism, the longer half-life of the metabolite will dictate
the time needed for the metabolite to reach steady-state levels. ERL metabolism is shown
in Fig. 7, in which the two metabolites of morphine take as much as 30 h to accumulate
to steady-state concentrations after bolus injection and continuous 1V infusion of diamor-
phine (a prodrug of morphine) to infants, even though morphine rapidly attained steady
state (21). In this example the mean elimination half-life of the metabolites in 19 infants
were estimated by the rate of attainment to steady state (15) to be 11.]1 h and 18.2 h
for M3G and M6G, respectively (21), whereas these metabolites have reported half-lives
estimated to be only several hours in adults (20,22).

After discontinuation of chronic or repetitive parent drug administration, the rate of
decline in metabolite concentration will again be dependent on whether FRL or ERL
metabolism is operative. In FRL metabolism, the rate of decline for the concentrations of
the metabolite will simply follow that of the parent drug. In contrast, for ERL metabolism,
levels of metabolite will persist, based on the longer half-life of the metabolite, as shown
in Fig. 8 for the metabolites of nitroglycerin (35).

B. Metabolite Concentrations at Steady State After
Continuous Administration of Parent Drug

At steady state for the metabolite, the rate of formation equals the rate of elimination of
the metabolite [i.e., AA(m)/Ar = 0]. Considering the fraction of metabolite formed from
the parent f,, and the systemic bioavailability of the metabolite once formed F(m), from
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Fig. 7 Disposition of morpine (A), with the formation of morphine-3-glucuronide (M3G W), and
morphine-6-glucuronide (M6G @) in a representative infant receiving diamorphine (prodrug of mor-
phine) intravenous bolus followed by an infusion for 72 h. The rate of attainment of steady-stale
for the metabolites is determined by the slowest rate constant that provides estimated half-lives of
11 and 18 h for M3G and M6G, respectively (From Ref. 21.)

Eq. (11) the following relation is defined at steady state where the left term is the formation
rate of metabolite that reaches the systemic circulation and the right term is its rate of
elimination (9),

S Fm) - CL - C, = CL(m) - C(m), (26)

Since at stcady-state concentration for the parent drug, CL - C, is equal to the rate of
infusion R,, this can be substituted into Eq. (26), which on rearrangement provides the
average concentration of metabolite at steady-state, C(m),_ ...

fu - F(m) - R,

C wave
(m) CL(m)

(27)
This equation describes that C(m).. ... will be proportional to the infusion rate of the parent
drug. However, the difficulties in obtaining estimates of the other terms of the equation
without dosing of the metabolite limits the usefulness of Eq. (27). Alternatively, indirect
approaches to estimate C(m),, .. from AUC data obtained after a single dose of the parent
drug will be addressed later.

If instead of IV infusions, drug input is by regular and repetitive extravascular ad-
ministration, the rate of input R, in Eq. (27), is modified to reflect an average drug adminis-
tered each dosing interval D/t. There is also a correction for the fraction of extravascular
dose absorbed f, (9),

fo - F(M) - f,- D

C(m), . ="
(m).. CLim) -t

(28)
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Fig. 8 Plasma levels of glyceral trinitrate (GTN; W), 1.2-glyceryl dinitrate (1.2-GDN: A) and
1.3-glyceryl dinitrate (1.3-GDN; 0J) following an IV infusion of 0.070 mg/min GTN to a dog. The
half-lives of the metabolites were much longer than the apparent half-life of approximately 4 min
for GTN after the end of the infusion, and data suggest that the prolonged activity of GTN may be
duc to the meiabolites. The prolonged residual GTN at very low concentrations is not understood
nor is its slower than anticipated rise to steady state. (From Ref. 35.)

Here, the average rate of drug input is f, - D/1. The value of C(m)._,.. obtained reflects
the average level at steady state, but gives no information of relative fluctuations from
peak to trough metabolite concentrations C(m), ./ C(m).. ... at steady state. The extent
of this fluctuation for the metabolite levels will depend on whether FRL or ERL metabo-
lism occurs. Assuming that absorption is not the rate-limiting process, for FRL metabolism
the metabolite rapidly equilibrates with the parent drug, thus the peak to trough metabolite
concentration ratio C(m),,,.,.,/C(m), ni» will be similar to C_.../C...., obtained for the
parent drug. In contrast, for ERL metabolism, the longer elimination half-life of the metab-
olite will dampen its concentration swings at steady state such that C(m).. ../ C(M)., uin
< C(M), e/ Cosrese

C. Estimating Metabolite Levels at Steady State from a
Single Dose

1. Superposition Principle to Estimate Metabolite Levels at

Steady State

When the metabolite and parent drug follow linear processes that are independent of dose
and concentrations (i.e., no saturable processes occur), then prediction of metabolite con-
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centrations after multiple doses or with a change of dose can be estimated it the route of
drug administration does not change. Under these conditions the time course of the metab-
olites as well as their average concentrations can be estimated by the principle of superpo-
sition (15). However, if the route of drug administration is different between the single-
dose administration and the chronic dosing without a change in bioavailability (e.g.. single
dose is an intravenous bolus. whereas the chronic administration is an intravenous infu-
sion), the average concentration of the metabolite at steady state can be predicted based
on relations of clearance and AUC, as described in the following.

Superposition simply takes the plasma concentration versus time profile after a
single dose and assumes that each successive dose would behave similarly. although the
magnitude of concentration will vary proportionally with the dose administered. Thus both
the parent and metabolite profile can be summed over time. This can be done either by
fitting the single-dose data to appropriate mathematical functions as a sum of exponentials
or polynomials and then summing this to infinity if the dosing regimen has a constant-
dosing interval (15), or alternatively, a more simple method that is easily applied to even
irrcgular-dosing intervals is to use a spreadsheet to sum the concentrations of metabolite
from successive doses of the parent drug (15), making certain to have values or extrapo-
lated metabolite concentrations for at least five elimination half-lives of metabolite or
parent. whichever is longest.

2. Single-Dose AUC Values to Predict Average Metabolite
Levels at Steady State

[f an estimate of the average concentration of metabolite at steady state is desired, then
AUC(m) after a single dose can be employed effectively, as shown by Lane and Levy
{36). This approach can also be used when the formulation of parent drug changed between
single and chronic administration without altering availability of parent drug or fraction
of metabolite formed (e.g.. single dose is an oral suspension, whereas chronic administra-
tion is an sustained-release capsule). From the relation that the average rate of formation
of metabolite is equal to its average rate of elimination at steady state. as provided in Eq.
{26). these authors then used the relations of AUC and CL in Eq. (12). 1o derive the
following from AUC data collected after a single dose of the parent drug,

C(mLLw _ A;UC_(m) (29)
Cone AUC _

This relation assumes linearity (i.e.. constant clearance) for parent drug and metabo-
lite relative to changes in dose and time. Equation (29) is applicable to any route of admin-
istration, but does require that the route used for the single-dose measurements of AUC
be the same as that to be employed for steady-state measurements of concentrations. This
requirement usually ensures that availabilities of the parent drug and metabolite formed
are the same between single and chronic doses. This provides a means to esumate the
average metabolite concentrations at steady state from AUC(m)/AUC ratios from a single
dose and knowledge of an estimated .. for the parent drug. Although initially derived
trom a one-compartment model, Eq. (29) was later extended with less restrictions by Weiss
(12) using a noncompartmental approach.

When the route of administration changes, which may alter availability of the parent
drug. the relation of Eq. (29) must consider this change. If the initial single-dose data
were obtained from an IV dose, then the ratio of metabolite to parent drug concentrations
at steady state after oral dosing will be affected by the fraction of parent drug systemically
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available (10,12). With an assumption that availability of the metabolite did not change
with a change in the route of parent drug administration and there is not significant Gl
wall metabolism, the following relation can be used,

C(m)... _ AUC(m), ( 1 ) (30)

Cone AUC, \F,

With regular doses and dosing intervals 1, the AUC is equal to C, .. - T: therefore, Eq.
(29) can be rearranged and written more simply as,

Cam)y.,, = AUCM)

(3
where AUC(m) is determined after a single dose of parent drug. Under these conditions
of regular dosing to steady state, data on the disposition of the parent drug is not necessarily
required when estimating C(m),. .., although most often the parent drug data are available.
When a single intravenous bolus dose of parent drug was used to obtain measurement of
AUC(m), but then a continuous infusion of rate R, is later employed, one can also derive
C(m)..... without complete knowledge of the disposition of parent drug. Since for continu-
ous infusion, C.. ... = R/CL, and for a single IV bolus dose of parent drug, AUC = D/
CL, substitution of these well-known relations into Eq. (29) and rearrangement provides
(36),

R, - AUC(m)

C(m), =
D

(32)
This relation provides an actual level, because it is from an infusion where metabolite
reaches a steady-state level. Only knowledge of the dose of drug employed for the single
intravenous dose D and the resultant AUC(m) are needed.

V. SEQUENTIAL METABOLISM

A common scheme in drug metabolism is the concept of sequential metabolism during
which a parent drug is converted to one or more primary metabolites that are then further
converted to a secondary metabolite (see Scheme 2). This process leads to two metabolites
as shown in Fig. 9, where propranolol is first oxidized to 4-hydroxypropranolol, which
then undergoes sequential metabolism to 4-hydroxypropranolol glucuronide (37). Indeed,
sequential metabolism formed the basis for the common nomenclature of phase I and
phase II metabolism, coined by Williams (38). Another commonly observed sequence is
that of parallel metabolism leading to a common metabolite as exemplified by the metabo-
lism of dextromethorphan via CYP2D6 and CYP3A4 (39) shown in Scheme 5.

For either of the two examples presented in scheme §, given that first-order processes
apply, the equation that describes the disposition of the secondary metabolite would be
complex polyexponential functions, with the number of terms determined by the number
of first-order processes leading to the pentultimate metabolite of interest. Such processes
may also include an absorption step (not shown in Scheme 5) if the parent compound is
administered extravascularly. These processes can be dealt with by fitting the data with
a polyexponential function or using other appropriate equations as presented by Eq. (19).
A mathematical analysis of parallel and sequential systems has recently been developed
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Fig. 9 Disposition of propranol (O). its 4-OH metabolite (@) and sequential formation of its
4-OH-glucuronide metabolite (M) in humans after a single 80-mg-—oral dose. Dala are mean = SEM,
N = 6. The initial rapid increase in 4-OH propranolol is followed by a later peak concentration
of 4-OH-glucuronide owing to sequential metabolism. The nonlincarity of the 4-OH metabolite
immediately following its peak is likely due to significant formation of this metabolite during absorp-
tion. which takes time to distribute to tissues before equilibration with formation of the glucuronide.
Based on urinary excretion data most of the 4-OH propranolol is converted to propranolof glucuro-
nide and when Eq. (21) is applied to these two metabolites the values of f, are substantially greater
than 1, suggestive of GI wall metabolism. (From Ref. 37))

(40). In the morc simple, catenary chain represented by Scheme 2, the terminal apparent
half-life of the secondary mectabolite will be determined by the rate-limiting step (i.e.,
the step with the smallest rate constant among all steps describing the disposition of the
metabolite). 1t is also possible in sequential metabolism, depending on relative rates and
competing pathways, that the primary metabolite (m, in Scheme 2) may not be observed
at all, cither in plasma or in urine.

Sequential metabolism is one of the primary reasons that the systemic availability
F(m) of a primary metabolite once formed may be less than complete (41,42), as exempli-
fied by 4-OH propranolol which forms the glucuronide in vivo (see Fig. 9). Other factors
influencing the systemic availability of a metabolite may include biliary and renal excre-
tion of metabolites once formed in the liver and kidney, respectively, without access 1o
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Scheme 5 Parallel metabolic pathways of dextromethorphan to a common metabo-
lite. (From Ref. 33.)

the systemic circulation. Further complications arise when one considers the effect of
sequential metabolism, intracellular access, and systemic availability of metabolites
for evaluating the disposition of metabolite formed in vivo with that of preformed metab-
olite administered directly into the systemic circulation (36). To estimate actual phar-
macokinetic parameters of metabolite, it is usually necessary to administer preformed
metabolite, preferably by the intravenous route. However, inherent assumptions with such
experiments is that the aforementioned factors are independent of the route of metabolite
administration.

VI. RENAL CLEARANCE OF METABOLITES

Many metabolites are eliminated to a significant extent or almost exclusively into the
urine. Collection and analysis of urine samples has some advantages, the primary being
that it is less invasive than blood sampling. Because urine production volume in a day or
during a dosing interval is limited and usually a much smaller volume than V or V(m),
urine concentrations of metabolite or parent drug are often a great deal higher than those
seen in plasma and thus more easily measured. Urine can also be collected incrementally,
usually in intervals of 1 h or more although in humans, although this 1s often more difficult
for small children, infants, and the elderly. For larger animals, catheterization can be per-
formed to obtain continuous urine samples, but for smaller animals, such as the rat, this
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becomes an invasive procedure that may alter renal function. When incremental urine
samples cannot be collected, complete collections over four to five half-lives after a single
dose or during one-dosing interval at steady state can be performed. Unfortunately. cven
though urine collection is noninvasive, urinary excretion data are all too often not included
in chnical protocols, because it is considered a secondary measure to plasma drug profiles.
However, urinary metabolite excretion data can offer valuable information on the disposi-
ton of metabolites, especially when interpreting drug—drug interactions or the basis ftor
altered pharmacokinetics in patient populations.

There are some assumptions that will be made in discussing renal clearance of me-
tabolites that need to be considered. The first is that renal drug metabolism is not occurring
(Lc.. metabolite measured in plasma is what is filtered or transported into the renal tbule
from the plasma. and parent drug does not convert to metabolite in the kidnev). If renal
drug metabolism does occur, the estimated renal clearance would be considered as an
“apparent clearance’ which is similar to estimating biliary clearance in a cannulated
antmal when hepatic metabolism of drug vccurs without the metabolite being presented
to the systemic circulation. Although the concept of drug metabolism in the liver before
arrival of metabolite in the bile is well accepted, there appears to be a common., erroncous
assumption that drug metabolism is unlikely to occur in the kidney. Another concern that
is more casily tested is whether the metabolites are stable once excreted in the urine, tor
metabolites often reside in the bladder for periods of many hours before voiding. An
example of this is the hydrolysis and acyl migration of ester glucuronides which can be
quite variable because it is a pH-dependent process (43,44). Finally, itis generally assumed
that once drug or metabolite arrives in the urinary bladder. it is irreversibly removed from
the systemic circulation. However, studies have shown that resorption from the urinary
bladder back into the systemic circulation can be significant for some compounds and this
phenomenon should be considered (45). For the purpose of discussion in this section. it
will be assumed that these complicating factors are negligible or. if they are occurring,
they are reproducible, thus permitting calculations that provide estimates of apparent phar-
macokinetic parameters.

A. Determination of Renal Clearance for Metabolites

Renal clearance is one pharmacokinetic parameter that can be determined for most metabo-

lites as well as the parent drug irregardless of the route of administration. dosing regimens,

formulations. or availability. The data needed are urinary excretion rates and plasma con-

centrations. The following general equation applies to calculate renal clearance (CLy)

during a urine collection interval and is expressed for a metabolite (15).
AA (M) /AT

CLym) = = -
§ C(m),.

(33

Here, AA(m), s the amount of metabolite excreted mto the urine during the collection
interval, Aris the collection interval, and C(m),,, is the average plasma metabolite concen-
tration over the interval. Intervals are typically at least 2 or several hours long for studies
in humans owing to the difficulty of voiding more frequently. If frequent. short incremental
collections of urine are desired, it 1s a common practice to provide oral fluids. such that
adequate (but not excessive) urine production rates are maintained. The necessary collee-
ton interval makes the use of incremental renal clearance calculations ditticult and less
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valuable for drugs with very short half-lives, such as less than an hour. The average plasma
concentration is usually measured as the concentration at the midpoint of the collection
interval or an average of the plasma concentrations at the beginning and end of a collection
period.

An alternative calculation for incremental renal clearance is to rearrange Eq. (33)
realizing that the product of the average plasma metabolite concentration and the time
interval is the incremental AUC(m) for that collection period [i.e., AAUC(m) =
C(m),,. - Ar]; thus,

CLy(m) = -AAM: (34)

AAUC(m)

Either of the foregoing incremental renal clearance calculations can be applied to
any collection interval, without consideration for the method of drug administration. These
can also be applied to chronic multiple dose regimens for which it is common to measure
total urinary output over the dosing interval T.

Incremental renal clearance calculations should result in values that are approxi-
mately constant if CLg(m) is constant across the periods collected (i.e., linear or concentra-
tion-independent pharmacokinetics) (13,15-17). If they are not similar, a useful approach
is to examine a plot of excretion rate AA(m)./At, as a function of metabolite plasma con-
centration C(m),,.. The slope of such a plot is CLiz(m) and any nonlinearities may become
apparent if renal clearance increases or decreases as concentrations of metabolite change
over time or parent drug competes for active renal clearance process (i.e., active secretion
or reabsorption).

Measuring incremental renal clearance is not routinely performed because it requires
multiple urine collection over several intervals which adds the expense of processing and
analysis costs, or it may not be feasible for studies with children, small animals, or drugs
with very short half-lives. Alternatively, a measure of average renal clearance can be
determined following a single dose of parent drug by use of the following a single dose
of parent drug by use of the following equation (15),

Ac(m)()—ac
AUC(m),-..

CLyg(m) = (35)

where A .(m) is the amount of metabolite excreted from initial time of dosing (time zero)
to a later time, usually when almost all of the drug and metabolite have been eliminated
from the body, four or five elimination half-lives of parent or metabolite (whichever is
rate-limiting). AUC(m) is the area under the metabolite plasma concentration versus time

curve for the same interval. For studies conducted with multiple doses to steady-state, the
interval for collection of urine and measurement of AUC should be the dosing interval T.

B. Use of Metabolite Excretion to Assess Disposition of
Drug and Metabolite

1. Use of Metabolite Excretion Rate to Assess the Profile of

Metabolite in Plasma
Metabolite concentrations are often more easily measured in urine than in plasma in
which concentrations may be below detection limits of the available assay. Assuming that
CLy(m) is constant, the excretion rate into urine should then parallel plasma concentrations
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of the metabolite as described by Eq. (33} (15). Since a fraction of the total systemic
clearance of the metabolite CL(m) may be due to renal excretion f.(m) = CL (m)/CL(m),
the rate of excretion can be expressed as

AA(m), _

A f.(m) - CL(m) - C(m),,. (36)
At

Here. C(m),,. describes the average course of plasma metabolite concentrations over time.
whereas f.(m) and CL(m) are constant. Thus. urinary excretion data of metabolite when
plotted versus time can characterize the profile of metabolite in plasma even when plasma
concentrations of metabolite cannot be measured. This profile can be used to estimate the
rates of initial increase in metabolite concentrations, the approximate time 10 peak metabo-
lite levels in plasma, and the apparent elimination half-life of the metabolite.

2. Use of Metabolite Excretion Rates to Assess the Profile

of the Parent Drug
For drugs exhibiting FRL metabolism, which is the most common situation. urinary excre-
tion rates or fraction of dose excreted in the urine may be used to estimate the plasma
profile of the parent drug. With FRL metabolism. the plasma profile of metabolite parallels
that of the parent drug. as shown from Eq. (9). which when substituted into Eq. (36)
provides,

AA(m),

= f.m) - CL, - C,, (37)
At

where €, 1 the average plasma concentration of parent drug over time. Thus, urinary
excretion rate of the metabolite is directly proportional to the concentration of parent drug.
which is expected under the conditions of FRL metabolism. Thus, a plot of metabolite
excretion rates versus time provides a description of the parent drug profile and can be
used to estimate the duration of the absorption phase, approximate time to peak concentra-
tion, and elimination half-life of the parent drug. without the need to assay parent drug
in plasma or urine. Also evident from Eq. (37) is that with FRL metabolism when values
of f.(m) and F(m) are |, then the excretion rate of metabolite equals its rate ot formation
from the parent drug.

3. Use of Metabolite Excretion Rates to Assess Formation
Clearance of the Metabolite
When drug concentrations can be measured in plasma and f.(m) 1s known. under FRL
metabolism, Eq. (37) can be rearranged to estimate formation clearance of the metabolite.
CL,.
_ AAm)/AL (38)
fom) - Cy,

CcL

Where C .. 1s the average concentration of drug during the period of urine collection. The
use of Eq. (38) assumes that F(m) of the metabolite is unity (i.e., all metabolite formed
reaches the systemic circulation), although it does not require f.(m) to be equal to unity:
however, in practice, this relation has been applied to metabolites that are primarily ex-
creted in the urine.

Alternatively, one could utilize amounts of metabolite and drug rather than concen-
trations using the same assumptions,
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- AA(m)./A1 (39)
.f&(m) ) Ad\c

A classic example of the use of this approach is in Levy’s studies of salicylate metabolism
that did not even require measurement of plasma salicylate concentrations (46). Salicylate
has four major metabolites that are rapidly excreted in urine, such that plasma concentra-
tions of these metabolites were difficult to measure before the advent of of modern HPLC.
Given that levels of metabolite in plasma were very low and urinary metabolites accounted
for almost all of the salicylate dose, Levy estimated the amount of salicylate remaining
in the body by using a mass balance approach for which the amount remaining to be
excreted at a given time interval represented A,,.. By evaluating urinary excretion rates
versus A ., using a linear transformation of the Michaelis—Menton equation, the formation
of the salicyluric acid and the phenol glucuronide metabolites were found to be saturable
and the Michaelis—Menton constants K, and V,, were determined, whereas the metabolism
to gentisic acid and the acyl glucuronide were nonsaturable with constant &, values over
a large range of amounts of salicylate in the body.

When incremental collections of urine are not obtained, but the urine collection is
for a sufficient number of elimination half-lives to approximate a complete collection of
metabolite in the urine, then Eq. (37) can be rearranged and the integral of (C,, - A is
the AUC for the parent drug,

!

_ _ A(m).

- (40)
f{m) - AUC

The use of Eq. (40) is not dependent on rapid elimination of metabolite after formation,
thus it is applicable to both conditions of FRL and ERL metabolism as long as urine is
collected for a sufficient duration to account for all the metabolite formed after a single
dose. The relation is also applicable for the analysis of excretion data after chronic dosing
to steady state for which the amounts of metabolite in urine and AUC are measured over
the dosing interval T. This equation as written, does assume that F(m) of the metabolite
is unity for the CL; value to be accurate, although use of an apparent CL, may be adequate
for comparative experiments if F(m) is constant between experiments.

C. Assessment of Renal Metabolism

The use of pharmacokinetic analysis to assess or quantify the extent of renal metabolism
in vivo is difficult and is not often employed. Renal and biliary clearance calculations
employ the same equations and are both subject to errors if formation of metabolite occurs
in the organ with subsequent excretion of metabolite without presentation of all metabolite
to the systemic circulation. Biliary clearances of a metabolite can be determined by collec-
tion of bile in animals, but rarely in humans, and are often then referred to as apparent
clearances owing to the understanding that hepatic metabolism is likely occurring. In con-
trast, seldom are renal clearances of metabolites reported as apparent clearances; thus,
there is an inherent assumnption that none of the metabolite excreted in the urine is formed
by the kidney and immediately excreted in the urine. Even though there is little information
to determine how often this assumption is valid, given the lower metabolic capability of
kidney relative to the liver for most substrates that have been examined, this assumption
is usually accepted for renal clearance calculations. Such an assumption would probably
be challenged if made for calculating biliary clearance of a metabolite.
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If Egs. (33)-(35) are applied to metabolite excreted in the urine and the value
of renal clearance based on blood concentrations was very high, exceeding renal blood
flow, then one may suspect that renal metabolism is occurring. This requires the use of
clearance values based on blood concentrations, which can be calculated from clearance
in plasma and measurement of the blood/plasma concentration ratio, by the relation. CL
- C = CLy - Cg, where the subscript B refers to blood. Therefore, ratios of metabolite
concentration in blood relative to plasma need to be obtained and are easily determined
in vitro. This phenomenon was reviewed by Vree et al. (47) in human studies. It is easy
to conceptualize this phenomenon if one obtains extensive excretion of metabolite in urine
when a very sensitive assay cannot even measure the metabolite in plasma. If the plasma
concentration of metabolite is assigned a value of zero, then CLy(m) from the foregoing
equations is infinity, an unlikely event; therefore, renal metabolism should be considered.
It would be more appropriate to conservatively assign the concentration of metabolite in
plasma to a value just below the assay quantification limit, rather than zero and then
compare the clearance value based on blood concentration to known renal blood flow.

An alternative, though more complex and invasive approach to assess renal metabo-
lism was proposed and evaluated by Riegelman and co-workers (48,49). where parent and
radiolabeled metabolite were infused simultaneously to estimate the renal clearance of the
metabolite and formation rates. Contributions of hepatic metabolism to metabolite ex-
creted in urine were determined with the assumption that the metabolism was FRL and
F(m) of metabolite formed in the liver was unity. (i.e., these metabolites were not excreted
in the bile or subject to sequential metabolism). The labeled dose of metabolite provides
information supporting renal metabolism because the ratio of labeled to unlabeled metabo-
lite in plasma versus urine will be different if parent drug is converted to metabolite
when passing through the kidney. This approach revealed that 60-70% of salicyluric acid
metabolite produced from salicylate in a human subject was formed in the kidney (49).
With the current availability of liquid chromatography mass spectrometry (LC-MS). this
method could be adapted to use stable isotope tracers of metabolites, rather than radiola-
beled material.

VIl. BILIARY CLEARANCE AND ENTEROHEPATIC
RECYCLING OF METABOLITES

Biliary clearance is an excretory route of elimination in many ways similar to renal clear-
ance discussed in the foregoing. For some drugs, xenobiotics, and metabolites. excretion
into the bile can represent the major route for elimination. The mechanisms of bile forma-
tion, hepatobiliary transport, and excretion processes have been reviewed (50-52). Drugs
can be eliminated in the bile by direct excretion, without biotransformation: however.
many drugs are excreted after metabolism to more polar, charged metabolites, often by
conjugation with sulfate, glucuronic acid, or glutathione. Excretion by the bile can be an
irreversible route of elimination for a drug if its metabolites have poor permeability (e.g..
glucuronide or sulfate conjugates), the drug molecule is poorly absorbed, or the drug is
subject to degradation or complexation in the intestinal contents. In contrast, there arc
numerous examples of conjugated (phase II) metabolites that arc excreted in the bile.
cleaved to yield the parent drug, and then the parent drug is reabsorbed into the systemic
circulation (i.e., enterohepatic recycling; EHC). The factors influencing EHC can be quite
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complex as discussed by Pollack and Brouwer (53) using the example of valproic acid
disposition in the rat as a model.

A. Measurement of Biliary Clearance

Bile collection can occasionally be obtained from humans, such as in patients treated for
biliary obstruction or following a liver transplant. Animal studies of biliary excretion are
quite common, often conducted to provide insight into mechanistic processes of drug
and metabolite disposition. When bile is collected after administration of the parent drug.
apparent biliary clearance of metabolite can be determined using Eqs. (33)—(35), in which
the excretion rate of bile is substituted for that of urine. The term apparent is usually used
because often the drug entering the hepatocyte is first metabolized and then the metabolite
is excreted in the bile without subsequent access to the systemic circulation. If a preformed
metabolite is administered directly, the same equations can be applied, but may provide
much different values for biliary clearance of the metabolite than that determined when
parent drug is administered because the metabolite need not be formed in the hepatocyte
before excretion in the bile. Because of the potential rate-limiting steps involving active
uptake or diffusion into the hepatocyte, metabolism in the hepatocyte and active transport
from the hepatocyte into the bile, which may vary when parent drug versus metabolite is
administered, the absolute value for metabolite biliary clearance using Eqs. (33)—-(35) may
not be that informative when the preformed metabolite is administered directly.

More commonly employed when metabolite is formed in the hepatocyte and subse-
quently excreted in bile with negligible plasma levels is the measurement of excretion
rate of metabolite or parent drug in the bile as a function of parent drug concentration in
plasma, which provides a measure of apparent biliary clearance,

AA bile

= CLhﬂc : C.nc (41)
At

where AA,,. can include both parent and metabolite, although often metabolite(s) is{are)
dominant, and C,,, refers to average plasma concentrations of the parent drug during the
collection interval. If only metabolite is present in bile, no metabolite is measurable in
plasma and metabolite once formed in the hepatocyte is not released into the systemic
circulation, the term CL,, represents an apparent formation clearance (CL;,.) for the
metabolite in the liver. This relation can be rewritten in terms of an AUC, either during
an interval or until all drug is eliminated after a single dose, where the subscript be refers
the AUC obtained with an exteriorized bile cannula,

AAy. = CL,, - AAUC,, (42)

B. Enterohepatic Recycling

Enterohepatic recycling via metabolites is considered as a ‘‘futile cycle’” because of the
inefficiency of the metabolic process. The existence of EHC can be proved based on
several criteria, as summarized by Duggan and Kwan (54). It can be proved unequivocally
in animals studies by (a) linked experiments for which the bile from a donor animal is
infused into a recipient; (b) gradual establishment of a portal-systemic plasma concentra-
tion gradient after IV dosing of parent drug; and (c) increase systemic clearance by irre-
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versible bile diversion. In contrast, in most human studies, only suggestive evidence of
EHC can be obtained. These include observations such as the presence of secondary peaks
in plasma concentration versus time curves, often coincident with gallbladder discharge
in response to a meal, or the presence of drug-derived material in the feces after administra-
tion by routes other than oral or rectal. It should be noted that secondary peaks caused
by EHC seen in humans would not initially be expected in the rat, which lacks a gallblad-
der. However, if reabsorption in the intestine is delayed owing to regional distributions
of B-glucuronidase or sulfatase, time-dependent hydrolysis of conjugates or site-specitic
permeability, secondary peaks may also be seen in the rat (53) and. thus, secondary peaks
in humans may be due to reasons other than EHC.

When bile is diverted in animals, the AUC in plasma of parent drug will decrease
relative to that obtained without diversion when enterohepatic recycling is operative. CL.
determined with bile diversion using Eq. (43) can then be employed to estimate total
biliary exposure or the total amount of drug or metabolite subject to EHC when cyceling
Is operative without bile diversion (48).

EANL = CLy. - AUC (43)

where AUC is the exposure to parent drug in plasma in an animal without biliary diversion,
and YA, 1s the sum of all parent drug and metabolite that may be cycled buck to drug
when EHC is operative (i.c., it is the cumulative drug exposure to the intestine). This
measure of cumulative drug exposure to the intestine due to EHC can result in an amount
exceeding the IV dose when EHC is very extensive and efficient. For example. as shown
in Table 1, indomethacin exposure in bile of the dog had an estimated 3629 of the dose
cyveled, and the extent of cycling was inversely correlated with observed toxic doses across
the species (54).

EHC can be very efficient resulting in futile cycling. When this occurs, the metabo-
lite formed and excreted in the bile does not represent an irreversible loss, instead the EHC
process represents a distribution process. with bile—intestine as a peripheral distribution
compartment. Thus, the much shorter terminal half-life of valproic acid glucuronide in
rats with bile drainage was due to a decrease in the volume of distribution relative to
control rats as well as the increase in clearance (53). One measure of the efficiency of
EHC was provided by Tse er «l. (55). From two experiments where bile is collected and
AUC tor the parent drug in plasma is measured in one treatment after a single intravenous
dose, one can calculate the fraction of drug dose excreted in the bile as parent drug and
meetabolites that are subject to possible cycling, F\. From this information and the defini-
tion that the amount of drug that is reabsorbed from the first cycle is £, - F. - D, and the
assumption that this fraction is constant with all subsequent cycles. the following relation
can be derived (55):

[I = AUC./AUC]

F = i
F.

()

where AUC,, for the parent drug is measured with bile cannulation and drainage. The
value of F, obtained is a measure of the fraction of the sum of drug and metabolite excreted
in the bile that is then reabsorbed. When using this relation, only metabolites that could
be recyeled (i.e., are reversible to parent drug in the GI tract) would be included when
estimating F.. When Fy, is a significant part of the dose, but AUC,, is equivalent to AUC,
it 1s apparent that bile diversion did not influence the amount of drug reaching the systemic



Table 1 Species Differences in Indomethacin Biliary Exposure and Toxicity"

Clearance (mL/min/kg) Area (ug - min/mL) Plasma Total Minimum

Plasma, Urine, Bile, Venous. Portal, gradient, exposure. toxic dosage
Species Vir o Vi, Ve I Codt I; i dr Crdy Y pIN (mg/kg/day:
Dog 8.2 <0.1 133 122 3100 2.54" 362 0.5
Rat 0.32 0.01 0.39 3074 3535 1.15 134 0.75
Monkey 83 3.0 22 121 121 1.0 26 1.0
Guinea pig 6.25 1.85 1.20 158 181 1.15 21 6.0
Rabbit 3.62 1.09 0.40 278 334 1.20 13 200
Man 1.79 0.22 0.16¢ 592 592 1.0¢ 9.5

Portal/venous concentration ratios greatly exceeded 1 in the dog. and there was a strong inverse correlation hetween total hiliary exposure and minimum toxic dosage.
*All disposition data for single intravenous dosage of 1.0 mg/kg except man for which 25 mg total dosage normalized to 1.0 mg/kg.

"Based on complete O- to 2-h portal and systemic plasma profiles: for all other species. mean of more than five measurements at interval specified in text.

‘Calculated from f,,. = 0.09 (H. B. Hucker. unpublished).

‘Assumed.

Source: Ref. 54.
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circulation; thus, F, is zero. In contrast, when a significant part of the dose is excreted in
bile and AUC,, is much less than AUC, then recycling is significant and F, can approach
a value of 1.

Vill. REVERSIBLE METABOLISM

Reversible metabolism occurs when a metabolite or biotransformation product and the
parent drug undergo interconversion in both directions, as shown in Scheme 6. The scheme
can also be written in terms of concentrations and clearance terms, rather than amounts
and rate constants, respectively, as shown in Scheme 6B using the common convention
in the literature where the drug is considered in compartment 1 and the metabolite is
compartment 2. These compartments are not to be confused with physiological spaces.
Here the “*metabolite’” may be the pharmacologically active species in the case of adminis-
tration of a prodrug, an active metabolite, or an inactive metabolite.

Although reversible metabolism is less often addressed in reviews of drug metabolite
kinetics (10), there are numerous examples occurring across a wide variety of compounds,
as noted in a review by Cheng and Jusko (56). These include phase [ metabolic pathways
for amines, such as imipramine; alcohols, such as corticosteroids and estradiol; lactones:
and sulfides/sulfoxides, such as captopril and sulindac. Examples for phase II metabolic
pathways include carboxylic acids to their glucuronides, as occurs for ibuprofen; sulfation
of phenols, such as estrone; and acetylation of amines, such as procainamide (56). Pharma-
cokinetic methods for the analysis of reversible metabolism are well described (56-59).
More recently, considerations of statistical moment analysis as applied to reversible sys-
tems have also been addressed by Cheng (60,61).

Reversible metabolism is often ignored when analyzing the pharmacokinetic data
of compounds that undergo metabolite interconversion. The pharmacokinetic parameter
estimates so obtained using methods or approaches that do not consider the reversible
nature of the system are not true estimates of pharmacokinetic parameters and should be
considered apparent parameter values. Indeed, regulatory agencies may not require rigor-
ous evaluation of the true reversible metabolic parameters because the critical parameters
of clearance, volume of distribution, and bioavailability can be unambiguously obtained
only after direct administration of the preformed metabolite, which is usually not feasible
in humans owing to the need to secure an Investigational New Drug Permit (IND) for the
IV administration of the metabolite. Moreover, in many cases of reversible metabolism,

kqmu __L_’ k(m)
~\) Other — A A(m) e A(vl'n)elim
pathways K,
CLys CLu Cla
B) Other . C=A/V — 7 C(m)=A(m)/V(m) A(M)elim
pathways CLy 1

Scheme 6 Reversible conversion between metabolite and drug with parallel elimina-
tion pathways for the parent drug and metabolite.



Pharmacokinetics of Drug Metabolites 37

the metabolite may achieve only low concentrations relative to the parent drug or is inac-
tive, thus a great deal of effort to fully elucidate its pharmacokinetics may be difficult or
not justified based on the considerable costs and efforts. There are, however, several com-
mon disease states, such as renal or hepatic impairment that may dramatically alter the
disposition of the metabolite, thus significantly influencing the disposition of the parent
drug, and these should be addressed. When a metabolite is active or of toxicological rele-
vance, or when altered disposition of the metabolite substantially modifies the pharmacoki-
netic profile of the parent drug, efforts to more fully investigate reversible metabolism
are warranted.

A. Determination of Primary Pharmacokinetic
Parameters for Reversible Metabolic Systems

The primary pharmacokinetic parameters of clearance, volume, and availability, as well
as commonly employed secondary parameters of half-life and mean residence time, will
be discussed here. Discussion of less commonly employed parameters can be found in
other literature (56-61). However, difficulties in estimating parameters involving revers-
ible metabolism, either because of the need to dose the metabolite directly or of inherent
errors in the complex equations employed, generally limit the usefulness of estimating
some parameters. Other parameters unique to reversible metabolic systems are descriptors
of the reversibility of the process that include the recycling numbers, recycled fraction,
and exposure enhancement, which will be discussed in Section VIIL.B.

1. Half-Life in Reversible Metabolism Systems

As shown in Fig. 10 for the interconversion of methylprednisone and methylprednisolone
which undergo the reversible metabolism of ketone—alcohol common with steroids, after
the parent drug and metabolite reach equilibrium, the two compounds decline in parallel
when either is administered intravenously (62). Because the terminal half-life reflects a
hybrid of the clearance terms for the overall reversible system and the volumes of distribu-
tion of parent drug and metabolite, estimating changes in the half-life in response to an
altered clearance or volume term is difficult. Although the use of *‘sojourn times™ have
been proposed as a measure of time a drug or metabolite is in the body before being
eliminated or transformed in reversible systems (57), in practicc most often an apparent
half-life 1s reported with the understanding that it may be subject to change in response
to alterations of the disposition of parent drug or metabolite.

That the terminal half-life of parent and metabolite are parallel when parent is admin-
istered could lead to an erroneous assumption that FRL metabolism is operative when, in
fact, reversible metabolism is occurring. Confirmation of reversibility can be made by
identifying formation of the parent after administration of the metabolite: however, such
an experiment may not be feasible in humans. Therefore, in vitro studies with human
tissues or animal studies may be necessary to infer reversible metabolism in humans.

2. Clearance Parameters in Reversible Metabolism

Systems
For a reversible system as shown in Scheme 6B the following relations can be derived
(56,57) for determining clearance values after collection of AUC data from an IV bolus
dose of parent drug or metabolite on two separate occasions. These relations assume that
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Fig. 10 The reversible metabolism of methylprednisolone (M) and methylprednisone (@) when
each is given on scparate occasions as a 1.25-mg/kg—intravenous bolus to a rabbit. The parallel
profiles, constant concentration ratios at equilibrium and formation of both compounds when either
are administered are characteristic of reversible metabolism. (From Ref. 62.)

clearance and distribution processes are lincar for both parent drug and metabolite (i.e.,
independent of concentration).

_ Dose" - AUC]} — Dose™ - AUCE,

CL, = - 45)
AUC] - AUCS — AUCT - AUCS
Dose™ - AUC! — Dose” - AUCY ‘
CLy = - - (46)
AUC! - AUCY — AUC;, - AUCY
Dose™ - AUCT,
CL., = ——- e - (47)
AUCT - AUCH — AUCE - AUCY
Dose? - AUCY
CLy, =~ - e (48)
AUCY - AUCYH — AUCE - AUCY

Here the superscript indicates the dose administered as being from the parent or metabolite,
whereas the subscript refers to the compound that is measured in plasma. AUC is the total
arca under the plasma concentration versus time curve extrapolated to infinity. Similar
equations can be derived when the compounds are infused to steady state (59) for which
the values needed are infusion rates and steady-state concentrations. These relations are
not unique as the model has also been applied to other two-compartment pharmacokinetic
systems with elimination occurring from each compartment, such as the reversible distri-
bution and elimination from the maternal—fetal unit (63).



Pharmacokinetics of Drug Metabolites 39

If apparent clearance terms are used for parent drug or metabolite, these will overes-
timate the true values for CL,, and CL, respectively. The magnitude of the error is a
complex relation of all the clearance terms as discussed by Ebling and Jusko (57) and is
shown here for CL,, of the parent drug,

CL.lpp = 'D— = CLy, + CL,; —LLQU— (49)
AUC CL, + CLy

Ebling and Jusko (57) defined the term [CL.,/(CL-, + CL.,)] an efficiency parameter
because it is a fraction that defines the extent of drug clearance by metabolite formation
(CL)>) resulting in metabolite that does not return or interconvert back to the parent drug
(i.e., an irreversible loss). Similar relations have been determined for CL(m),: however,
if the metabolite cannot be administered, then only the term CL . will usually be reported.

It is also evident from Eq. (49) that CL,,, will underestimate the total elimination
capacity for the parent drug (i.e., CL\, + CL};), where CL,: is a measure of metabolite
formation clearance, CL,. Therefore, estimating the formation clearance of a metabolite
from in vivo studies using, CL, = CL,,, — CL,,, {(where CL,, is determined from the other
clearance pathways) may grossly underestimate total metabolic capability for the particular
metabolic pathway in vivo.

3. Volume of Distribution in Reversible Metabolism Systems

Volume of distribution at steady state for parent drug and metabolite in reversible meta-
bolic systems are independent, but the equations to calculate the values necessitate consid-
eration of the disposition of both parent drug and metabolite. Indeed, given the structural
changes from parent drug to metabolites, as well as potential differences in protein binding
and lipophilicity between the parent drug and metabolites, it is reasonable to expect that
distribution in the body could be quite different, as previously mentioned for morphine and
M6G. In the absence of interconversion, volume of distribution at steady state [V(m)., ] is
calculated with the following equation for the metabolite,

_ M. AUMC?

wapp = —“(A—U—C”‘ : (50)

Vim).

where AUMC(m) is the first moment of the plasma concentration versus time curve for
the metabolite (17). This equation for apparent V,, is in error if applied to reversible metab-
olism systems, for V(m).,,, will overestimate the real V(m),. because the parent drug
reverts back to the metabolite (57). Moreover, V(m),,,,, is not independent of clearance
processes as is the true V(m),,, thus changes in clearance terms of either parent or metabo-
lite will modify the value of V(m),,,, in reversible metabolism systems. The relation
between the apparent and real parameter are described for the metabolite as follows (57).

CL,» - CL,, :l (51)

V(m). .y = V(m) + V, -
(CL\» + CLy)

The complexities of these relations for volume and clearance combine, such that the fol-
lowing equation for V(m), is dependent on dose of metabolite and measured AUC and
AUMC data (57),

_ M[AUC[’ - AUMC; — AUCY - AUCT, - AUMCY)

Vim), = —— — —- - - - (52)
AUC] - AUCH- — AUCT - AUC)-




40 Smith

Measures of AUMC used for Eqgs. (50) and (52) are often criticized for the potemtial error
that may be introduced when extrapolating the first moment curve to infinity. Alternative
equations derived for application of data obtained from infusions of metabolite and parent
drug to steady-state levels may reduce some of the errors (59). Given the Limited ability
o dose preformed metabolite to humans and the potential error in determining V. tor
parent drug or metabolite within reversible systems, true values for the pharmacokinetic
parameters 1n reversible metabolism systems have been determined in humans for very
few compounds. Instead, it is more common to report V. values, with an understanding
that such values are inaccurate and subject to change if clearance is altered.

4. Availability in Reversible Metabolism Systems

Interconversion of parent and metabolite also complicates the measures of availability.
and consideration of this has lead to the development of equations that assess absorption
processes independent of clearance (56,64). However, the increased complexity of the
relations and the need o dose metabolite independently 10 assess the values have restricted
their apphication. Thus, apparent availability is often employed. ignoring the contributions
of reversible metabolism.

B. Measures of Reversibility in Drug Metabolism

Unigue to reversible systems are measures defined as recycled fraction (RF). number of
recvelings through the reversible process (R)) as well as other terms (56,57). RF is a
measure of the likelihood of a molecule going back and forth through the reversible system
(1.c.. being converted in both directions), and is a value between zero and | determined
from the relative values of clearance,

. _CLy.- (L.,
CL, - CL.

RF (53)

where CL, = CL,, - CL..and CL.. = CL.. + CL.,.
The number of recyclings, R, can exceed | and provides a measure of how exposure
to parent or metabolite is cnhanced by the interconversion process.

R = e (54)
CL. CL.—CL. CL-

C. Influence of Altered Metabolite Clearances on the
Disposition of Parent Drug

Because metabolite and parent can interconvert, altered irreversible clearance of the me-
tabolite (CL+) can influence the disposition of the parent drug, causing changes in CL .
[i.c.. Eq. (49)]. Examples of this include the nonsteroidal anti-inflammatory drugs tor
which renal clearance of labile ester glucuronide metabolite is reduced by renal dystune-
tion (65). For example. although diflunisal is eliminated almost entirely by metabolism
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Table 2 Relative Values of AUC for Diflunisal and Diflunisal
Acyl Glucuronide in Rats

Percent of normal AUC

Clearance Diflunisal
term altered Diflunisal acyl glucuronide
CLy, 244 244

CL,: 145 15

CL, 143 186

CL., 75 147

CL: 93 114

N Parent compound ¢ ]lZ Acyl glucuronide \
Clyo in the body in the body Cly .
S B
—1 Cly
Chyl TRy o1 Chy

Acy! glucuronide
in the intestine

C

Parent compound
in the intestine

D

The data were obtained by simulation using the model shown when individ-
ual clearance terms in the scheme for reversible metabolism are reduced
to 10% of their imtial value. The clearance term, CL:s, is the biliary clear-
ance of diflunisal acyl glucuronide. Bascline values are 100. Data were
obtained by Monte Carlo simulation using initial values obtained in rats
from Dickinson and co-workers (66-68).

in the rat, simulation results shown in Table 2 show that when clearances that directly
affect diflunisal glucuronide are altered, the AUC of both parent drug and metabolite can
occasionally be significantly modified. This has substantial clinical significance, because
hepatobiliary or renal disease may alter clearance pathways of the metabolite and cause
unanticipated alterations in the disposition of the parent drug even though the parent drug
itself is not eliminated directly into bile or into the urine.

IX. NONLINEAR PROCESSES AND METABOLITE
DISPOSITION

Metabolite disposition is subject to the same sources of nonlinearity that can occur with
parent drug (15). These may include saturable enzymic metabolism, cosubstrate depletion
in phase Il metabolism, saturable transport for biliary or renal excretion, or saturable pro-
tein binding. In summary, metabolite disposition can be affected by nonlinearities involv-
ing both the rate of input (i.e., formation), rate of output (i.e., elimination), and distribution.
Any nonlinearity in disposition of the parent drug that is the precursor for the metabolite
will lead to increased complexities in predicting metabolite disposition: thus the correla-
tion between exposure to parent drug versus exposure to the metabolite will not be predict-
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able as dose s vaned, or may vary with time when dosing chronically. In this section,
the most common source of nonlinearity will be considered and discussed, assuming that
only one clearance parameter is nonlinear at a given time. However, one should realize
that muluple nonlinearities may oceur simultaneously, especially in animal toxicology
studies where drug doses are intentionally pushed to levels much greater than those em-
ploved later in humans.

A. WMichaelis—Menton Formation Versus Elimination of
the Metabolite

The assumption that metabolite formation and elimination occur as first-order pro-
cesses with constant CL, and CL(m) generally holds for typical enzyme or active transport
systems when concentrations of drug or metabolite, respectively. are below their K.
(Michaclis—Menton constant where the rate is half of the maximum velocity, Vm: (15))
values. If Michaelis—Menton kinetics apply for metabolite formation and elimination. with
only a single pathway for formation and elimination of metabolite. Eq. (111 can be rewrit-
ten as,

dA(m) _ V€ Vmy Cam)

,,,,, (55)
dr K,+ C K,m + Cim)
It is apparent that CL(m)Y and A(m) are now functions of K. (m) and V. ().
y
CLim) = - VoM (56)
K.(m) + C(m)
k(my = - - Valm) (57

[K,(m) + Cim}] = V(m)
and similar relations exist for CL, and k. When C < K, and C(m) << K. (m), then both
right-hand terms of Eq. (55) simplify yielding first-order processes. thus clearance and
the rate constant of elimination are essentially constant. However. it the elimination of
the metabolite is saturable (i.e.. when C(m) > K, (m)), both CL(m) and k(m) become
variable, with CL(m) decreasing as ('(m) increases. When saturation of CL(m) occurs,
and CL, is constant (i.e.. formation of metabolite 1s not saturable in the concentration
range of drug), then C(m)/C and AUC(m)/AUC will increase as the drug dose increases.
Typically, plots of metabolite levels normalized to drug dose should be superimposable,
but with saturable elimination the dose-normalized metabolite concentrations will increase
with dose level. Even under conditions of FRL metabolism. saturation of metabolite elini-
nation will increase these ratios as dose increases, although the metabolite concentration
profile may still appear to be parallel to that of the parent drug profile. However, because
the formation clearance (CL,) of the metabolite did not change with dose. f. would remain
constant. Thus, for a metabolite that is primarily excreted in the urine, the percentage of
the dose recovered in the urine as metabolite would be independent of dose.

For metabolites subject of ERL metabolism, saturable metabolite elimination may
be noticeable from a profile of metabolite concentration versus time when parent drug is
rapidly administered or absorbed. A semilog plot of metabolite concentrations versus time
profile may show the classic concave shape at higher concentrations. then become log-
linear at lower concentrations (15).

In contrast, if the metabolite formation clearance (CL,) is saturable, while the elimi-
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nation of metabolite is not saturable, then C(m)/C and AUC(m)/AUC will decrease as
drug dose increases. In this case, f,, will decline as the dose increases, assuming that there
are other additional pathways for drug elimination besides formation of the metabolite
of interest. With FRL metabolism the apparent half-life of the metabolite will increase
if the saturable pathway of metabolism is a significant fraction of the overall elimination
of parent drug, because the half-life of parent drug will increase. For ERL metabolism
(k(m) <& k), the profile of the metabolite after escalating single doses of parent drug may
not be altered significantly, unless the elimination half-life of the parent drug increased
significantly at higher doses, such that value of k decreases to the extent that it approaches
that of k(m). In this case of saturable metabolite formation clearance, plotting metabolite
concentration versus time profiles normalized to dose would show a decline in the AUC(m)
of the profiles as dose increased.

Mean residence time (MRT) concepts can also be applied to metabolites subject to
Michaelis—Menton metabolism (26,61,69). Although there has been some debate about
using MRT in nonlinear systems, a recent review addressed these concerns and with simu-
lations showed that the values of MRT, V, V., and K|, could be determined accurately
(70). A potential advantage of MRT concepts for evaluating nonlinear systems is that they
do not require multiple trials of various compartmental models normally employed when
determining Michaelis—Menton parameters (70).

X. CONCLUSION

Even if some of the commonly employed mathematical relations for performing pharma-
cokinetic analysis of parent drug are also applicable to metabolites, because metabolites
are formed in vivo, there are some unique methods applicable to describing metabolite
disposition and an effort was made here to identify those methods. Many of the difficulties
in analyzing metabolite pharmacokinetics stem from limited information about the rate
and extent of their formation in the body (i.e., the input into the body is usually unknown).
Thus, many of the relations described in this review are based on derivations that do not
require knowledge of the rate of metabolite input, but often make informed estimates of
the extent of formation of metabolite from the parent drug or assume that the extent of
formation is constant between treatments or linear with dose. In many instances, especially
when estimating levels after prolonged administration of the parent drug, the extent of
metabolite formed is more important than the rate at which it was formed. When possible,
exogenous administration of preformed metabolite by a known input rate circumvents
these limitations. However, owing to the potential different behavior of preformed metabo-
lite and that formed at tissue sites within the body (41,42), new assumptions arise that
may be difficult to validate. One of the primary advantages of mean residence time ap-
proaches for describing metabolite pharmacokinetics is the fewer assumptions made for
their application, but a lack of thorough understanding of their theory has limited their
use by some investigators. Whatever approach is used, there is much to be gained from
a better understanding of the pharmacokinetics of metabolites.

This chapter did not present extensive derivations of some of the mathematical rela-
tions provided. Earlier reviews on the pharmacokinetics of metabolites (10-12) or the
primary literature cited should be consulted, together with this chapter, for further insight
and understanding of the derivations and assumptions of the equations presented. In
addition, some basic concepts in pharmacokinetics are needed for the full implementa-
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tion of some of the relations provided. and these can be found in textbooks on the topic
(13-17). Topics such as reversible metabolism and mean residence time concepts are now
better understood owing to more recent work, and original literature should be consulted
where appropriate. This review should provide a foundation for understanding how the
complexities of metabolite formation and elimination may be analyzed. In conjunction
with other later chapters in this text, this should assist scientists in the design of in vitro
experiments, in vivo animal studies, and clinical trials to characterize the metabolism of
drugs and other xenobiotics, such that optimal information can be obtained about the
disposition of metabolites in the body with as few assumptions as possible.
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I. INTRODUCTION

Mammals are equipped with a variety of enzyme systems that catalyze the transformation
of xenobiotics to form, in general, more polar metabolites that are more readily excreted
and that are less likely to have access to and to interact with membrane-bound receptors.
In the early 1970s, Williams introduced the concept of phase I and phase II biotransforma-
tions, a concept that captured the generally held view that the metabolism of foreign com-
pounds is a detoxication process (1). Phase I or functionalization reactions proceed by
oxidative, reductive, and hydrolytic pathways and lead to the introduction of a functional
group (OH, SH, NH:, or CO,H) and to a modest increase of hydrophilicity (2). Phase I1
or conjugation reactions modify the newly introduced functional group to form O- and
N-glucuronides, sulfate esters, various o-carboxyamides, and glutathionyl adducts, all with
increased polarity relative to the unconjugated molecules (2). The overall sequence is
illustrated in Scheme 1 with the biotransformation of A’-tetrahydrocannabinol 1 (3). The
parent compound is highly lipophilic; therefore, it tends to partition back into the general
circulation following glomerular filtration in the kidney (4). Phase II glucuronidation of
the phenylic hydroxyl group generates the more hydrophilic O-glucuronide 2. Alterna-
tively, the allylic methyl group undergoes a series of oxidations to form the corresponding
carboxylic acid 3 which, in turn, forms the polar acylglucuronide conjugate 4. The cited

49
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CH,

OGluc CH;

Glucuronic acid (Gluc)

Scheme 1 Biotranstormation pathways for the lipophilic drug
A'-tetrahydrocannabinot 1.

literature provides in-depth reviews of these types of biotransformations that the reader
may consult for additional details.

Although most biotransformations that xenobiotics undergo lead to polar., less toxic
metabolites, a consideration of the structural features and toxic effects of certain com-
pounds suggested that these same biotransformation pathways may also generate chemi-
cally reactive species that mediate the toxic effects of the parent compounds. Such toxica-
tion reactions were recognized first by the Millers, who discovered that a metabolite.
probably the sulfate conjugate 6 (Scheme 2) of the aminoazo dye N N-dimethyl-4-amino-
azobenzene (5: “butter yellow.”" a compound that was used during World War I1 vears
to color margarine) formed covalent adducts with DNA (5). It soon became apparent that
this chemistry was closely linked to the formation of hepatic tumors (6.7). The susceptibil-
iy of compounds such as 6 to attack by nucleophilic functionalities present on proteins
and nucleic acids s a common theme encountered in a host of metabolic bioactivation
reactions. Thus, catalytic pathways that usually protect mammals against the toxicity of
lipophilic organic compounds can., when the structural features of the substrate molecules
contain latent chemical reactivity, lead to toxic outcomes,

During the past 50 years, a large body of knowledge has accumulated documenting
the role of the xenobiotic-metabolizing enzyme systems in the mediation of the toxic
etfects of drugs, environmental pollutants, and even some endogenous compounds. This
chapter will highlight some of the more important of these bioactivation reactions and
will focus on enzyme-catalyzed oxidations. The available [iterature dealing with this topic
is extensive (8.9) and should be consulted for additional examples and further details,

. THE ENZYME SYSTEMS

The cytochrome P450 family of heme-containing proteins is the most important enzyme
system in terms of phase I-catalyzed oxidative biotransformations that result in the forma-

o — Oy
N N(CH3)s N N,
CH,
5 6

Scheme 2 Possible bioactivation pathway for ““butter yellow™ 5.
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tion of biologically reactive metabolites (10). For comprehensive analyses of specific as-
pects of the P450 enzymes, the reader is directed to the many excellent books (11-14)
and a review (15) on these subjects.

The P450 enzymes are hemoproteins with approximate molecular weights of 50,000
Da. These enzymes catalyze the monooxidation of a wide variety of structurally unrelated
compounds, including endogenous steroids and fatty acids and an essentially unlimited
number of lipophilic xenobiotics. Those members of this family of enzymes that partici-
pate in steroidogenesis are found in the mitochondria and endoplasmic reticulum of ste-
roidogenic organs (16). The drug-metabolizing P450 enzymes are located primarily in the
cells” endoplasmic reticulum which, following tissue homogenization, yields the 100,000
X ¢ microsomal fraction. These enzymes are found in high concentrations in the liver,
but are present in a variety of other tissues, including lung (17.18), kidney (19.20), gastro-
intestinal tract (21,22), nasal mucosa (23,24), skin (25), and brain (26-31). The distribu-
tion of enzymatic activity is not always uniform. For example, the levels of cytochrome
P450 activity are considerably higher in Clara cells than in other types of lung cells (32),
which may render these cells more susceptible to pneumotoxins (21).

The evolution of members of this family of enzymes is also evident from a consider-
ation of their molecular composition and diversity (33-35). The possibility of the expres-
sion of multiple forms of the P450 enzymes was first suggested by the inducibility of
selected metabolic activities (36—38) and, subsequently, by the different substrate selectiv-
ities observed in reconstituted enzyme preparations (39,40). More recently, the application
of molecular biological techniques has led to the isolation and expression of many cDNAs
encoding these enzymes (41,42). As many as 400 genes that encode for the plant and
animal P450s have been described (43), including 28 in the human genome (44). In addi-
tion to the diversity in enzyme composition, polymorphic variations in humans are also
well documented (45-49).

The amino acid sequences of numerous P450 enzymes have been deduced by recom-
binant DNA techniques. These sequences now form the basis for classifying and naming
P450 enzymes (50). In general, P450 enzymes with less than 40% amino acid sequence
identity are assigned to different gene families (gene families 1,2, 3,4, - - ). P450 enzymes
that are 40-55% identical are assigned to different subfamilies (e.g., 2A, 2B, 2C, 2D, 2E,
-+ ). P450 enzymes that are more than 55% identical are classified as members of the
same subfamily (e.g., 2A1, 2A2, 2A3, - - ).

The reactions catalyzed by the P450s involve the four-electron reduction of dioxy-
gen, which is coupled to the two-electron oxidation of a substrate (RH) and the two-
electron oxidation of reduced nicotinamide adenine dinucleotide phosphate (NADPH) to
form the oxidized product RH(O), NADH ", and water. Enzymatic activity is dependent
on a flavoprotein, NADPH-cytochrome P450 reductase, that passes reducing equivalents
from NADPH to the cytochrome P450 substrate complex. The cytochrome P450 reac-
tion cycle is shown in Fig. 1 (51-53). In brief, the resting Fe" form of the enzyme first
binds substrate (RH) to form a binary complex, Fe"'(RH), that undergoes a one-electron
reduction. The resulting Fe"(RH) complex binds dioxygen to form a ternary complex,
Fe"(O.)RH), which, following a second one-electron reduction. undergoes O-QO hond
scission to produce 1 mol of water and the perferryl species (FeO)", Interactions of this
highly reactive iron—oxo system with the bound substrate molecule eventually result in
oxygen transfer to form the oxidized product RH(O) and to regenerate the resting Fe"'(RH)
form of the enzyme. The name cytochrome P450 reflects the unusually long wavelength
(450 nm vs. 420 nm) of the Soret band observed for the ferrocarbony! (Fe"-CO) complex
of this protein.
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(RH)
1/2NADPH 172 NADP*

" Felll (RiT) L_{_L Fel' (RH)

RH(0) 02

FeO'" (RH) <———/_—\—— Fe'' (0)(RH)

1/2 NADP* + H,0 172 NADPH + 2H*

Fig. 1 The cytochrome P450 reaction cyele.

The very broad range of catalytic activity of the P450s is responsible for the complex
array of biotransformations associated with these enzymes. Fortunately, the number of
these can be reduced to a few types of basic phase [ reactions. Often the bioactivation of
xenobiotics may involve more than one metabolic step and may require processing of the
primary metabolite by a phase Il enzyme. As will be illustrated with specific examples.
P450-catalyzed epoxidations. particularly those leading to arene oxide formation, N-oxida-
tions of aromatic amines and amides. and a-carbon oxidations of nitrosamines are associ-
ated with a variety of toxic outcomes. including mutagenesis, carcinogenesis, and cytotox-
eity. Detailed catalytic mechanisms to account for these reactions remain to be fully
documented (54-57). Recent X-ray crystallographic characterization of bacterial cyto-
chrome P450s (the only members of this superfamily of enzymes to be obtained in crystal-
line form) is providing important insights into the molecular events involved in the cata-
Ivtic pathway (58-61).

A second oxidase system that generates biologically reactive (and toxic) metabolites
is the flavoprotein monoamine oxidase (MAQO: 62-64). Two forms ot this enzyme have
been characterized in mammalian systems—MAO-A and MAO-B. These enzymes cata-
Ivze the a-carbon oxidation of amines (7}, a reaction also catalyzed by members of the
cvtochrome P450s (65), to generate the corresponding iminium metabolites 10, The reac-
tion pathway is thought to procced through aminium radical 8 and a-carbon radical 9
intermediates (Scheme 3: 66). Particularly important MAQO substrates are the biogenic
amines. For example, dopamine 11 (Scheme 4) undergoes a two-electron oxidation to
form the corresponding iminium metabolite 12, as described in general (67). Subsequent
hyvdrolysis of 12 leads to the aldehyde 13. which is rapidly oxidized to the carboxylic acid
DOPAC (14). As discussed later in this chapter. the principal toxicological interest in

H+
. HY

FAD FADH- H FADHs FADH,
L 1] .+ . Py +
RCH,NR's ¥>RCH3NR‘2 —2» RCHNR', N/, ren=tr,

7 8 9 10

Scheme 3 Metabolic scheme tor the MAO-catalyzed oxidation of amines.
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HO HO HO HO OH
m . D/W . m . o
NHp NHe HO

11 12 13 "

Scheme 4 The metabolic fate of dopamine 11.

MAO is related to the MAO-B—catalyzed bioactivation of neurotoxic tetrahydropyridine
derivatives.

. SELECTED EXAMPLES OF BIOACTIVATION
PATHWAYS

A. Arenes

1. Condensed Polyarenes

Detailed in vitro studies have led to the identification of a variety of chemically reactive
metabolites derived from arenes that form covalent adducts with biopolymers, including
DNA (68). As shown in Scheme 5, the key step in the bioactivation of arenes A is the
NADPH-dependent cytochrome P450-catalyzed formation of arene oxides B that, because
of the associated ring strain, are susceptible to attack by nucleophiles, including those
present on biopolymers, which lead to the corresponding adducts C. Arene oxides also
undergo hydration to form rrans-dihydrodiols D, a reaction catalyzed by the microsomal
enzyme hydratase, and reaction with glutathione (GSH) to form the corresponding gluta-
thionyl conjugates E, with attack taking place on the more electrophilic allylic carbon
atom. The glutathionyl moiety may undergo a 1,2-migration to give, after a series of
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Scheme § Cytochrome P450-catalyzed bioactivation of arenes A and fate
of the resulting arene oxides B.
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additional reactions. the N-acetyleysteinyl or so-called mercaptoric acid conjugates F.
which are excreted in the urine see (E — F: Scheme 5). A fifth important reaction of
arene oxides proceeds through a rearrangement to form the phenolic products G. The
dihvdrodiols and phenolic products may be processed by phase 11 reactions to form polar
conjugates. such as O-glucuronides (69-71) and sulfate esters (72-74).

Conclusive evidence that arene oxides are primary reactive intermediates was first
established with naphthalene (15: Scheme 6) (75). The stereospecific P450-catalyzed oxi-
dation of 15 gives the corresponding (+)-(1R.2S) epoxide 16 (76) that is converted to the
¢lutathionyl adduct 17. Compound 17 is known to rearrange, through the episutfonium
species 18, 1o the (5)-I-naphthyl derivative 19 that is processed further to yvield the polar
mercapturic acid 20 (77-79). Two alternative pathwavs of the arene oxide 16 involve (a)
the microsomal enzyme epoxide hydrase-catalyzed hydration to yield the trans-dihydro-
diol 21 (80). and (b) the spontaneous isomerization to l-naphthol 23. which proceeds by
aC-1 1o C-2(NIH) hydride shift {16 — 22 — 23) (81.82). This pathwuy has been examined
in considerable detail, with the critical supporting evidence coming from the conversion
of naphthalene-2-d (15-d,) by 16-d,. and 22-d,. to the final product. I-naphthol-2-¢ (23-
d,).

The metabolic fate of condensed polyarenes (also known as polycycelic aromatic
hydrocarbons; PAHs) are closcly linked to their carcinogenic properties (83.84). The kev
metabolic step in the bioactivation of these systems is arene oxide formation. The meta-
bolic bivactivation pathway of the potent carcinogen benzo[«] pyrene 24, an extensively
studied example of this type of compound, 1s summarized in Scheme 7. Initial stereoselec-
tive oxidation of the 7.8-double bond yields the corresponding (7R .85)-oxide 25 (85.86).
Intermediate 25 is a good substrate for an epoxide hydratase, which vields the correspond-
ing (R.R)-trans-dihydrodiol 26 (87). This product is oxidized further in a reaction cata-
lyzed by cytochrome P450 to yield a mixture of the diastereomeric 7.8-diol-9.10-epoxides
27 and 28 (88). with isomer 28 in general being the principal product (89). The dihydrodiol
epoxides 27 and 28 react readily with DNA (90-92) and are highly mutagenic (93,94
and twmorigenic (95.96). The use of ~P-labeling has made possible the identification and
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Scheme 6 The metabolic fate of naphthalene demonstrating the intermediacy
of arene oxides.
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Scheme 7 The bioactivation pathway for benzo[«]pyrenc 24.

characterization of a variety of adducts with DNA, and an abundant literature on the struc-
ture of these adducts has become available in the last few years (68,97-113). A major
product results from attack of the N°-deoxyguanosine amino group at C-10 of the dihy-
drodiol oxide 28 to generate the rrans-adduct shown in structure 29 (114).

Similar metabolic bioactivation pathways have been documented. with a variety of
condensed polyarenes including benzo[c]phenanthrene 30 (115-119), 7,12-dimethylben-
z[a]anthracene 31 (120-122), benzo[g]chrysene 32 (123-125), and benzofluoranthene 33
(Fig. 2: 101,126). In all of these examples, arene oxide intermediates form adducts with
adeniny] and guaninyl groups present on DNA.

2. Halogenated Arenes

Polyhalogenated arenes, because of their large-scale industrial use in diverse applications,
such as sealants, transformers, and dielectric fluids, have become worldwide environmen-
tal contaminants (127—129). Many of these compounds are hepatotoxic (130.131) and
carcinogenic (132). Detailed studies have been conducted on bromobenzene 34, which is
used here to illustrate the complex scheme describing the metabolic pathways of this class
of compounds (Scheme 8). One bioactivation pathway proceeds through a regiosclective
3.4-epoxidation to form the bromoarene oxide 35. This electrophilic intermediate forms
covalent adducts with proteins (133) and DNA (131,134). It also undergoes detoxification
by a trans-nucleophilic addition reaction with GSH to give the isomeric glutathionyl ad-
ducts 36 and 37, intermediates that ultimately are excreted as the mercapturic acid conju-
gates 38 and 39, respectively (110,111). The epoxide 35 also undergoes hydration to yield
the trans-dihydro 40, which is oxidized to 4-bromocatechol 41 (135). The arene oxide 35
rearranges through the NIH shift mechanism to form 4-bromophenol 42, a second source
of the bromocatechol 41. Hanzlik recently reported that bromobenzene also undergoes a
P450-mediated hydroxyl insertion reaction to yield 3-bromophenol 43 that is further oxi-
dized to 4- and 3-bromocatechol, 41 and 44, respectively, and to bromohydroquinone 45
(136). These catechols and hydroquinones may autoxidize to generate the corresponding
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Fig. 2 Examples of condensed polyarenes.
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Scheme 8 Metabolic bioactivation pathways for bromobenzene.

o- and p-quinones, electrophilic species that also may contribute to the carcinogenicity and
hepatotoxicity of bromobenzene through covalent interactions with biomacromolecules
(130,137-140). This type of reactivity is illustrated by the glutathionyl derivative 47
which, presumably, is formed by an addition—elimination reaction proceeding through the
p-quinone 46, followed by reduction of the resulting adduct.

The pathways described here apply to other polyhalogenated arenes (141-144) with
differing ratios of 2,3- and 3,4-epoxide and 3-hydroxy insertion products (121). Quinones
and arene oxides are also proposed to be the reactive species mediating the toxicity by
reaction with proteins and DNA (145). Because of the complexity of the identification
of polychlorobiphenyls and higher members, relatively few thorough studies have been
conducted.

B. Phenols, Catechols, and Quinones

The hepatocarcinogenic properties (146,147) of safrole (48), a constituent of a variety of
essential oils and spices, such as oil of sassafras, basil, and nutmeg (148), have been
associated with the alkylation of DNA with the electrophilic sulfate ester 50 (149,150)
derived from the cytochrome P450-generated alcohol 49 (Scheme 9) (7). The catechol 51,
formed by a cytochrome P450-catalyzed O-dealkylation reaction, however, is the major
metabolite detected in rodent urine (151-153). This catechol undergoes further oxidation
to the orthoquinone 52, which spontaneously isomerizes to the quinone methide 53, a very
reactive electrophilic species susceptible to attack by nucleophilic functionalities present
on endogenous macromolecules (154,155). Other para-alkyl-substituted phenols also form
reactive toxic quinone methides (156-159).
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Scheme 9 Metabolic bioactivation pathways for safrole 48.

Vartous bioactivation routes, illustrated with estrone (54; Scheme 10), have been
proposed 1o account for the adducts formed between DNA and estrogens (160-162) and
for the carcinogenic properties of estrogens (163-165). The reactivity of hydroxyarene
oxide 55. which is formed 1 a reaction catalyzed by a form of cytochrome P450 different
from that responsible tor the formation of catechol estrogens (166-167). was documented
with glutathione (GSH: (168.169)). The role of the epoxide in DNA damage. however.
could not be confirmed (170). The main oxidative pathway of 54 (171 leads 10 the 2,3-
and 34-catechol derivatives (56 and 87, respectively) which are thought to be formied by
a cytochrome P450-dependent hydroxyl insertion reaction (172). These catechols undergo
further oxidization to the orthoguinones 89 and 60, both of which react with GSH (173)
and alter the structure of DNA (171,174). As illustrated with the 34-isomer, quinone
methides (such as 61) also act as bioalkylating agents (173). A third possible toxication
pathway for estrone involves a cytochrome P450/P450 reductase-catalyzed redox cyvelie
process (175) that leads to the release of reactive oxygen species, as shown in Scheme
10. This redox cycling (56 < 58 <> 60) i assovciated with DNA damage in human breast
cancer cells (176).

C. Nitrogen-Containing Compounds

1. Aromatic Amines and Amides

The carcinogenic, mutagenic, and cytotoxic properties of many drugs, pesticides, cosmet-
ics, and synthetic intermediates that contain aromatic amino and amido groups are tairly
well understood (177-180). Arylamines are broactivated. through an N-hydroxy interme-
diate.  reactive N-(O-sulfute and V-O-acetyl metabolites. The reaction sequence is illus-
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Scheme 10 Metabolic bioactivation pathways for estrone 54.

trated with three examples: 4-dimethylaminoazobenzene (5), acctaminophen (68), and the
carcinogenic 2-acetylaminofluorene (72).

The hepatocarcinogenicity of the azo dye 4-dimethylaminoazobenzene 5§ was docu-
mented early in rats and involves covalent adducts with DNA (5). Structure-activity stud-
ies suggested that the toxicity was mediated by the reactive nitrenium intermediate 64 or
its precursor 6 (Scheme 11). The metabolic sequence eventually elucidated involves an
initial cytochrome P450-catalyzed N-demethylation reaction, leading to the secondary
amine 62, which undergoes N-hydroxylation to the hydroxylamine 63. The formation of
63 appears (o be catalyzed by both cytochrome P450 and the microsomal flavin-containing
monooxygenases (3). Incubation of 63 with rat hepatic cytosol resulted in the formation
of the sulfate conjugate 6, a compound that reacts with methionine, GSH. and nucleic
acids (181,182). The good leaving-group tendency of the sulfonyloxy group is thought to
lead to the highly reactive nitrenium 64 that may be the electrophilic species involved in
adduct formation.

H4C,
AY
—050,0 N+
E N=N
/
5 62 R=H 6 64
63. R=0H

Scheme 11 Metabolic bioactivation pathways for the azo dye
4-dimethylaminoazobenzene 5.
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The bioactivation pathways of acetaminophen (paracetamol) were largely elucidated
by Mitchell in the 1970s (183-187) and have since been extensively reviewed (188.189).
Although acetaminophen (65: Scheme 12) s a sate drug, hepatotoxicity and necrosis (190)
can result when exposed to an overdose. The major detoxification modes Iead to the glu-
curonide (66) and sulfate (67) conjugates (191,192). A key reactive metabolite is the clec-
trophilic N-acetyliminoquinone 69 (193). Normally this species is detoxified through tor-
mation of the GSH adduct 70 (156.164). but on depletion of GSH. protein adducts are
also formed. The bioactivation pathway leading to 69 does not to proceed through an V-
hyvdroxy derivative. Instead a two-step cytochrome P450-catalyzed redox reaction pro-
ceeding through the phenoxy radical 68 has been proposed (160). Another pathway., how-
cver, proceeds by the nitrogen-centered radical 71, wssued from a redox cyele, inducing
activity of prostaglandin H synthase und leading to lipid peroxidation (2). Two types of
chemical-based mechanisms are, therefore, advanced to explain the hepatotoxic propertics
of acetaminophen. The first, involves covalent binding of the iminoquinone 69 1o hepatic
proteins by a Michael-type addition of nucleophilic thiol residues at the C-2/C-6 positions
{194.195). Recent immunochemical results support this proposal (196-19%). The extent
ol hepatic injury correlates well with the amount of protein—drug adducts tormed in vivo
(199). The second mechanism is mediated by an oxidative stress process involving reactive
oxygen species and resulting in lipid peroxidation. This pathway is initiated by a redox
cyvele involving oxidation—reduction of the acetylamino nitrogen atom as shown (200). A
third mechanism involving a disturbance of Ca " homeostasis has been proposed (201).
The role of cach toxication pathway to produce cell necrosis is still under investigation.

NHCOCH, NHCOCH, NHCOCH,
) OH OR
68 65 66: R = Gluc
67: R =500

Reactive oxygen

species
NCOCH, NCOCH, *NCOCH;,
-— R
SG 6 2
OH (¢] OH
7 69 71
° . Lipid
Reactive oxygen | peroxidation
species
Protein
Adducts

Scheme 12 Moetabolic bivactivation pathways for acetaminophen 65,
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Scheme 13 Metabolic bioactivation pathways for 2-acetylaminofluorene 72.

Additional details on the bioactivation of acetaminophen will be found in the extensive
review literature dealing with this subject (2,188-190,192,202-204).

The aromatic amide 2-acetylaminofluorene (72; AAF), binds extensively 1o DNA
(Scheme 13) (205,206). AAF, a potent hepatocarcinogen (207,208) undergoes a variety
of metabolic biotransformations leading to reactive species via the primary N-hydroxy
intermediate metabolite 73 (178,209). In addition to detoxification pathways, such as glu-
curonidation, the N-hydroxy metabolite 73 is converted to the sulfate ester 74 (210.211)
that reacts by an S«1 mechanism, involving loss of the sulfate group, to yicld the N-acetyl-
N-arylnitrenium species 75, a resonance-stabilized species that alkylates DNA (178.212).
Intermediate 73 also undergoes an acetyl rearrangement leading to 76 that decomposes
to the N-arylnitrenium 77 (213).

2. Cyclic Tertiary Amines

The neurodegenerative properties of the parkinsonian-inducing nigrostriatal neurotoxin 1-
methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP; 78) are mediated by the pyridinium
metabolite 80 (Scheme 14) (64,214). Hepatic cytochrome P450s catalyze both the oxida-
tive N-demethylation (215-218) and ring a-carbon oxidation of MPTP (65), the later
reaction leading to the [-methyl-4-phenyl-2,3-dihydropyridinium species MPDP* (79).

= = A
+ +Z
I ! I
CH, CH; CHj
MPTP (78) MPDP™ (79) MPP* (80)

Scheme 14 Oxidative metabolism of the parkinsonian-inducing agent MPTP 78.
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which subsequently undergoes autoxidation to the pyridinium metabolite MPP (801, The
potent nigrostriatal toxic eftects of MPTP. however. are due to its efficient conversion to
80 by brain monoantne oxidase B (MAO-B) catalysts involving the same dihvdropyridin-
um intermediate 79 (219.220).

The detailed molecular events Teading to the selective loss of nigrostriatal neurons
following exposure to MPTP are still under debate. In addition to the bioactivation step.
MPP " appears to be actively taken up into nigrostriatal nerve terminals by the dopamine
transporter (221,222} and to be localized i the inner mitochondrial membrane by torces
derived from the matochondrial membrane clectrochemical potential gradient (223). MPP
mhibits complex T of the mitochondrial electron transport chain (224-228). which leads
o depletion of ATP ¢229). The mitochondrial injury resulting trom inhibition of complex
[ may also lead to the production of chemically reactive radical species, such as superoxide
radical anton (O. ). the one-clectron reduction product of dioxygen (O ) (230-237),
Recent evidence suggests that the toxicity of MPTP ultimately may rely on the lipid-
peroxidizing properties of peroxyaitrite (ONOO ). un adduct formed between the free
radical nitric oxide (NO) and O- (238.239). Neuronal NO is derived trom t-arginine in
areaction catalyzed by neuronal nitric oxide synthase (nNOS) (240-244). The possibility
that the mgrostriatal toxicity of MPTP 1x mediated by ONOO  has been invesugated in
rodents and baboons with the aid of the selective nNOS inhibitor 7-nitroindazole (7-NI:
81: Fig. 3 (245-249). Both mice and baboons were protected by 7-NI from the neurotoxic
¢ffects of MPTP. The conclusion that the inhibition of nNOS 1s the only factor mediating
7-NI's neuroprotection may not be correct, however, because 7-NI, which also inhibits
MAO-B. blocks the bioactivation of MPTP to MPP ™ in rodents (250). Furthermore. inhibi-
tion of nNOS activity in the common marmoscet does not protect against the neurotoxicity
of MPTP (251). Studies with nNOS inhibitors that do not alter striatal levels of MPP
should help resolve this important issue.

A second class of eyelic tertiary amines ol toxicological interest that show carcino-
genie (252-254), genotoxic (255). neurotoxic (256). and hepatotoxic (257) properties are
the pyriohzidine alkaloids 82, Cytochrome P450-mediated ring «-carbon oxidation
{Scheme 181, once again at allylic positions, is the principal metabolic broactivation step
{258-261). Two possible imtermediary iminium oxidation products, 83 and 84, may be
formed. These products are the protonated tforms of the same pyrrolyl metabolite. 85
which, itsell, is chemically unstable. Spontancous cleavage of the R OCO-C bond of 85
eives the electrophilic species 86, which is susceptible to Michael addition to form C-7
adducts 87 (262). Although the nitially formed pyrrolyl esters are toxic. compounds that
form cross-linked products 89. presumably through intermediates. such as 88, belong to
the most toxic members ot this class of compounds (263).
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Fig. 3 Structure of 7-nitroindazole §1.
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Scheme 15 Metabolic bioactivation pathway of the pyrrolizidine alkaloids.

3. Nitrosamines

Several nitrosamines are potent carcinogens. For example, the tobacco-derived nitrosa-
mine 4-(methylnitrosoamino)- | -(3-pyridinyl)- 1-butanone (NNK; 90; Scheme 16) induces
lung tumors in rodents and is believed to be a causative factor in human lung cancer (264).
The N-nitrosopyrrolidine (91; NPYR) induces mainly liver tumors in rats, whereas the
closely structurally related N-nitrosopiperidine (92; NPIP) causes tumors of both the
esophagus and the liver (Scheme 17) (265). As detailed in the following, a-hydroxylation
is the common bioactivation route for all nitrosamines (266).
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Scheme 16 Metabolic bicactivation of NNK 99.
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Scheme 17 Metabolic bioactivation of NPYR 91.

NNK was shown to undergo a-hydroxylation both on the A-methyl and o-methylene
groups (see Scheme 16). The former oxidation leads to the intermediate carbinol 93 that
may be captured as an O-glucuronide 94 or that may lose formaldehyde 1o form the di-
azotic acid 96 (264). Compound 96 spontancously converts to the diazonium 97 that will
alkylate proteins. The intermediate o-hydroxynitrosamine 98 will cleave 1o form the
ketoaldehyde 99 (267) and methanediazotic acid (100). the precursor 1o a highly reactive
methylating agent, the methyldiazonium species 101.

NPYR 91 undergoes ring opening after ring a-carbon oxidation 102, leading to
intermediate 103, precursor of the diazonium 104. Loss of nitrogen from 104 affords, by
the oxonium ion 105, or by direct hydrolysis. the aldehyde 106 in cquilibrium with the
hydroxyvtetrahydrofuran (107). Crotonaldehyde 108 and 107 combine with guanosine by
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reaction with DNA to form a varicty of adducts 109-115 (see Scheme 17). isolated as their
guanine or guanosine adducts (265,268-270). NPIP 92 undergoes similar bioactivation
pathways and leads to the formation of similar intermediates. with one more carbon, and
to similar adducts with guanosine.

The 3-(methylnitrosamine)-propionaldehyde (MNPA: 116). a nitrosamine formed
by nitrosation and bioactivation of arecoline (117: Fig. 4), a major alkaloid in the areca
nut, generates acrolein 118 which forms similar types of adducts with DNA (271).

IV. CONCLUDING REMARKS

It has been 50 years since Boyland reported his observations on the metabolism of naphtha-
lene that eventually led to the characterization of arene oxides and their role in the bioacti-
vation of carcinogenic polycyclic arenes (77,78) and since the Millers reported their first
observations on the metabolic bioactivation of aminoazo dyes (5). Today, a major concern
in environmental sciences and in the design and development of new therapeutic agents
is the metabolism-mediated toxicity of xenobiotics. It is clear that an increasing under-
standing of the metabolic fates of biologically active compounds will continue to enrich the
knowledge base that will be required to provide mechanistic interpretations of metabolism-
mediated toxicities and to identify latent functionalities that may mediate toxic effects
following metabolic bioactivation. A key to gaining the needed insights is an appreciation
of the particular structural features of the molecules of interest that may lead to reactive
metabolites. Generally, one can anticipate that the enzymes that catalyze the oxidation.
conjugation, and other reactions that xenobiotics undergo lead to structural modifications
that result in detoxification. On the other hand, these same biotransformations can yield
products that have chemical reactivities appropriate for forming covalent bonds with bio-
macromolecules and that may lead to toxic outcomes. For other compounds. such as with
the parkinsonian-inducing agent MPTP, there are special structural features resulting in
enzyme—substrate properties that can lead to toxic metabolites.

In this chapter we have focused on oxidative bioactivation pathways. A relatively
few basic reactions—arene oxide formation; quinone, iminoquinone. and quinone methide
formation; N-oxidation of amino- and amidoarenes; and o-carbon oxidation of cyclic ter-
tiary amines and nitrosamines—need to be considered. All of the examples, except MPTP,
examined in this chapter, involve the participation of electrophilic metabolites that are
capable of alkylating biomacromolecules in the mediation of toxic outcomes. This ever-
expanding knowledge base should improve the opportunitics to design needed drugs and
industrial chemicals devoid of toxicities mediated by reactive metabolites.
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l. INTRODUCTION

This chapter will provide the reader with a morphological and functional overview of the
liver in relation to the many biochemical and enzymatic reactions that take place in the
organ. Different cell types and organelles within cells interact with cach other and partici-
pate in basic metabolic reactions, protein synthesis. and biotransformation of xenobiotics,
Although a significant portion of liver activity involves providing the proteins. lipopro-
teins, and carriers necessary for normal function. the protective effect of the liver is re-
flected in its ability to detoxity foreign compounds. metabolize drugs. and provide com-
pensatory mechanisms for diverse reactions that may compromise cell survival. Liver cells
constitute elementary reactors with separate compartments that synthesize. hvdrolyze. con-
Jugate, or oxidize exogenous and endogenous chemicals: therefore, the cells are of primary
interest to scientists interested in hepatic drug metabolism. The delicate architecture of
the hepatocyte must be renewed frequently so it can perform etfectively in response to
adverse effects or injury. Above all, this multitude of anabolic or catabolic activities are
under control from the nucleus. which houses all replicative and messaging tunctions
necessary for structural integrity. The use of combined microscopic and functional ap-
proaches can provide an integrated view on drug metabolism and biotranstormation. This
approach offers some advantages over the uncertainties that can emerge from studies that
disrupt the normal cell architecture. as occurs with technigues of isolation and separation
of cellular components.

. GENERAL ANATOMICAL CONSIDERATIONS
A. Lobule Versus Acinar View of Hepatic Architecture

The arrangement of liver cells is in the form of intertwined trabecular plates or cords of
cells in a disposition optimally designed for contact with the blood (Fig. 1). Two primary
views of the basic architecture of the liver have arisen over the years. The carliest concept.
described by Kiernan (1) was based on morphology and defined the basic functional unit
of the liver as a lobule. The lobule consists of a hexagonal cluster of hepatocytes centered
on a hepatic venule, known as the central vein, and each corner of the hexagon. called
the portal triad, grouped a hepatic arteriole. a portal venule. and a bile ductule (Fig. 2).
The area surrounding the central vein is known as the centrilobular region. and the region
surrounding the portal triad is known as the periportal region. with the arca in between
described simply as the midzone. This classification neatly fits the morphology of the
liver, and this lobular terminology 1s most frequently used in defining the location of
pathological lesions in the liver.

The second classification of liver architecture revolves around the concept of the
hepatic acinus (2) and is based on function, rather than morphology. exclusively. The
basic unit of hepatic architecture in this view is the acinus, according to the direction of
the blood flow within the liver (Fig. 3). At the center of the acinus are the portal venules
and hepatic arterioles from which blood flows, percolating in three-dimensional space
through cords of hepatocytes to distal central veins in which the blood is collected and
distributed to the systemic circulation. The acinus is divided into three zones, based on
their proximity to the hepatic blood supply: Zone 1 is closest to the portal venules and
hepatic arterioles: Zone 3 lies closest to the central vein: whereas Zone 2 is in between.
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Fig. 1 Anatomical drawing of a portion of liver parenchyma depicting the complete trabecular
arrangement of hepatocyte chords.

These subdivisions of the lobule correspond roughly to the periportal, centrilobular, and
midzonal regions, respectively.

B. Liver Cell Types

1. Hepatic Parenchymal Cells
Hepatic parenchymal cells, or hepatocytes, are endodermal in origin, arising from out-
growths of the hepatic diverticulum early in neonatal development. In humans, hepatic
g-fetoprotein synthesis is evident as early as 25 days after conception. with bile acid
synthesis and sccretion established by the end of the third month in utero. However, cana-
licular transport and hepatic excretory function is not fully developed until after birth
(3.4, when the system becomes functional (i.e., glucuroenidation).

In the adult liver, hepatic parenchymal cclls are polyhedral or spherical, are between
28 and 35 pum in diameter, and are approximately 4500-5500 pm* in volume. Hepatocytes
account for 60% of the cells in the liver and represent 80% or more of the total volume.
The human liver contains about 27 X 10" hepatocytes, and the rat liver contains approxi-
mately 100 times fewer hepatocytes in absolute numbers. A schematic view of the hepato-
cyte, which can be compared with an electron microscopic view is shown in Fig. 4.

There are two primary views on the life cycle for the rencwal of hepatocytes, which
have a lifespan of approximately 200 days in the rat. The cell-streaming view holds that
hepatocytes are produced from stem cells in periportal regions and move as continuous
sheets of cells toward the region of the central vein. where the cells undergo apoptosis
(5.6). An alternative approach is that all hepatocytes are capable of cell division, and
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Fig. 2 Diagram of the anatomical structure of the liver lobule: The chords of hepatocytes radiate
toward the central vein, which receives sinusoidal blood flowing from the hepatic artery and the
portal vein in the periportal arca. thus establishing an oxygenation gradient. The flow of bile is
toward the portal space, which contains the interlobular collecting bile ductules.

newly formed cells stay in place with populations of cells expanding by clonal expansion
in response to various stimuli (7-10).

Hepatocyte cords arc bordered by sinusoidal spaces through which portal and hepatic
arteriolar blood percolates on its journey to the central vein. The sinusoidal space is lined
by a layer of endothelial cells, called sinusoidal cells, which along with the space of Disse,
located between the hepatocytes and the sinusoidal cells, serve as a barrier between the
sinusoidal spacc and the hepatocyte. The bile canaliculi provide the route for formed bile
to return to the bile ductule, and cventually to the common bile duct. The canaliculi, as
their name implies, are not walled vessels, but represent a canal formed by the junctions
of adjacent hepatocytes.

A discussion of the many functions of the hepatocyte are beyond the scope of this
review, but some can be summarized in general terms. Portal circulation exposes the liver
to various dietary constituents and, hence, is a primary site of protein synthesis, carbohy-
drate and lipid metabolism, and the primary site for phase 1 and phase 1l reactions in
xenobiotic metabolism.

2. Sinusoidal Endothelial Cells

The sinusoids range in diameter from 10 to 25 yum. They are lined with a continuous sheet
of endothelial cells that is punctuated with numerous fenestrae. Little if any basement
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Fig. 3 Diagram of the lobular architecture of the liver: The cords of hepatocytes radiate away
from the central vein (CV) to the portal space (P) which contains a branch of the portal vein and
hepatic artery and a bile ductule (circles). The concentric circles around the central vein depict the
classic lobular architecture, with centilobular (C), midzonal (M), and periportal (P) arcas. The corona
centered on the portal space represents the vascular zonation according to Rapaport (Zones 1, 2,
and 3), with the outermost irrigation toward the central vein.

membrane backs this sheet so the fenestrac provide a direct conduit from the sinusoid to
the space of Disse which lies immediately adjacent to the hepatocytes. The fenestrae are
approximately 0.1-0.2 um in diameter and exhibit lobular gradients with increasing pore
diameter and pore number from periportal to centrilobular regions. The fenestrae play an
important role in the filtration of lipoproteins by the liver, with the pore diameter blocking
passage of chylomicrons while allowing passage of smaller chylomicron remnants (11,12).
Additionally, the diameter of fenestrae may respond to either endogenous neurohumoral
factors or to toxicants (13,14). Indeed, modification of pore diameter by toxicants may
play a role in the etiology of fatty liver by altering the lipoprotein-filtering capacity of
the fenestrac (15). Alcohol reduces the number and size of fenestrae, together with the
development of a subendothelial basal lamina with collagen deposition in the space of
Disse (16). The sinusoidal cells themsclves exhibit marked endocytotic activity leading
1o significant lysosomal degradation of taken-up materials, including proteins and lipopro-
teins (17). The sinusoidal cells are active in the synthesis and release of prostaglandins,
endothelin, and various cytokines {18). Sinusoidal endothelial disruption is an important
factor in the toxicity of compounds, such as acetaminophen (paracetamol) and carbon
tetrachloride (19,20).
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Fig. 4 Idealized schematic of the trabecular cord of hepatocytes: An electron microscopic image
of a normal liver cell cytoplasm is shown for interpretative purposes. E, endothelial cell; F, fora-
men or fenestra; SD. space of Disse between endothetium and hepatocyte; SM. sinusoidal liver; K,
Kupffer cell; N, hepatocyte nucleus; BLM. basolateral membrane: Ly, lysosomes: BC, bile canalicu-
lus membrane: G. gap junctions: M, mitochondria; Go. Golgi apparatus: ER. endoplasm reticulum;
and speckles represent free ribosome and glycogen particles.

3. Kupffer Cells

Kupffer cells are hepatic resident macrophages attached to the luminal surface of sinusoi-
dal endothelial cells, or they may lie within the endothelial cell layer itself. Kupfter cells
represent the largest population of fixed macrophages in the human as well as most other
vertebrates (21). The origin of Kupffer cells is uncertain, but they may derive from mono-
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cytic precursor cells in the bone marrow (22,23), or they may represent a replicating
population of fixed histiocytes (24). Kupffer cells exhibit many of the functions of circulat-
ing macrophages and are active in endocytotic removal of particulate. infective, and toxic
substance from portal blood (25). Their location in the trabecular structure makes them
ideally suited for removal of bacteria and bacterial endotoxins from blood from the intes-
tine (26). The importance of this function is amply demonstrated by the marked prolifera-
tion of Kupffer cells in animals experimentally exposed to endotoxin or other inflamma-
tory mediators (27-29). Kupffer cells also have significant secretory functions and are
an important source of biologically active mediators, including eicosanoids. cytokines,
proteases, tumor necrosis factor (TNF), reactive oxygen species, and nitric oxide (30).
The secretory actions of Kupffer cells may play an important role in the regulation of
hepatocyte function. The release of cytokines can lead to hepatocyte production of acute-
phase reactants {31). Overproduction of these mediators, particularly free radicals and
proteases, can lead to hepatocyte dysfunction and necrosis, as observed in severe sepsis
(32). Vitamin A may exacerbate carbon tetrachloride toxicity by augmenting the release
of active oxygen species from Kupffer cells (33). Hepatocytes may also affect Kuptfer
cell function, such as the production of prostaglandin E. (34,35). The regulatory role of
hepatocytes on Kupffer cells can be detrimental. Acetaminophen acts on Kupffer cells
by interaction with the hepatocytes, producing a release of active mediators, including
superoxide, from the Kupffer cells, leading to hepatocyte disruption (36).

4. lto Cells

The Ito cell is also known as the fat-storing cell, or the stellate cell. Ito cells are located
in the space of Disse and were originally thought to be a type of Kupffer cell. In 1952,
Ito and Nemoto recognized these stellate-shaped cells as a separate cell population (37)
that they believed actively phagocytosed fat. It was later discovered that the cells do not
actually take up fat, but store fat synthesized from glycogen (38). Although representing
only 5-8% of liver cells (39), Ito cells are regularly dispersed along the hepatocyte chords,
and their distribution may be sufficient to permit interactions with the entire hepatic sinu-
soidal network (40). Extended cytoplasmic processes from Ito cells give the cells their
stellate appearance. These processes contact multiple hepatocytes, and a single Ito cell
may provide connecting processes to more than one neighboring sinusoid (41). Ito cells
express smooth muscle a-actin, suggesting that they are contractile, possibly playing a
role in regulation of blood flow through the sinusoid (42). Desmin, an intermediate fila-
ment protein, has been proposed as an in vivo marker for Ito cells in rats (43). Ito cells
are a primary storage site for vitamin A, storing up to 300 times more retinyl ester per
milligram of protein than found in hepatocytes (44). Abundant intracytoplasmic vitamin
A droplets are distinguishing morphological features of these cells. The morphology of
Ito cells exhibits lobular heterogeneity, with midzonal [to cells exhibiting the greatest
concentration of vitamin A droplets, whereas periportal Ito cells are smaller than in other
zones, and centrilobular Ito cells display longer processes and very little vitamin A (38).

In vivo, [to cells can be activated by hepatotoxic compounds, such as carbon tetra-
chloride (38), and the cells appear to play a key role in hepatic fibrosis (45-47). lto cells
proliferate in and around areas of acute focal hepatocyte injury, and their normal physio-
logical role is to aid in tissue repair (41). However, chronic liver insult may lead to pheno-
typic and morphological modulation of Ito cells. The cells change progressively in shape
from quiescent compact cells, through a spread transitional stage, with myofilaments and
receding vitamin A droplets, eventually resembling a myofibroblast. These phenotypic
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myoblast or fibroblast spindled cells have pronounced myofilaments and lack vitamin A
droplets (40). The fibroblast-like Ito cells are characteristic in experimental animal models
of cirrhosis, as well as in human disease (15,48), and are believed to play a key role in
alcoholic fibrosis and cirrhosis (49,50).

il. BLOOD CIRCULATION, PATHWAY OF BILE
A. Hepatic Vasculature

The liver receives about 25% of the total cardiac output, representing only 2.5% of the
body weight, making liver parenchymal cells the most richly perfused cells in the body
(51). Portal blood supplies about two-thirds of the total blood flow to the organ and arterial
blood flow accounts for the remainder. The liver does not directly control hepatic portal
blood flow; therefore, its intrinsic or extrinsic control occurs through the hepatic artery.
There is some disagreement about how homogeneous (portal vs. arterial) blood flow is
across the sinusoids. Exquisite control of sinusoidal circulation appears to exist (52). How-
ever, blood flow within the normal liver remains remarkably homogeneous, and com-
pounds entering the liver either through the portal vein or hepatic artery are equally distrib-
uted (53,54).

B. Microcirculation

Within the liver, the portal vein subdivides into smailer and smaller branches, eventually
ending in terminal portal venules that are approximately 20-40 um in diameter and open
into the hepatic sinusoids. Portal blood flow across the sinusoids can be controlled by
neurohumoral factors, such as norepinephrine, angiotensin, or histamine, which can acti-
vate hepatic venous sphincters at either end of the hepatic sinusoids (51,55). These anatom-
ical structures are more pronounced in dogs. After percolating through the sinusoids, the
blood flows into the hepatic venule and out into systemic circulation. Arterial blood is
supplied to the liver through the hepatic artery. Hepatic arteries terminate in either the
periportal plexus, which distributes around the branches of the portal vein; the peribiliary
plexus, which supplies blood to the bile ducts; or into terminal hepatic arterioles. All three
branches drain primarily into the hepatic sinusoids.

C. The Biliary System

Bile is a complex, dense viscous fluid, with both organic and inorganic components, in-
cluding bile acids, phospholipids, cholesterol, glutathione, proteins, metals, and ions (56).
Bile serves two primary purposes. First, bile aids in the digestion and absorption of lipids
from the intestine. Second, the bile serves as a major route of elimination of many endoge-
nous products as well as various xenobiotics and metabolites. Bile salts are the major
constituent of bile, present at a concentration from 2 to 45 mM (57). The amphiphilic
nature of bile salts permits the formation of micelles with lipid components, which allows
a much greater concentration of the latter in bile than would be anticipated based on
aqueous solubility. Bile salts are critical to bile flow because their presence in the fluid
creates an osmotic gradient pulling water into the bile, thereby creating bile flow. Bile
salts are synthesized in the liver from cholesterol and, subsequently, secreted into the bile.



Morphofunctional Aspects of Hepatic Structure 89

el

]

£ s
J#

X

-‘.l_‘fu'

Fig. 5 Histochemical reaction for ATPase in a frozen liver section demonstrating the network of
biliary canals in the liver lobule with confluence toward the portal space (top left).

Intestinal reabsorption of bile salts leads back to systemic circulation. Systemic bile salts
are rapidly and actively taken up by hepatocytes. In humans, approximately 450 mL of
canalicular bile arc produced cach day (58). Whether synthesized or imported, bile salts
exit the hepatocyte at the canalicular membrane. The surface of the hepatocyte membrane
forming the bile canaliculi, is covered with microvillar projections. The pericanalicular
region of the hepatocyte is largely free of cytoplasmic organelles, but rich in ATP and
microfilaments (59). The bile canaliculi can be visualized using a histochemical stain
for ATPase (Fig. 5). The tight junctions between hepatocytes were once thought to be
impermeable but, subsequently, have been demonstrated to provide a route, known as
paracellular diffusion, by which substances may pass from the sinusoids to the bile without
going through hepatocytes. Water, neutrally charged organic molecules, and some ions
may enter the bile canaliculi by this route (60,61).

The canaliculi themselves form a converging network of anastomotic connections.
The ductal system initiates at the canals of Hering, which have a basement membrane
and are lined by a combination of ductal cells and hepatocytes (62). These ductules anasto-
mose into larger ducts, eventually leading to the common bile duct. Far from being a
passive conduit out of the liver, the biliary epithelial cells modify bile and contribute
significantly to bile flow (63,64). Additionally. bile acids may be resorbed from the bile
duct and recirculate through the liver by way of the peribiliary plexus (65,66).

IV. LOBULAR GRADIENTS

Considerable heterogeneity exists within the context of the liver lobule or acinus. Meta-
bolic and oxygenation zonations are cvident across the lobule in a fashion similar to mor-
phological and phenotypic variations found among cell types within different zones. The
metabolic differences can contribute to these gradients, based on the intrinsic requirements
for excretion of polar metabolites.
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A. Oxygen Gradients

Perhaps the most obvious example of lobular heterogeneity is for oxygen and nutrients
along the lateral dimension of the lobule. Cells in the periportal region (or Zone 1) are
exposed to blood high in oxygen and nutrient content, whereas cells at the end of the
trabecular cords (centrilobular or Zone 3) have to adapt to lower blood oxygen tension
and nutrient supply left from the pass over the periportal cells. Periportal oxygen concen-
trations range from 9 to 13% which diminish to 4-5% by the time blood reaches the
central vein (67).

B. Metabolic Gradients

Although the reasons for regional differences in oxygen tension are obvious, less apparent
are the zonal differences in cellular enzyme distribution. Significant lobular heterogeneity
exists in activities of enzymes involved in carbohydrate, ammonia, lipid. and xenobiotic
metabolism (68-71). In general, in the rat, zonation is described by a periportal prevalence
of enzymes involved in gluconeogenesis, fatty acid oxidation, urea formation, and albumin
synthesis, whereas glycolysis, fatty acid synthesis, glutamine formation, and xenobiotic
metabolism are most prevalent in the centrilobular region (72). In humans, a sumilar zona-
tion appears to exist, although differences in zonal distribution of lipid synthesis, gluta-
mine formation, and ketone formation have been reported (73-75). The reasons for such
zonation are unclear, but are likely to involve regional differences in substrate exposure
and oxygen tension. Lobular variations in hepatocyte transport of drugs and bile formation
are also evident (76). The observed differences are at least partially due to the positioning
of cells along the sinusoid, with decreasing oxygen gradients and substrate (drug) concen-
trations as blood moves from periportal regions toward the central vein. Real differences
in transport capacity based on cellular localization have been demonstrated.

Intralobular variations of the cytochrome P450s (CYP) have been well documented.
with centrilobular hepatocytes having a greater concentration of the hemoproteins (68).
Correspondingly, centrilobular hepatocytes have more smooth endoplasmic reticulum
(SER) than do periportal hepatocytes. However, heterogeneity varies according to CYP
isozyme. In rats, CYP2E and CYP3A are more prominent in centrilobular arcas, whereas
CYPI1A and CYP2B are equally distributed across the lobule (77,78). CYP distribution
across the lobule also changes with age (79). In addition, sensitivity of isozymes to induc-
ing agents also appears to vary across the lobule, in some cases normalizing isozyme
activity across the lobule (78,80).

C. Phenotypic and Morphologic Heterogeneity
of Hepatocytes

On morphologic examination, either by light or electron microscopy, hepatocytes appear
surprisingly homogeneous. Routine stains reveal well-ordered arrays of trabecular cords
of hepatocytes radiating from the periportal to the central area. The administration of
foreign compounds results in a striking, particular disposition of lesions within the liver
lobule. For example, carbon tetrachloride administration produces centrilobular damage
as a result of the reductive metabolism by hepatocytes in this area. The early phases
of the process of enzyme induction by barbiturates starts in the pericentral hepatocytes.
eventually extending to the mid- and periportal zones (81.82). The production of albumin
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can be a good indicator of protein synthesis by which to follow this induction process.
The production of albumin in the rat is about 0.4 mg h™' g~'. Michaelson (83), using
immunofluorescent tagging, demonstrated that albumin production is confined to about
1/10 of 1% of all hepatocytes. It is obvious that this albumin secretion must be pro-
grammed in hepatocytes that appear to be at random within the liver lobule, whereas other
hepatocytes secrete proteins of diverse molecular weights. This functional diversity was
demonstrated in the increase of fibrinogen production by parenchymal cells following
turpentine injection (84). The increased production of fibrinogen is based on the clonal
expansion of fibrinogen-producing hepatocytes after mitotic division. This individualized
secretion of serum proteins from hepatocytes is also noticeable during neonatal develop-
ment. The number of liver cells producing e-fetoprotein decreases with age, whereas
albumin, fibrinogen, and other proteins increase (83).

V. SUBCELLULAR ORGANIZATION OF THE
HEPATOCYTE: BASIS FOR ORGANELLE
PATHOLOGY

According to the level of microscopic visualization, the liver reveals different orders of
structural arrangement. For example, the study of liver tissue by routine transmitted mi-
croscopy within the visible spectrum provides a survey of well-arranged trabecular paren-
chymal cells, with a repeating pattern with apparent uniformity. In contrast, the ¢lectron
microscope reveals a seemingly heterogeneous population of organciles in a diverse net-
work of membrane-bound sacks, vesicles, and microtubules. A conventional view of the
hepatocyte by transmission electron microscopy is shown in Fig. 4. The resemblance be-
tween hepatocytes from different species is uncanny, although it is recognized that similar
organelles do not have similar functionality on a comparative basis. Recent knowledge.
gained with embedment-free electron microscopy, suggests unique aspects of the cytoskel-
eton structure (85). Previously, an approximation of the cytoplasmic infrastructure was
described after using high-voltage electron microscopy of unembedded cells (86). Such
cytoskeletal network reveals a very important vehicle for organelle interaction and intra-
cytoplasmic motion.

Work at Subramani’s laboratory (87) showed that peroxisomes possess bimodal
kinetic properties within the hepatocytes. In one mode, peroxisomes display a slow,
brownian movement, and in a second or fast mode, the subcellular particles traverse the
cytoplasm. These studies were achieved by means of fluorescence-specific analysis com-
bined with real-time kinetic imaging and high-resolution analysis of organelle translations.
With use of agents that modulate the stability of microfilaments, it was shown that peroxi-
somes are closely associated with the microfibrillar network. These important studies re-
vealed unsuspected properties that may lead to further functional investigations contribut-
ing to a largely unexplored area of cell biology. These advances were made feasible by
the application of converging technologies employing high-resolution fluorescence mi-
croscopy and molecular biology.

A. The Plasma Membrane: The Blood—Cytoplasm
Interface

The plasma membrane envelopes the hepatic parenchymal cells and constitutes the inter-
face with the surrounding microenvironment (Fig. 6). A specialized structure of the plasma
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Fig. 6 Electron microscopy cytochemical reaction of ATPase in the plasma membrane (PM) of
three contiguous hepatocytes: The ATPase reaction products are evidenced by dark granular deposits
of lead phosphate. The light areas surrounded by the reaction product are the microvilli that project
into the liver of the bile canaliculus (BC).

membrane can be anticipated based on different functions; specific areas are dedicated to
absorption, secretion, and excretion. In a single liver cell, part of the hepatocyte plasma
membrane faces the sinusoid, adjoining areas sharc surfaces with other hepatocytes, and
other areas form the biliary canaliculus. Structurally, the bilayer membrane facing each
opposing hepatocyte contributes one-half of all specialized structures, such as desmosomes
and tight junctions. Each individual hepatocyte has an estimated surface area of 1650-
1950 um-, whether the idealized stercological model is based on a dodecahedron or a
sphere, respectively. The applicability of these models in tissue sections is based on the
closest statistical fit and on the correspondence with different measures that contribute to
the final shape factor (88). The surface membrane of the hepatocyte contributes most to
the sinusoidal interface of 70% in the space of Disse or the space between the hepatocyte
and the inner surface of the Kupffer or sinusoid endothelial cells. The remaining membrane
is approximately divided betwcen the portion contributing to the bile canalicular tree and
to the hepatocyte—hepatocyte interface or basolateral membrane. The membrane exposed
to the sinusoid provides specialized transporters to move solutes and nutrients from the
plasma into the cell cytoplasm. If a substance is actively transported, it can traverse various
membrane interfaces, ranging from the sinusoidal aspect of the cendothelial cell. to the
hepatocyte facing the space of Disse. Hypothetical avenues of solute transport are schema-
tized in Fig. 7. This absorption process is also supported by active endocytic activity,
which occasionally includes receptor internalization. The microvilli that characterize this
aspect of the membrane contribute to a significant increase of the extent of surface exposed
to the plasma. In contrast, the biliary aspect of the plasma membrane directs excretion
products, such as metabolites, bile salts, phospholipids, and cholesterol, across the mem-
brane to a highly concentrated, surface-active environment within the lumen of the bile
canaliculus. In turn, the basolateral membrane, because of the tight junctions, provides a
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Fig. 7 Schematic drawing to indicate the different pathways (circled numbers) a substance may
traverse from the sinusoid into the hepatocyte during absorption (6,7): Compounds may reach liver
cells either by passage through the foramen (3) of endothelial and Kupffer cells or through the cell
cytoplasm (1,2). Different cytoplasmic interactions may influence the route of excretion (4,5.8).
Substances may also be excreted into the bile canaliculus (9) or the basolateral membrane into
neighboring cells (10).

dynamic area where contractile microfilaments pulsate the cell membrane, thereby contrib-
uting to downstream biliary flow. The biliary membrane also contains digital projections
that may enhance the extent of surface area available for excretory functions. In addition,
ciliary elements have been found, although their function or purpose is not clearly known.
Because of their paucity, they were attributed sensory functions and sometimes a streaming
role in biliary flow.

The identification of constitutive elements of the biliary membrane has progressed
significantly (89), and specialized canalicular P-glycoproteins, recognized to have a role
in multidrug resistance, were located. These P-glycoproteins are ATP-dependent transport
proteins that pump a variety of substances with significantly heterogeneous anionic
strength. The mdr-2 P-glycoprotein is a phospholipid flippase, with a key role in the elimi-
nation of lipids into bile (90). Models of biliary excretion have been evaluated by Oude
Elferink (91) in homozygous variants of the mdr-2 gene in mice. This approach will con-
tribute to the understanding of the physiological basis for bile synthesis and transport and
other important functions that modulate drug metabolism and excretion.

B. The Endoplasmic Reticulum: A Membrane-Based
Reactor

The ER is the most critical organelle in the hepatocyte for metabolism of drugs. It consists
of a labyrinth of tubules and flattened sacs that extend throughout the cytoplasm. The
membrane is a continuous sheet that surrounds a common interluminal space called the
cisternal space. The ER is the primary location for protein synthesis within the hepatocyte
and is responsible for the synthesis of all transmembrane proteins. It is also the primary
site of lipid and lipoprotein synthesis and metabolism within the hepatocyte, as well as
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representing the primary site for xenobiotic metabolism. The ER consists of two distinct
membrane populations: the rough ER (RER). which is characterized by a ribosome-
studded cytosolic surface, and the smiooth ER (SER), which lacks these ribosomes (Fig. 8).
Within the hepatocyte, the SER occupies approximately 40% of the total ER membrane:
however. this percentage is less in other cell types. The cytosolic surface of the ER is
contiguous with the outer nuclear membranc. The ER is the largest single organelle compo-
nent within the hepatocyte (92) comprising over 24,000 m- of surface area in the adult
human liver and approximately 160-200 m-" of surface area in the adult rat liver (93).
Quantitative morphometric investigations of ER synthesis suggest that ER membranes
increases at a rate of 17 em” h - from the postnatal period o maturity. at which time,
barring physiological or exogenous stimuli, the membrane content is maintained at a rcla-
tively constant level (94). Turnover of the ER membrane is rapid. with rates ranging from
20 1o 50 cm* h ! for membrane lipids and from 40 to 140 cm- h * for membrane proteins
(95). Cytochrome P450 inducers can increase the rate of membrane synthesis up to 320
cm” h™', whereas removal of the stimuli for induction can cause an acceleration of mem-
brane elimination, up to 330 cm” h ', until normal physiological membrane content is
achieved (96,97). Within the hepatocyte the ER content is closcly regulated. and the capac-
ity for the liver to generatc membrane appears to decline with age (98). The CYP enzymes
are located preferentially in SER. which may explain why, as compared with other cell
types, hepatocytes have a higher percentage of cellular membranes in the SER configura-
tion. Smooth ER membranes proliferate rapidly in response to inducing agents. This phe-
nomenon is due (o a significant increase in membrane synthesis and not to a decrease in
membrane turnover (96). Membrane proliferation in response to induction is a unique

Fig. 8 Appearance of the cytoplasm of a liver cell under conventional electron microscopy with
lead and uranium contrast stain at left. At right. electron microscopy cytochemistry for inosine-
diphosphatase, revealed by the dark reaction product in the RER from an unstained liver cell. M.
mitochondria; RER. rough endoplasmic reticulum: Px. peroxisome: Gly. glveogen aggregate: and
SER, smooth endoplasm reticulum.
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phenomenon that may be associated with adaptive svnthesis of drug-metabolizing en-
zymes. but may occur with no concurrent increase in enzyme activity, the so-called hyper-
plastic hypofunctional ER (94,99). Given the role of the ER in metabolism. it seems logical
that agents disrupting it can alter metabolism or possibly the response of the ER to an
inducing agent. Phospholipids are kev components of the ER membrane. Systemic phos-
pholipidosis can cause morphological and functional changes within the membrane and.
consequently. alterations in microsomal enzymatic activity (100.101).

C. Mitochondria: Energy Engines (and More)

Other than the nucleus. the mitochondria are the most prominent morphological feature
of the normal hepatocyte (Fig. 9). There are approximately 1000 mitochondria per cell:
they occupy approximately 20% of the cell volume. or approximately 1000-1400 um’
per hepatocyte and they have a half-life of approximately 10 days. The mitochondrial
volume fraction within hepatocytes appears to be consistent across several species. includ-
ing humans (88.94.102.103). However. lobular heterogeneity in the size and distribution of
mitochondria exists. In rats, mitochondria are smaller and more numerous in centrilobular
regions (104, although the total mitochondrial volume fraction is similar across the lobule
(105). The volume of an average rat hepatic mitochondrion is approximately 0.27 um’,
with an inner membrane surface area of approximately 6.5 um- (106). The mitochondrial
envelope consists of an inner and outer membrane that encases the intermembrane space.
The inner membrane is characterized by numerous folds. called cristae. that greatly in-
crease the available surface area. In the hepatocyte. approximately two-thirds of the mito-
chondrial protein is located in the mitochondrial matrix, whereas 20% is located in the
inner membrane, with the remainder found in the intermembranous space. In contrast with

Fig. 9 High magnification oI the cytoplasm from a human kepatocyte showing a mitochondrion
(lett) with dark granules in the matrix and the double membrane (I. inner: and O. outer). The small.
komogeneous and rourd single-membrare body {upper right quadrant) is a typical peroxisome. Note
that human peroxisomes do not normally conzain a core or nucleoid.
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the static electron micrographic depictions of mitochondria, the organelles are actually
quite mobile within the hepatocyte and can fuse, split, and rapidly change their shape.
Although they are usually thought of as independent organclles. it has been suggested
that, in the hepatocyte most. if not all. mitochondria may be associated with the RER,
with the ER serving as a framework to cluster similarly sized mitochondria. Furthermore,
these clusters of mitochondria appear to exhibit functional heterogeneity (107). When
considering the morphology of the organelle, a cautionary note should be made. Some of
the information on hepatic mitochondrial morphology obtained by electron microscopic
techniques may be misleading, owing to the dramatic changes caused by tissue preparation,
fixation, and embedding techniques (108). Hepatic mitochondrial morphological alteration
is a frequent sequelae of hepatotoxicity. Chronic alcoholism, drugs that interferc with
copper metabolism, ethionine, orotic acid, hypolipidemic agents, and cortisone, all pro-
duce enlarged mitochondria (109). Even though hypolipidemic agents produce large mito-
chondria, the process results in correspondingly fewer mitochondria (110), suggesting that
fusion of preexisting mitochondria may lead to the appearance of the enlarged organelle.
Additionally, mitochondrial dysfunction has been mechanistically implicated in the he-
patic toxicity of the pesticide endosulfan (111), allyl alcohol (112), the bidentate phosphine
gold antineoplastic agent SKF 104524 (113), modaline sulfate (unpublished observations;
Fig. 10), acetaminophen (114), and the Alzheimer’s drug tacrine (115). The mitochondrial
impairment induced by acctaminophen is related to the compound’s propensity to cova-
lently bind aldehyde dehydrogenase (116).

The primary function of mitochondria is to convert energy from carbohydrates and
fats into usable forms, primarily ATP. Insight into mitochondrial function can be gleaned
from the application of transport-dependent fluorophores. Rhodamine 123 is an example

Fig. 10 Elcctron microscopy of a liver cell from a rat treated with a mitochondrial poison: The
altered mitochondria (Mi) are the signet-ring structures engulfing fat droplets or other cytoplasm
structures. The thick arrow with a circle indicates areas of smooth endoplasm reticulum proliferation.
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Fig. 11 Confocal fluorescence image of isolated hepatocytes in culture, showing rhodamine 123
uptake into mitochondria (left) and FITC-dextran into lysosomes (right). This technique allows the
quantitative evaluation of hepatocyte uptake under real-time conditions.

of such a compound that has been used to estimate mitochondrial functional integrity
(117: Fig. 11). Enzymes involved in the B-oxidation of fatty acids and those of the citric
acid and urea cycles are tound in the mitochondrial matrix, whereas proteins associated
with electron transport and oxidative phosphorylation arc primarily associated with the
inner membrane. The mitochondrion contains its own genome with about five to ten copies
per organelle. In humans, mitochondrial DNA (muDNA) is a circular molecule of 16,569
base pairs. which exclusively code for protein components of the oxidative phosphoryla-
tion pathway (118), although most protein components of the mitochondrion are encoded
in nuclear DNA and imported into the organelle. Mitochondrial DNA lacks many of the
protective histones of nuclear DNA and is constantly subjected to exposure to oxygen
radicals generated during oxidative phosphorylation. The effects arc coupled with an inef-
ficient DNA repair system found in mitochondria that makes them susceptible to a high
mutation rate, estimated to be up 1o ten times higher than the rate for nuclear DNA (119).
Mitochondrial mutations play a role in several human discase states, primarily involving
the skeletal musele or nervous system. No reported human liver disease has been rcported
as a result of mitochondrial mutations. The antiviral nucleoside analogue fialuridine
(FIAU) inhibits mitochondrial DNA polymerase-y (120), and the compound produced
clinically severe hepatic toxicity and liver failure (121). The woodchuck has been proposed
as a model for the study of FIAU-induced hepatic injury (122). This raises the intriguing
possibility that toxicant-induced mitochondrial DNA changes, or a subset of naturally
occurring mitochondrial mutations, may make hepatic mitochondria more susceptible to
xenobiotic-induced toxicity, a theory that has recently been proposed as a possible cxpla-
nation for the hepatotoxicity of the acridine derivative, tacrine (115).

D. Lysosomes

A primary role of the lysosome is disposal or elimination of exogenous or endogenous
substances by degradation or solubilization. The organelles contain various esterases and
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Fig. 12 Histochemical acid phosphatase reaction demonstrating the localization of lysosomes
(dark brown granules) in the pericanalicular cytoplasm of hepatocytes.

hydrolases that are active at different pHs (Fig. 12). The average hepatocyte contains
approximately 250 lysosomes, which occupy about 1% of the total cell volume and can
be traced by the use of fluorophores under confocal microscopy (sce Fig. 11). These pleio-
trophic organelles can vary substantially in size and shape. Certain physiological and
pathological conditions can drastically increase the number of lysosomes within the he-
patocytes. Accumulation of lysosomes after exposure to drugs or ethanol may represent
an adaptive response to impaired catabolic processes {94). Long-term oral contraceptive
administration increascs the number of lysosomes in humans (123), and drugs causing
phospholipidosis are frequently associated with accumulation of lysosomes resembling
myeloid bodics (101). With aging, lysosomes accumulate oxidized fat products resulting in
lipofuscin or ceroid deposition (124).

E. Peroxisomes: Evaluation of Fatty Acid Oxidation
and Other Enzymes

Peroxisomes constitute a unique subcellular organelle, seen ubiquitously in the cytoplasm
of hepatocytes and either in clusters or single units intermeshed in the reticular network
(125). In conventional transmission electron micrographs, peroxisomes appear as single,
scalloped membrane-bound structurcs between 0.2 and 0.5 um, and they arc frequently
observed containing crystalline nucleiods made up of urate oxidase (Fig. 13). A similar
spheroidal shape is derived from the study of pelleted subcellular gradient fraction isolates
under the electron microscope (126). Thesc organelles are considered vestigial in terms of
evolution because their occurrence is seen in unicellular and multicellular orders, including
plants (i.e., glyoxisomes) and higher mammals. with functions genetically modulated ac-
cording to the level of organization (127). Mature hepatic peroxisomes in mammals con-
tain upward of 40—50 enzymes of intermediary metabolism. The main enzyme component
by protein weight is catalase, with preferential B-oxidation of short-chain fatty acids. In
higher mammals, peroxisomes may play a role in lipoprotein metabolism (128). Approxi-
mately 500-600 peroxisomes are found in the normal hepatocyte, although higher values,
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Fig. 13 High-magnification clectron microscopy of a typical rodent hepatic peroxisome: The cir-
cular single membrane envelopes the proteinaccous matrix and a nucleoid with crystalline arrange-
ment of urate oxidase.

up to 1000, were reported in human liver. The population of peroxisomes is rather stable
and seems constant across species with minor differences in lobular disposition. Although
there is a normal turnover of peroxisomes, their assembly can proceed very quickly after
exposure to certain chemicals, particularly after administration of cholesterol biosynthesis
inhibitors (128). Such proliferation is transcriptionally dependent, and several proteins are
targeted to the membrane or to the matrix of the peroxisome (129). A certain degree of
specificity to the proliferative reaction is appreciable, particularly in rats in which peroxi-
some cnzymes are induced preferentially, whereas urate-oxidase. constitutive of the core,
is not. Such preferential enzyme synthesis accounts for changes in ratios of nucleated to
nonnucleated peroxisomes. Quantitative morphometry has been used to study the dynam-
ics of peroxisome replication. Proliferation is triggered from a baseline turnover rate of
7.8—18.5 peroxisomes assembled every hour in every one of the 179 X 10° hepatocytes
per gram of liver, equivalent to 20-25% of the normal baseline in the cell population.
Chemical structure and lipid-regulating activity affect the degree of the response, and once
a stimulus is eliminated, the resulting proliferation of peroxisomes quickly recedes at
the same rate the excess peroxisomes accumulated. The proliferative response that fol-
lows the signal is receptor-mediated (130), and the nuclear receptor involved belongs to the
steroid receptor superfamily, recognized as the peroxisome proliferator-activated receptor
(PPAR). Different receptor subtypes have been identified, and PPARo is largely responsi-
ble for the proliferation after dimerization with the retinoid receptor (RXR). Peroxisome
proliferation shows significant species specificity, in parallel with the prevalence of alpha
(). delta (8). or gamma (y) subtypes. PPARa is well characterized and mediates a florid
response in rodent liver (Fig. 14). PPARa requires dimerization with the RXR receptor
for downstream activation and binding, a process that is not yet entirely clear, but a variety
of lipid. carbohydrate, and protein metabolic pathways are involved. The nucleotide se-
quence of the peroxisome proliferator response element (PPRE) appears to have highly
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Fig. 14 Liver cell from a rat receiving a fibrate-like hypolipidemic agent: Numerous peroxisomes
are observed in the cytoplasm. The arrows point to organelles with homogencous mairix.

conserved species-specificity and may explain the lack of peroxisome proliferation in hu-
mans administered drugs that otherwise cause profound proliferation in laboratory ani-
mals. PPARY has different affinity and localization in organs and tissues, and its activation
may play a role in insulin-signaling and carbohydrate metabolism (131). Whereas peroxi-
some proliferation does not appear to affect humans (94), the lack of one or more peroxi-
somal functions evokes significant abnormalities in autosomal recessive clinical conditions
(129). The most severe forms of peroxisome deficiency constitute the loss of multiple
enzymes. Among these diseases is the Zellweger syndrome, neonatal adrenoleukodystro-
phy, Refsum disease, and hyperpipecolic acidemia. Patients so affected rarely survive to
10 years of age. Other forms of peroxisomal disorders include the lack of one or more
enzymes affecting different steps of intermediate metabolism, each with different clinical
prognosis. It is not known if peroxisome proliferation induces one or more enzymes: if
so, the clinical deficiencies could be eliminated.

VI. CONCLUDING REMARKS

The liver is a central organ for a variety of anabolic and catabolic functions, and as such.
it plays a significant role in drug metabolism and toxicity. Central to its polyfacetic func-
tions is the liver architecture, which commands a large role in the physiology of blood
clearance. Although hepatocytes appear to represent similarly repeating functional reac-
tors, their diversity is becoming obvious, and it is possible that functions are closely inte-
grated with cell replication. Within liver cells, the different organelles, although having
close interrelations, represent functionally discrete compartments. Significant species dif-
terences influence their basic metabolic activity. These subcellular compartments reveal
unique responses to metabolic or pathological stimuli. Lobular blood flow gradients modu-
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late these responses, and this zonation may relate to nutrient availability or to reactive
metabolism. The most important account is the high turnover of structural protein and
enzymes contained in these organelles. The relations between hepatocytes and nonparen-
chymal cells are not yet fully discerned, but reveal a very close metabolic interdependence
between different cell populations. This brief functional-anatomical overview may help
explain the pharmacodynamic and physiological correlations that significantly influence
drug metabolism.
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i. INTRODUCTION TO THE CYTOCHROME
P450 SYSTEM

Cytochrome P450 enzymes play critical roles in the biogenesis of sterols and other physio-
logical intermediates, the catabolism of endogenous substrates, such as fatty acids and
sterols, and the metabolism of most xenobiotics. Cytochrome P450-mediated oxidations
are unique in their ability to introduce polar functionalities into systems as unreactive as
saturated or aromatic hydrocarbons, and they are particularly critical for the metabolism
of lipophilic compounds without functional groups suitable for conjugation reactions. On
the negative side, the reactions catalyzed by cytochrome P450 sometimes transform rela-
tively innocuous substrates to chemically reactive toxic or carcinogenic species.

The P450 enzymes involved in the oxidation of drugs, xenobiotics, and endogenous
substrates are widely distributed, with particularly high concentrations in the endoplasmic
reticulum of the liver, kidney, lung, nasal passages, and gut, and significant concentrations
in most other tissues (1). In contrast. the sterol biosynthetic enzymes are primarily found
in steroidogenic tissues, such as the adrenals and testes. The P450 enzymes in animals
are all membrane-bound, and the solubilization, purification, and reconstitution of the
enzymes is technically challenging but is now relatively routine. Because of the insolubil-
ity and other physical properties of the membrane-bound proteins, no crystal structure is
available for a mammalian cytochrome P450 enzymes. However, many of the bactenal
cytochrome P450 enzymes are soluble, and the structures of four bacterial enzymes have
been determined: P450,,, (CYP101) (2), P4504,: (CYP102) (3), P450,.,. (CYP108) (4),
and P450,,; (CYPIO7ATD) (5). Most of what we know about the structures ot all P450
enzymes 1s based on these bacterial enzymes.

Il. CYTOCHROME P450 GENE FAMILY

The sequences of more than 300 cytochrome P450 enzymes are now known, and additional
sequences, particularly those of bacterial, insect, and plant origin, are reported monthly
(6). This flood of sequence information has made possible (indeed, has required) the devel-
opment of a rational nomenclature. The early names assigned to P450 enzymes, based on
properties such as electrophoretic mobility, absorption spectrum, or substrate specificity,
have given way to a systematic, evolutionary nomenclature system. The current nomencla-
ture is based on the proposal that the extent of sequence and functional identity decreases
as a function of evolutionary distance from a common precursor. By using protein se-
quence identity as the basis for assigning names to the enzymes, the P450s are grouped
according to probable structural and functional similarity. Although the cutoff lines are
somewhat arbitrary, enzymes with more than 40% sequence identity are assigned to the
same family, and those with more than 55% identity to the same subfamily (6). The en-
zymes are thus identified by a number denoting the family, a letter denoting the subfamily,
and a number identifying the specific member of the subfamily (Table 1). For example,
cytochrome P450 A2 is the second member of subfamily A of family 1. and P450 3A4
is the fourth member of subfamily A of family 3. An abbreviated nomenclature is obtained
by replacing cytochrome P450 with the letters CYP (i.e., CYPIA2 and CYP3A4). Family
numbers below 100 are reserved for eukaryotic enzymes, whereas those above 100 are
intended for microbial enzymes. The trivial names of some substrate-specific enzymes
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Table 1 Selected Human Cytochrome P450 Isoform Substrates

Enzyme Substrates Enzyme Substrates
CYPI1AI Benzo[a]pyrene CYP2ELI Aniline
Acetylaminofluorene Aflatoxin
CYP1A2 2-Acetylaminofluorene N-Nitrosodimethylamine
Ethoxyresorufin Acetaminophen
Phenacetin Chlorzoxazone
Acetaminophen Caffeine
Caffeine CYP2FI Naphthylamine
Aflatoxin B. CYP3A4 Aldrin
CYP2A6 Coumarin Cortisol
N-Nitrosodiethylamine Cyclosporine
CYP2B6 7-Ethoxycoumarin Diltiazem
CYP2C9 Aminopyrene Erythromycin
Benzphetamine 17B-Estradiol
Hexobarbital Lidocaine
Tienilic acid Nifedipine
Tolbutamide Sterigmatocystin
CYP2C19 Mephenytoin Quinidine
CYP2D6 Bufuralol Taxol
Sparteine Dapsone
Debrisoquine Alfentanil
Desipramine Warfarin
Dextromethorphan Lovastatin
Propranolol Ethynyl estradiol
CYP4A1ll Arachidonic acid

Source: Refs. 7 and 8.

continue to be widely used (e.g., P450,,,), but the isoforms primarily involved in drug
metabolism are now generally known by their systematic names.

The cytochrome P450-dependent metabolism of drugs and xenobiotics in humans
is mediated primarily by enzymes of the CYPI, CYP2, CYP3, and CYP4 families. In
humans. CYP3A4 is the most abundant isoform, representing approximately 30% of the
spectroscopically detectable cytochrome P450 in the liver (9). CYP1A2 represents 13%,
CYP2A6 4%, the CYP2C enzymes 20%, CYP2D6 2%, and CYP2E! 7% of the total (9).
The importance of the isoforms in drug metabolism depends not only on their abundance,
but also on the extent to which their substrate specificity coincides with the range of drugs
and xenobiotics to which the individual is exposed. As suggested by Table 1, CYP3A4,
CYP2D6, and CYP2C enzymes are responsible for the bulk of drug metabolism, although
other isoforms can play critical roles with specific substrates. The relative importance of
the different enzymes depends, furthermore, on the genetics of the individual and on the
history of exposure to environmental factors, such as alcohol or drugs (see Chapter 9).
Certain P450 isoforms. notably CYP2C19 and CYP2D6, are polymorphically distributed
in the human population (7,8; see Chapter 8). Thus, CYP2D6 levels are low in approxi-
mately 7% of the white population, and the ability in this subgroup to metabolize sub-
strates, such as debrisoquin and sparteine, is partially compromised (10). CYP2C19 is in
low titer in only 4% of the white, but in 20% of the Asian population, as reflected by the
ability of this subgroup to metabolize substrates such as mephenytoin (11). Several criteria
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are required to unambiguously determine the role of a given P450 enzyme in the in vivo
metabolism of a given agent. These include (a) demonstration that the purified enzyme
has the required activity, (b) correlation of the activity in question in various liver samples
with the activities of substrates considered to be markers for individual P450 enzymes.
and (¢) inhibition of the activity by isoform-selective or specific inhibitors or antibodies
(7.12).

ifl. SPECTROSCOPIC PROPERTIES OF CYTOCHROME
P450 ENZYMES

The cytochrome P450 chromophore provides information on the nature of the iron ligands,
the iron oxidation state, and the nature of the heme environment (13,14). The most charac-
teristic P450 spectrum is that of the ferrous—CO complex, which has an absorption maxi-
mum at 447-452 nm, indicative of a thiolate-ligated hemoprotein. Denaturation of the
enzyme is associated with a shift of the absorption maximum of the ferrous—CO complex
to approximately 420 nm, a value similar to that for the ferrous—CO complex of imidazole-
ligated proteins, such as myoglobin (14). The thiolate ligand actually gives rise to a split
Soret absorption, with maxima at approximately 450 and 370 nm.

The absorption spectruin of ferric cytochrome P450 depends on the ligation state
of the iron (13.14). The low-spin state associated with the presence of two strong ligands
to the iron has an absorption maximum at approximately 416-419 nm. The high-spin state
in which one of the two coordination sites of the iron is either unoccupied, or is occupied
by a weak ligand, exhibits an absorption maximum at 390-416 nm. Cytochrome P450
enzymes commonly exist in an equilibrium mixture of the high- and low-spin states. In
the P450 enzymes for which crystal structures are available. and presumably also in the
membrane-bound mammalian enzymes, the ligand opposite the cysteine thiolate is a water
molecule (2-5). The binding of a noncoordinating substrate, as illustrated by the binding
of camphor to cytochrome P450,,,, is accompanied by extrusion of water from the active
site, loss of the distal water ligand, and a general decrease in the active site polarity (2,15).
The loss of the distal ligand causes a shift from the hexacoordinated to pentacoordinated
iron state which, in tum, results in a shift from the low- to the high-spin state. This transi-
tion is evidenced by a shift in the absorption maximum from 419 to 390 nm. The spectro-
scopic shift 1s usually determined from a difference spectrum in which the absorption of
a solution containing everything but the compound of interest is subtracted from the sam-
ple also containing the compound (13). The binding of noncoordinating substrates gives
rise to what 1s known as a type [ difference spectrum with a maximum at 385-390 nm
and a trough at approximately 420 nm. However, if the substrate can coordinate strongly
to the iron atom, a type Il difference spectrum is observed, with a maximum at approxi-
mately 425-435 nm and a trough at 390-405 nm. If the substrate coordinates only weakly
to the iron, a variant of the type II spectrum, with a maximum at 420 nm and a trough at
388-390 nm, is obtained. This latter spectrum i1s known as a type IlI difference spectrum.
Substrate and inhibitor binding to P450 enzymes can thus be monitored spectroscopically,
although compounds are known that bind without significantly perturbing the spin state
equilibrium and, therefore, do not give rise to a difference spectrum. An example of this
is the binding of 2-isopropyl-4-pentenamide to microsomes from phenobarbital-pretreated
rats (16).
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IV. CATALYTIC CYCLE OF CYTOCHROME P450

The catalytic cycle of ¢cytochrome P450 has been most thoroughly defined for the bacterial
enzyme cytochrome P450,,, (17), but the same cycle has been confirmed in its essential
features for the membrane-bound P450 enzymes (Fig. 1). The spin state change triggered
by the binding of a noncoordinating substrate alters the redox potential of the heme and
makes it possible for the electron-donor partner to transfer an electron to the iron. The
redox potential change for P450,,, is from —300 to —170 mV, which makes the hemoprot-
ein reducible by the iron—sulfur protein putidaredoxin (E,;» = —196 mV: 18). The catalytic
turnover of the protein is thus initiated by the binding of a substrate, a strategy that mini-
mizes uncoupled turnover of the protein. Reduction of the iron is followed by binding of
oxygen to give the ferrous—dioxy complex, the last intermediate that has been directly
observed under physiological conditions (19,20).

One-electron reduction of the ferrous—~dioxy complex produces the activated species
that reacts with the substrate. It is thought that the second electron reduces the ferrous—
dioxy complex to a ferric—peroxide complex, although the detailed structure of this com-
plex is not known. Nevertheless, the fact that uncoupled tumover of P450 produces H.O-
and that catalytic turnover of P450 can be supported by exogenous H.O. (21), support
formulation of the initial species obtained on uptake of the second electron as a ferric-
peroxide complex of some kind. This complex undergoes heterolytic cleavage of the diox-
ygen bond, with the uptake of two protons and the loss of a molecule of water to produce
what is thought to be an activated ferryl (formally Fe¥—O) species (21). Reaction of the
ferryl species with the substrate leads to product formation. In most, but not all, instances
the oxygen of the ferryl species is transferred to the substrate to give an oxygenated metab-
olite. If the substrate is relatively resistant to oxidation, the ferryl species can be directly
reduced with the formation of a water molecule. To the extent that superoxide, H.O;, and
water are produced at the expense of substrate oxidation during the catalytic turnover of
cytochrome P450 the reaction is said to be uncoupled.
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Fig.1 Catalytic cycle of cytochrome P450 enzymes: The iron in brackets represents the prosthetic
heme group of the enzyme and SH represents a substrate. The sites at which the catalytic cycle can
be uncoupled to produce O, , H:O;, or H.O are indicated.
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Fig.2 The microsomal system involved in the transfer of electrons from reduced pyridine nucleo-
tides to cytochrome P450: A flavoprotein (Fp) with one FMN and one FAD prosthetic group transfers
the electrons from NADPH to cytochrome P450.

V. CYTOCHROME P450 REDUCTASE

The electrons required for catalytic turnover of the xenobiotic-metabolizing isoforms of
cytochrome P450 are provided by NADPH-cytochrome P450 reductase (Fig. 2). The
reductase, a 78-kDa protein, is anchored to the membrane by an NH:-terminal hydrophobic
peptide (22). Cytochrome P450 reductase binds one FMN and one FAD as prosthetic
groups and is reduced by NADPH but not NADH. NADPH transfers its electrons to the
FAD group which, in turn, transfers them to the heme via the FMN group. The reductase
can be reduced by up to four electrons, but under normal turnover conditions it cycles
between the one- and three-electron reduced forms, both of which can transfer electrons
to cytochrome P450. Limited tryptic digestion of liver microsomes releases a 72-kDa
cytosolic reductase domain that binds NADPH and reduces cytochrome ¢ but is no longer
able to reduce cytochrome P450 (23). Heterologously expressed P450 reductase without
the membrane-binding domain has been crystallized, and its structure should soon be
available (24).

The catalytic turnover of cytochrome P450 in some instances can be synergistically
increased by cytochrome b« (25,26). Cytochrome b; can be reduced by either NADH and
cytochrome b; reductase or NADPH-cytochrome P450 reductase. Cytochrome b; is able
to deliver the second, but not the first, electron required for the catalytic turnover of cyto-
chrome P450. The synergistic effect of NADH or cytochrome bs is due, at least partly,
to an increase in the coupling of reduced pyridine nucleotide and oxygen utilization to
product formation (i.e., to a decrease in uncoupled reduction of oxygen to give H:O: or
water, rather than substrate oxidation).

Vi. CYTOCHROME P450 STRUCTURE

Cytochrome P450,,, 1s the most thoroughly characterized of the four cytochrome P450
enzymes for which structures are available (2-5). It is roughly a triangular prism in which
12 helical segments account for approximately 45% of the amino acid residues (2). The
heme prosthetic group is bound in P450,,, by at least three interactions: (a) coordination
of a cysteine thiolate ligand to the iron, (b) the pincer action of two helices on the heme,
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and (c) hydrogen bonds to the heme propionic acid groups. A cysteine thiolate is the
proximal iron ligand in all P450 enzymes. The active site cavity is lined with hydrophobic
residues, as might be expected of an enzyme designed for the metabolism of lipophilic
substrates. A few residues on the distal (substrate-binding) side of the heme are strongly,
but not universally, conserved throughout the P450 family. The most important of these
is Thr-252 in P450,,,. The threonine may help stabilize the ferrous—dioxy complex or to
promote heterolysis of the ferric—peroxide intermediate. Sequence alignments indicate
that the threonine is conserved in most P450 enzymes, but it is not essential because it
is absent in P450,,,: and a few other enzymes (5). Nevertheless, the threonine is important
because its replacement by non-hydrogen-bonding residues alters catalysis. Specifically,
mutation of Thr-252 in P450, ,, greatly increases the degree of uncoupled turnover (27,28),
and mutation of the corresponding residue (Thr-319) in CYP1A2 10 an alanine suppresses
the ability of the enzyme to oxidize benzphetamine, but not 7-ethoxycoumarin (29). Recent
studies with P450,,, indicate that the hydrogen-bonding role of the threonine is played
in that enzyme by a hydroxyl group on the substrate (30).

The crystal structure of P450,,, with camphor bound in the active site shows that
the heme and substrate are buried within the protein (2). Binding of the substrate requires
the transient opening of a channel into the active site. Once in the active site, the substrate
is positioned approximately 4 A above the heme iron atom by a hydrogen bond to a
tyrosine residue (Tyr-96) and by contacts with a variety of active site residues (2). A
weakening of the interactions that position the substrate, either by mutagenesis of the
protein or by alteration of the substrate, decreases the regiospecificity of the hydroxylation
reaction and increases the extent of uncoupled turnover (27,28). Although only relatively
minor changes are observed in the active site of P450,,, when the iron is reduced (31),
recent nuclear magnetic resonance (NMR) studies indicate that the position of the fatty
acid substrate changes by approximately 6 A when the iron is reduced in P450,,.: (32).
These results indicate that P450 enzymes may or may not undergo major conformational
changes as the catalytic cycle is traversed.

Sequence alignments and the available physical, chemical, and biochemical data
suggest that the structures of the membrane-bound mammalian P450 enzymes are similar
to those of the bacterial enzymes (33). On the basis of sequence alignments with P450_ .
six domains of the primary sequence of P450 enzymes, known as sequence recognition
sequences (SRS), have been proposed to be particularly important in determining substrate
specificity (34). Sequence alignments are being used, in conjunction with the templates
provided by the bacterial P450 crystal structures, to construct structural models of the
mammalian P450 enzymes. For example, models are currently available for mammalian
cytochromes P450 1A1 (35), 2B1 (36), and 2D6 (37). These models provide rough three-
dimensional structures of the indicated proteins, but caution must be taken not to use them
in ways that exceed their validity. Specifically, the models now available are still too
unreliable to address detailed mechanistic questions, or to use for the docking of substrates
in efforts to determine detailed substrate specificity.

VIi. CYTOCHROME P450-CATALYZED REACTIONS

Cytochrome P450-catalyzed reactions produce a diversity of metabolites, many of which
are formed by secondary, nonenzymatic decomposition of the products formed by the
P450 reaction. Although the range of reactions catalyzed by P450 is growing, most of the
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Fig. 3 Hydroxylation, n-bond oxidation, and heteroatom oxidation. the three basic cytochrome
P450-catalyzed reactions. intervene in the metabolism of strychnine. (From Ref. 39.)

reactions involve (a) insertion of an oxygen atom into the bond between a hydrogen and
a carbon or other heavy atom (hydroxylation), (b) addition of an oxygen atom to a n-
bond (epoxidation), or (c) addition of an oxygen atom to the electron pair on a heteroatom
(heteroatom oxidation) (38). These reactions are illustrated by the metabolism of strych-
nine (Fig. 3); (39). Cytochrome P450 enzymes also catalyze reduction reactions, particu-
larly under conditions of low oxygen tension. The catalytic process can be viewed as
consisting of two stages: activation of molecular oxygen to the active oxidizing species,
followed by reaction of the oxidizing species with the substrate. The catalytic machinery
of cytochrome P450 is required for the first stage of the process. In contrast. the enzyme
appears to contribute little to the reaction of the activated oxygen with the substrate beyond
providing an appropriate environment for the reaction and limiting the sites on the sub-
strate exposed to the activated oxygen. The outcome of the catalytic process, therefore,
is determined by the nature and the relative reactivities of the substrate functionalities that
are accessible to the activated oxygen species.

Vill. HYDROXYLATION
A. Carbon Hydroxylation

The regio- and stereoselective hydroxylation of unactivated hydrocarbons is one of the
most common, but most difficult, reactions catalyzed by cytochrome P450. Isotopic effects
provide direct evidence that the reaction outcome depends on the reactivity of the accessi-
ble C—H bonds. Thus, hydroxylation of the undeuterated carbon is strongly favored in
the oxidation of [1,1-°H.]-1,3-diphenylpropane, a symmetrical molecule in which the hy-
drogens are replaced by deuteriums on one of the two otherwise identical methylene
groups (Fig. 4). A large isotopic effect (k/k, = 1) is observed in the intramolecular
preference for hydroxylation of the undeuterated methylene, even though only a small
kinetic isotopic effect is observed on the net rate of hydroxylated product formation (40).
The targe intramolecular isotopic effect indicates that the reaction is sensitive to the rela-
tive energies required to break competing C—H bonds, and that the reactive species is
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Fig. 4 Competitive hydroxylation of otherwise equivalent deuterated and undeuterated sites in a
symmetrical molecule. (From Ref. 40.)

able to choose between the competing sites. Only a small kinetic isotopic effect is observed
on the actual rate of product formation, because the rate is determined by steps other than
insertion of the oxygen into the C-H bond.

The relation between bond strength and reactivity is confirmed by the finding that
the P450-catalyzed oxidation of hydrocarbon C—H bonds decreases in the order tertiary
> secondary > primary (41,42). The intrinsic higher reactivity of weaker C-H bonds is
often masked by steric effects or by the orientation of the substrate to the activated oxidiz-
ing species. If these factors are minimized, however, the intrinsic reactivity of the C-H
bonds becomes evident, as illustrated by the hydroxylation of small hydrocarbons for
which movement within the P450 active site is less restricted. Thus, the microsomal
oxidation of tert-butane [CH(CH.).] yields 95% tert-butanol [HOC(CH.,).] and only 5%
2-methylpropanol [CH,CH(CH;)CH.,OH] (41). The sterically hindered, but weaker, ter-
tiary C—H bond i1s oxidized in preference to the nine relatively unhindered, but primary
C-H bonds.

The relation of bond strength to hydroxylation by the enzyme suggests that reactivity
is determined by the homolytic C-H bond scission energy, an inference consistent with
a nonconcerted ‘‘oxygen-rebound’’ mechanism in which hydrogen abstraction by the acti-
vated oxygen is followed by recombination of the resulting radical species to give the
hydroxylated product (43):

[Fe*=0] + R,C-H — [Fe"-OH] + R,C — [Fe""] + R,C-OH (1)

If a radical intermediate is formed as a transient species, it should be possible to detect
it in substrates in which the radical can undergo a rearrangement before recombination
to give the product. Indeed, the hydroxylation of exo-tetradeuterated norbornane yields,
among other products, the endo-deuterated alcohol metabolite (44). This inversion of the
deuterium stereochemistry requires the formation of an intermediate in which the geometry
of the tetrahedral carbon can be inverted. Other examples are known of reactions that
proceed with a loss of stereo- or regiochemistry that require an intermediate in the reaction
process (38.42). A recent example of such a reaction is provided by the allylic re-
arrangement that accompanies the P450-catalyzed hydroxylation of taxa-4(5),11(12)-diene
during the biosynthesis of taxol (Fig. 5) (45).

Fig.5 Rearrangement of the double bond accompanying the cytochrome P450-catalyzed oxidation
of an intermediate in the biosynthesis of taxol. (From Ref. 45.)
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The cytochrome P450-catalyzed hydroxylation of hydrocarbon chains commonly
occurs at the terminal (w) carbon or at the carbon adjacent to it (-1 ), although the hydrox-
ylation can occur at internal sites in the hydrocarbon chain. w-Hydroxylation is disfavored
relative to -1 hydroxylation by the higher strength of the primary C~H bond. Except
for the CYP4A family of enzymes, which are specifically designed as fatty acid o-hydrox-
ylases, most P450 enzymes preferentially catalyze ®-1 hydroxylation. The hydroxylation
of C~H bonds that are much stronger than those of a terminal methyl group is rarely
observed. Thus, the direct oxidation of a vinylic, acetylenic, or aromatic C-H bond is
extremely rare, although the m-bonds themselves are readily oxidized (see next section),

B. Carbon Hydroxylation Followed by Heteroatom
Elimination

Hydroxylation adjacent to a heteroatom or a x-bond is highly favored owing to the weaker
bond strength of the relevant C—H bonds and, with nitrogen and sulfur, to the availability
of alternative mechanisms that lead to the same reaction outcome. Allylic or benzylic
hydroxylation produces a stable product but hydroxylation adjacent to a heteroatom yields
a product that readily fragments with elimination of the heteroatom (Fig. 6). Oxidation
adjacent to an oxygen usually results in O-dealkylation, adjacent to a nitrogen in N-deal-
kylation, adjacent to a sulfur in S-dealkylation, and adjacent to a halogen in oxidative
dehalogenation (Fig. 7).

C. Heteroatom Hydroxylation

The mechanism of cytochrome P450-catalyzed amine hydroxylations is ambiguous be-
cause the reaction can proceed by insertion of an oxygen into the N—H bond or oxidation
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Fig. 6 The hydroxylations of metoprolol illustrate (a) benzylic hydroxylation, (b) hydroxylation
adjacent to an oxygen followed by elimination (O-dealkylation), and (c) hydroxylation adjacent to
a nitrogen followed by elimination (N-dealkylation).
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Fig. 7 Hydroxylation adjacent to a halogen followed by climination (oxidative dehalogenation).
as illustrated by the oxidation of halothane and chloramphenicol. The acyl chloride produced from
the dihalogenated carbon by the P450 reaction can react with water, as shown. or with other nuclco-
philes.

of the nitrogen to a nitroxide (see Section X) followed by proton tautomerization to give
the hydroxylamine. A similar ambiguity exists in the hydroxylation of sulfhydryl groups.
Direct N-hydroxylation reactions are most favored in situations in which the nitrogen
electron pair is delocalized and, therefore, relatively unavailable. This is true for amides
and sulfonamides and the oxidation of these groups to the hydroxylated products, as illus-
trated by the hydroxylation of p-chloroacetanilide (46), probably occurs by a hydroxylation
mechanism (Fig. 8).

IX. w-BOND OXIDATION
A. The Oxidation of Aliphatic n-Bonds

The cytochrome P450-catalyzed oxidation of an olefin usually yields the corresponding
epoxide (Fig. 9). Retention of the olefin stereochemistry in the reaction suggests that the
two carbon—oxygen bonds of the epoxide are formed without the intervention of an inter-
mediate that allows rotation about the carbon—carbon bond (47). The simplest mechanism
that satisfies this constraint is that both bonds are formed at the same time, if not necessar-
ily at the same rate. In general, the epoxidation of electron-rich double bonds is favored
over that of electron-deficient double bonds. Carbonyl products formed by migration of

O
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Fig. 8 Nitrogen hydroxylation of p-chloroacetanilide.
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Fig. 9 The epoxidation of 1-deuterated styrene, secobarbital, and aldrin by cytochrome P450.
(From Refs. 47, 49, 50.)

a hydrogen or halide from the carbon to which the oxygen is added to the adjacent carbon
of the double bond are occasionally obtained as minor metabolites. An example of this
is the formation of trichloroacetaldehyde from 1,1,2-trichloroethylene (Fig. 10; 48). The
1,2-migration of a hydrogen or halide implies that positive charge develops at the carbon
toward which the migration occurs. Carbonyl products thus appear to result from n-bond
oxidations in which the two carbon-oxygen bonds are not simultaneously formed. Al-
though this is a negligible reaction pathway for most olefins, it is an important reaction
when the n-bond is part of an aromatic ring (see Section 1X.B). Formation of epoxides
by concerted oxygen insertion, but of carbonyl products by nonconcerted oxygen transfer,
implies either that there are two independent reaction pathways, or a single-reaction mani-
fold, with a branch point leading to concerted (epoxide) or nonconcerted (carbonyl) prod-
ucts.

The oxidation of terminal, unconjugated olefins often results in inactivation of the
cytochrome P450 enzyme in addition to formation of the epoxide (47,51). In some in-
stances, inactivation results from reaction of the epoxide with the protein, but in others,
inactivation reflects alkylation of a pyrrole nitrogen of the prosthetic heme group by a
catalytically activated form of the olefin (Fig. 11). Characterization of the adducts shows
that heme alkylation is initiated by oxygen transfer from the enzyme to the heme, but is
not due to reaction with the epoxide metabolite. Heme alkylation thus inveolves an asym-

Cl Cl
>—_——< — CC|3CHO
H Cl

Fig. 10 The oxidation of trichloroethylene to trichloroacetaldehyde. (From Ref. 48.)
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Fig. 11 N-Alkylation of the cytochrome P450 prosthetic heme group during terminal olefin oxida-

tion: The P450 heme is represented by the square of nitrogen atoms.

metrical, nonconcerted olefin oxidation pathway that may be part of the same manifold
of reactions that produces the epoxide and carbonyl metabolites.

The reaction manifold that leads to the formation of epoxides, carbonyl products,
and heme alkylation has not been definitively elucidated. Chemical studies with metallo-
porphyrin models suggest that the common step in the epoxidation reaction may be the
formation of a charge—-transfer complex between the ferryl oxygen and the n-bond (52).
Decomposition of this complex by one of several pathways leads to the diverse reaction
outcomes. The pathways may include concerted epoxide formation (path a) or pathways
that proceed by a free radical (path b), cationic (path ¢), or metallaoxocyclobutane interme-
diate (path d; Fig. 12). None of these intermediates is supported by unambiguous data
except the cationic intermediate that is required for the rearrangement that produces the
carbonyl compounds. The various products, however, could also stem from independent
reactions, rather than being the result of a single reaction manifold.

B. The Oxidation of Aromatic Rings

The cytochrome P450-catalyzed processing of aromatic systems is a special case of n-
bond oxidation. In its simplest form, the oxidation is analogous with the oxidation of an
isolated double bond and gives the same product (i.e., the epoxide). However, the epoxides
of aromatic systems are unstable and readily rearrange to give phenols. The steps in this
reaction are (a) heterolytic scission of one of the strained epoxide carbon—oxygen bonds,
(b) migration of the hydrogen (or substituent) on the carbon that retains the epoxide oxygen
to the resulting carbocation to give the ketone, and (¢) proton tautomerization to give the
phenol (Fig. 13). The net result is oxidation of an aromatic ring via the epoxide to the
hydroxylated product formally expected from insertion of oxygen into one of the aromatic
C-H bonds. This common aromatic ‘‘hydroxylation’’ mechanism is known as the NIH
shift (53). The NIH shift of an epoxide can yield two potentially different phenolic prod-
ucts, depending on which of the two epoxide carbon bonds is broken. If the cation formed
by breaking one of the bonds is significantly more stable than that obtained by breaking
the other, the phenol produced by the lower-energy pathway predominates. Substitution
of an electron donating group (e.g., alkoxy) promotes formation of the ortho- or para-
hydroxy metabolite, whereas a strong electron withdrawing substituent (e.g., nitro) favors
formation of the meta-hydroxy metabolite.

Aromatic nt-bond oxidation is subject to mechanistic ambiguities similar to those
for the oxidation of simple olefins. Although the epoxides of some aromatic substrates
have been isolated and shown to undergo the NIH shift, it is possible that in many instances
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Fig. 12 Possible reaction intermediates in the cytochrome P450-catalyzed oxidation of olefins.
The formation of a charge—transfer complex could be followed by (a) concerted epoxide formation,
(b) nonconcerted oxygen transfer to give a radical, (¢) nonconcerted oxygen transfer to give a cation.
or (d) formation of a metallaoxetane intermediate. The pathways are not necessarily independent
in that the intermediates can be interconverted.

the epoxide is a not a true intermediate in the reaction trajectory that produces the NIH
shift. Asymmetrical transfer of the ferryl oxygen to the aromatic n-bond could yield a
cation stmilar to that expected from cleavage of one of the epoxide carbon-oxygen bonds.
This intermediate could close to the epoxide but could also flow directly into the NIH
shift (Fig. 14). The reaction manitold can be diverted toward other reaction outcomes.
An example of this is the oxidation of pentafluorophenol to 2.3,5,6-tetrafluoroquinone
(54). It appears that one-electron abstraction from the polyfluorinated phenol produces a
phenoxy radical that combines with the ferryl oxygen at the carbon para to the oxygen.
The resulting para-hydroxylated intermediate eliminates fiuoride to give the quinone. (Fig.
15). As always, the reaction with the lowest energy barrier predominates.

X. HETEROATOM OXIDATION

The availability of free electron pairs on nitrogen and sulfur favors their oxidation by the
electron-deficient ferryl species of cytochrome P450. Oxygen is not similarly oxidized
owing to the higher electronegativity of oxygen. Halogen atoms, similar to oxygen, are
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Fig. 13 Aromatic hydroxylation by the NIH shift mechanism as illustrated by the cytochrome
P450-catalyzed oxidation of fenbendazole. (From Ref. 55.)

very electronegative and difficult to oxidize, although there is evidence for their oxidation
in special circumstances (56).

Several reactions are known to result from the P450-catalyzed oxidation of nitrogen
and other heteroatoms. The most straightforward of these reactions is transfer of the elec-
tron-deficient ferryl oxygen to a nitrogen to give the N-oxide, or to a sulfur to give the
sulfoxide. Unless one or more of the substituents is a hydrogen, nitrogen can undergo
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Fig. 14 Hydroxylation of some aromatic rings may occur without the formation of an actual epox-
ide intermediate. The cytochrome P450 heme iron atom is represented by Fe.
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Fig. 15 Proposed mechanism for the oxidation of pentafluorophenol that results in fluoride elimi-
nation and formation of tetrafluoro p-quinone without the formation of an epoxide intermediate.
The cytochrome P450 heme iron atom is represented by Fe. (From Ref. 54.)

only one such oxidation. However, sulfur has two unpaired electrons and can be oxidized
twice to give sequentially a sulfoxide (R,S=0) and a sulfone (R.SO-). The second oxida-
tion is more difficult than the first because the electron pair is less available in a sulfone
than in a thioether (57).

A. Nitrogen Oxidation

Tertiary amines, can be oxidized by the endoplastic reticulum to the corresponding N-
oxides by either cytochrome P450 enzymes or the microsomal flavin monooxygenase (see
Chapter 10). In general, but not always (58), cytochrome P450 enzymes catalyze the N-
dealkylation of alkyl amines rather than the formation of an N-oxide. The flavin monooxy-
genase system forms only the N-oxide. It is not possible to attribute the formation of an
N-oxide to either the P450 or flavoprotein monooxygenase system without evidence that
specifically implicates one or the other of these two systems.

The dealkylation of alkyl amines, ethers, thioethers, and other alkyl-substituted het-
eroatoms is catalyzed by cytochrome P450 and not the flavin monooxygenase. The formal
mechanism for this reaction involves introduction of a hydroxyl group adjacent to the
heteroatom, followed by intramolecular elimination of the heteroatom. The products of the
reaction, therefore, are an aldehyde or ketone and the dealkylated heteroatom-containing
fragment of the substrate. In the ethers, the hydroxyl group is introduced by a conventional
carbon hydroxylation reaction. The mechanism for introduction of the hydroxyl group
adjacent to nitrogen is less well established. One alternative is direct hydroxylation. How-
ever, the lower electronegativity of nitrogen than of oxygen makes possible electron trans-
fer from the nitrogen to the ferryl species (Fig. 16). Abstraction of the proton from the
adjacent carbon followed by recombination of the iron-bound hydroxy!l group with the
resulting radical completes the reaction (Fig. 16). Evidence is availablc for both reaction
pathways and the possibility exists that the pathway will be substrate-dependent (38,59).

B. Sulfur Oxidation

The oxidation of thioethers to sulfoxides and the dealkylation of alky] thioethers is subject
to the same considerations as the metabolism of alkyl amines. Sulfoxidation can be cata-
lyzed by both P450 enzymes and flavin monooxygenases. S-Dealkylation, almost invari-
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Fig. 16 Mechanistic alternatives for the hydroxylation adjacent to a nitrogen atom.

ably mediated by cytochrome P450, involves carbon hydroxylation, followed by cxtrusion
of the heteroatom.

The P450-catalyzed oxidation of thiocarbonyl groups is unusual in that it leads to
elimination of the sulfur to yield a simple carbonyl moiety (Fig. 17). Transfer of the ferryl
oxygen to the sulfur of the thiocarbonyl group produces an unstable, unsaturated sulfoxide
that decomposes to the observed carbonyl product. The sulfur is eliminated, probably as
HSOH, by a hydrolytic mechanism that may be assisted by glutathione (60.61).

Xl. UNUSUAL OXIDATIVE REACTIONS

The range of reactions catalyzed by cytochrome P450 continues to expand, although the
more novel reactions have been observed to occur only in low yields or in special circum-
stances. Two of these reactions are described in this section, more as a notice that unusual

N-CN N Paso (o CN 0- N

oy ==X L

MeHN "\/\/ T'\ MeHN ]I\r/\/ Il\.'
H H

H H
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|
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Fig. 17 The P450-catalyzed oxidation of thioethers and thiocarbonyl groups as illustrated by the
oxidation of cimetidine and methyl N, N-diethyldithiocarbamate (a metabolite of disulfiram).
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CO,H CO,H

Fig. 18 Cytochrome P450-catalyzed desaturation of valproic acid.

reactions can be expected to occur than because the two reactions can be said. so far, to
represent important P450 processes.

One of the P450-catalyzed reactions that has only recently been recognized is the
desaturation of hydrocarbon residues. The most thoroughly investigated of these reactions
1s the desaturation of valproic acid to give the terminal olefin (Fig. 18: 62). Isotopic effect
studies suggest that this reaction is initiated by hydrogen abstraction from the -1 position.
This abstraction is followed, not by recombination to give the 4-hydroxy metabolite (which
also occurs), but by a second hydrogen atom abstraction from the terminal carbon. Mam-
malian cytochrome P450 enzymes similarly catalyze the A" -desaturation of testosterone
(63) and the desaturation of lovastatin (64) and simvastatin (65).

The reaction of aldehydes with cytochrome P450 also proceeds by two pathways.
Onc of them is a relatively conventional oxidation to give the carboxylic acid (66), but
the other is a process that results in elimination of the aldehyde group as formic acid (Fig.
19; 67). The carbon—carbon bond cleavage reaction finds strong precedent in the reactions
catalyzed by the biosynthetic P450 enzymes lanosterol demethylase, aromatase, and sterol
C' “-lyase. Cleavage of a carbon—carbon bond in the reaction catalyzed by each of these
three enzymes has been proposed to involve the reaction of an aldehyde or ketone interme-
diate with the ferrous dioxy intermediate of cytochrome P450 (68). A similar mechanism
is proposed for the reactions of simple aldehydes with hepatic P450 enzymes, with the
difference that the carbon~carbon bond cleavage process is the major or exclusive reaction
in the biosynthetic enzymes, but is a very minor reaction in the oxidation of xenobiotic
aldehydes.

Xil. REDUCTIVE REACTIONS

In addition to oxidative reactions, cytochrome P450 is known to catalyze reductive reac-
tions (69). These reductive reactions are most important under anaerobic conditions, but
can, in some instances, compete with oxidative reactions under aerobic conditions. The
principal reductive reaction specifically catalyzed by cytochrome P450 is the dehalogena-
tion of alkyl halides. Cytochrome P450, or at least cytochrome P450 reductase, is also
involved in reactions such as the reduction of azo and nitro compounds. The important

CO-H CHO
\)\ -~ \/K RN ™ HCO,H

Fig. 19 Aldehyde oxidation by cytochrome P450 yicelds primarily the corresponding acid but. as
a minor pathway. sometimes produces the unsaturated hydrocarbon from which the aldehyvde carbon
has been eliminated.
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catalytic species is the ferrous deoxy intermediate in which the reduced iron is not coordi-
nated to oxygen. Reductive reactions thus compete with the binding and activation of
oxygen, a fact that explains the oxygen sensitivity of the pathway. These reactions are
discussed in Chapter 11.
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). GENERAL INTRODUCTION TO METABOLISM BY
NON-P450 MONOOXYGENASES

Currently, there is considerable interest in the identity of specific human oxidative en-
zymes responsible for the termination, or unmasking, of a drug’s pharmacological effects
(1). Such information can facilitate the rational, prospective evaluation of inhibitory drug-
drug interactions and improve the safety profile of many substances, particularly those
with low therapeutic indices (2). Significant advances in cytochrome P450 research, in-
cluding the cloning and expression of most of the principal human liver forms of the
enzyme, and the identification of P450 isozyme-selective inhibitors and inducers now
permit the identification of specific human P450 isozymes involved in a given in vivo
biotransformation pathway, with a high degree of confidence (3,4). However, frequently,
our understanding of the multiplicity, substrate specificity, and regulation of non-P450
oxidases, is much less well developed.

This chapter will focus on three mammalian nonheme oxygenases, which can conve-
niently be categorized by the nature of their active centers as etther flavin-containing or
molybdenum-containing enzymes. The flavin-containing monooxygenase (FMO) isoforms
are located predominantly in the microsomal cell fraction, whereas the molybdenum-
containing enzymes, aldehyde oxidase (AO) and xanthine oxidase (XO), are both located
in the soluble fraction. Each of the three enzymes will be discussed separately in terms
of their catalytic mechanism, multiplicity, tissue distribution and regulation; their biotrans-
formation reactions; and their relevance to human drug metabolism.

Although other non-P450 enzyme systems, such as the alcohol, aldehyde, and dihy-
drodiol dehydrogenases, monoamine oxidase, semicarbazide-sensitive amine oxidase, and
the enzymes of mitochondrial and peroxisomal B-oxidation, are also clearly capable of
carrying out xenobiotic oxidation (5-10), their quantitative contribution to drug metabo-
lism is either too low, or our present knowledge of their basic biochemistry is insufficiently
comprehensive to warrant discussion in the format just described for the FMOs and molyb-
dozymes.

II. MICROSOMAL FLAVIN-CONTAINING
MONOOXYGENASE

Mammalian FMO is an NADPH-dependent and oxygen-dependent microsomal FAD-
containing enzyme system that functions as a sulfur, nitrogen, and phosphorus oxygenase.
For many years following its imtial purification from hog liver (11} in the early 1970s,
only one form of the enzyme (FMOI1) was recognized, and extensive studies have been
carried out by Ziegler and his associates on the mechanism of action, substrate specificity,
toxicological importance, and physiological significance of hog liver FMO! (12,13, and
references therein). In recent years, molecular biology techniques have identified a family
of five structurally related isoforms that appear to be expressed in all mammalian species
yet examined (14).

A. Catalytic Mechanism

The simplest catalytic cycle consistent with available experimental data involves the se-
quential binding of NADPH and oxygen to the enzyme to generate an FAD C-4a-hydro-
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Fig. 1 Catalytic cycle for FMO-dependent oxidation.

peroxide (Fig. 1). Substrate nucleophiles (e.g., trimethylamine) attack the distal oxygen
of this hvdroperoxide with resultant oxygen transfer to the substrate, and the generation
of a hydroxyflavin species. The rate-limiting step in FMO catalysis is considered to be
the subsequent decomposition of the hydroxyflavin. Because this step follows transfer of
oxygen to the substrate, it provides a rationalization for the observation that the V,,,, for
hog liver FMO1-dependent reactions is relatively constant in the absence of uncoupling.
This kinetic mechanism has been examined in detail only for hog FMO1 (11), but there
is no reason to expect that it will differ significantly among the various isoforms.

B. Multiplicity, Tissue Distribution, and Species
Differences for the Mammalian Isoforms

The mammalian FMO gene family is composed of a minimum of five members termed:
FMOI, FMO2, FMO3, FMO4, and FMOS (14). The primary sequences of the five forms
are 50-55% identical with each other and each contains 1 mol of noncovalently bound
FAD at the enzyme active site. Two conserved glycine-rich regions toward the N-terminal
region of each isoform are associated with binding of NADPH and FAD.

The most detailed analysis of the tissue distribution of these five isoforms has been
carried out in the rabbit. FMO1 mRNA expression is highest in liver and intestine, whereas
FMO2 mRNA is highest in lung (15,16). Variable levels of mRNA encoding FMO3,
FMO4, and FMOS are present in rabbit liver and kidney, but low to undetectable levels
of these isoforms exist in rabbit lung (15,17). As a general rule, FMO! is the dominant
form of the enzyme in the liver of most experimental animals. However, it is not expressed
to any significant extent in adult human liver, where FMO3 appears to be the major isoform
(18,19). Because the substrate specificities of the individual FMO isoforms can differ
significantly (20,21), it is important to exercise caution when attempting to extrapolate
liver microsomal data for FMO catalysis from experimental animals to humans.
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C. Enzyme Regulation

Unlike the cytochrome P450s, the FMO system is not induced by exogenously adminis-
tered xenobiotics, such as the barbiturates or polycyclic hydrocarbons. However, the
FMOs do appear to be subject to hormonal and developmental regulation, and it is becom-
ing increasingly evident that dietary constituents can exert considerable effects on the
hepatic and extrahepatic levels of certain FMO isoforms.

1. Dietary Control

Kaderlik et al. (22) reported that rats that were switched from commercial chow to a
chemically defined diet exhibited a pronounced loss of liver FMO activity. This suggested
that some components of the ‘‘normal’’ diet were capable of FMO induction. More re-
cently, Larsen-Su and Williams (23) have demonstrated that dietary indole-3-carbinol, a
plant alkaloid found in cruciferous vegetables, dramatically inhibits the expression of
FMOI in rat liver and intestine. Interestingly, indole-3-carbinol induces hepatic levels of
CYPIALI (and several other P450s) in rats. Therefore, the capacity appears to exist for
dietary constituents to alter the hepatic CYP/FMO ratio.

2. Hormonal Control

The FMO?2 enzyme was induced in late gestation in maternal rabbit lung (24), and subse-
quent studies showed that this increase was related to elevated levels of progesterone
(25). In contrast, FMO2 expression in the kidney appears to be more closely linked to
glucocorticoid levels (26). Sex-dependent expression of FMOs is pronounced in mouse
liver. Female mice express higher general FMO-dependent liver activities than males,
which is due to female-predominant and female-specific hepatic expression of FMOI and
FMO3, respectively (27).

3. Developmental Control

Perhaps the most striking example of developmental control concerns the selective expres-
sion of FMO1 in fetal human liver and FMO3 in adult human liver. The mRNA for FMOI
is below detectable limits in adult human liver, although it is easily quantified in human
fetal liver, whereas the reverse is true for FMO3 mRNA (19). In addition. form-specific
antibodies for FMO3 identify this protein in adult human liver microsomes, but not to
any significant extent in fetal liver or adult kidney (28). Conclusions drawn from the
mRNA and immunochemical studies are paralleled by functional data for differential
stereoselective sulfoxide formation catalyzed by adult and fetal human tissue
microsomal FMO (29). Further studies are required to determine both the temporal course
of hepatic FMO3 up-regulation-FMO1 down-regulation and trigger mechanism(s) for
these events.

D. Transformation Reactions

The wide panoply of metabolic transformations of which mammalian FMOs are capable
is exemplified by consideration of the substrate specificity of hog liver FMOI1. Extensive
structure~function studies with this purified form of the enzyme have shown that, in princi-
ple, any soft nucleophile that gains access to the active site of FMO will be oxygenated.
Several excellent reviews on this topic have appeared (12,13.30,31). Therefore. the present
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discussion will consider only a few illustrative examples of oxidation at nitrogen and
sulfur centers—the most commonly encountered nucleophilic sites in drug molecules.

1. Oxidation at Nitrogen Centers

A very large number of nitrogen-containing functionalities are found in xenobiotics. Given
the nucleophilic mechanism of catalysis, it might be expected that FMO substrates would
exhibit a minimum basicity requirement. However, predictions of substrate specificity
based on pK, alone do not accommodate all of the experimental observations, and it is
clear that both steric effects of the substrates themselves and the relative expression levels
of specific FMO and P450 isoforms in a given species will determine the nature of the
enzyme systemn involved in vivo. Nonetheless, xenobiotics that contain an sp’-hybridized
nitrogen and exhibit a pK, between 5 and 10 are, in the main, candidate substrates for
FMO.

A major group of substrates for the FMOs are the tertiary acvelic and cyclic amines.
Substrates such as trimethylamine (Fig. 1), benzydamine, clozapine, and guanethidine
(Fig. 2) are converted to stable N-oxides. The levels of N-oxide metabolite formed may
often be underestimated owing to relatively facile reduction back to the parent amine.
Although cytochrome P450s tend to N-dealkylate tertiary amines, their formation of N-
oxides has also been documented (32). FMOs also catalyze the metabolism of secondary
and primary amine functionalities (33), but are usually not involved in the oxidation of
amides, heteroaromatic amines, benzamidines, or guanidines.

2. Oxidation at Sulfur Centers

Thioethers, such as sulindac sulfide (see Fig. 2) are generally better substrates for FMO
than the tertiary amines discussed in the foregoing, owing to the enhanced nucleophilicity
of the sulfur atom. Relative nucleophilicity also explains why thioamides are excellent
substrates and sulfoxides are usually poorer substrates for FMO. Oxidation of thiocthers
and thioamides is also carried out readily by cytochrome P450. The relative participation
of these two monooxygenase systems in sulfur oxidation will depend on their levels of
expression in the metabolizing tissue and the substrate specificity of the FMO isoforms
involved.

3. Diagnostic Substrates and Inhibitors

As is evident from the foregoing discussion, both FMO and P450 isoforms can catalyze
oxidative reactions involving nitrogen and sulfur centers. Approaches to the differentiation
of P450-mediated and FMO-dependent catalysis generally use selective substrates and
inhibitors for both enzyme systems. For example, the conversion of N,N-dimethylaniline
to its N-oxide is probably one of the most widely used indicators of FMO catalysis in
microsomal preparations and, as long as reactions are carried out at pH 8.5-9, only
FMO(s) are likely to be involved. However, at physiological pH, even this most diag-
nostic of substrates may be turned over, in part, by cytochrome P450s (32,34). The anti-
inflammatory drug, benzydamine (see Fig. 2) is an excellent substrate for several human
FMO isoforms (35), and the fluorescent N-oxide metabolite that is generated has permitted
the development of a highly sensitive, simple, endpoint metabolite assay for FMO activity
(36).

Chemical inhibitors suffer from the disadvantage that they are rarely, if ever, specific
for FMO. Unfortunately, no mechanism-based inhibitors of FMO have been identified.
However, | -aminobenzotriazole, a suicide inhibitor of most P450s at high substrate con-
centrations, is a useful, indirect indicator of FMO catalysis, if preincubation with this
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Fig. 2 Typical M-oxidation and S-oxidation reactions catalyzed by FMO.

compound does not decrease the reaction rate that is being monitored. Methimazole is a
widely used inhibitor of FMOs, but it also competitively inhibits human CYP2B6,
CYP2C9, and CYP3A4 at the relatively low substrate concentrations of 40—100 uM (37).
n-Octylamine, although an activator of FMOI, either inhibits or has no effect on other
FMO isoforms (15,17,38). Therefore, it is prudent to employ a battery of *'selective™
inhibition methods (39) when evaluating the in vitro role of FMO in a given oxidative
pathway.
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E. Relevance to Human Drug Metabolism

The conversion of tertiary amines to highly polar N-oxides is considered the prototypic
FMO xenobiotic reaction pathway, and so it is not surprising that FMO has been implicated
in the metabolism of a variety of tertiary amine central nervous systems (CNS)-active
agents, including nicotine, olanzapine, clozapine, and certain dimethylaminoalkyl pheno-
thiazine derivatives (40-43). As a consequence of these observations, there is considerable
current interest in identifying the nature of brain FMO isoforms capable. perhaps. of atten-
uating the pharmacological activity of such tertiary amines directly at their sites of action
within the CNS (44 .,45).

For nicotine, a deficiency in the N-oxide pathway cosegregates with trimethylaminu-
ria (46), a genetic disorder that results from an inability to form trimethylamine N-oxide
(47). The molecular basis underlying trimethylaminuria may be a P153L mutation in exon
4 of the FMO3 gene (48). However, it appears that the incidence of this polymorphism
is very low and, therefore, unlikely to cause significant problems in patient populations.

Sulfoxides are quantitatively significant human metabolites of therapeutic agents
such as the H.-antagonist cimetidine, and the redox-active agent, sulindac sulfide. The
latter drug is administered as a sulfoxide prodrug, and relies on metabolic reduction for
its pharmacological activity. In vitro microsomal studies indicate that human liver FMO(s)
can S-oxygenate both cimetidine and sulindac sulfide (49,50), and both of these sulfoxida-
tion reactions proceed stereoselectively in human liver microsomes. Therefore, it may
be possible to develop in vivo drug probes for human hepatic FMO, if stereochemical
considerations are taken into account, and substrates can be identified that do not undergo
significant redox cycling. It can be anticipated that numerous additional examples of hu-
man FMO involvement in xenobiotic metabolism will appear with the recent advent of
commercial sources of catalytically competent recombinant forms of human FMO3.

lll. XANTHINE DEHYDROGENASE-XANTHINE OXIDASE

Xanthine dehydrogenase (XD) and xanthine oxidase (XO) are two forms of a homodi-
meric, 300-kDa enzyme, for which much of the available information has been derived
from detailed studies on the bovine milk form of the enzyme. Extensive studies have been
performed in the past two decades on the role that tissue forms of the enzyme play in
ischemia—reperfusion injury and in alcohol-related liver injury. Recently, morc emphasis
has been placed on the molecular characterization of human XD-XO in relation to the
other important molybdozyme, aldehyde oxidase (AO), and these developments can be
expected to help clarify the role of these enzymes in human drug metabolism and human
health.

A. Catalytic Mechanism

Each subunit of XD/XO contains one atom of molybdenum in the form of a molybdopterin
cofactor [Mo"' (=S)}(=0)]*", one FAD molecule, and two Fe.-S. centers (51). The
general reaction catalyzed by these enzymes follows Eq (1);

SH + H.O — SOH + 2e~ + 2H" (1)



138 Rettie and Fisher

“buried" H2O

Fig. 3 Reaction mechanism for molybdozyme-dependent oxidation.

where SH is a reduced substrate and SOH is the hydroxylated metabolite. The oxidized
molybdopterin provides the first electron acceptor and the source of the oxygen atom,
which is derived from water (52). Electron flow in XD/XO continues either to one, or both,
iron—sulfur clusters, on to the FAD, and then either to NAD ™ (dehydrogenase activity) or
to oxygen (oxidase activity). Recognition that XD/XO can substitute an oxidized substrate
for either of the two ultimate electron acceptors NAD™ or O, and act essentially as an
oxidoreductase, has considerably clarified the substrate specificities attributed to this en-
zyme. Compounds that interact with XD/XO can be categorized as either reducing (elec-
tron donor at molybdenum center) or oxidizing (electron acceptor from flavin) substrates.
Several recent publications address the redox properties of XO (53-57).

For several years, the chemical mechanism of hydroxylation has been considered
to entail Mo==_S-catalyzed deprotonation of an electrophilic C~H bond in the substrate
to provide an Mo''-SH intermediate (51). Concerted attack of the Mo—0 ligand on the
substrate carbanion then yields an Mo"-O-C species, followed by product release and
electron transfer. Recently, however, an alternative mechanism has been proposed, based
on indirect spectroscopic analysis, which is suggestive of a Mo—C bond and an oxygen
insertion mechanism, instead of a traditional oxygen transfer (Fig. 3). Addition of substrate
across the Mo==S double bond and incorporation of an active site water (hydroxide)
would generate a unique, three-center Mo~C-O bond. Electron transfer and rearrangement
could then yield hydroxylated substrate and regenerate the molybdopterin cofactor (58).
Interestingly, deuterium and tritium isotopic effect data, coupled with other kinetic experi-
ments, have suggested that hydrogen transfer in the hydroxylation reaction is not rate-
limiting in the overall mechanism and, in fact, may be more than an order of magnitude
faster than £, (59). Further work is needed to completely elucidate the general mechanism
of XO-catalyzed reactions.

B. Multiplicity, Tissue Distribution, and Species
Differences

Xanthine dehydrogenase and XO are two forms of the same enzyme. Much of the early
studies were performed with the oxidase form, which was the first to be isolated and was
initially thought to be the form found in vivo. In fact, most mammalian forms of this
enzyme exist as the dehydrogenase form in vivo (60). In some instances, XO is an artifact
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of the isolation procedure. If care is not taken to inhibit proteolytic cleavage during purifi-
cation, the dehydrogenase form of the enzyme is irreversibly converted to the oxidase. A
major difference between the dehydrogenase and oxidase forms is the presence of a nega-
tive charge in the dehydrogenase form that is thought to participate in the binding of
NAD~ (60,61).

The molybdenum hydroxylases are considered to be cytosolic enzymes, although
bovine milk XD/XO is associated with the lipid globules (62). Recently, a human form
of XD has been cloned (63,64), and Northern blot analysis revealed human XD mRNA
in all tissues examined, with the highest levels in heart, brain, hver, skeletal muscle, pan-
creas, small intestine, and colon (64). XD/XO mRNA has also been found in human
placenta (65), and the gene has been localized to chromosome 2p22 {63.66).

The predicted amino acid sequence of cloned human XD shares 91% identity with
rat and mouse XO (64). Comparisons of interspecies sequence alignments with those for
Drosophila XO, and with the crystal structure of the XO-related fungal aldehyde oxidore-
ductase (67), have begun to identify important structural features of the enzyme. Molybd-
opterin- and iron~sulfur cofactor-binding areas have been identified tentatively by compar-
ison with the fungal crystal structure (63,64,67), and a general consensus sequence for
molybdopterin binding has been described. Recent studies on mutant rosy strains of D.
melanogaster have confirmed the location of cofactor-binding sites in XD, the enzyme
encoded by the rosy gene (68).

There is as yet little evidence for multiple XD/XO human isoforms and little is
known about muitiplicity in other species. Although the sequences of two human forms
of XD have appeared in the literature, one of these was, in fact, the first human AO to
be cloned {69,70).

C. Enzyme Regulation

The XO form of the enzyme transfers electrons ultimately to oxygen, with the concomitant
generation of reactive oxygen species that can cause lipid peroxidation. Because the XD
to XO conversion occurs under certain pathophysiological conditions, and is associated
with a variety of toxicities, notably reperfusion injury, there continues to be much interest
in the regulation of the two forms of the enzyme.

Ischemia promotes conversion to the oxidase form, and subsequent tissue reper-
fusion can lead to increased oxidase activity, significant production of reactive oxygen
species, and the potential for increased cellular oxidative stress (71). Regulation, how-
ever, is very complex. Aldehydes that are produced during lipid peroxidation, such as 4-
hydroxynonenal and malondialdehyde, have sudden and differential regulatory effects on
the XD/XO system. By enhancing XD and decreasing XO activity, malondialdehyde acts
as a feedback regulator for the generation of reactive oxygen species. Curiously, 4-hydro-
xynonenal enhances only XO activity (51). Whereas transcriptional activation of XD oc-
curs under ischemic conditions (72), the messenger molecule nitric oxide has been reported
to inhibit XO activity under ischemic conditions, possibly attenuating any subsequent
oxidative damage on reperfusion (73).

Xanthine oxidase has been implicated in several other toxic responses. Lipopolysac-
charide (LPS), an important substance in bacterial infection, enhances XO activity in vari-
ous mouse tissues by both transcriptional and posttranscriptional mechanisms (74). In fact,
XO has been implicated in LPS-induced cytotoxicity, by providing a source of reactive
oxygen species. Ethanol facilitates conversion to XO, and this is compounded by the
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ability of XO to use acetaldehyde, derived from ethanol, as a source of electrons for the
reduction of oxygen. This synergistic effect of ethanol may be important in ethanol-
induced hepatotoxicity (75,76). Additionally, XO activity is elevated in most cystic fibrosis
patients compared with healthy patients (77). The increased generation of reactive oxygen
species in such patients was speculated to play a role in the pulmonary complications that
arise in these patients.

A sex difference in enzyme activity exists in rats, with mature females possessing
about half the XO activity of males (78). However, studies in humans performed either
with liver biopsy samples or using caffeine metabolite ratios to assess XO levels (see later
discussion), did not reveal a substantial sex difference in human XO activity (79,80).
Xanthinuria is a rare genetic disorder in which affected individuals completely tack XO
activity (81,82), although some cases may actually result from a combined deficiency in
both XO and AO (83).

D. Transformation Reactions

The molybdenum hydroxylases carry out oxidation of electron-deficient sp--hybridized
carbon atoms found, most commonly, in nitrogen heterocycles, such as purines and pyrimi-
dines. The lowest electron density in these substrates usually occurs at carbons adjacent
to the nitrogen atom(s), and so XO-mediated metabolism of reducing substrates, such as
purine itself. leads sequentially to the formation of hypoxanthine, xanthine, and ultimately,
uric acid (Fig. 4). The initial hydroxyimine products are seldom isolated and normally
tautomerize to the o-aminoketone. Most of the substrate specificity studies with mamma-
lian forms of the molybdenum hydroxylases have been conducted with AO and these will
be discussed in Section 1V. D.

1. Interaction with Oxidizing Substrates

The nature of the substrates and reactions involved with oxidizing substrates is less well
characterized. So far, only nitrogen-containing functionalities, such as N-oxides and nitro
groups, have been found to substitute for the ultimate electron acceptors NAD™ or O,
(84-86), although the substrate specificity for this newer class of XD/XO-catalyzed reac-
tions needs to be determined. The presence of a reducing substrate is required in investiga-
tions of XD-catalyzed reductions to “‘charge’’ the enzyme with electrons.

2. Diagnostic Substrates and Inhibitors

Xanthine Oxidase and AO have overlapping, but not identical substrate and product speci-
ficities. Both enzymes hydroxylate purines, but AO appears to be more regiospecific than
XO, preferring to catalyze C-8 hydroxylation (51). XO converts 1-methylxanthine, a sec-
ondary metabolite of caffeine, to 1-methyluric acid, and the urinary ratio of these two
metabolites is an in vivo index of XO activity (87).

Allopurinol, a drug administered to patients suffering from gout, is metabolized by
both XO and AO to alloxanthine, which is a potent, and selective, tight-binding inhibitor
of XO. Allopurinol- or alloxanthine-dependent inhibition, in vitro or in vivo, can be used
to evaluate XO-dependent biotransformation. More recently, the structure—activity rela-
tion of phenolic compounds for inhibition of XO has been determined (88.89). Interest-
ingly, the oxidized coumarin nucleus is important for inhibition, with umbelliferone (7-
hydroxycoumarin) and esculetin (7,8-dihydroxycoumarin) yielding K, values of 10°* M.
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Fig. 4 Typical oxidative reactions catalyzed by XO and AO.

E. Relevance to Human Drug Metabolism

Relatively high levels of XD have been localized to human liver and small intestine, tissues
implicated in the first-pass metabolism of a plethora of agents. XO plays a role in the
oxidation of several chemotherapeutic agents and analogs and has been implicated in the
bioactivation of mitomycin C, an antineoplastic compound considered to be cytotoxic
through DNA alkylation and the generation of reactive oxygen species (90). The enzyme
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is involved in the first-pass metabolism of 6-mercaptopurine (to 6-thiouric acid), and the
coadministration of allopurinol and mercaptopurine has been suggested as a strategy to
overcome limited bioavailability (91). XO also appears to be involved in the metabolism
of the chemoprotective agent 2,6-dithiopurine (92).

Several purine derivatives are also useful antiviral agents, but are poorly absorbed
after oral administration. Attempts to improve bioavailability have centered around the use
of more hydrophobic prodrugs, such as 6-deoxyacyclovir (Fig. 4), and 2’-fluoroarabino-
dideoxypurine, which can be bioactivated by XO to acyclovir and 2’-fluoroarabino-dideox-
yinosine, respectively (93,94).

IV. ALDEHYDE OXIDASE

Despite the parallel in nomenclature with XD/XO, aldehyde oxidase is not an alternative
form of aldehyde dehydrogenase. AO is a cytosolic enzyme that shares much similarity
with the XD/XO enzymes, but does not participate in a dehydrogenase—oxidase transition.
Because many features of the two enzymes are very similar, only significant similarities
and differences will be discussed.

A. Catalytic Mechanism

Mechanistic studies have not been carried out as extensively on AQ; however, the mecha-
nism(s) described for XO (see Fig. 3) are probably also operative for AO. Indeed, spec-
troscopic experiments (UV-VIS, EPR) have revealed a remarkable similarity and iden-
tity in the cofactor and apoprotein environments of the two molybdozymes (60).

B. Multiplicity, Tissue Distribution, and Species
Differences

Aldehyde Oxidase exists solely in its oxidase form, and so the electrons received from a
reducing substrate are used by the flavin to reduce dioxygen. Attempts to convert AO
back to a dehydrogenase form, such that it will reduce NAD™ instead of dioxygen, have
been unsuccessful. Sequence comparisons between all of the known XD/XOs and AOs
have yielded insight into functional differences between the enzymes (60). AO probably
lacks the requisite amino acid(s) to either bind NAD~ or modify the redox potential to
allow reduction of NAD".

Although the dehydrogenase—oxidase transition does not occur with AQ, the same
pathophysiological implications that were described for XO exist for AO. Notably, the
reactive oxygen species generated during metabolism by AO may react with the acetalde-
hyde produced during ethanol metabolism to produce longer-lived acetaldehyde radicals
and prolong cellular damage (75). This interaction of ethanol and its metabolites with AO
and its metabolites may be physiologically important and has been the subject of extensive
research (76,95-97).

Similar to XO, AO is expressed in multiple tissues, with high levels reported in
bovine liver, lung, and spleen (98). Human AQ appears to have a more limited tissue
distribution, with significant levels of mRNA detected only in the liver (69). However, a
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slightly smaller-sized transcript was found in kidney, heart, and other tissues. which may
indicate that multiple AO isoforms exist in humans, as they appear to do in plants (99).

A recent comprehensive study compared the substrate specificities of partially puri-
fied rabbit, guinea pig, human, and baboon aldehyde oxidases (100). Fifteen quinazoline
and 14 phthalazine derivatives were used to probe the active sites of the four species
orthologs, and the authors concluded that there were significant differences between the
substrate specificities of the animal and human AQs studied, with substrate size being the
differentiating factor. The relative volumes of the substrate-binding sites of the four AOs
were ranked in order; rabbit < guinea pig < baboon < human. From this study, it would
appear that baboon AO would be the best model for human AO, although guinea pig has
also been considered to be a useful model for the human isoform (62). Interestingly, AO
activity is very low or absent in dog tissues (101).

C. Enzyme Regulation

Similar to XO, androgens and estrogens appear to exert a dual hormonal control of AO
activity; androgens causing increased AQO activity, whereas estrogens decrease activity
(78). A recent report suggests that the sex hormones indirectly affect murine AO enzymatic
activity by influencing the secretion pattern of growth hormone (GH) by the hypothala-
mus—pituitary system (102). Masculinization and feminization experiments further indi-
cated that the AO activity induced in males was kinetically distinguishable from the female
form of the enzyme, indicative perhaps of a sex-specific multiplicity of AO in mice.

Human AQ activity appears to be rather unstable, for surgically excised and post-
mortem samples seemed to be devoid of activity (62). Recent data, however, suggests
that the instability of human AO could be substrate-dependent. When AO activity in sev-
eral human liver preparations was examined with multiple substrates, enzyme activity
varied by more than 40-fold for N-methylnicotinamide, but only by 2.3-fold for 6-meth-
ylpurine (103). This may be indicative of the presence of multiple forms of human liver
AO that exhibit differences in substrate specificities and stability.

D. Transformation Reactions

The nitrogen heterocyclic substrate specificity of AO, and the molybdenum hydroxylases,
in general, has been considered complementary to that of the cytochromes P450 (78). For
example, naphthalene is oxidized by cytochrome P450 to phenolic products by unstable
epoxides, but it is not a substrate for the molybdenum hydroxylases. As the number of
nitrogen atoms in the molecule increases, the metabolite profile and the enzyme specificity
changes. Quinazoline (1,3-diazanaphthalene) is oxidized by the molybdenum hydroxy-
lases to quinazolin-4-one (see Fig. 4), whereas only small amounts of P450-derived pheno-
lic products are produced. Pteridine (1,3,5,8-tetraazanaphthalene), which is not a substrate
for P450, is oxidized by AO to pteridin-2,4,7-trione. This complementarity and the shift
in enzyme-substrate specificity between the two enzyme systems can be rationalized by
differences in the catalytic mechanism. Whereas, P450s generally react at positions of
high electron density, and usually by hydrogen atom or electron abstraction (104), the
molybdenum hydroxylase reaction occurs at positions of decreased electron density.
The substrate specificities of various mammalian AOs have been examined with a
range of diverse substrates, including N-methylnicotinamide, pyridoxal, 6-methylpurine,
methotrexate, quinine, and vanillin (62,78), and in a systematic fashion with a series of
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L-substituted phthalazines (105). In general, substrate substituents that increase electroneg-
ativity enhance V, . values, and substituents that enhance lipophilicity generally increase
affinity for AO. Although molecular orbital calculations can often predict the regiochemis-
try of hydroxylation by the molybdenum hydroxylases in terms of relative electronegativ-
ity at the various oxidizable positions, steric factors as well as electronic factors can influ-
ence the site of hydroxylation (51).

Together with XO, AO is also capable of oxidizing aldehydes to the corresponding
carboxylic acids. However, in vivo this reaction is carried out preferentially by the alde-
hyde dehydrogenases, rather than the molybdozymes. Nonetheless, AO has been implhi-
cated in the metabolism of several important endogenous compounds that were originally
considered to be metabolized by aldehyde dehydrogenase. A recent review summarized
the role of AO in the metabolism of biogenic amines, such as homovanillyl aldehyde and
5-hydroxy-3-indoleacetaldehyde, the aldehyde metabolites of dopamine and 5-hydroxy-
tryptamine (106). Rabbit liver retinal oxidase, which is the enzyme responsible for the
biosynthesis of retinoic acid, has been characterized and is identical with rabbit liver AO
(107). Concetvably, tissue AO concentrations can play a role in regulating cellular growth,
differentiation, and morphogenesis through the modulation of retinoic acid levels.

1. Diagnostic Inhibitors

Menadione and hydralazine are both useful inhibitors of AO-catalyzed reactions. Hydral-
azine has been used in vivo to implicate AO involvement in the human first-pass metabo-
lism of the cardiac stimulant carbazeran (108). Menadione is perhaps the most widely
used in vitro inhibitor of AQ, and can be used together with allopurinol to discriminate
between AO and XO-catalyzed reactions (109). The latter study demonstrated that the rat
is not a good model for human AO-catalyzed reactions, because the 6-oxidation of antiviral
deoxyguanine prodrugs was catalyzed exclusively by XO in rat liver, but by AO in human
liver.

Methadone has been reported to be an extremely potent inhibitor of rat liver AO,
exhibiting K, values in the range of 10 "M (110). Interestingly, the methadone analogue
proadifen HCI (SKF-525A), generally considered to be a broad-spectrum P-450 inhibitor,
also inhibits the AO-mediated metabolism of acridine carboxamide (111).

E. Relevance to Human Drug Metabolism

Recent work has implicated AO in several pharmacologically relevant biotransformations.
Mammalian liver AQ is responsible for metabolism of the nicotine metabolite (5)-nicotine
A" -iminium ion to (S)-cotinine (see Fig. 4) in rat (112); the a-N-oxidation of the quinoxa-
line or:-adrenergic agent, brimonidine, to its 2,3-dioxo derivative, a major metabolite, in
humans (113): the metabolism of tamoxifen 4-aldehyde to the corresponding carboxylic
acid (see Fig. 4) in rat (114); and the activation of the pyrimidinone prodrug nucleus to
uracil in mouse, rabbit, and rat (115.116).

Inhibition by menadione suggests that AO is involved in the human biotransforma-
tion of the chemotherapeutic agent O" benzylguanine to O° benzyl-8-oxoguanine (117).
AQ involvement in the conversion of the antiviral prodrug famciclovir to penciclovir in
humans was also demonstrated recently by menadione and isovanillin inhibition (118).

Finally, as with XO, the potential for AO-catalyzed reduction exists. Mammalian
liver AOs appear to be able to catalyze the reduction of carcinogenic hydroxamic acids
to amides (119 e.g., N-hydroxy-2-acetylaminofluorene), epoxides 1o olefins (e.g., naphtha-
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lene 1,2-oxide and benzo[a]pyrene 4,5-oxide; 120), as well as the reduction of the anti-
inflammatory sulfoxide prodrug, sulindac, to the active sulfide (121).
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1. INTRODUCTION

Glucuronidation is a major drug biotransformation reaction. The transfer of glucuronic
acid from UDP-glucuronic acid (UDPGA) to an aglycone is catalyzed by a family of
UDP-glucuronosyltransferases (UGTs: E.C.2.4.17) (1).

The human UDP-glucuronosyltransferase (UGT) gene family contains coding infor-
mation for the production of more than 20 known microsomal membrane-bound isoen-
zymes in humans (1,2). This family of enzymes catalyzes the transfer of glucuronic acid
to a multitude of endobiotic and xenbiotic compounds, including drugs, pesticides, and
carcinogens. The synthesis of ether, ester, carboxyl, carbamoyl, sulfhuryl. carbonyl, and
nitrogeny! glucuronides generally leads to their increase of polarity, water solubility
and, hence, suitability for excretion (3 Fig. [).

The UGT isoforms are present in many species, from fish (4) to humans (5). They
are found in liver, lung, skin, intestine, brain, and olfactory epithelium, but the major site
of glucuronidation is the liver (3). Bilirubin UGT is highly expressed in human liver. but
is absent from human kidney. whereas phenol UGT is highly expressed in both tissues
(6). Individual UGTs are subject to differential induction by hormones, which leads to
tissue-specific and developmentally regulated expression (3,5). The spectrum of UGT iso-
tforms observed in different tissues can also be differentially altered by exposure to drugs
and xcnobiotics (3).

Renewed interest in glucuronidation by pharmaceutical firms has focused on devel-
opment of drugs that avoid glucuronidation as a biotransformation reaction and. thereby,
improve the bioavailability. Chemical modification of a well-known drug, such as acet-
aminophen, by alkylation reduces hepatic glucuronidation of these analogues (M. McPhail
and B. Burchell, unpublished work) and does not lead to increased toxicity in rats (7).
Thus, an analgesic with longer biological half-life could potentially be produced. although
these compounds have not been assessed as new analgesics. This theme is being more
widely used to develop new drugs (8).

Additional useful knowledge for this drug development process will be comprehen-
sive quantitative structure—activity relation (QSAR) analysis of drug glucuronidation by
animal hepatocyltes (9) or individual human UGTs, the latter prospect being considerably
improved by cloning and expression of UGTs (10). This work allied with QSAR studies
of drug glucuronidation in vivo by high-performance liquid chromatography-nuclear mag-
netic resonance (HPLC-NMR: 11) will considerably enhance the rate of drug develop-
ment.

This chapter will focus on drug glucuronidation. The reader should consult more
comprehensive reviews for broader literature on drug glucuronidation and UDP-glucuron-
osyltransferases (1,3,12—14). The literature was reviewed up to Feb. 1997.

A. Nomenclature of UDP-Glucuronosyltransferases

A nomenclature for UDP-glucuronosyltransferases has been proposed based on the diver-
gent evolution of gene sequences. In naming cach gene the root symbol UGT for humans
{Ugt for mouse) followed by an Arabic number denoting the family, a letter designating
the subtamily, and an Arabic numeral representing the individual gene within the family
or subtamily (e.g., human UGT2B! and mouse Ugt2b-1).

Comparison of amino acid sequences leads to a definition of families and subfamil-
ies. Gene products in the UGT-/ family are 38-48% identical with the gene products in
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the UGT-2 family. Therefore, a convenient value to choose for family divergence is less
than 50% similar. Deduced protein sequences of members of the UGT-/ family arc
62-80% similar; the UGT-2 family arc 57-93% similar. Therefore, within a single family
there is greater than 50% similarity: within a subfamily the similarity is increased to more
than 60%. The result of the application of this nomenclature has produced the dendogram
observed in Fig. 2. The actual numbering of the family members is the result of the chrono-
logic order of discovery of new UGT ¢DNAs of various species, except in the UGT-1
gene complex for which numbering is based on structural order of the variable cxons
within the genome (see Fig. 2A).

B. Glucuronidation of Endogenous Compounds

Some key UGTs have evolved to prevent accumulation of potentially toxic endogenous
compounds. Bilirubin, the end product of heme catabolism has been the most extensively
studied substrate of UGTs. Conjugation of bilirubin with glucuronic acid prevents bilirubin
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accumulation and toxicity under normal physiological conditions; bilirubin is excreted
from the body as biliary bilirubin mono- and diglucuronides (see Ref. 15 for an extensive
review),

Other UGTs are concerned with the maintenance of physiological levels of hor-
mones. Thyroxine and triiodothyronine are readily conjugated with glucuronic acid in the
liver and excreted in bile (16,17). Thyroxine glucuronide has a markedly reduced plasma-
binding capacity when compared with the free hormone (18). Recently, glucuronidation
of retinoic acid has been demonstrated to prevent binding of the parent compound to
retinoic acid receptor proteins (19).

The biological role of glucuronidation of other endogenous compounds, such as
bile acids and steroid hormones, has not been extensively investigated, although a whole
subfamily of UGTSs exists to serve this primary function (20). It is reasonable to assume
that glucuronidation plays mainly a catabolic role, for their glucuronides are found in bile,
but determination of their levels in serum, bile, and urine are useful indicators of cholesta-
sis and endocrine disorders. Studies of bile acid glucuronidation have been reviewed (see
Ref. 14). Recently, attention has been focused on the estrogen and androgen glucuronida-
tion in humans. Earlier work has been described by Dutton (3). Androsterone glucuronide
is the predominant C, steroid glucuronide in plasma (21,22). The marked rise in testoster-
one during puberty was strongly correlated with increases of androsterone glucuronide
and androstane 3o, 178-diol glucuronide. Serum plasma concentrations of androstanediol
and androsterone glucuronides are up to 15-fold higher than their parent substrate in
40-year-old men, but are lowered by 30-50% during aging (23). Measurements of serum
androsterone glucuronides are more reliable parameters of global androgen action (23).
Both steroid glucuronides are plasma biochemical markers of adrenal hyperandrogenism
in hirsuitism in women (21,22) and virilizing congenital adrenal hyperplasion (25.26).

The determination of 17-oxosteroid glucuronides in urine may also be a useful differ-
ential diagnosis in adrenal disease. Seven androgen glucuronides can be identified in urine
from men. Dehydroepiandrosterone and 11-keto androsterone glucuronides were not ob-
served in aldosteronism. (27)

il. DRUG AND XENOBIOTIC GLUCURONIDATION

The UGTs have evolved to catalyze the glucuronidation of potentially toxic endogenous
compounds and routinely encountered environmental chemicals. These compounds obvi-
ously do not include recently synthesized (in evolutionary terms) xenobiotics and drugs.
In the last century the chemical revolution has outpaced biological evolution; therefore,
glucuronidation of modern chemicals is difficult to predict. However, the evolved UGT
family have proved to be remarkably effective in xenobiotic metabolism, because the
number of adverse effects recorded is relatively small. Nonetheless, there are biologically
active glucuronides formed and toxic mechanisms involving glucuronidation are being
elucidated.

Drugs from almost all therapeutic classes are glucuronidated. Many of these drugs
have narrow therapeutic indices (e.g., morphine and chloramphenicol), and glucuronida-
tion is likely to have important consequences in their clinical use.

Glucuronidation of drug molecules containing a wide range of acceptor groups have
been reported, including phenols (e.g., propofol, acetaminophen [paracetamol], naloxone).
alcohols (e.g., chloramphenicol, codeine, oxazepam), aliphatic amines (e.g., ciclopiroxo-



158 Burchell

famine, lamotriging, amitriptyline), acidic carbon atoms (e.g., feprazone, phenylbutazone,
sulfinpyrazone), and carboxylic acids (e.g., naproxen, zomepirac, ketoprofen) (1). This
indicates the variability of acceptor groups that can be conjugated to glucuronic acid in
humans.

Humans and monkeys have the ability to form N-linked glucuronides of several
tertiary amine drugs (e.g., cyclobenzaprine, cyproheptadine, tripelennamine) (1). This,
however, is not true with rats and rabbits, which have an inability to form such guaternary
ammonium glucuronides (1), indicating that it is important not to rely exclusively on these
rodents for drug metabolism studies.

Another interesting example of species variation has been observed for glucuronida-
tion of tri- and tetraiodothyroacetic acid drugs used in the treatment of pituitary and thyroid
disorders (28). These drugs are converted to ester glucuronides by human liver and to ether
glucuronides by rat liver (29). The enantioselective and stereoselective glucuronidation of
many drugs has been demonstrated in humans; however, the enzymes responsible for this
selectivity have yet to be identified (14).

The liver has been established to be the most important site of glucuronidation (3),
aithough the rat gastrointestinal tract makes a major contribution to phenol detoxication
in hepatectomized rats (30). Preferential glucuronidation of certain compounds may occur
in different organs and tissues. The anesthetic propofol is extensively glucuronidated by
kidney and intestine in humans and rats (31,32). These in vivo assessments directly corre-
lated with the organ-specific distribution of UGT1AS8 which has been determined to be
responsible for the metabolism of propofol (6). The kidney appears to be largely responsi-
ble for the glucuronidation and renal clearance of furosemide (33). Similarly, diflusinal
phenolic and acyl glucuronides are both formed by human kidney microsomes at about
60-70%, the rate of formation by liver microsomes (34). Therefore, in vitro investigations
using liver microsomes may not identify the relevant UGT enzyme catalyzing the drug
glucuronidation, because the UGT may reside in extrahepatic tissues.

However, conversely, there are other examples of drug glucuromdation where exten-
sive in vitro investigation could make a useful contribution to our knowledge. Valproate,
the antiepileptic agent, is metabolized by a B-oxidation, w-oxidation and acyl glucuronida-
tion and excreted as a glucuronide in bile (35). The drug exhibits unusual dose-dependent
and nonlinear pharmacokinetics in laboratory animals and humans (36). Nonlinear age-
dependent disposition has also complicated the investigations (37). A detailed knowledge
of the predominant UGT catalyzing the formation of valproate glucuronide would help
understand distribution, disposition, and elimination pathways. Our unpublished work
demonstrates that valproate is a poor substrate for UGTs, but of the six human UGTs
tested it 15 preferentially metabolized by UGT1A6 (G. Anderson, R. Remmel. B. Burchell,
B. Ethell. unpublished work).

The physiological role of drug glucuronidation is the metabolic clearance of drugs
trom the body in bile and urine. This nmechanisni terminates the otherwise prolonged and
possibly deleterious pharmacological action of many drugs. The pharmacokinetics of drug
action are dependent on, among other variables, the rate of glucuronidation. Rates of
glucuronide formation vary for different drug substrates owing to the catalytic activity of
individual UGTs and factors affecting UGT expression. It will be extremely difficult 1o
forecast accurately UGT's role in the pharmacokinetics of drug metabolism and disposi-
tion, until all UGT isoenzymes and factors that control their differential cxpression in
humans are characterized.



Transformation Reactions: Glucuronidation 159

A. Biologically Active and Potentially Toxic
Glucuronides

Glucuronidation has been described as a safe detoxication process, and glucuronides were
never considered to be biologically active intermediates. However, in recent years, the
potential toxicity and biological activity of certain glucuronides, such as morphine-6-gluc-
uronide, have been well recognized (38). Compounds range from procarcinogens to chole-
static agents.

More recently, carcinogen glucuronidation has been a focus of investigation. Gluc-
uronidation formation could either serve as a detoxification pathway or a stable transport
form of the N-glucuronide of 4-aminobiphenyl (39), N-acetylbenzidine (49), and the
O-glucuronide of 4-(thydroxymethyDnitrosoamino)- 1-(3-pyridyl)-1-butanone (NNK):
(41). Even if the glucuronide itself has no biological activity, there are stable forms of
glucuronides that may be either hydrolyzed by B-glucuronidase present in all tissues after
being transported or act themselves and cause toxicity in target tissues (42.43). How-
ever, Kim and Wells (44) have suggested that UGTs may be genoprotective for hydroxy-
NNK.

B. Drug Acyl Glucuronidation

The mechanism of the reaction catalyzed by UGTs is a S.2-type reaction, the acceptor
group of the substrate involved in a nucleophilic attack of the C-1 of the pyranose acid
ring of UDPGA, which results in the formation of a glucuronide, a B-D-glucopyranosidur-
onic acid conjugate (1). Work with a partially purified rat UGT2B3 provided the first
direct evidence for this S\2-type mechanism in catalysis by UGTs (4.5).

Acyl glucuronides are formed when conjugation with glucuronic acid occurs via a
carboxyl group, resulting in ester-type linkage. Ester-type glucuronides are much more
unstable than ether-linked glucuronides and can easily undergo nucleophilic substitution.
The chemical properties of acyl-linked glucuronides have been extensively reviewed (46).

Glucuronidation is the major pathway for the biotransformation of several acidic
drugs, such as nonsteroidal anti-inflammatory drugs (NSAIDS; (47.48)). Under normal
conditions, these glucuronides are then excreted in the urine. However, in conditions of
renal impairment, excretion may not be as rapid, allowing an accumulation of both the
glucuronide and the parent drug, as released by hydrolysis (47,48). The accumulation of
acyl glucuronides in the plasma as a result of inefficient excretion may result in consider-
able acyl migration. Studies have shown that these isomers can bind irreversibly to various
proteins in vitro and in vivo.

Smith et al. (49) first documented irreversible drug binding to albumin in vivo, in
humans, through an acyl glucuronide. The drug in question was the NSAID zomepirac.
In vitro data suggested zomepirac glucuronide was the precursor of adduct formation and
that zomepirac itself did not react chemically with albumin (49). Zomepirac was subse-
quently withdrawn from the pharmaceutical market owing to the high incidence of anaphy-
laxis following drug administration (49). A number of other drug glucuronides bind irre-
versibly to proteins in vitro and in vivo, whereas the parent drug alone has been ineffective
(48-50). This reactivity is unlikely to be unique for albumin, and formation of adducts
with other tissue proteins, leading to potential antigens, might be expected in vitro and
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in vivo (51). Covalent binding of suprofen to renal tissue in rats and ibuprofen to plasma
protein in humans correlated well with formation of the acyl glucuronides (52.53).

One important reaction that acyl glucuronides undergo is acyl migration (Fig. 3), a
process whereby the aglycone moves from the I-hydroxyl group of the glucuronic acid
sugar to the 2,3- or 4-hydroxyl groups. This rearrangement of the glucuronide leads to
B-glucuronidase-resistant isomers and is completely reversible with one exception; the
C-1-glucuronide does not appear to reform from the C-2-isomer (47). The formation of
acyl glucuronides is subject to high interspecies variability (62), and the extent of acyl
migration may become detectable only when the excretion of conjugates is impaired and
their plasma concentrations are raised (69).

The rate of acyl migration differs from compound to compound, and their stability
is also highly variable (47). At physiological or slightly alkaline pH, acyl migration and
hydrolysis of acyl glucuronides is extensive (47). The analysis and estimation of acyl
glucuronides in vivo, therefore, must be approached with caution because in vivo they
will be extensively hydrolyzed by esterases and hydrolytic enzymes as well as undergo
alkaline hydrolysis (48). The extent of hydrolysis and acyl migration evident in vitro
can be kept to a2 minimum by lowering the pH of the reaction and adding inhibitors of
B-glucuronidase such as 1,4-saccharolactone (48).

Identification of positional isomers and measurement of internal migration reaction
kinetics of 2-fluorobenzoy! D-glucuronides has been achieved using directly coupled
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HPLC-NMR (54,55). This approach provides the opportunity to investigate the molecular
physiochemical properties, such as steric hindrance, that influence the acyl migration ki-
netics of complex drug glucuronide acyl migration reactions of toxicological interest (56).

Various mechanisms have been proposed for this irreversible binding: however. it
is not known which of these is principally responsible (47). The first theory involves the
nucleophilic displacement of the glucuronic acid moiety. to leave the drug alone irrevers-
ible bound to the protein (47). A second mechanism involves opening of the glucuronic
acid ring structure, the Amaduri rearrangement (see Fig. 3). Opening the ring structure
exposes the aldehyde group on the glucuronic acid, which interacts with a nucleophilic
residue, such as lysine, on the protein to form an imine. Although imine formation is
reversible, the imine group can be further reduced to a more stable 1-amino-2-keto product.
Acyl migration is a prerequisite for the second mechanism. Evidence for both mechanisms
exists (47).

Similar events may take place in cholestasis or conjugated hyperbilirubinemia,
thereby causing liver damage (15). The endogenous compound bilirubin 1s glucuronidated
in vitro and in vivo to form an acyl glucuronide. This endogenous acyl glucuronide also
undergoes acyl migration and irreversible binding to proteins in vitro and in vivo (57).

. SPECIFICITY OF UDP-
GLUCURONOSYLTRANSFERASES

A. ldentification of Rat UGTs Catalyzing
Glucuronidation of Individual Drugs

The UGT responsible for catalyzing the glucuronidation of a specific drug in rats could
be determined by measuring activity in liver from normal Wistar and genetically deficient
Gunn and LA rats before and after treatment of the animals with enzyme inducers (see
Ref. 14 for a recent review). This approach will considerably reduce the number of possi-
bilities. The assay of the different tissues in the presence or absence of a limited number
of specific inhibitors (e.g., novobiocin or triphenylheptanoic acid) should improve specific
identification. Finally, the use of recombinant-expressed enzymes in combination with
specific inhibitory antibodies should confirm the identity. The specificity of the UGTs is
best indicated by endogenous substrates for most enzymes.

The first part of this process is illustrated by Table 1, in trying to determine specific
enzymes responsible for glucuronidation of T;, T,, and morphine. First, morphine gluc-
uronidation can be examined. The genetic defects in rats considerably narrow down the
likely candidate UGTs. The Gunn rat has lost the whole of the UGT-1 family of enzymes.
Therefore, glucuronidation of morphine is not catalyzed by a UGT-1 enzyme because
morphine glucuronidation is observed in Gunn rat liver. Enzyme induction studies then
help improve the identification. Morphine glucuronidation is dramatically induced by phe-
nobarbital, and testosterone glucuronidation is also more specifically induced by phenobar-
bital, which suggests that a steroid (testosterone) glucuronidating enzyme may be responsi-
ble for morphine glucuronidation (see Table 1).

The number of specific or selective inhibitors is very limited. and this is not a gener-
ally useful approach (see Ref. 14 for a recent review of inhibitors of glucuronidation).
Recently, acyl-CoA has been observed to be a general inhibitor of glucuronidation and
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Table 1 Identification of Unknown UGTs Using Xenobiotic Induction and Genetic Defects in
Rats

UGT Activity (% Change)

Liver Substrate
sample* (—yM3G  1-Naphthol  Androsterone  Testosterone  Bilirubin = T. T.
LA(WAQG) — — 5 — 100 25 87
HA — — 100 — 100 100 100
Wistar
Control 100 100 — 100 100 100 100
IMC 108 230 — 70 86 94 110
PB 608 126 — 205 129 — —
Clof 55 43 — 100 171 1 160
Gunn
Control 77 13 — 95 0 111 50
IMC 80 100 — 85 0 — —
PB 695 13 — 195 0 — —
3MC. 3-methylcholanthene: PB. phenobarbital; and Clot, cliofibrate indicates pretreatment of animals with

these inducing agents.
—. these data not available.
Source: Calculated from Rets. S8-61.

the analogue acyl-3’"-dephospho-CoA had no inhibitory effect (62). A preliminary report
suggested that the immunosuppressant agent brequinar R may selectively inhibit phenol
glucuronidation without affecting morphine glucuronidation (63), although these results
need to be substantiated by work with recombinant-expressed enzymes. Recombinant-
expressed enzymes often demonstrate the specific ability to catalyze certain glucuroni-
dation reactions, but the K,, of the UGT for the substrate should be determined to be
extremely low to indicate specificity.

When considering out logical approach to identify morphine glucuronidation, which
seems to be related to testosterone glucuronidation, we observe that three cloned and
expressed rat UGTs have been demonstrated to catalyze the glucuronidation of testoster-
one. Testing of these UGTs has revealed that UGT2B1 catalyzed morphine-3-glucuronida-
tion specifically at a very high rate (49 nmol min 'mg ' protein), although the K, was
3 mM (64), using a substrate concentration range from 0.5 to 20 mM. Therefore, this
enzyme, UGT2B1 would seem to be the main transferase catalyzing morphine glucuroni-
dation in the rat, despite the high K.

The UGTs involved in T, and T, glucuronidation can be identified, using a similar
procedure. T glucuronidation is dramatically reduced in LA rats, which have specifically
lost the function of the androsterone UGT2B2 gene, which suggested that this enzyme is
largely responsible for T glucuronidation (see Table 1). T, glucuronidation is reduced to
50% in Gunn rats and inducible specifically by clofibrate, which suggests that a bilirubin
UGT probably UGTLALI is partially responsible for glucuronidation of T, in vitro (see
Table 1).

Thus. considerable progress has been made in the identification of the functional
catalytic ability of individual UGTs, by using this logical approach involving genetics,
induction studies. inhibitors, and recombinant-expressed enzymes.
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B. Substrate Specificity of Rat UGTs Toward Drugs and
Xenobiotics

Investigation of the substrate specificity of the rat UGTs has indicated some overlapping
specificity. However, the accumulated information is leading to specific substrate identifi-
cation of each isoform, but the data shown in Table 2 indicates the limited knowledge of
drug glucuronidation by these rat isoforms, where only UGT2B! seems to have a major
role in drug metabolism, although most of the other enzymes are capable of catalyzing
the glucuronidation of certain xenobiotics. However, even when there is an observation
of a high affinity for a specific substrate, is this individual UGT responsible for the drug
glucuronidation in vivo? Therefore, recombinant UGT activities toward various substrates
need to be kinetically characterized. Then a panel of specific inhibitory antibodies is re-
quired to assess the contribution of each form to a drug’s glucuronidation in tissue micro-
somes. Gene knockout experiments in rats and mice would also provide engineered genetic
deficiencies in specific UGTs to study drug glucuronidation in vivo, although significant
disruption of endogenous glucuronidation may cause complications to the interpretations.

C. Characterization of the Substrate Specificity of
Human UGTs

Studies on the substrate specificity of individual UGTs have been performed using purified
transferases or whole-cell homogenates of recombinant cell lines expressing single UGT
cDNAs. Whole-cell extracts prepared from these cell lines provide a "“constant’™" source
of UGT catalytic material in a membrane environment for such studies. These extracts,
together with purified UGT protein prepared from tissue, have led to the determination
of the substrate specificity of some individual UGT isoforms. Full-length UGT ¢DNAs
have been either transiently expressed in COS cells, or stably expressed in V79 and HEK
293 fibroblast cells.

Many human UGT isoforms have been identified by gene sequencing and cDNA
cloning (20), but not all of these are known to be expressed in vivo. Indeed, one sequence
is known to contain stop codons that would prevent functional enzyme expression (65).
Consequently, only a few human UGTs have been substantially characterized, and this
chapter will further focus on these transferases.

Ten human UGTs have now been characterized and reveal some overlapping sub-
strate specificities; however, certain individual UGTs are specifically responsible for the
catalysis of the glucuronidation of individual substrates. The substrate specificity of these
isoforms has been extensively reviewed (14). All of the isoforms are capable of catalyzing
the glucuronidation of xenobiotics.

Some problems in the use of expressed human drug-metabolizing enzymes in the
analysis of drug metabolism and drug—drug interactions have been discussed in a commen-
tary (10). The value of these in vitro systems is their relevance to human drug metabolism
in vivo. Recently, attempts have been made to assess the contribution of a specific UGT
to the glucuronidation of an endobiotic or xenobiotic in a specific tissue by using inhibitory
antibodies. Monospecific polyclonal antibodies raised against the NH.-terminal portion
(14-150 residues) of human liver UGT2B4 protein expressed in Escherichia coli were
used to immunoinhibit and immunoprecipitate this transferase from human liver and kid-
ney microsomes (66). These experiments demonstrated that UGT2B4 activity was respon-
sible for more than 90% of the hyodeoxycholate 6-0-glucuronidation activity in human



Table 2 Drug Glucuronidation by Rat Liver UGTs

UGT isoenzyme*

UGTIALI UGTIA4 UGTIAG6 UGT2BI UGT2B2 UGT2B3 UGT2BI12

(Bilirubin) (Bilirubin) {1-Naphthol ) (Morphine) (Androsterone) (Testosterone) (Borneol)

Morphine Acetaminophen  Chloramphenicol Eugenol

Buprenorphine Profens Hexafluoro-2-propanol®
Valproate

‘Probe substrates for each isoenzyme are bold in parentheses.
"The major metabolite of the new anesthetic agent sevoflurane.
Source: Ref. 88.
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liver microsomes, but did not contribute significantly toward the glucuronidation of estriol,
4-hydroxyesterone, 1-naphthol or hyodeoxycholic acid (66).

Similarly, antibodies were raised against the NH.-terminal half of UGTIA6 ex-
pressed in E. coli and immunoinhibition analysis of human liver microsomes demonstrated
that this isoenzyme represented between 20 and 50% of the total microsomal 1-naphthol
glucuronidation (85) UGT activities towards hyodeoxycholic acid, 4-hydroxybiphenyl,
4-r-butylphenol, and bilirubin were not inhibited by these specific anti-UGT 1 A6 antibody.

D. Human UGTs Catalyzing Drug Glucuronidation

Several isoenzymes catalyze the glucuronidation of clinically used drugs (Table 3).
UGT1AG6 is the most effective catalyst of acetaminophen glucuronidation. UGT1AS has
a remarkably broad specificity toward many compounds (14), including clinically used
drugs. When the rate of glucuronidation of drugs by UGT1A8 is compared with the drug
glucuronidation by UGT2B7, UGT1AS is two orders of magnitude more effective than
UGT 2B7, based on these rate measurements (67). However, no kinetic analysis has been
performed, and comparison of data from two different laboratories using different expres-
sion systems is not easily validated, because different amounts of enzyme and substrates
may be present in the assays (10). At this stage, determination of the K, and V/K,, are
probably the best parameters to indicate substrate specificity (10), although V/K, maybe
a little misleading, being dependent on the level of heterologously expressed protein,

A human UGT catalyzing the glucuronidation of tertiary amine drugs has recently
been identified (68). This transferase, UGT1A4 expressed in HEK293 cells, catalyzes the
glucuronidation of naphthylamines, 4-aminobipheny!, benzidine, imipramine, and other

Table 3 Gilucuronidation of Drugs by Human UGTs

UGT isoenzymc*

UGTI1A1 UGT1A4 UGTI A6 UGTI1A10 UGT1A9 UGT2B7
(Bilirubin) (Planar phenol UGT) (Bulky phenol UGT)  (Estrogen UGT)
Ethiny] cstradiol  Imipramine Acctominophen Mycophenolic  Propofol Clofibrate*
acid*”
Buprenorphine™  Amitryptyline  Bumetanide Valproate Fenoprofen
Chlorpromazine Ibuprofen Naproxen Zomepirac
Lamotrigine 1-Naphthol Ketoprofen Diflunisal
Doxepin Valproate® Labetalol Fenoprofen
Promethazine Naproxen Ibuprofen
Cyproheptidine Propranolol Kctoprofen
Ketotifen Ethiny] estradiol Oxazcpam
Dapsone Morphine
Xanthanonc-4 Xanthenone-4
acctic acids acetic acids

Mycophenolic acid*

*Burchell et al. (unpublished work).

"Anderson and Burchell (unpublished work).

*Ethell and Burchell (unpublished work).

‘Probe substrates are indicated in bold type.

Source: See Reterence 14 for additional information.
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amines (68). Furthermore, UGT27 has been demonstrated as the major catalyst in mor-
phine glucuronidation (69).

IV. POLYMORPHISM OF DRUG GLUCURONIDATION IN
HUMANS

Confirmation of the in vivo role of an individual UGT in drug glucuronidation could be
obtained from a known genetic polymorphism affecting drug glucuronidation. Unfortu-
nately., no clear-cut examples have yet been identified.

Hereditary hyperbilirubinemias indicate numerous different mutations within the
UGT-1 gene (70). This gene encodes for several UGTs, which are all capable of metaboliz-
ing drugs. In vitro analysis of hepatic samples from Crigler-Najjar type [ patients with
severe hyperbilirubinemia revealed that UGT activities toward propofol. ethinyl estradiol,
and phenols are severely reduced (70). A mutation in the common region of the gene will
aftect the production of several UGTs involved in drug metabolism.

Menthol glucuronidation is considerably reduced in many patients with Crigler-
Najjar syndrome, although the accumulated data from family studies suggest that menthol
glucuronidation is independently variable within this population (14). It is not surprising
that mutations could occur in specific coding exons of the UGT-1 gene that cause a defect
in menthol glucuronidation without affecting bilirubin glucuronidation. Menthol glucuro-
nide is excreted in bile and urine and may provide a relatively harmless test of drug
glucuronidation in humans.

A. Gilbert’s Patients

Gilbert’s disease ts a mild familial hyperbilirubinemia. Previously undiagnosed, patients
with this disease have been identified by genotyping the Eastern Scottish and Igloolik Inuit
of Canada populations in whom 10-13% and 17-19% exhibit the TA insertion genotype.
respectively (71,72): 45-51% of these populations are heterozygotes.

This disease provides an opportunity to study variation in drug glucuronidation ow-
ing to the prevalence of the familial disorder within the population. There is no obvious
indication of impaired drug oxidation, acetylation, or sulfation (73). In early studics, an
apparent decrease in menthol glucuronidation was associated with Gilbert's syndrome
(74). Decreased clearance of several drugs, such as tolbutamide, rifamycin, josamycin,
and acetaminophen has been observed, although decreased clearance was not apparently
associated with a decreased rate of glucuronidation measured in overnight urine samples
(73,75).

De Morais et al. (76) have reported that acetaminophen glucuronide formation, mea-
sured in six Gilbert's patients by clearance from plasma within 2 h, was 31% lower than
normal controls. The timing of measurements may be critical in determination of these
subtle differences. Overall, the study of drug metabolism in this mild familial disease has
produced more controversy than conclusive answers, probably because of the incomplete
and heterogeneous nature of the biochemical lesion and a distinct lack of knowledge about
the substrate specificity of the UGTs. Further studies require the use of a drug substrate
known to be glucuronidated by human bilirubin UGT and family studies.
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B. Interindividual Variation of Drug Glucuronidation

Glucuronidation of clomipramine metabolites showed a pronounced 28-fold interindivid-
ual difference in a Japanese psychiatric population (77). Histograms and probit plots
suggest a normal distribution, although there are obviously slow and fast glucuronidators
within this group of patients. It would be interesting to look for variation in the genetics
of UGT expression in the slow glucuronidators. Glucuronidation was also clearly affected
by gender, use of oral contraceptives and other steroids, and smoking, further indicating
the problems in determination of genetic polymorphism (77.78).

Liu et al. (79) reported that the glucuronide excretion of one hypolipidemic drug,
clofibrate, in a healthy white population followed a normal distribution, whereas that of
fenofibrate appeared to be distributed into the distinct normal groups. However, a follow-
up familial study has shown a lack of a genetic polymorphism in the glucuronidation of
fenofibrate (80).

Another study of the French population examined variation of dextrorphan glucuron-
idation (81). Again, a normal distribution was observed. Analysis of the polymorphic
variation of diflunisal phenol and its acyl glucuronide showed a unimodal population distri-
bution, especially when excluding females using oral contraceptives (82).

Oxazepam administered as a racemic mixture was preferentially excreted as the
($5)-glucuronide and S/R glucuronide ratios were used to assess poor glucuronidation of
oxazepam (83). A group of 10% of the whole population was determined to be poor
glucuronidators of (S)-oxazepam, suggesting a genetic relation to UGT2B7 (83,84). How-
ever, oxazepam may not be solely glucuronidated by UGT2B7 in vivo, and this relation
requires additional investigation. Nonetheless, this is the most interesting example of a
polymorphism of drug glucuronidation to date (see Chapter 7 on Pharmacogenetics by
Ann Daly.)

V. FUTURE PERSPECTIVES
A. Identification of Novel Human UGTs

The UGTs that are involved in olfaction and brain function are yet to be characterized.
Furthermore, UGTs responsible for the synthesis of macromolecules, such as glycolipids
and glycosaminoglycans, are not yet described. It is noteworthy that human isoforms capa-
ble of glucuronidating many drugs, such as zidovudine (AZT) and retinoic acids, have
yet to be discovered. Therefore, it is obvious that many more UGTs still need to be identi-
fied and characterized. Expression of human UGTs in heterologous cell lines will be ex-
tremely useful for studies of drug metabolism, drug—drug interactions, and for production
of glucuronides (10).

The generation of specific gene knockouts in mice or rats would obviously be inter-
esting to assess the physiological role of UGTs in vivo, but their use in drug metabolism
studies may be limited because specificities of apparently homologous forms of UGT
observed in rats and humans for structural studies are not identical and, in some instances,
such as AN-glucuronidation there is no similarity at all.

B. Expression of UGTs in Prokaryotes and Insect Cells

Human UGT1A6 has also been expressed in E. coli following exchange of the natural
signal peptide by bacterial signal peptides of Pel B or Omp T proteins (85). Processing
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of the precursors into mature proteins was poor, but could be significantly improved by
mutagenesis of the first two amino acids of the mature UGT1A6 sequence (85). The diffi-
culties of expressing these proteins in non-mammalian cell systems may be due to the
specific posttranslational processing they require, a problem that may be overcome by
genetic manipulation of the UGT signal sequences to make them more like those of the
host. Further developments of these expression systems should allow synthesis of high
levels of UGTs in E. coli. Toghrol et al. (86) expressed a mouse UGT in yeast cells that
glucuronidated several aglycones at low levels, but no similar studies have since been
reported.

Preliminary experiments on the expression of rat phenol UGT using recombinant
baculovirus injected in SF9 insect cells have been reported (87). The UGT protein was
expressed at a high level and displayed significant activity toward 4-nitrophenol. Sequenc-
ing of the NH.-terminal of the UGT indicated that the signal sequence was not removed
and, therefore, the UGT was incorrectly processed by the SF9 cells. In conclusion, expres-
sion of human UGTSs in prokaryotic or insect cells may provide sufficiently large quantities
of protein to permit in-depth structural studies to proceed.
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. INTRODUCTION

Pharmacogenetics is a broad term that can be defined as the study of genetically deter-
mined variations that are revealed by the effects of drugs and other xenobiotics (1). The
subject includes both the areas of drug biotransformation and responses of cells or tissues
to drugs, but this chapter deals only with pharmacogenetics of human drug biotransforma-
tion. Interindividual variability in drug metabolism can be determined by several different
factors but the existence of genetic polymorphisms in the genes encoding metabolizing
enzymes and, probably more rarely, in genes encoding transcription factors that regulate
the expression of genes encoding metabolizing enzymes, are important factors. Until re-
cently, genetic polymorphisms with functional effects on drug metabolism were detected
on the basis of discontinuous variation in phenotype, where phenotype represented either
levels of the enzyme or rate of metabolism. This approach led to the detection of a variety
of relatively common polymorphisms, but other sources of genetic variation in drug metab-

175
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olism, such as polygenic effects, for which the variation is controlled by several different
genes, or rarer genetic defects that occur at a frequency of fewer than 1:100 may not be
detected (1). With the cloning of a variety of genes encoding the enzymes of xenobiotic
metabolism, detailed studies on scquence variation have become possible and, occasion-
ally. have resulted in the detection of new pharmacogenetic defects.

Pharmacogenetic polymorphisms in genes encoding xenobiotic-metabolizing en-
zymes may have a variety of effects, depending on both the type of reaction catalyzed
and the type of substrate. With drugs, the consequences of a polymorphism may be toxic
plasma concentrations if there is a deficiency in a metabolizing enzyme, or lack of response
if activation by a polymorphic enzyme is required for biological activity or if higher than
normal levels of a metabolizing enzyme resuilt in too rapid a rate of elimination (2).
Whether absence of a metabolizing enzyme results in toxicity will depend on various
factors, including the therapeutic margin of safety versus activity and, in particular. the
contribution the polymorphic enzyme makes to total metabolism.

Drug-metabolizing enzymes frequently also activate or metabolize other xenobiot-
ics, including procarcinogens and carcinogens. Polymorphisms may, therefore, influence
susceptibility to cancer and other diseases associated with chemical exposure (for review
see Refs. 3, 4).

Il. PHASE | POLYMORPHISMS

Among phase I enzymes, the cytochrome P450 superfamily is the most important group
of enzymes in terms of both numbers of drugs metabolized (see Chapter 4) and cxistence
of pharmacogenetic polymorphisms. Consequently, the cytochrome P450 polymorphisms
are considered separately from other phase 1 polymorphisms, which for those relevant to
drugs are generally less common or less well understood.

A. Cytochrome P450 Polymorphisms

Polymorphisms have now been detected in several of the genes encoding various cyto-
chrome P450s. Most of these were originally detected by use of population studies involv-
ing phenotype determination, often as a means of following up reports of exaggerated
clinical responses to drugs. The considerable advances in cytochrome P450 molecular
genetics since the early 1980s has enabled the molecular basis of these polymorphisms
1o be determined and has also resulted in the detection of novel ones.

1. CYP2D6
The cytochrome P450 CYP2D6 is of particular importance because it metabolizes a wide
range of commonly prescribed drugs, including antidepressants. antipsychotics, beta-
adrenergic blockers, and antiarrythmics (Table 1; for review see Refs. 5, 6). Approximately
5% of Europeans and 1% of Asians lack CYP2D6 activity, and these individuals are
known as poor metabolizers. Individuals showing impaired activity and individuals show-
ing particularly high levels of activity (ultrarapid metabolizers) have also been described.
Those with activity in the normal range are known as extensive metabolizers.

The molecular basis of variation in CYP2D6 activity is now well understood, and
at least 17 different allelic variants of CYP2D6 have been identified and characterized
(Table 2: 7). In the region of 95% of European poor metabolizers can be identified by
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Table 1 CYP2D6 Substrates*

Drug Ref.
Psychotrophic agents
Amiflamine 168
Amitriptyline 169
Brafaromine 170
Chlorpromazine 171
Citalopram 172
Clomipramine 173
Clozapine 174
Desipramine 176
Haloperidol 178
Imipramine 179
Maprotiline 180
Methoxyphenamine 181
Mianserin 182
Minaprine 183
Nortriptyline 184
Paroxetine 185
Perphenazine 186
Thioridazine 188
Tomoxetine 189
Venlataxine 190
Zuclopenthixol 191
Cardiovascular agents
Aprinidine 192
Bufuralol 193
Bupranolol 194
Debrisoquin 195
Encainide 196
Flecainide 197
Guanoxan 198
Indoramin 199
Metoprolol 200
Mesiletine 201
N-Propylajamaline 202
Propafenone 203
Propranolol 204
Sparteine 205
Timolol 206
Miscellaneous agents
Codeine 207
Deprenyl (selegaline) 175
Dexfenfluramine 208
Dextromethorphan 209
Dihydrocodeine 210
Dolasetron 177
Ethylmorphine 211
Hydrocodone 212
Lignocaine 213
Loratadine 214
Methoxyamphetamine 215
Ondansetron 187
Perhexilene 216
Phenformin 217
Tropisetron 187

* Compounds listed in this table have been dem-
onstrated to undergo metabolism by CYP2D6,
but this may not necessarily be the only or main
pathway of oxidative metabolism.



Table 2 CYP2D6 Alleles

Xbal haplotype

Allele Nucleotide changes* (kb) Trivial name Eftect Ref.
Alleles associated with normal activity
CYP2D6*] None 29 Wild-type 217
Alleles associated with increased activity
CYP2D6*2XN G 1C; Co T GualC 42-175" R:C: ST 23
N active genes
(N=234750orl3)
Alleles associated with absence of activity
CYP2D6*3 A, deletion 29 CYP2D6A Frameshift 20
CYP2D6*4 GnA L CuT: GuCr and various others 14/29/16+9 CYP2D6R Splicing defect 20. 218, 21%
(CsG: CromnAL A G GapC
T C)
CYP2D6*S CYP2D6 deleted 11.5 or 13 CYP2D6D CYP2D6 deleted 220, 221
CYP2DO6*6: T e: deleted; (G.,..A) 29 CYP2D6T Frameshift 13-15
CYP2D6*7 A€ 29 CYP2DOE H..P 12
CYP2D6*8 G :C: G T Coyu T GuosC CYP2D6G Stop codon 222
CYP2D6*] 1 GonCs; G-0.C: G T GuC 29 CYP2D6F Splicing defect 223
CYP2D6*]2 G GGl G T Gl 29 G,R:RLCr ST 16



CYP2D6*13 CYP2D7P/CYP2D6 hybrid 9or 11 Frameshift 224, 225
Exon | CYP2D7, exons 2-9 CYP2D7

CYP2D6*]4 CiT: GuawA: CoondT: GuneC 29 P..S: G,wR; 226
RuC: ST
CYP2D6*15 T insertion 29 Frameshift 227
CYP2D6*16 CYP2D7P/CYP2D6 hybrid 11 CYP2D6D2 Frameshift 225
Exons 1-7 CYP2D7P-related, exons 8-9
CYP2D6
CYP2D6*18 9-bp insertion in exon 9 29 Insertion 228
CYP2D6*19 Aqo7-Tai deleted 29 Frameshift 229
Alleles associated with impaired activity
CYP2D6*2 G 70C; CopuT: GuasC 29 CYP2D6L. R10eC: Sy T 21, 23, 230
CYP2D6*9 Ax101-Arrpss Groga-Ares OF Appy-Goggs de- 29 CYP2D6C K., deleted 231, 232
leted
CYP2D6* 10 CiT:; Gi74C; GiaesC 29/44 CYP2D6J P,S; ST 17-19
C¢n»T and gene conversion to CYP2D7 CYP2D6Ch{ PyS; ST
in exon 9 also found CYP2D6Ch2
CYP2D6*17 CinT; Gi726C; CogasT 29 CYP2D6Z Tirli RageS: SexeT 21
G2sC

* Polymorphisms believed to be responsible for the observed effect on activity for each allele are shown in bold.

" A range of band sizes are detected by RFLP analysis with Xbal depending on precise number of copies of gene.

“ Several related alleles are seen, all with the same key polymorphism. but other additional polymorphisms may occur. These related alleles can be distinguished on the basis of
additional letters (e.g., CYP2D6*4A, CYP2D6*48. and so forth).

* Two different size estimates for this RFLP have been obtained.

Source: Ref. 7.



180 Daly

screening for the CYP2D6*3, CYP2D6*4, CYP2D6*5, CYP2D6*6, and CYP2D6*7 alleles
using polymerase chain reaction (PCR) methods (8- 15). The remaining 5% of poor metab-
olizers are likely to be homozygous or heterozygous for a range of different inactive
alleles, with each individual allele relatively rare. Most inactivating mutations in CYP2D6
are either deletions or point mutations resulting in splicing defects, although two inactivat-
ing polymorphisms introducing amino acid substitutions have recently been described
{12,16).

Many individuals fall into the category of intermediate metabolizers, which is partic-
ularly common among Asians. Intermediate metabolizers may be either heterozygous for
one of the inactivating mutations or homozygous for alleles associated with impaired
metabolism. The CYP2D6*10 allele is particularly common among Chinese and Japanese
and s associated with reduced CYP2D6 activity owing to an NH.-terminal proline to
serine substitution (17-20). Many Chinese have two tandem copies of CYP2D6*10 pres-
ent, with the upstream copy also containing a gene conversion to CYP2D7P in part of
exon 9 (19). Intermediate metabolizers also occur at high frequencies among African popu-
lations, and this is at least partly due to the presence of the CYP2D6*17 aliele that has
been detected at a frequency of 0.35 among Zimbabweans and shows reduced activity
owing to an amino acid substitution (Thr-Ile) (21).

Family studies on DNA samples from ultrarapid metabolizers who were originally
identified on the basis of their extremely fast clearance of the antidepressant desmethyl-
imipramine have been reported (22). In one family, several members had 13 copies of
CYP2D6 arranged as tandem repeats, indicating that inherited amplification of the entire
gene had occurred (23). Up to 5% of Europeans have one extra copy of the CYP2D6*2
allele, resulting in faster than average metabolism, and subjects with three or four tandem
copies of CYP2D6*2 have also been detected (24,25).

Poor metabolizers show higher than normal plasma levels of several drugs and may
be at increased risk of adverse effects, although this depends very much on the individual
drug and the overall contribution of CYP2D6 to its metabolism (5). For perhexilene and
phenformin, toxicity in poor metabolizers resulted in withdrawal of these compounds from
the market. For those antipsychotics, antidepressants, and antiarrythmics for which most
phase [ metabolism involves CYP2D6, evidence for elevated plasma levels in poor metab-
olizers has been well documented (26~-28). Codeine is an ineffective analgesic in poor
metabolizers owing to the absence of activation to morphine by CYP2D6 (29,30). Low
plasma levels and rapid clearance of antidepressants have also been demonstrated in ul-
trarapid metabolizers (22).

2. CYP2C19

A polymorphism in the metabolism of the anticonvulsant S-mephenytoin that was distinct
from the CYP2D6 polymorphism was first identified in the early 1980s (31). Approxi-
mately 3% of Europeans are poor metabolizers of mephenytoin, but the deficiency is seen
in approximately 20% of Asians (32). The S-mephenytoin hydroxylase reaction is cata-
lyzed by CYP2C19, and two mutant alleles associated with the defect have been identified
(33-36). The more common mutant allele (CYP2C19*2) accounts for approximately 80%
of mutant alleles in both Europeans and Japanese. The second allele (CYP2C[9*3) ac-
counts for the remaining 20% of mutant alleles in Japanese, but appears very rare in
Europeans, Both inactivating mutations are single-base—pair substitutions, with an aber-
rant splice site created in CYP2C19*2 and a premature stop codon in CYP2C/9*3,
Drugs known to be CYP2C19 substrates include widely prescribed compounds, such
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as omeprazole, propranolol, and imipramine (37-39). Omeprezole is a CYP1A2 inducer
and high serum omeprazole levels, such as might occur in those deficient in CYP2C19,
may result in increased CYP1A2 activity (40). CYP2C19 also appears to be the major
enzyme that activates the antimalarial chloroguanide (proguanil) by cyclization; therefore,
this compound may be ineffective in deficient individuals (41). Although fewer com-
pounds are known to be metabolized by CYP2C19 than by CYP2D6, that several are
widely used and that up to 20% of persons of certain ethnic origins may lack the enzyme
means that the S-mephenytoin polymorphism is of considerable clinical importance.

3. CYP2C9

For some time, a polymorphism in the metabolism of the hypoglycemic agent tolbutamide
has been postulated to occur, and there are also reports from the early 1960s onward of
some persons showing extremely slow metabolism of phenytoin (42,43). It is only recently
that the main cytochrome P450 responsible for hydroxylation of both these drugs has
been demonstrated to be CYP2C9 and that some understanding of the molecular basis of
polymorphism in the CYP2C9 gene has been obtained. CYP2C9 metabolizes a range of
therapeutically important drugs, including tolbutamide, phenytoin, S-warfarin, and a range
of nonsteroidal anti-inflammatory drugs, including diclofenac and ibuprofen (37,38).

Comparison of CYP2C9 ¢cDNA clones isolated in several laboratories has demon-
strated several single-base—pair substitutions that result in amino acid changes, particularly
Arg),Cys (CYP2C9*2) and llewsyLeu (CYP2C9*3) (44-48). The cysteine-containing form
has a markedly lower K,, and V,,,, for S-warfarin hydroxylation than the more common
arginine-containing enzyme, and similar, but smaller, effects on V,,,, for phenytoin and
the nonsteroidal anti-inflammatory agent flurbiprofen have also been described (49-51).
The in vitro observations with S-warfarin have been confirmed by in vivo studies showing
a significant difference in warfarin maintenance dose between different CYP2C9 geno-
types (52). However, a separate study found no difference in kinetic constants in vitro
for tolbutamide between the arginine and cysteine-containing variants, suggesting that the
effects of this polymorphism may be substrate-dependent (53). In the CYP2C9*3 allele,
the Ile-359 variant shows a fivefold higher activity with phenytoin and tolbutamide, com-
pared with the Leu-359 variant, and the polymorphism also appears to affect warfarin
metabolism with substitution of leucine for Ile-359 resulting in alterations in both regio-
specificity and stereospecificity (50,53,54).

The frequency of the various CYP2C9 allelic variants varies between ethnic groups.
In whites, the estimated frequency of CYP2C9*2 is 0.08-0.10 and that for CYP2C9*3 is
0.06 (53,55). Both variant alleles occur at lower frequencies among African Americans,
with CYP2C9*2 seen a frequency of 0.01 and CYP2C9*3 at a frequency of .005 (53,55).
In a Chinese population CYP2C9*2 was not detected, but the frequency of CYP2C9*3
was approximately 0.02 (56).

The original study of Scott and Poffenbarger (42) reported a trimodal distribution
for tolbutamide elimination in a relatively small population. In a study of tolbutamide
clearance in 106 Australians of mainly European origin, no evidence for bi- or trimodality
was obtained, and no apparent poor metabolizers were detected (57). However, a single
possible poor metabolizer was identified in each of two other studies and the CYP2C9
gene from both persons has recently been sequenced (53,58,59). One person was homozy-
gous for CYP2C9*3 and the other showed a CYP2C9*2/CYP2(C9*3 genotype. This finding
confirms the existence of tolbutamide poor metabolizers. The predicted frequency of this
poor metabolizer phenotype in whites is 0.02, if both variant alleles are poor metabolizer
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associated, or 0.004, if only CYP2C9*3 gives the poor metabolizer phenotype with tolbuta-
mide. as predicted from in vitro expression studies. Whether poor metabolizers of tolbuta-
mide also show poor metabolism of other CYP2C9 substrates is yet not known.

4. CYP2A6

Cytochrome CYP2AG6 catalyzes the 7-hydroxylation of coumarin, a compound that is of
importance mainly as a food additive and fragrance, but is also used as an anticancer drug
(60). CYP2A®6 also has arole in procarcinogen activation and in the metabolism of nicotine
(3.61). Some evidence of bimodality in the metabolism of coumarin has been obtained,
and two allelic variants termed CYP2A6*2 and CYP2A6*3 (also known as CYP2A6v/ and
CYP2A6v2) have been identified (62-64). CYP2A6*2 has an amino acid substitution that
results in an inability to 7-hydroxylate coumarin. Whether CYP2A6*3 encodes a gene
product with normal activity is still unclear, but certain exons appear to have undergone
gene conversions to the corresponding exons of the related gene CYP2A7 that encodes
an enzyme lacking coumarin 7-hydroxylase activity (64).

5. CYP2E1

The cytochrome P450 CYP2E! an ethanol-inducible enzyme, metabolizes mainly fow
molecular weight compounds, such as acetone, ethanol, benzene, and nitrosamines. Be-
cause of the nature of its substrate specificity, CYP2EI is of most interest from the stand-
point of toxicology and carcinogenesis (for review see Ref. 65), but it also has a minor
role in drug metabolism and is one of several cytochromes P450 demonstrated to convert
acetaminophen (paracetamol) to toxic quinones in overdose (66). In a recent study on
CYP2EI knockout mice, these animals were more resistant than normal mice to the hepa-
totoxic effects of acetaminophen suggesting that CYP2E1 is the main P450 catalyzing
quinone production from this compound in the mouse (67). There is evidence of interindi-
vidual variation in expression of the enzyme in human livers, and phenotyping studies
using the muscle relaxant chlorzoxazone as a probe in white populations have demon-
strated two- to threefold variation in levels of activity, but no evidence of bimodality (68~
70). Tt has been suggested that chlorzoxazone may not be a completely specific probe for
CYP2E! because it is also metabolized by CYPIAI and CYP1A2 (71.72).

Several genetic polymorphisms in CYP2E/ have been reported, but the majority of
these occur in introns and appear to be of no functional significance. However. a polymor-
phism in the 5’-flanking region within a putative HNF-1 binding site may be of functional
significance (73). This polymorphism can be detected with the restriction enzyme Rsa I,
and the rarer allele occurs at a frequency of 0.27 in Japanese, but only 0.02 in whites
(74). In vitro studies suggest that the rarer allele shows an approximately tenfold higher
transcriptional activity, but a study on phenotype—genotype relations did not find any
evidence for increased activity in vivo in those heterozygous for the polymorphism (69).

6. Other Cytochrome P450 Polymorphisms

The cytochromes P450 CYP1AL, CYP1A2, and CYP3A4 have also been suggested to
show polymorphism. For each, some evidence for the existence of a functional polymor-
phism has been presented, but its existence remains controversial, and an underlying mo-
lecular basis has not been identified. Three separate polymorphisms (two in noncoding
regions and one in exon 7 giving an isoleucine—valine substitution) have been detected
in the CYPIAI gene, but although several studies suggest associations between cancer
susceptibility and each individual polymorphism, the functional significance of each re-
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mains unclear (75-77). CYP1A1 is of little importance in drug metabolism, although it
is of considerable importance in the activation of procarcinogens. such as benzola|pyrene.
CYPIA2 is closely related to CYP1 AL, but is of greater importance in drug metabolism,
with substrates that include theophylline, imipramine, clozapine, phenacetin, and acet-
aminophen (66,78-81). With caffeine as a probe drug, several population studies investi-
gating polymorphism in the CYP/A2 gene have been performed (82-85). One of these
studies reported a trimodal distribution for CYPIA2 activity (84). but, using different
metabolic ratios, the others have obtained a unimodal distribution. There 15 controversy
over which metabolic ratio accurately reflects the contribution made by CYPIA2 to caf-
feine metabolism (86~88). DNA-sequencing studies on individuals at the extremes of the
trimodal distribution have not detected significant differences, casting doubt on the exis-
tence of a polymorphism in the CYP/A2 gene (89). A family study has also failed to show
evidence for genetic factors as important determinants of CYP1 A2 activity (90). The level
of induction of CYP1A2 by aromatic hydrocarbons is less than that for CYPAL, but 1t
is possible that some of the variation seen in CYPIA2 levels in nonsmokers might reflect
polymorphism in induction owing to passive smoking, diet, or other environmental factors.

CYP3A4 is the most abundant cytochrome P450 in most human hvers and 1s also
the one with the widest range of drug substrates, which include benzodiazepines, erythro-
mycin, dihydropyridines, and cyclosporine (91). Levels of CYP3Ad activity vary consider-
ably between individuals, but no evidence of a genetic polymorphism in CYP3A4 has
been obtained. However, a closely related gene, CYP3AS, shows a polymorphism in its
expression, with universal expression in the gut and fetal liver, but detectable expression
in only 10-20% of adult livers (92). CYP3AS shows a similar, but not identical, substrate
specificity to CYP3A4 (92,93). The molecular basis of differential CYP3AS expression
is still unclear, but in a recent study, CYP3A5 mRNA appeared 1o be universally expressed
in liver, but a polymorphism introducing an amino acid substitution appeared to be more
common in individuals not expressing CYP3AS protein (94). A third CYP3A gene CYP3A7
is universally expressed in fetal liver, but was also expressed in 7 of 13 adult livers (95).
Variable expression of CYP3AS5 and CYP3A7 may partly account for the degree of varia-
tion seen in the metabolism of CYP3A4 substrates.

B. Other Phase | Polymorphisms

Several pharmacogenetic polymorphisms occur in noncytochrome P450-mediated phase
I reactions. In general these are either relatively common, but not of great importance in
drug metabolism, or are rare and important only in the metabolism of a restricted range
of drugs.

1. Noncytochreme P450-Mediated Mediated Oxidations

Drug oxidations are carried out by several enzymes other than the cytochromes P450s,
including flavin-containing monooxygenases and monoamine oxidases (see Chapter 5).
One of the flavin-linked monooxygenase isoforms is subject to a rare polymorphism
known as the fish-odor syndrome, which arises from an inability to oxidize trimethylamine
(96). Flavin-containing monooxygenases metabolize a range of drugs containing second-
ary and tertiary amine groups, such as chlorpromazine, morphine, propranolol. and nico-
tine, but as yet only nicotine-N-oxide synthesis has been shown to cosegregate with poly-
morphic trimethylamine oxidation (97).
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2. Esterases

Polymorphisms have been detected in the esterases paraoxonase and cholinesterase (for
review see Refs. 98-100). The paraoxonase polymorphism is a common one that is now
well understood at the molecular level. However, paraoxonase is not of importance in drug
metabolism because it metabolizes mainly organophosphate and carboxylic acid esters.
Cholinesterase, however, shows a polymorphism that is important in the hydrolysis of the
muscle relaxant succinylcholine and, possibly, substance P and diacetylmorphine (99).
There are several different allelic variants known that give rise to a variety of phenotypes,
including the atypical enzyme that is found in 2% of the population and shows defective
binding of anionic substrates, such as succinylcholine, and the rarer silent variant for which
no enzyme is produced. The variety of alleles and their rarity makes population screening
for the molecular defects difficult, but affected persons can be identified phenotypically
by enzyme assays (99).

3. Epoxide Hydrolases

Four different isoforms of epoxide hydrolase have been demonstrated in humans. Two of
these have specific metabolic roles, but the other two, one microsomal and one cyto-
plasmic, hydrolyze a range of alkene and arene oxides (101). In general, epoxide hy-
drolases are of minor importance in normal drug metabolism, but are of importance in
biotransformation reactions of carcinogens and in the metabolism of toxic intermediates
formed from drugs such as s phenytoin and acetaminophen by cytochrome P450-mediated
reactions (102). Studies of enzyme activity in lymphocytes gave evidence of interindivid-
ual vanation in both the microsomal and cytoplasmic enzymes (103,104). Several poly-
morphisms in the gene encoding the microsomal enzyme (HYL/]), including three that
result in amino acid substitutions, have been described (105,106). Two of the substitutions,
Tyr,:His and His,wArg, appear to aftect protein stability, but not enzyme activity in vitro
(106). The possibility that these substitutions might be associated with adverse drug reac-
tions to antiepileptic drugs has been investigated, but no evidence for an association has
been obtained (105,107).

4. Dehydrogenases

Several polymorphisms in genes encoding aldehyde and alcohol dehydrogenases have
been well characterized, but although of importance in determining susceptibility to alco-
holism and alcoholic liver disease {for review see Ref. 108), they are not of great impor-
tance in the metabolism of commonly prescribed drugs. Another dehydrogenase, dihydro-
pyrimidine dehydrogenase, has a biochemical role in the catabolism of uracil and thymine
and is not primarily a drug-metabolizing enzyme (109). However, this enzyme 1s also
responsible for the catabolism of the anticancer drug 5-fluorouracil and interindividual
variation in the metabolism of this drug has been correlated with levels of dihydropyrimi-
dine dehydrogenase in peripheral blood mononuclear cells (110). Complete deficiency of
dihydropyrimidine dehydrogenase has been linked to various physiological abnormalities
(111). An investigation of the molecular basis of the deficiency in one family has shown
that the affected person was homozygous for a deletion of 168 bp in the mRNA, apparently
caused by exon skipping, although the precise defect in genomic DNA has not yet been
identified (112). Both defective copies of the gene in this family were similar, but it is
not yet clear whether other occurrences are genotypically similar. It is estimated that up
to 3% of the population may be heterozygous for the deficiency and although they do not
suffer physiological abnormalities, it appears that these persons are at increased risk of
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serious toxic effects if given 5-fluorouracil treatment (113,114). Development of genotyp-
ing methods for the deficiency, therefore, would be useful because 5-fluorouracil is a
commonly used drug in oncology.

. PHASE Il POLYMORPHISMS

In general, the UDP-glucurensyltranferases and the sulfotransferases are the major phase
II-metabolizing enzymes for most commonly prescribed drugs. There is some evidence
for the existence of polymorphisms in certain isoforms of these enzyme families, but our
understanding of these is still relatively poor. The two most common polymorphisms in
genes encoding phase Il enzymes occur in N-acetyltransferase 2 (NAT2) and glutathione
S-transferase M1 (GSTMI1). NAT2 contributes to the metabolism of a relatively small
number of drugs, and few drug substrates metabolized by GSTM1 have been identified.
There is also a rare, but well-characterized, polymorphism in the gene encoding thiopurine
S-methyltransferase, which has an important role in the metabolism of 6-mercaptopurine
and related compounds.

A. UDP-Glucuronosyltransferases

Glucuronidation is the most common conjugation reaction in drug metabolism (see Chap-
ter 6). The importance of pharmacogenetic variation in the UDP-glucuronosyltransferases
1s still unclear, and studies are made difficult by various factors, such as the overlapping
substrate specificities of these enzymes, but a few reports of intersubject variation in activ-
ity in the general population have appeared. Both Asians and whites were reported 10
show bimodality in the mean fraction of acetaminofen excreted as the glucuronide. with
5% of subjects showing very low levels of glucuronide excretion (115). In a separate
study of codeine glucuronidation, which also involved both white and Chinese, there was
a lower overall clearance of the drug in the Chinese group. apparently owing to reduced
glucuronidation (116). A population study of the metabolism of fenofibric acitd was sug-
gestive of a polymorphism in glucuronidation on the basis of bimodality, but a more
detailed family study failed to confirm these findings (117,118).

An inborn error of metabolism, termed Gilbert’s syndrome, which is characterized
by mild hyperbilirubinemia and affects 2—-12% of the population, is also of interest in
relation to drug metabolism. Recent reports suggest that there may be two forms of the
disease, one common form, with autosomal recessive inheritance that affects approxi-
mately 10% of whites, and a more severe form inherited in an autosomal dominant fashion
(119,120). The molecular basis of the mild defect appears to be a TA insertion in the
TATA box that results in decreased gene expression (119,121). In the more severe disease,
patients appear to be heterozygous for polymorphisms in the coding region of the gene
(122). In addition to impaired bilirubin metabolism, decreased clearance of several differ-
ent drugs, including tolbutamide, acetaminofen, and rifampin, has been reported in patients
with this syndrome (123,124). The availability of genotyping methods should facilitate
studies on the cffect of the syndrome on drug metabolism.

B. Sulfotransferases

The sulfotransferases conjugate exogenous and endogenous compounds, including neuro-
transmitters with sulfate derived from 3’-phosphoadenosine-5'-phosphosulfate (PAPS) and
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have a role in the metabolism of a range of drugs. Family and population studies have
given evidence for polymorphism in at least two of the five known isoforms (125-129),
but the molecular basis and pharmacological etfects of this variation remains unclear. The
complexity of the human sulfotransferase family is demonstrated by data indicating that
two separate genes (STP/ and STP2) encode proteins that show 96% homology and that
both appear to be phenol sulfotransterases, although it was previously believed that there
was a single phenol (or thermostable) sulfotransferase isoform (130). Evidence tfor the
existence of allelic variants of each of the phenol sulfotransferases and for the occurrence
of two alternative promoters in STP/ has also been obtained (131-135). Theretore. it
appears that the pharmacogenetics of the sulfotransferase superfamily is particularly inter-
esting, but that further studies are required to understand the precise substrate specificity
of cach isoform and the significance of the various allelic variants.

C. Acetyltransferases

Acetylation of amino, hydroxyl, and sulfydryl groups is catalyzed in humans by two
N-acetyltransterases, termed N-acetyltranstferase 1 (NATI!) and N-acetyltransterase 2
(NAT?2): (for review see Ref. |). The existence of a polymorphism in NAT2 has been
known for many years, but polymorphism has also been detected recently in NATI, which
was previously often referred to as the monomorphic N-acetyltransferase. The polymor-
phism in NAT2 is the more significant of the two, with substantial numbers of persons
completely deficient in this enzyme activity and unable to acetylate a range of drugs,
including dapsone, isoniazid, procainide, and sulfamethazine (1.136). The precise percent-
age of slow acetylators in the population varies with ethnic origin, ranging from 90% in
North Africans to less than 10% in many Asian populations, with a frequency of 50% in
whites (136). The molecular basis of deficiency in NAT2 activity is well understood, and
tour variant alleles with low activity, apparently owing to amino acid substitutions. have
been identified (Table 3). The frequency of the four low-activity alleles varies between
cthnic groups.with NAT2*7 most common among Japanese, and NAT2*/4 common in
individuals ot African origin, but not in other ethnic groups.

The NAT2 polymorphism is of importance from the standpoints of both clinical
responses to drugs and disease susceptibility. Although not as significant as CYP2D6 in
terms of the range of currently prescribed drugs that are substrates, several NAT2 sub-
strates are clinically important. Several phenotype-associated adverse reactions have been
described and include peripheral neuropathy in slow acetylators taking isoniazid, hyper-
sensitivity reactions in response to sulfonamides in slow acetylators, and leukopenia in
rapid acetylators taking amonafide, a prodrug used in cancer chemotherapy (137-139).

Although previously believed to be monomorphic, there is now evidence, from phe-
notyping studies with 4-aminobenzoic acid, for interindividual variation in levels of NATI
activity (140,141). Several allelic variants showing polymorphism at several positions,
but particularly at the 3’-untranslated region have been described (sec Table 3: 142,143).
Genotyping assays have been developed for detection of these alleles, and an increased
susceptibility to colon cancer in individuals with at least one copy of NAT/*/0) has been
detected (144). The NAT*/0 allele has a variant polyadenylation signal present. and studies
on NATI activity in bladder and colon tissue from persons of known genotype suggests
that activity is higher in those positive for this allele (145). The relevance of these observa-
tions to drug metabolism is still unclear.
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Table 3 N-Acctyltransferase Alleles
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Allele Nucleotide changes Eftect Activity
NAT! alleles
NAT/[*3 CimA Unknown Unknown
NAT/*4 Wild-type sequence Normal
NAT*5 GGy GG, GG R,-T. R,.T: Unknown
GG GG AiG; E.-Q
Ave: AHUS
NATI*10 TimeA: CiosA Altered poly- Increased ()
adenylation
signal (7)
NATI*11] C T A LT GuAs S-LA Unknown
T.G; A9bp (region
of 1066-1088)
NATI*14 GenA R,-Q Decreased
NATI*15 CsaT R:-Stop Decreased
NATI*16 3 bp insertion (position Unknown Unknown
1091)
NATI*17 CwT R.W Decreased
NAT?2 alleles
NAT2*4 None Normal
NAT2*5A T, C. C, T 1,.T,; Decreased
NAT2*5B T.C, CuT, AuG I:T; K:R Decreased
NAT2*5C T.:C. AyG K.«R Decreased
NAT2*6A C..T. GaA R,-Q Decreased
NAT2*6B GanA R,-Q Decreased
NATZ2*7A Gis-A G.E Decreased
NAT2*7B C..T, G-A GaE Decreased
NAT2*]2A Aw:G K.aR Normal
NAT2*]2B C...T. AwG KR Normal
NAT2*]3 C..T Normal
NAT2*14A G A RGE Decreascd
NAT2*]4B GyA, CuT R.E Decreased
NAT2*!7 ALC QP Unknown
NAT2*]8 AusC KT Unknown
Source: Rets. 1, 142-145, 233, and 234.

D. Gilutathione S-Transferases

Glutathione conjugation is an important metabolic pathway for a variety of hydrophobic
and electrophilic compounds and is generally detoxifying, with most glutathione conju-
gates undergoing further metabolism to mercapturic acids before excretion (146). In hu-
mans, polymorphisms have been demonstrated and characterized in the class p-enzyme
GSTMI1 and in the class 8-enzyme GSTT!. There are also reports of polymorphisms in
GSTM3, GSTP1, and GSTA2. The GSTM/ polymorphism was originally detected by starch
gel electrophoresis, and it results in an absence of GSTM1 activity in 40-50% of persons
from a variety of ethnic groups (147). The lack of activity is due to a large deletion in
the GSTM] gene, and subjects homozygous for the deficiency can be detected by PCR
(148). There are also two active allelic variants termed GSTM/*A and GSTM*B. but
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both gene products, which differ by an asparagine or lysine, respectively, at residue 172,
appear to be catalytically similar (149). In the GSTT! polymorphism, 10-30% of Europe-
ans have a deficiency of this enzyme, again owing to a large gene deletion (150).

The GSTM [ and GSTT/ polymorphisms are of more importance in toxicology than
in drug metabolism. The main drug substrates for the glutathione S-transferases are cyto-
toxic drugs, with a possible role for GSTMI1 in the metabolism of cormustine [1,3-bis(2-
chloroethyl)- I-nitrosourea; BCNU] and of nitrogen mustard (151,152). The effect of
GSTM | genotype on outcome of chemotherapy with these compounds is unclear. GSTT1,
however, metabolizes mainly small organic compounds, such as dichloromethane and eth-
ylene oxide, and, therefore, is unlikely to have a significant role in drug metabolism (150).
Both polymorphisms may be of importance in determining susceptibility to diseases asso-
ciated with exposure to xenabiotics (for review see Ref. 4).

Other glutathione S-transferase polymorphisms are not weil studied, but a polymor-
phism in the GSTM3 gene, which lies close to GSTM/ on chromosome 1. has recently
been described. The polymorphism occurs in intron 6, and the variant appears to have a
recognition site for the negative transcription factor YY1 present (153). The GSTM 3 variant
allele appears to be in linkage disequilibrium with the GSTM[*A allele. It has also been
reported that GSTM3 levels are lower in lung tissue from individuals with a GSTM ! null
genotype, possibly because of the deletion that gives rise to the null allele also affects
the regulation of GSTM3 (154). For GSTPI, two polymorphisms in the coding sequence,
both resulting in amino acid substitutions in the substrate-binding site and both aftecting
kinetic constants for the substrate 1-chloro-2.4-dinitrobenzene, have been described (155).
Two other polymorphisms in GSTP/ have also been detected, one a BamHI restriction
fragment length polymorphism (RFLP; 156) and the other in an area of pentanucleotide
repeats in the promoter region (157), but it is not known whether they are of functional
significance. For the GSTA2 gene, a RFLP has been detected, but again there 1s no informa-
tion on functional significance (158).

E. Methyltransferases

Methylation reactions using S-adenosylmethionine as a methyl group donor are important
in the metabolism of both endogenous molecules, such as neurotransmitters, and of xenobi-
otics. At least four separate enzymes can carry out either §-, N-, and O-methylation reac-
tions, and some evidence for either heritable variation or polymorphism in each has been
obtained (for review see Ref. 159). However, only for thiopurine S-methyitransferase is
the polymorphism both clearly established and of relevance to drug therapy. Measurement
of enzyme activity in erythrocytes has shown that approximately 0.3% of various European
populations have undetectable activity and 11.1% intermediate levels (160). The molecular
basis of the deficiency has recently been elucidated with the identification of two alleles
associated with absence of enzyme activity. The more common of these (TPMT*3) results
in two amino acid substitutions, which together, result in complete absence of activity
and account for approximately 75% of defective alleles (161,162). Another rarer allele,
termed TPMT*2, also has an amino acid substitution, resulting in loss of activity (163).
Thiopurine S-methyltransferase is important in the metabolism of the cytotoxic drug 6-
mercaptopurine, which is widely used in treatment of childhood acute lymphobilastic leu-
kemia, and it also metabolizes thioguanine and azathioprine, a 6-mercaptopurine precursor
that is used as an immunosuppressant. In persons defective in thiopurine S-methyltransfer-
ase, high concentrations of thioguanine nucleotides will be formed, resulting in toxicities,
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such as myelosuppression (164,165). Successful 6-mercaptopurine treatment has been re-
ported to have been achieved in a thiopurine S-methyltransferase-deficient patient by ad-
ministration of 6% of the normal dose (166). Azathioprine is frequently used as an immu-
nosuppressant in transplant patients, but there are reports of fatal toxicities in thiopurine
S-methyltransferase-deficient patients treated with this drug (167). The availability of gen-
otyping assays that can identify most persons with the deficiency. therefore, should result
in improved treatment outcomes.

IV. CONCLUDING REMARKS

An understanding of the molecular basis of pharmacogenetic deficiencies has enabled the
development of a range of simple genotyping assays usually involving use of the polymer-
ase chain reaction. These assays should assist in more effective prescribing, particularly
for compounds that can give rise to serious toxicity in patients with a deficiency in the
metabolizing enzyme, such as 6-mercaptopurine and 5-fluorouracil, and also help in recog-
nizing problems with polymorphic drug metabolism during drug development. It is also
clear that although the pharmacogenetics of the cytochrome P450s, glutathione S-trans-
ferases, and certain other genes of importance in drug metabolism has been extensively
studied and is now well understood, there are various other genes. such as those encoding
the flavin-linked monooxygenases and the sulfotransferases, for which the basis and extent
of polymorphism is still poorly understood and on which further studies will be of benefit.

REFERENCES

1. D. A. P. Evans, Genetic Factors in Drug Therapy. Clinical and Molecular Pharmacogenet-
ics, Cambridge University Press, Cambridge, 1993.

2. K. Brosen and L. Gram, Clinical significance of the sparteine/debrisoquine oxidation poly-
morphism, Eur. J. Clin. Pharmacol 36:537 (1989).

3. A K. Daly, S. Cholerton, M. Armstrong, and J. R. Idle. Genotyping for polymorphisms in
xenobiotic metabolism as a predictor of disease susceptibility, Environ. Health Perspect. 102
(Suppl. 9):55 (1994).

4. G. Smith, L. A. Stanley. E. Sim, R. C. Strange, and C. R. Wolf, Metabolic polvmorphisms
and cancer susceptibility, Cancer Surv. 25:27 (1995).

5. §. Cholerton, A. K. Daly, and J. R. Idle, The role of individual human cytochromes P450
in drug metabolism and clinical response, Trends Pharmacol. Sci. 13:434 (1992).

6. F.J. Gonzalez and J. R. Idle, Pharmacogenetic phenotyping and genotyping. Present status
and future potential, Clin. Pharmacokinet. 26:59 (1994),

7. A. K. Daly, J. Brockmoller, F. Broly, M. Eichelbaum, W, E. Evans, F. J. Gonzalez. J.-D.
Huang, J. R. Idle, M. Ingelman-Sundberg, T. Ishizaki, E. Jacqz-Aigrain. U. A. Meyer.
D. W. Nebert. V. M. Steen, C. R. Wolf, and U. M. Zanger, Nomenclature for human CYP2D6
alleles, Pharmacogenetics 6:193 (1996).

8. A. K. Daly. M. Armstrong, S. C. Monkman, M. E. Idle, and J. R. Idle. The genetic and
metabolic criteria for the assignment of debrisoquine hydroxylation (cytochrome P45011D6)
phenotypes, Pharmacogenetics 1:.33 (1991).

9. F.Broly, A. Gacdigk, M. Heim, M. Eichelbaum, K. Morike. and U. A. Meyer. Debrisoquine/
sparteine hydroxylation genotype and phenotype: Analysis of common mutations and alleles
of CYP2D6 in a European population, DNA Cell Biol. 10:545 (1991).



190

Daly

W. E. Evans and M. V. Relling, Concordance of P4502D6 (debrisoquine hydroxylase)
phenotype and genotype: Inability of dextromethorphan metabolic ratio to discriminate
reliably heterozygous and homozygous extensive metabolizers, Pharmacogenctics 1:143
(1991).

M.-L. Dahl, I. Johansson, M. P. Palmertz, M. Ingelman-Sundberg, and F. Sjoqvist. Analysis
of the CYP2D6 gene in relation to debrisoquin and desipramine hydroxylation in & Swedish
population, Clin. Pharmacol. Ther. 51:12 (1992).

B. Evert, E.-U. Griese, and M. Eichelbaum, A missense mutation in exon 6 of the CYP2D6
gene leading to a histidine to proline exchange is associated with the poor metabolizer pheno-
type of sparteine, Naunyn-Schmiedeberg Arch. Pharmacol. 350:434 (1994).

B. Evert, E.-U. Griese, and M. Eichelbaum, Cloning and sequencing of a new non-functional
CYP2D6 allele: Deletion of T~ in exon 3 generates a premature stop codon, Pharmacogenet-
ics 4:271 (1994).

A. K. Daly, I. B. S. Leathart, S. J. London, and J. R. Idle, An inactive cytochrome P450
CYP2D6 allele containing a deletion and a base substitution, Hum. Genet. 95:337 (1995).
R. Saxena, G. L. Shaw, M. V. Relling, J. N. Frame, D. T. Moir, W. E. Evans, N. Caporaso,
and B. Weiffenbach, Identification of a new variant CYP2D6 single base pair deletion in
exon 3 and its association with the poor metabolizer phenotype. Hum. Mol. Gener. 3:923
(1994).

D. Marez, M. Legrand, N. Sabbagh, J.-M. Lo-Guidice, P. Boone, and F. Broly, An additional
allelic variant of the CYP2D6 gene causing impaired metabolism of sparteine, Hum. Genet.
97:668 (1996).

H. Yokota, S. Tamura, H. Furuya, S. Kimura, M. Watanbe, I. Kanazawa, I. Kondo, and
F. J. Gonzalez, Evidence for a new variant allele CYP2D6J in a Japanese population associ-
ated with lower in vivo rates of sparteine metabolism. Pharmacogenetics 3:256 (1993).
S.-L. Wang, J.-D. Huang, M.-D. Lai, B.-H. Liu, and M.-L. Lai. Molecular basis of genetic
variation in debrisoquin hydroxylation in Chinese subjects: Polymorphism in RFLP and DNA
sequence of CYP2D6, Clin. Pharmacol. Ther. 53:410 (1993).

I. Johansson, M. Oscarson, Q.-Y. Yue, L. Bertilsson. F. Sjogvist. and M. Ingelman-Sundberg.
Genetic analysis of the Chinese cytochrome P4502D locus: Characterization of variant
CYP2D6 genes present in subjects with diminished capacity for debrisoquine hydroxylation,
Mol. Pharmacol. 46:452 (1994).

M. Kagimoto, M. Heim, K. Kagimoto, T. Zeugin, and U. A. Meyer, Multiple mutations of
the human cytochrome P450I1D6 gene (CYP2D6) in poor metabolisers of debrisoquine, J.
Biol. Chem. 265:17209 (1990).

C. Masimirembwa, I. Persson, L. Bertilsson, J. Hasler, and M. Ingelman-Sundberg. A novel
mutant variant of the CYP2D6 gene (CYP2D6*/7) common in a black African population:
Association with diminished debrisoquine hydroxylase activity, Br. J. Clin. Pharmacol. 42:
713 (1996).

L. Bertilsson, M.-L. Dahl, F. Sjogqvist, A. Aberg-Wistedt, M. Humble, 1. Johansson. E.
Lundqvist, and M. Ingelman-Sundberg, Molecular basis for rational megaprescribing in ul-
trarapid hydroxylators of debrisoquine, Lancet 341:63 (1993).

L. Johansson, E. Lundqvist, L. Bertilsson, M.-L. Dahl, F. Sjogvist, and M. Ingelman-
Sundberg, Inherited amplification of an active gene in the cytochrome P450 CYP2D locus
as a cause of ultrarapid metabolism of debrisoquine, Proc. Natl. Acad. Sci. USA 90:11825
(1993).

J. A. G. Agundez, M. C. Ledesma, J. M. Ladero. and J. Benitez, Prevalence of CYP2D6
gene duplication and its repercussion on the oxidative phenotype in a white population, Clin.
Pharmacol. Ther. 57:265 (1995).

M. Dahl, L. Johansson, L. Bertilsson, M. Ingelman-Sundberg, and F. Sjoqvist. Ultrarapid
hydroxylation of debrisoquine in a Swedish population. Analysis of the molecular genetic
basis, J. Pharm. Exp. Ther. 274:516 (1995).



Pharmacogenetics 191

26.

27.

28.

29.

30.

31

32.

33.

34.

3s.

36.

37.

38.

39.

40.

41.

L. Siddoway, K. Thompson, C. McAllister, T. Wang, G. Wilkinson. D. Roden, and R. Woos-
ley. Polymorphism of propafenone metabolism in man, Circulation 75:785 (1987).

M.-L. Dahl and L. Bertilsson, Genetically variable metabolism of antidepressants and neuro-
leptic drugs in man, Pharmacogenetics 3:61 (1993).

M. Jerling. M.-L. Dahl, A. Aberg-Wistedt, B. Liljenberg, N.-E. Landell. L. Bertilsson. and
F. Sjogqvist, The CYP2D6 genotype predicts the oral clearance of the neuroleptic agents per-
phenazine and zulcopenthixol, Clin. Pharmacol. Ther. 59:423 (1996).

S. Sindrup. K. Brosen, K. Bjerring, L. Arendt-Nielsen, V. Larsen, H. Angelo. and L. Gram.
Codeine increases pain thresholds to copper vapor laser stimuli in extensive but not poor
metabolizers of sparteine, Clin. Pharmacol. Ther. 49:686 (1991).

K. Persson, S. Sjostrom, 1. Sigurdardottir, V. Molnar, M. Hammarlundudenaes, and A. Rane,
Patient-controlled analgesia (PCA) with codeine for postoperative pain relief in 10 extensive
metabolizers and one poor metabolizer of dextromethorphan, Br. J. Clin. Pharmacol. 39:
182 (1995).

A. Kupfer, B. Dick, and R. Preisig, A new drug hydroxylation polymorphism in man: The
incidence of mephenytoin hydroxylation deficient phenotypes in an European population
study, Naunyn-Schmiedebergs Arch. Pharmacol. 321:33 (1982).

G. Wilkinson, F. Guengerich, and R. Branch, Genetic polymorphisms of S-mephenytoin hy-
droxylation, Pharmacol. Ther. 43:53 (1989).

S. Wrighton, J. Stevens, G. Becker, and M. Van den Branden, Isolation and characterization
of human liver cytochrome P450 2C19: Correlation between 2C19 and S-mephenytoin 4’
hydroxylation, Arch. Biochem. Biophys. 306:240 (1993).

J. Goldstein. M. Faletto, M. Romkes-Sparks, T. Sullivan, S. Kitareewan. J. Raucy. J. Lasker.
and B. Ghanayem, Evidence that CYP2C19 is the major (S)-mephenytoin 4’-hydroxylase in
humans, Biochemistry 33:1743 (1994).

S. M. F. de Morais. G. R. Wilkinson, J. Blaisdell, K. Nakamura. U. A. Meyer. and J. A.
Goldstein. The major genetic defect responsible for the polymorphism of S-mephenytoin
metabolism in humans, J. Biel. Chem. 269:15419 (1994).

S. M. F. de Morais, G. R. Wilkinson, J. Blaisdell, U. A. Meyer, K. Nakamura. and J. A.
Goldstein, Identification of a new genetic defect responsible for the polymorphism of (5)-
mephenytoin metabolism in Japanese, Mol. Pharmacol. 46:594 (1994).

A. K. Daly, S. Cholerton, W. Gregory, and J. R. Idle, Metabolic polymorphisms. Pharmacol.
Ther. 57:129 (1993).

J. A. Goldstein and S. M. F. de Morais, Biochemistry and molecular biology of the human
CYP2C subfamily, Pharmacogenetics 4:285 (1994).

K. Brosen. S. M. F. de Morais, U. A. Meyer, and J. A. Goldstein, A multifamily study on the
relationship between CYP2C19 genotype and the S-mephenytoin oxidation polymorphism.
Pharmacogenetics 5:312 (1995).

K. Rost, H. Brosicke, J. Brockmoller, M. Scheffler, H. Helge, and I. Roots. Increase of cyto-
chrome P-450 1 A2 activity by omeprazole: Evidence by the '*C[N-3-methyl]-caffcine breath
test in poor and extensive metabolizers of S-mephenytoin, Clin. Pharmacol. Ther. 52:170
(1992).

S. A. Ward. N. A. Helsby, E. Skjelbo, K. Brosen, L. F. Gram, and A. M. Breckenbridge.
The activation of the biguanide antimalarial proguanil co-segregates with the mephenytoin
oxidation phenotype—a panel study, Br. J. Clin. Pharmacol. 31:689 (1991).

J. Scott and P. Poffenbarger, Pharmacogenetics of tolbutamide metabolism in humans. Diabe-
tes 28:41 (1978).

H. Kutt, M. Wolk, R. Scherman, and F. McDowell, Insufficient parahydroxylation as a cause
of diphenylhydantoin toxicity, Neurology 14:542 (1964).

D. R. Umbenhauer, M. V. Martin, R. S. Lloyd, and F. P. Guengerich, Cloning and sequence
determination of a complementary DNA related to human liver microsomal cytochrome P450
S-mephenytoin 4-hydroxylase. Biochemistry 26:1094 (1987).



192

435.

46.

47.

48.

49.

50.

53.

54.

55.

56.

57.

58.

39.

60.

6l.

63.

Daly

M. Romkes, M. B. Faletto, J. A. Blaisdell, J. L. Raucy, and J. A. Goldstein, Cloning and
expression of complementary DNAs for multiple members of the human cytochrome
P4501IC subfamily, Biochemistry 30:3247 (1991).

S. Kimura, J. Pastewka, H. V. Gelboin, and F. J. Gonzalez, cDNA and amino acid sequences
of two members of the human P450IIC genc subfamily, Nucleic Acids Res. 15:10053 (1987).
T. Yasumori, S. Kawano, K. Nagata, M. Shimada, Y. Yamazoe, and R. Kato. Nucleotide
sequence of a human liver cytochrome P450 related to the rat male-specific form. J. Biochem.
(Tokyo) 102:493 (1987).

R. R. Meehan, J. R. Gosden, D. Rout, N. V. Hastie, T. Friedberg. M. Adesnik. R. Buckland.
V. van Heyningen, J. Fletcher, N. P. Spurr, J. Sweency, and C. R. Wolf, Human cytochrome
P450 PB-1: A multigene family involved in mephenytoin and steroid oxidations that maps
to chromosome 10, Am. J. Hum. Genet. 42:26 (1988).

A. E. Rettie, L. C. Wienkers, F. J. Gonzalez, W. F. Trager, and K. R. Korzekwa, Impaired
(S)-warfarin metabolism catalysed by the R144C allelic variant of CYP2C9. Pharmacogenet-
ics 4:39 (1994).

M. E. Veronese, C. J. Doecke, P. 1. Mackenzie, M. E. McManus, J. O. Miners, D. L. P.
Rees. R. Gasser, U. A. Meyer, and D. J. Birkett, Site-directed mutation studics of human
liver cytochrome P-450 isoenzymes in the CYP2C subfamily. Biochem. I. 289:533 (1993).
T. S. Tracy, B. W. Rosenbluth, S. A. Wrighton, F. J. Gonzalez, and K. R. Korzekwa. Role
of cytochrome P450 2C9 and an allelic variant in the 4’-hydroxylation of (R)- and (S)-flurbi-
profen, Biochem. Pharmacol. 49:1269 (1995).

H. Furuya, P. Fernandez-Salguero, W. Gregory, H. Taber, A. Steward, F. J. Gonzalez, and
J. R. Idle, Genetic polymorphism of CYP2C9 and its effect on warfarin maintenance dose
requirement in patients undergoing anticoagulation therapy, Pharmacogenetics 5:389 (1995).
T. H. Sullivan-Klose, B. I. Ghanayem, D. A. Bell, Z.-Y. Zhang, L. S. Kaminsky. G. M.
Shenfield, J. O. Miners, D. J. Birkett, and J. A. Goldstein, The role of the CYP2(C9-Leu3s9
allelic variant in the tolbutamide polymorphism. Pharmacogenetics 6:341 (1996).

L. S. Kaminsky, S. M. F. de Morais, M. B. Faletto, D. A. Dunbar, and J. A. Goldstein,
Correlation of human cytochrome P2502C substrate specificities with primary structure: War-
tarin as a probe, Mol. Pharmacol. 43:234 (1993).

S. J. London, A. K. Daly, J. B. S. Leathart, W. C. Navidi, and J. R. Idle, Lung cancer risk
in relation to the CYP2C9*//CYP2C9*2 genetic polymorphism among African-Americans
and Caucasians in Los Angeles County, California. Pharmacogenetics 6:527 (1996).

S.-L. Wang, J.-D. Huang, M.-D. Lai, and J.-J. Tsai, Detection of CYP2C9 polymorphism
based on the polymerase chain reaction in Chinese, Pharmacogenetics 5:37 (1995).

M. E. Veronese, J. O. Miners, D. L. P. Rees, and D. J. Birkett, Tolbutamide hydroxylation
in humans: Lack of bimodality in 106 healthy subjects, Pharmacogenetics 3:86 (1993).

J. O. Miners, L. M. H. Wing, and D. J. Birkett. Normal metabolism of debrisoquine and
theophylline in a slow tolbutamide metaboliser. Aust. N. Z. J. Med. 15:348 (1985).

M. A. Page, J. S. Boutagy, and G. M. Shenfield, A screening test for slow metabolisers of
tolbutamide, Br. J. Clin. Pharmacoel. 31:649 (1991).

M. E. Marshall, J. L. Mohler, K. Edmonds. B. Williams, K. Butler, M. Ryles. L. Weiss,
D. Urban, A. Bueschen, M. Markiewicz. and G. Cloud, An updated review of the clinical
development of coumarin (1,2-benzopyrone) and 7-hydroxycoumarin, J. Cancer Res. Clin.
Oncol, 120(Suppl.):S39 (1994).

N. W. McCracken, S. Cholerton, and J. R. Idle, Cotinine formation by cDNA-expressed
human cytochromes P450, Med. Sci. Res. 20:877 (1992).

S. Cholerton, M. E. Idle, A. Vas, F. J. Gonzalez. and J. R. Idle, Comparison of a novel thin-
layer chromatographic-fluorescence detection method with a spectrofluorometric method for
the determination of 7-hydroxycoumarin in human urine, J. Chromatogr. 575:325 (1992).
A. Rautio, H. Kraul, A. Kojo, E. Salmela, and O. Pelkonen, Interindividual variation of
coumarin 7-hydroxylase in healthy volunteers, Pharmacogenetics 2:227 (1992).



Pharmacogenetics 193

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

76.

7.

78.

79.

80.

81.

P. Fernandez-Salguero, S. M. G. Hoffman, S. Cholerton. H. Mohrenweiser. H. Raunio, O.
Pelkonen, J. Huang, W. E. Evans, J. R. Idle, and F. J. Gonzalez, A genetic polymorphism
in coumarin 7-hydroxylation: Sequence of the human CYP2A genes and identification of
variant CYP2A6 alleles. Am. J. Hum. Genet. 57:651 (1995).

F. P. Guengerich, D.-H. Kim, and M. Iwasaki, Role of human cytochrome P-450 IIE] in
the oxidation of many low molecular weight cancer suspects. Chem. Res. Toxicol. 4:168
(1991).

C. J. Patten, P. E. Thomas, R. L. Guy, M. Lee, F. J. Gonzalez, F. P. Guengerich, and C. S.
Yang. Cytochrome P450 enzymes involved in acetaminophen activation by rat and human
liver microsomes and their kinetics, Chem. Res. Toxicol. 6:511 (1993).

S. T. S. Lee. J. T. M. Buters, T. Pineau, P. Fernandez-Salguero, and F. J. Gonzalez. Role
of CYP2EI in the hepatoxicity of acetaminophen, J. Biol. Chem. 27/:12063 (1996).

F. P. Guengerich and T. Shimada, Oxidation of toxic and carcinogenic chemicals by human
cytochrome P450 enzymes, Chem. Res. Toxicol. 4:391 (1991).

R. B. Kim, D. O'Shea, and G. R. Wilkinson, Interindividual variability of chlorzoxazone 6-
hydroxylation in men and women and its relationship to CYP2E/ genetic polymorphisms.
Clin. Pharmacol. Ther. 57:645 (1995).

E. S. Vesell, T. DeAngelo Seaton, and Y. I. A-Rahim, Studies on interindividual variations
of CYP2EI using chlorzoxazone as an in vivo probe, Pharmacogenetics 5:53 (1995).

V. Carriere, T. Goasduff, D. Ratanasavanh, F. Morel, J. C. Gauticr. A. Guillouzo. P. Beaune.
and F. Berthou, Both cytochromes P450 2E1 and 1Al are involved in the metabolism of
chlorzoxazone, Chem. Res. Toxicol. 6:852 (1993).

§. Ono, T. Hatanaka, H. Hotta, M. Tsutsui, T. Satoh, and F. J. Gonzalez, Chlorzoxazone is
metabolized by human CYP1A2 as well as by CYP2EL. Pharmacogenetics 5:141 (1995).

S. Hayashi, J. Watanabe, and K. Kawagir, Genetic polymorphisms in the 5-flanking region
change transcriptional regulation of the human cytochrome P450IlE| gene, J. Biochem. 110:
559 (1991).

S. Kato, P. G. Shields, N. E. Caporaso, R. N. Hoover, B. F. Trump, H. Sugimura. A. Weston.
and C. C. Harris, Cytochrome P450IIE1 genetic polymorphisms, racial variation. and lung
cancer risk, Cancer Res. 52:6712 (1992).

K. Kawagiri, K. Nakachi, K. Imai, A. Yoshii, N. Shinoda, and J. Watanabe. Identification
of genetically high risk individuals to lung cancer by DNA polymorphisms of the cytochrome
P4501A1 gene, FEBS Lert. 263:131 (1990).

S. Hayashi, J. Watanabe, K. Nakachi, and K. Kawajiri, Genetic linkage of lung cancer-
associated Mspl polymorphisms with amino acid replacement in the heme binding region
of the human cytochrome P450IA1 gene, J. Biochem. 110:407 (1991).

E. Taioli, F. Crofts, J. Trachman, R. Demopoulos, P. Toniolo, and S. J. Garte, A specific
African-American CYP/A[ polymorphism is associated with adenocarcinoma of the lung.
Cancer Res. 55:472 (1995).

M. A. Butler, M. Iwasaki, F. P. Guengerich, and F. F. Kadlubar, Human cytochrome P450,,
(P4501A2), the phenacetin O-deethylase, is primarily responsible for the hepatic 3-demethyl-
ation of caffeine and N-oxidation of carcinogenic arylamines, Proc. Narl. Acad. Sci. USA
86:7696 (1989).

U. Fuhr. J. Dochmer, N. Battula, C. Wolfel, C. Kudla, Y. Keita, and A. H. Staib, Biotrans{or-
mation of caffeine and theophylline in mammalian cell lines genctically engineered for ex-
pression of single cytochrome P450 enzymes, Biochem. Pharmacol. 43:225 (1992).

A. Lemoine, J. C. Gautier, D. Azoulay, L. Kiffel, C. Belloc, F. P. Guengerich. P. Maurel.
P. Beaune, and J. P. Leroux, Major pathway of imipramine metabolism is catalyzed by cyto-
chromes P-450 A2 and P-450 3A4 in human liver, Mol. Pharmacol. 43:827 (1993).

L. Bertilsson. J. A. Carrillo, M. L. Dahl, A. Llerena, C. Alm. U. Bondesson, L. Lindstrom.
1. R. Delarubia, S. Ramos, and J. Benitez, Clozapine disposition covaries with CYPIA2
activity determined by a caffeine test, Br. J. Clin. Pharmucol. 38:471 (1994).



194

83,

84.

36.

87.

88.

89.

90.

93.

94.

95.

96.

97.

98.

99.

100.

Daly

W. Kalow and B.-K. Tang, Use of caffeine metabolite ratios to explore CYP1A2 and xanthine
oxidase activities, Clin. Pharmuacel. Ther. 50:508 (1991).

M. V. Relling, J.-S. Lin, G. D. Ayers, and W. E. Evans, Racial and gender differences in
N-acetyltransferase, xanthine oxidase and CYP1A2 activities, Clin. Pharmacol. Ther. 52:
643 (1992).

M. A. Butler, N. P. Lang, J. F. Young, N. E. Caporaso, P. Vineis, R. B. Hayes. C. H. Teitel.
J. P. Massengill, M. F. Lawsen, and F. F. Kadlubar, Determination of CYP1A2 and acetyl-
transferase phenotype in human populations by analysis of caffeine urinary metabolites,
Pharmacogenetics 2:116 (1992).

U. Fuhr and K. Rost, Simple and reliable CYP1A2 phenotyping by the paraxanthine/cafteine
ratio in plasma and saliva, Pharmacogenetics 4:109 (1994).

L. J. Notarianni, S. E. Oliver, P. Dobrocky. P. N. Bennett, and B. W. Silverman, Cafieine
as a metabolic probe: A comparison of the metabolic ratios used to assess CYPIA2 activity.
Br. J. Clin. Pharmacol. 39:65 (1995).

A. Rostami-Hodjegan, S. Nurminen, P. R. Jackson, and G. T. Tucker. Caffeinc urinary metab-
olite ratios as markers of enzyme activity: A theoretical assessment, Pharmacogenerics 6:
121 (1996).

C. P. Denaro, M. Wilson, P. Jacob. and N. L. Benowitz, Validation of urine caffeine metabo-
lite ratios with use of stable isotope-labeled caffeine clearance, Clin. Pharmacol. Ther. 59:
284 (1996).

M. Nakajima. T. Yokoi, M. Mizutani, S. Shin, F. F. Kadlubar, and T. Kamataki. Phenotyping
of CYPIA2 in Japanese population by analysis of caffeine urinary metabolites: Absence of
mutation prescribing the phenotype in the CYPIAZ gene, Cancer Epidemiol. Biomarkers
Prev. 3:413 (1994).

A. Catteau, Y. C. Bechtel, N. Poisson, P. R. Bechtel, and C. Bonaiti-Pellie. A population
and family study of CYPLA2 using caffeine urinary metabolites. Eur. J. Clin. Pharmacol.
47:423 (1995).

P. B. Watkins, Non-invasive tests of CYP3A enzymes, Pharnmacogenetics 4:171 (1994),
T. Aoyama, S. Yamano, D. J. Waxman, D. P. Lapenson, U. A. Meyer, V. Fischer, R. Tyndale.
T. Inaba. W. Kalow, H. V. Gelboin, and F. J. Gonzalez, Cytochrome P450 hPCN3, a novel
cytochrome P450 1A gene product that is differentially expressed in adult human hver. J.
Biol. Chem. 264:10388 (1989).

E. M. J. Gillam. Z. Guo, Y.-F. Ueng, H. Yamazaki, 1. Cock, P. E. B. Reilly. W. D. Hooper,
and F. P. Guengerich, Expression of cytochrome P450 3AS5 in Escherichia coli: Effects of §°
modification, purification, reconstitution conditions, and catalytic activities. Arch. Biochem.
Biophys. 317:374 (1995).

Y. Jounaidi, V. Hyrailles, L. Gervot, and P. Maurel, Detection of a CYP3AS allelic variant:
A candidate tor the polymorphic expression of the protein? Biochem. Biophyvs. Res. Comnun.
221:466 (1996).

J. D. Schuetz, D. L. Beach, and P. S. Guzelian, Selective expression of cytochrome P450
CYP3A mRNAs in embryonic and adult human liver, Pharmacogenetics 4:11 (1994).

I. R. Phillips. C. T. Dolphin, P. Clair, M. R. Hadley, A. J. Huit, R. R. McCombie, R. L.
Smith, and E. A. Shephard. The molecular biology of the flavin-containing monooxygenases
of man. Chem. Biol. Interact. 96:17 (1995).

R. Ayesh and R. L. Smith, Genetic polymorphism of trimethylamine N-oxidation. Pharma-
col. Ther. 45:387 (1990).

B. N. La Du, The human-serum paraoxonase arylesterase polymorphism, Am. J. Hum. Genet.
43:227 (1988).

O. Lockridge, Genetic variants of human serum cholinesterase influence metabohism of the
muscle relaxant succinylcholine, Pharmacol. Ther. 47:35 (1990).

R. Humbert, D. A. Adler. C. M. Disteche, C. Hassett. C. J. Omicecinski. and C. E. Furlong.



Pharmacogenetics 195

101

102.

103.

105.

106.

107.

108.

109.

110.

11

112,

113.

114,

115.

116.

117.

The molecular basis of the human serum paraoxonase activity polymorphism. Nature Genet.
3:73 (1993).

F. Oesch, C. W. Timms, C. H. Walker, T. M. Guenthner, A. Sparrow, T. Watabe, and C. R.
Wolf, Existence of multiple forms of microsomal epoxide hydrolases with radically different
substrate specificities, Carcinogenesis 5:7 (1984).

T. M. Guenthner, Epoxide hydrolases, Conjugation Reactions in Drug Metabolism: An Inte-
grated Approach (G. J. Mulder, ed.), Taylor & Francis, London, 1990, p. 365.

D. L. Kroetz, L. V. McFarland, B. M. Kerr, and R. H. Levy. Distribution of microsomal
epoxide hydrolase (mEH) activity in healthy subjects, Clin. Pharmacol. Ther. 47:160 (1990).
K. M. Norrs, T. N. DeAngelo, and E. S. Vesell, Genetic and environmental factors that
regulate cytosolic epoxide hydrolase activity in normal human lymphocytes, J. Clin. Invest.
84:1749 (1989).

A. Gaedigk, S. P. Spielberg, and D. M. Grant, Characterization of the microsomal epoxide
hydrolase gene in patients with anticonvulsant adverse reactions, Pharmacogenetics 4:142
(1994).

C. Hassett, L. Aicher, J. S. Sidhu, and C. J. Omiecinski, Human microsomal cpoxide hy-
drolase: Genetic polymorphism and functional expression in vivo of amino acid variants,
Hum. Mol. Genet. 3:421 (1994).

V. J. Green, M. Pirmohamed, N. R. Kitteringham, A. Gaedigk. D. M. Grant. M. Boxer, B.
Burchill, and B. K. Park, Genetic analysis of microsomal epoxide hydrolase in patients with
carbamazepine hypersensitivity, Biochem. Pharmacol. 50:1353 (1995).

D. P. Agarwal and H. W. Goedde, Pharmacogenetics of alcohol metabolism and alcoholism,
Pharmacogenetics 2:48 (1992).

G. Milano and M. C. Etienne, Potential importance of dihydropyrimidine dehydrogenase
(DPD) deficiency in cancer chemotherapy, Pharmacogenetics 4:301 (1994).

R. A. Fleming, G. Milano, A. Thyss, M. C. Etienne, N. Renee, M. Schneider, and F. Demard.
Correlation between dihydropyridine dehydrogenase activity in peripheral mononuclear cells
and systemic clearance of fluorouracil in cancer patients, Cancer Res. 52:2899 (1992).

R. Berger. S. A. Stoker-de Vries, S. K. Wadman, M. Duran, F. A. Beemer, P. K. De Bree,
1. J. Weits-Binnerts, T. S. Penders, and J. K. Van der Woude. Dihydropyrimidine dehydroge-
nase deficiency leading to thymine-uraciluria. An inborn error of pyrimidine metabolism.
Clin. Chim. Acta 141:227 (1984).

R. Meinsma, P. Fernandez-Salguero, A. B. P. Van Kuilenburg. A. H. Van Gennip. and
F. I. Gonzalez, Human polymorphism in drug metabolism: Mutation in the dihydropyrimi-
dine dehydrogenase gene results in exon skipping and thymine uracilurca. DNA Cell Biol.
14:1 (1995).

Z. Lu. R. Zhang, and R. B. Diasio, Dihydropyrimidine dehydrogenase activity in human
peripheral blood mononuclear cells and liver: Population characteristics, newly discovered
deficient patients and clinical implications in 5-fluorouracil chemotherapy. Cancer Res. 53:
5433 (1993).

P. Fernandez-Salguero, F. J. Gonzalez, M. Etienne, G. Milano, and S. Kimura, Correlation
between catalytic activity and protein-content for the polymorphically expressed dihydro-
pyrimidine dehydrogenase in human lymphocytes, Biochem. Pharmacol. 50:1015 (1995).
M. Patel, B. K. Tang, and W. Kalow, Variability of acetaminophen metabolism in Caucasians
and Orientals, Pharmacogenetics 2:38 (1992).

Q. Yue, J. Svensson, F. Sjoqvist, and J. Sawe, A comparison of the pharmacokinetics of
codeine and its metabolites in healthy Chinese and Caucasian extensive hydroxylators of
debrisoquine, Br. J. Clin. Pharmacol. 31:643 (1991).

H. F. Liu, M. Vincent-Viry, M. Galteau, R. Gueguen, J. Magdalou, A. Nicolas, P. Leroy,
and G. Siest, Urinary glucuronide excretion of fenofibric and clofibric acid glucuronides in
man. Is it polymorphic? Eur. J. Clin. Pharmacol. 41:153 (1991).



196

118.

119.

122.

123.

124,

125.
126.

130.

131.

132.

133.

136.
137.

138.

Daly

M. Vincent-Viry, C. Cossy, M. M. Galteau, R. Gueguen, J. Magdalou, A. Nicolas, P. Leroy.
and G. Siest, Lack of a genetic polymorphism in the glucuronidation of fenofibric acid. Phar-
macogenetics 5:50 (1995).

G. Monaghan, M. Ryan, R. Seddon, R. Hume, and B. Burchell, Genetic variation in biliru-
bin UDP-glucuronosyltransferase gene promoter and Gilbert’s syndrome, Lancer 347:578
(1996).

H. Sato, Y. Adachi, and O. Koiwai, The genetic basis of Gilbert's syndrome, Lancer 347:
557 (1996).

P. J. Bosma, J. R. Chowdhury, C. Bakker, S. Gantla, A. Deboer, B. A. Qostra, D. Lindhout,
G. N. J. Tytgat, P. L. M. Jansen, R. P. J. O. EMferink, and N. R. Chowdhury, The genetic
basis of the reduced expression of bilirubin UDP-glucuronosyltransferase 1 in Gilbert's syn-
drome, N. Engl. J. Med. 333:1171 (1995).

S. Aono, Y. Adachi, E. Uyama, Y. Yamada, H. Keino, T. Nanno, O. Koiwai, and H. Sato,
Analysis of genes for bilirubin UDP-glucuronosyltransferase in Gilbert’s syndrome, Lancet
345:958 (1995).

A. F. Macklon, R. L. Savage, and M. D. Rawlins, Gilbert syndrome and drug metabolism.
Clin. Pharmacokinet. 4:223 (1979).

S. M. de Moratis, J. P. Uetrecht, and P. G. Wells, Decreased glucurontdation and increased
bioactivation of acetaminophen in Gilbert's syndrome, Gastroenterology 102:577 (1992).
R. Weinshilboum, Sulphotransferase pharmacogenetics, Pharmacol. Ther. 45:93 (1990).
R. A. Price, N. J. Cox, R. S. Spielman, J. A. Van Loon, B. L. Maidak, and R. M. Weinshil-
boum, Inheritance of human platelet thermolabile phenol sulphotransferase (TLPST) activity,
Genet. Epidemiol. 5:1 (1988).

R. A. Price, R. §. Spielman, A. L. Lucena, J. A. Van Loon, B. L. Maidak, and R. M. Weinshil-
boum, Genetic polymorphism for human platelet thermostable phenol sulphotransferase
(TSPST) activity, Genetics 122:905 (1989).

A. L. Jones, R. C. Roberts, and M. W. H. Coughtrie, The human phenolsulphotransferase
polymorphism is determined by the level of expression of the enzyme protein, Biochem. J.
296:287 (1993).

I. A. Aksoy, V. Sochorova, and R. M. Weinshilboum, Human liver dehydroepiandrosterone
sulfotransferase: Nature and extent of individual variation, Clin. Pharmacol. Ther. 54:498
(1993).

C. Her, R. Raftogianis, and R. M. Weinshilboum, Human phenol sulfotransferase STP2 gene:
Molecular cloning, structural characterization, and chromosomal localization, Genomics 33:
409 (1996).

T. W. Wilborn, K. A. Comer, T. P. Dooley, 1. M. Rearden, R. L. Heinrikson, and C. N.
Falany, Sequence analysis and expression of the ¢cDNA for the phenol sulfating form of
human liver phenol sulfotransferase, Mol. Pharmacol. 43:70 (1993).

X. Zhu, M. E. Veronese, L. N. Sansom, and M. E. McManus, Molecular characterization
of a human aryl sulfotransferase cDNA, Biochem. Biophys. Res. Commun. 192:671 (1993).
A. L. Jones, M. Hagen, M. W. H. Coughtrie, R. C. Roberts, and H. Glatt, Human platelet
phenolsulfotransferases: cDNA cloning, stable expression in V79 cells and identification of
a novel allelic variant of the phenol-sulfating form, Biochem. Biophys. Res. Commun. 208:
855 (1995).

X. Zhu, M. E. Veronese, P. locco, and M. E. McManus, cDNA cloning and expression of
a new form of human aryl sulfotransferase, Int. J. Biochem. Cell Biol. 28:565 (1996).

F. Bernier, P. Soucy, and V. Luu-The, Human phenol sulfotransferase gene contains two
alternative promoters: Structure and expression of the gene, DNA Cell Biol. 15:367 (1996).
D. A. P. Evans, N-Acetyltransferase, Pharmacol. Ther. 42:157 (1989).

H. B. Hughes, J. P. Biehl, A. P. Jones, and L. H. Schmidt, Metabolism of isoniazid in man
as related to the occurrence of peripheral neuritis, Am. Rev. Tuberc. 70:266 (1954).

N. H. Shear, S. P. Spielberg. D. M. Grant. B. K. Tang, and W. Kalow. Differences in metabo-



Pharmacogenetics 197

139.

140.

141.

142,

143.

145.

146.

147.

148.

149.

150.

151.

152.

153.

154.

155.

156.

lism of sulphonamides predisposing to idiosyncratic toxicity, Ann. Intern. Med. 105:179
(1986).

M. J. Ratain, R. Mick, F. Berezin, L. Janisch, R. L. Schilsky. S. F. Williams. and J. Smiddy.
Paradoxical relationship between acetylator phenotype and amonafide toxicity, Clin. Phar-
macol. Ther. 50:573 (1991).

W. W, Weber and K. P. Vatsis, Individual variability in p-aminobenzoic acid N-acetylation
by human N-acetyltransferase (NAT1) of peripheral blood, Pharmacogenetics 3:209 (1993).
A. E. Cribb, R. Isbrucker, T. Levatte, B. Tsui, C. T. Gillespie, and K. W. Renton, Acetylator
phenotyping: The urinary caffeine metabolite ratio in slow acetylators correlates with a
marker of systemic NAT! activity, Pharmacogenetics 4:166 (1994).

K. P. Vatsis and W. W. Weber, Structural heterogeneity of Caucasian N-acetyltransferase
at the NAT! gene locus, Arch. Biochem. Biophys. 301:71 (1993).

K. P. Vatsis, W. W. Weber, D. A. Bell, J.-M. Dupret, D. A. P. Evans. D. M. Grant. D. W.
Hein, H.J. Lin, U. A. Meyer, M. V. Relling, E. Sim, T. Suzuki, and Y. Yamazoe. Nomencla-
ture for N-acetyliransferases, Pharmacogenetics 5:1 (1995).

D. A. Bell, E. A. Stephens, T. Castranio, D. M. Umbach, M. Watson, M. Deakin, J. Elder.
C. Hendrickse, H. Duncan. and R. C. Strange, Polyadenylation polymorphism in the acetyl-
transferase 1 gene (NAT/) increases risk of colorectal cancer, Cancer Res. 55:3537 (19935).
D. A, Bell, A. F. Badawi, N. P. Lang, K. F. Ilett, F. F. Kadlubar, and A. Hirvonen. Polymor-
phism in the N-acetyltransferase 1 (NATI) polyadenylation signal: association of NAT/!*10
allele with higher N-acetylation activity in bladder and colon tissue. Cancer Res. 55:5226
(1995).

B. Mannervik and U. H. Danielson, Glutathione transferases—structure and catalytic activ-
ity, Crit. Rev. Biochem. 23:281 (1988).

P. Board, M. Coggan, P. Johnston, V. Ross, T. Suzuki, and G. Webb, Genetic heterogencity
of the human glutathione transferases: A complex of gene families, Pharmacol. Ther. 48:
357 (1990).

K. E. Comstock, J. S. Sanderson, G. Claflin, and W. D. Kenner, GST! gene deletion deter-
mined by polymerase chain reaction, Nucleic Acids Res. 18:3670 (1990).

M. Widersten, W. R. Pearson, A. Engstrom, and B. Mannervik, Heterologous expression of
the allelic variant mu-class glutathione transferases mu and psi. Biochem. J. 276:519 (1991).
S. Pemble, K. R. Schroeder, S. R. Spencer, D. J. Meyer, E. Hallier, H. M. Bolt. B. Ketterer,
and J. B. Taylor, Human glutathione S-transferase theta (GSTT1): ¢cDNA cloning and the
characterization of a genetic polymorphism, Biochem. J. 300:271 (1994).

M. T. Smith, C. G. Evans, P. Doane-Setzer, V. M. Castro, M. K. Tahir, and B. Mannervik.
Denitrosation of 1,3-bis(2-chlorethyl)-1-nitrosourea by class m glutathione transferases and
its role in cellular resistance in rat brain tumor cells, Cancer Res. 49:2621 (1989).

C. G. Evans, W. J. Bodell, D. Ross, P. Doane, and M. T. Smith, Role of glutathione and
related enzymes in brain tumor resistance to BCNU and nitrogen mustard, Proc. Am. Assoc.
Cancer Res. 37:267 (1986).

A. Inskip, J. Elexperu-Camiruaga, A. Buxton, P. S. Dias, J. Maclntosh, D. Campbell, P. W.
Jones, L. Yengi, J. A. Talhot, R. C. Strange, and A. A. Fryer, Identification of polymorphism
at the glutathione S-transferase, GSTM3 locus: Evidence for linkage with GSTM]*A. Bio-
chem. J. 312:713 (1995).

T. Nakajima, E. Elovaara, S. Anttila, A. Hirvonen, A.-M. Camus, J. D. Hayes, B. Ketterer,
and H. Vainio, Expression and polymorphism of glutathione S-transferase in human lungs:
Risk factors in smoking-related lung cancer, Carcinogenesis 16:707 (1995).

F. Ali-Osman, N. Akande, and J. Mao, Molecular cloning, characterization and expression
of novel functionally different glutathione S-transferase-P1 genc variant. ISSX Proc. 7:38
(1995).

A. Kumar, B. C. Das, and J. K. Sharma, BamHI restriction fragment length polymorphism
(RFLP) at the human GST3 gene locus, Hum. Genet. 94:107 (1994).



198

159.
160.

161.

163.

165.

166.

167.

168.

169.

170.

171.

173.

174.

Daly

S. Harada, T. Nakamura, and S. Misawa, Polymorphism of pentanucleotide repeats in
the 5° flanking region of glutathione S-transferase (GST) m gene. Hum. Gener. 93:223
(1994).

L. Z. Chen and P. G. Board, HgiAlI restriction fragment length polymorphism at the human
glutathione S-transferase 2 locus, Nucleic Acids Res. 15:6306 (1987).

R. Weinshilboum, Methyltransferase pharmacogenetics, Pharmacol. Ther. 43:77 (1989).
R. Weinshilboum and S. L. Sladek. Mercaptopurine pharmacogenetics: Monogenic inheri-
tance of erythrocyte thiopurine methyltransferase actvity, Am. J. Hum. Gener. 32:651
(1980).

H.-L. Tai, E. Y. Krynetski, C. R. Yates, T. Loennechen, M. Y. Fessing, N. F. Krynetskaia.
and W. E. Evans, Thiopurine S-methyltransferase deficiency: Two nucleotide transitions de-
fine the most prevalent mutant allele associated with loss of catalytic activity in Caucasians.
Am. J. Hum. Genet. 58:694 (1996).

C. Szumlanski, D. Otterness, C. Her, D. Lee, B. Brandrift, D. Kelsell. N. Spurr, L. Lennard,
E. Wieben, and R. Weinshilboum, Thiopurine methyltransferase pharmacogenetics: Human
gene cloning and characterization of a common polymorphism, DNA Cell Biol. 15:17
(1996).

E. Y. Krynetski, J. D. Schuetz, A. J. Galpin, C.-H. Pui, M. V. Relling, and W. E. Evans. A
single point mutation leading to loss of catalytic activity in human thiopurine S-methyltrans-
ferase, Proc. Natl. Acad. Sci. USA 92:949 (1995).

L. Lennard, J. A. van Loon, and R. M. Weilshilboum, Pharmacogenetics of acute azathioprine
toxicity: Relationship to thiopurine methyltransferase genetic polymorphism. Clin. Pharma-
col. Ther. 46:149 (1989).

L. Lennard. J. S. Lilleyman, J. van Loon, and R. M. Weinshilboum, Genctic variation in
response to 6-mercaptopurine for childhood acute leukaemia. Lancer 236:225 (1990).

W. E. Evans, M. Horner, Y. Q. Chu, D. Kalwinsky. and W. M. Roberts, Altered mercaptopu-
rine metabolism. Toxic effects and dosage requirement in a thiopurine methyltransterase-
deficient child with acute lymphocytic leukaemia. J. Pediatr. 17/9:985 (1991).

E. Schutz, J. Gummert, F. Mohr, and M. Ocllerich. Azathioprine-induced myclosuppression
in thiopurine methyltransferase deficient heart transplant recipient, Lancer 341:436
(1993).

G. Alvan, M. Grind, C. Grattner, and F. Sjoqvist, Relationship of N-demethylaton of
amiflamine and its metabolite to debrisoquine hydroxylation polymorphism. Clin. Pharma-
col. Ther. 36:515 (1984).

B. Mellstrom, J. Sawe, L. Bertilsson, and F. Sjoqvist, Amitryptyline metabolism: Association
with debrisoquine hydroxylation in nonsmokers, Clin. Pharmacol. Ther. 36:369 (1986).
N. Feifel, K. Kucher, L. Fuchs, M. Jedrychowski, E. Schmidt. K. H. Antonin. P. R. Bieck.
and C. H. Gleiter, Role of cytochrome P4502D6 in the metabolism of brofaromine —a new
selective MAO-A inhibitor, Eur. J. Clin. Pharmacol. 45:265 (1993).

G. Muralidharan, J. K. Cooper, E. M. Hawes, E. D. Korchinski, and K. K. Midha. Quinidine
inhibits the 7-hydroxylation of chlorpromazine in extensive metabolizers of debrisoquine.
Eur. J. Clin. Pharmacol. 50:121 (1996).

S. H. Sindrup, K. Brosen, M. G. J. Hansen, T. Aaesjorgensen, K. F. Overo, and L. F. Gram,
Pharmacokinetics of citalopram in relation to the sparteine and the mephenytoin oxidation
polymorphisms, Ther. Drug Monir. 15:11 (1993).

A. E. Balant-Gorgia, L. P. Balant, C. Genet, P. Dayer. . M. Aeschilmann, and G. Garrone.
Importance of oxidative polymorphism and levomepromazine treatment on the steady-state
concentrations of clomipramine and its major metabolites, Eur. J. Clin. Pharmacol. 31:449
(1986).

V. Fischer, B. Vogels. G. Maurer. and R. E. Tynes, The antipsychotic clozapine is metabo-
lised by the polymorphic human and microsomal and recombinant cytochrome-P450-2D6.
J. Pharmacol. Exp. Ther. 260:1355 (1992).



Pharmacogenetics 199

175.

176.

177.

178.

179.

180.

181.

182.

183.

184.

185.

186.

187.

188.

189.

190.

191.

192.

193.

J. M. Grace. M. T. Kinter, and T. L. Macdonald, Atypical metabolism of deprenyl and its
enantiomer, (8)-(+)-N, a-dimethyl-N-propynylphenethylamine. by cytochrome P450 2D6,
Chem. Res. Toxicol. 7:286 (1994).

L. Bertilsson and A. Aberg-Wistedt, The debrisoquine hydroxylation test predicts steady-
state plasma levels of desipramine, Br. J. Clin. Pharmacol. 15:388 (1983).

P. Sanwald, M. David. and J. Dow, Characterization of the cytochrome-P450 e¢nzymes in-
volved in the in vitro metabolism of dolasetron—comparison with other indole-containing
5-HT3 antagonists, Drug Metab. Dispos. 24:602 (1996).

R. F. Tyndale, W. Kalow, and T. Inaba, Oxidation of reduced haloperidol to haloperidol—
involvement of human P450IID6, Br. J. Clin. Pharmacol. 31:655 (1991).

K. Brosen, V. Otton, and L. F. Gram, Imipramine demethylation and hydroxylation: Impact
of the sparteine oxidation phenotype, Clin. Pharmacol. Ther. 40:543 (1986).

L. Firkusny and C. H. Gleiter, Maprotiline metabolism appears to cosegregate with the geneti-
cally-determined CYP2D6 polymorphic hydroxylation of debrisoquine, Br. J. Clin. Pharma-
col. 37:383 (1994).

S. D. Roy, E. M. Hawes. G. McKay, E. D. Korchinski, and K. K. Midha. Metabolism of
methoxyphenamine in extensive and poor metabolisers of debrisoquine, Clin. Pharmacol.
Ther. 38:128 (1985).

M.-L. Dahl, G. Tybring, C. E. Elwin, C. Alm, K. Andreasson. M. Gyllenpalm. and L. Ber-
tilsson, Stereoselective disposition of mianserin is related to debrisoquin hydroxylation poly-
morphism, Clin. Pharmacol. Ther. 56:176 (1994).

H. Davi, J. M. Bonnet, and Y. Berger, Disposition of minaprine in animals and in human
extensive and limited metabolizers, Xenobiotica 22:171 (1992).

L. Bertilsson, M. Eichelbaum, B. Mellstrom, J. Sawe, N. V. Schultz. and F. Sjogvist. Nortryp-
tyline and antipyrine clearance in relation to debrisoquine hydroxylation in man. Life Sci.
27:1673 (1980).

J. C. Bloomer, F. R. Woods. R. E. Haddock, M. S. Lennard. and G. T. Tucker. The role of
cytochrome P4502D6 in the metabolism of paroxetine by human liver microsomes. Br. J.
Clin. Pharmacol. 33:521 (1992).

M. L. Dahl-Puustinen, A. Liden, C. Alm, C. Nordin, and L. Bertilsson. Disposition of per-
phenazine is related to polymorphic debrisoquine hydroxylation in human beings. Clin. Phar-
macol. Ther. 46:78 (1989).

V. Fischer, A. E. M. Vickers, F. Heitz, S. Mahadevan. J. P. Baldeck, P. Minery. and R.
Tynes, The polymorphic cytochrome P-4502D6 is involved in the metabolism of both 5-
hydroxytryptamine antagonists, tropisetron and ondansetron, Drug Metab. Dispos. 22:269
(1994).

C. Von Bahr, G. Morvin, C. Nordin, A. Liden, M. Hammarlund-Udenaes, A. Hedberg, H.
Ring. and F. Sjoqvist, Plasma levels of thioridazine and metabolites are influenced by the
debrisoquine hydroxylation phenotype, Clin. Pharmacol. Ther. 49:234 (1991).

M. D. Feher, R. A. Lucas, N. A. Farid, J. R. Idle, R. F. Bergstrom, L. Lemberger. and
P. S. Sever, Single dose pharmacokinetics of tomoxetine in poor and extensive metabolisers
of debrisoquine, Br. J. Clin. Pharmacol. 26:231 (1988).

S. V. Otton. S. E. Ball. S. W. Cheung, T. Inaba, R. L. Rudolph, and E. M. Sellers. Venlafaxine
oxidation in vitro is catalyzed by CYP2D6, Br. J. Clin. Pharmacol. 41:149 (1996).

M. L. Dahl, B. Ekqvist, J. Widen, and L. Bertilsson, Disposition of the neuroleptic zuclopen-
thixol cosegregates with the polymorphic hydroxylation of debrisoquine in humans, Acta
Psyvchiatr. Scand. 84:99 (1991).

T. Ebner and M. Eichelbaum, The metabolism of aprinidine in relation to the sparteine/
debrisoquine polymorphism, Br. J. Clin. Pharmacol. 35:426 (1993).

A. R. Boobis, S. Murray. C. E. Hampden, and D. S. Davis, Genetic polymorphism in drug
oxidation: In vitro studics of human debrisoquine 4-hydroxylase and bufuralol 1’-hydroxylase
activities, Biochem. Pharmacol. 34:65 (1985).



200

194.

195.

196.

197.

198.

199.

201.

202.

203.

204

205.

206.

207.

208.

[£%]
2

Daly

J. Pressacco, R. Muller, and W. Kalow, Interactions of bupranolol with the polymorphic
debrisoquine sparteine  monooxygenase (CYP2D6), Eur. J. Clin. Pharmacol. 45:261
(1996).

A. Mahgoub, J. R. Idle. L. G. Dring, R. Lancaster, and R. L. Smith, Polymorphic hydroxyla-
tion of debrisoquine in man, Lancer 2:584 (1977).

R. Woosley, D. M. Roden. G. H. Dai, Y. Tang. D. C. Altenbein. J. Oates. and G. R. Wilkin-
son. Co-inheritance of the polymorphic metabolism of encainide and debrisoquine, Clin.
Pharmacol. Ther. 39282 (1986).

G. Mikus, A. §. Gross, J. Beckmann, R. Hertrampf, U. Gundert-Remy, and M. Eichelbaum,
The influence of the sparteine debrisoquin phenotype on the disposition of flecainide. Clin.
Pharmacol. Ther. 45:562 (1989).

T. P. Sloan, A. Mahgoub, R. Lancaster, J. R 1dle, and R. L. Smith, Polymorphism of carbon
oxidation of drugs and clinical implications, Br. Med. J. 2:655 (1978).

D. M. Pierce, S. E. Smith, and R. A. Franklin, The pharmacokinetics of indoramin in poor
and excessive hydroxylators of debrisoquine. Eur. J. Clin. Pharmacol. 33:59 (1987).

M. S. Lennard, J. H. Silas. S. Freestone. L. E. Ramsay, G. T. Tucker. and H. F. Woods,
Oxidation phenotype: a major determinant of metoprolol metabolism and response. N. Engl.
J. Med. 307:1558 (1982).

F. Broly, N. Vandamme, C. Libersa, and M. Lhermitte, The metabolism of mexiletine in
relation to the debrisoquine/sparteine-type polymorphism of drug oxidation. Br. J. Clin.
Pharmacol. 32:459 (1991).

C. Zekorn, G. Achtert, H. J. Hausletter. C. H. Moon. and M. Eichelbaum. Pharmacokinetics
of N-propylajamaline in relation to polymorphic sparteine oxidation, Klin. Wochenschr. 63
1180 (1985).

L. A. Siddoway, K. A. Thompson. C. B. McAllister, T. Tang, GG. H. Wilkinson, D. M. Roden,
and R. L. Woosley, Polymorphism of propafenone metabolism and disposition in man: Clini-
cal and pharmacokinetic conscquences, Circulation 75785 (1987).

S. A, Ward, T. Walle, U. K. Walle. G. R. Wilkinson. and R. A. Branch. Propranolol metabo-
lism is determined by both mephenytoin and debrisoquin hydroxylase activities. Clin. Phar-
macol. Ther. 45:72 (1989).

M. Eichelbaum, N. Spannbrucker, B. Steincke. and H. J. Dengler, Defective N-oxidation of
sparteine in man: A new pharmacogenetic defect. Eur. J. Clin. Pharmacol. 17:153 (1979).
J. C. McGourty. J. H. Silas. J. J. Fleming. A. McBurney, and J. W. Ward, Pharmacokinetics
and B-blocking effects of timolol in poor and extensive metabolisers of debrisoquine. Clin.
Pharmacol. Ther. 38:409 (1985).

O. Mortimer. K. Persson, M. G. Ladora, D. Spalding. U. M. Zanger, U. A. Meyer. and A.
Rane, Polymorphic formation of morphine from codeine in poor and extensive metabolisers
of dextromethorphan: Relation to the presence of immunoidentified cytochrome P-43501ID1,
Clin. Pharmacol. Ther. 47:27 (1990).

A. S. Gross, A. C. Phillips. A. Ricutord, and G. M. Shenfield, The influence of the sparteine/
debrisoquine genetic polymorphism on the disposition of dextenluramine, 8r. J. Clin. Phar-
macol. 41:311 (1996).

A. Kupter, B. Schmid, R. Preisig. and G. Ptatt, Dextromethorphan as a sate probe for debriso-
quine hydroxylation polymorphism, Lancer 2:517 (1984).

M. F. Fromm. U. Hofmann, E. U. Griese. and G. Mikus, Dihydrocodeine—a new opioid
substrate for the polymorphic CYP2D6 in humans, Clin. Pharmacol. Ther. 38:374 (1995).
Z. R. L. O. Mortimer. C. A. D. Smith, C. R. Wolf, and A. Rane, Evidence for a role of
cytochrome P450 2D6 and 3A4 in cthylmorphine metabolism. Br. J. Clin. Pharmacol. 39:
77 (1995).

S. V. Otton, M. Schadel, S. W. Cheung, H. L. Kaplan. U. E. Busto, and E. M. Sellers,
CYP2D6 phenotype determines the metabolic conversion of hydrocodone to hydromorphone.
Clin. Pharmacol. Ther. 54463 (1993).



Pharmacogenetics 201

213.

214,

21s.

216.

217.

218.

219.

220.

221

222.

224.

225.

226.

227.

228.

229.

S. W. Ellis, M. S. Ching, P. F. Watson, C. J. Henderson, A. P. Simula. M. S. Lennard.
G. T. Tucker, and H. F. Woods, Catalytic activities of human debrisoquine 4-hydroxylase
cytochrome P450 (CYP2D6) expressed in yeast, Biochem. Pharmacol. 44:617 (1992).

N. Yumibe, K. Huie, K. J. Chen, M. Snow, R. P. Clement, and M. N. Cayen. Identification
of human liver cytochrome P450 enzymes that metabolize the nonsedating antihistamine
loratadine —formation of descarboethoxyloratadine by CYP3A4 and CYP2D6, Biochen.
Pharmacoel. 51:165 (1996).

I. Kitchen, J. Tremblay, J. Andre. L. G. Dring, J. R. Idle, R. L. Smith. and R. T. Williams,
Interindividual and interspecies variation in the metabolism of the hallucinogen 4-methoxy-
amphetamine, Xenobiotica 9:397 (1979).

R. G. Cooper, D. A. P. Evans, and A. H. Price, Studies on the metabolism of perhexilene
in man, Eur. J. Clin. Pharmacol. 32:569 (1987).

S. Kimura, M. Umeno, R. C. Skoda, U. A. Meyer, and F. J. Gonzalez, The human debriso-
quine 4-hydroxylase (CYP2D) locus: Sequence and identification of a polymorphic CYP2D6
gene. a related gene, and a pseudogene, Am. J. Hum. Genet. 45:889 (1989).

A. C. Gough, J. S. Miles. N. K. Spurr, I. E. Moss, A. Gaedigk, M. Eichelbaum. and C. R.
Wolf, Identification of the primary gene defect at the cytochrome P450 CYP2D locus. Nature
347773 (1990).

N. Hanioka. S. Kimura, U. A. Meyer, and F. J. Gonzalez, The human CYP2D locus associated
with a common genetic defect in drug oxidation: a G:; to A base change in intron 3 of a
mutant CYP2D6 allele results in an aberrant 37 splice recognition site. Am. J. Hum. Genet.
47:994 (1990).

A. Gaedigk, M. Blum, R. Gaedigk. M. Eichelbaum, and U. A. Meyer, Deletion of the entire
cytochrome P450 gene as a cause of impaired drug metabolism in poor metabolizers of the
debrisoquine/sparteine polymorphism, Am. J. Hum. Genet. 48:943 (1991).

V.M. Steen, A. Molven, N. K. Aarskog, and A.-K. Gulbrandsen. Homologous unequal cross-
over involving a 2.8 kb direct repeat as a mechanism for the gencration of allelic variants
of the human cytochrome P450 CYP2D6 gene, Hum. Mol. Genet. 4:2251 (1995).

F. Broly. D. Marez, J.-M. Lo Guidice, N. Sabbagh, M. Legrand, P. Boone. and U. A. Meyer.
A nonsense mutation in the cytochrome P450 CYP2D6 gene identified in a Caucasian with
an enzyme deficiency, Hum. Genet. 96:601 (1995).

D. Marez, N. Sabbagh, M. Legrand. J. M. Lo-Guidice, P. Boone, and F. Broly. A novel
CYP2D6 allele with an abolished splice recognition site associated with the poor metabolizer
phenotype, Pharmacogenetics 5:305 (1995).

S. Panserat, C. Mura, N. Gerard, M. Vincent-Viry, M. M. Galteau, E. Jacqz-Aigrain. and R.
Krishnamoorthy, An unequal cross-over event within the CYP2D gene cluster generates a
chimeric CYP2D7/CYP2D6 gene which is associated with the poor metabolizer phenotype,
Br. J. Clin. Pharmacol. 40:361 (1995).

A. K. Daly, K. S. Fairbrother, O. A. Andreassen, J. R. Idle, and V. M. Steen. Characterization
and PCR-based detection of two different hybrid CYP2D7P/CYP2D6 alleles associated with
the poor metabolizer phenotype, Pharmacogenetics 6:319 (1996).

S. Wang, Phenotypes and genotypes of debrisoquine hydroxylation polymorphism in Chi-
nese, dissertation, National Cheng Kung University, Tainan, Taiwan (1992).

C. Sachse, J. Brockmoller, S. Bauer, T. Reum, and 1. Roots. A rare msertion of T226 in
exon 1 of CYP2D6 causes a frameshift and is associated with the poor metabolizer phenotype:
CYP2D6*17, Pharmacogenetics 6:269 (1996).

T. Yokoi, Y. Kosaka, M. Chiba, K. Chiba, H. Nakamura, T. Ishizaki. M. Kinoshita. K. Sato.
F. J. Gonzalez, and T. Kamataki, A new CYP2D6 allele with a nine base insertion in exon
9 in a Japanesc population associated with a poor metabolizer phenotype, Pharmacogenetics
6:395 (1996).

D. Marez, M. Legrand, N. Sabbagh, J. M. LoGuidice, C. Spire, J. L. Lafitte. U. A. Meyer. and
F. Broly, Polymorphism of the cytochrome P450 CYP2D6 gene in a European population:



202

230.

231

(2]
(o]
|

234

Daly

characterization of 48 mutations and 53 alleles, their frequencies and evolution. Pharmaco-
genetics 7:193 (1997).

S. Panserat, C. Mura, N. Gerard, M. Vincent-Viry, M. M. Galteau, E. Jacqz-Aigrain, and R.
Krishnamorthy, DNA haplotype-dependent differences in the amino acid sequence of de-
brisoquine 4-hydroxylase (CYP2D6): Evidence for two major allozymes in extensive metab-
olisers, Hum. Genet. 94:401 (1994).

R. Tyndale, T. Aoyama, F. Broly, T. Matsunaga, T. Inaba, W. Kalow, H. V. Gelboin, U. A.
Meyer, and F. J. Gonzalez, Identification of a new CYP2D6 allele lacking the codon encoding
Lys-281: Possible association with the poor metabolizer phenotype. Pharmacogenetics 1:26
(1991).

F. Broly and U. A. Meyer, Debrisoquine oxidation polymorphism: Phenotypic consequences
of a 3-base-pair deletion in exon § of the CYP2D6 gene, Pharmacogenetics 3:123 (1993).
D. M. Grant, N. C. Hughes, S. A. Janezic, G. H. Goodfellow. H. J. Chen. A. Gaedigk. V. L.
Yu, and R. Grewel, Human acetyltransferase polymorphisms, Mutar. Res. 376:61 (1997).
N. I. Butcher, K. F. Ilett. and R. F. Minchin, Functional polymorphism of the human N-
acetyltransferase type | gene caused by C™T and G™A mutations, Pharmacaogenctics 8:
67 (1998).



8

Inhibition of Drug Metabolizing
Enzymes: Molecular and
Biochemical Aspects

F. Peter Guengerich
Vanderbilt University School of Medicine, Nashville, Tennessee

IL

111
v,

A8

Introduction

Basic Mechanisms of Enzyme Inhibition

TOmMmSNnwy

Competitive inhibition

Noncompetitive inhibition

Uncompetitive inhibition

Product inhibition

Transition-state analogs

Slow, tight-binding inhibitors

Mechanism-based enzyme inactivators

Inhibitors that generate reactive products that are covalently
attached to the enzyme

Stimulation

Inhibitors of Various Enzymes

>

Aem QMmO OW

Monoamine oxidase

Cytochrome P450

NADPH-P450 reductase
Flavin-containing monooxygenase
Carbonyl dehydrogenases and reductases
Prostaglandin synthase—cyclooxygenase
Esterases and amidases

Epoxide hydrolase

GSH S-transferases

Sulfotransferases

UDP-glucuronosy! transferases

Examples of Relevance of Inhibition to Drug—Drug Interactions

Conclusions

References

204
204
204
205
205
206
206
206
206

209
209
210
210
211
215
215
215
215
216
216
217
218
218
218
219
220

203



204 Guengerich
. INTRODUCTION

The topic of inhibition of the enzymes of drug metabolism is of great interest to chemists,
enzymologists, pharmacologists, and clinicians. There are two major practical applications
of knowledge of inhibition in the pharmaceutical industry. One 1s drug~drug interactions
(i.e., one drug may inhibit the biotransformation of another when two are 1aken concur-
rently; 1). Such interactions can be fatal, and the possibilities are scrutinized by regulatory
agencies. The other major interest in enzyme inhibition is based on the selection of en-
zymes as targets for drug action. For instance, monoamine oxidase and some of the cyto-
chrome P450 (P450) enzymes are targets because the products of their normal reactions
can be deleterious under certain conditions. Yeast P450 51 (lanosterol 14a-demethylase)
is a fungicide target, and P450 19 is a target in breast cancer therapy because it is involved
in estrogen synthesis (2).

Il. BASIC MECHANISMS OF ENZYME INHIBITION

The general treatments presented here are rather introductory and the reader is referred
to more comprehensive treatments of the subject (3-5). Classifications used here are
slanted toward major mechanisms known for the enzymes of drug metabolism. Inhibition
has its basis in the enzymology itself, including the field of enzyme kinetics. Overviews
of major mechanisms and their principles will be presented. followed by a few prominent
examples involving various enzymes.

A. Competitive Inhibition

The classic view of competitive inhibition is that the inhibitor shares structural similarity
with the normal substrate (although defining a ‘‘normal’’ subsirate for many of the en-
zymes under consideration is not always easy). The inhibitor may or may not be a substrate
itself (i.e., be transformed to a product by the enzyme):

k IS by Ay
E+S®2ES+I2ES*2EP=2E+P
o, A . Ly

k)

E +1#& E]l
kl

where the intermediate ES* may or may not be present. Sometimes &, k; and k ; are
termed **k,." and k_,, k_,, and &, are "‘k;’" rates. In classic competitive inhibition the
steady-state K, s Value (for the reaction with the “‘typical’ substrate) increases when
the inhibitor is present, and examination of steady-state kinetics with increasing concentra-
tions of inhibitor and concomitant increasing K, . values allow estimation of an inhibi-
tion constant K, because they are related by the expression

— Vl'l\.l\
Kn(1 + [II/K)) + (S}
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where K, pwen = Ky (1 + [1)/K). This behavior is readily identified by a common inter-
section point (ordinate) in a Lineweaver—Burk (1/v vs 1/8) plot, or various characteristics
of other linear transformations of the Michaelis—Menten equation.

The classic approach to characterization of competitive inhibition and the associated
parameters is to do enzyme assays with varying concentrations of both the substrate S
and inhibitor [, fitting to the foregoing equations or their derivatives. An alternative method
is the Dixon plot, in which 1/v is plotted versus S (3). Historically. linear transforms were
used to do fitting *‘by eye’’ or linear regression. All of the linear plots have some weighting
deficiencies (5), and many convenient and useful nonlinear regression programs are now
commercially available. However, screening for inhibition is very common in the pharma-
ceutical industry today, and new approaches have been introduced to handle the increased
load of drug candidates. One statistical experimental approach is usually termed virtual
kinetics (6).

In principle, K, is an actual binding constant, as opposed to K, which is usually
not. When the inhibitor is a substrate itself, the two substrates show competitive inhibition
of each other. In ideal cases, if the K,, ~ K, then K, ~ K. However, there are many
reasons why such a relation may not be seen with a complex enzyme system.

Competitive inhibition is a relatively commonly encountered phenomenon in drug
metabolism work, and there are means of characterizing in vivo situations through pharma-
cokinetic parameters (7—-9). Many of the enzymes under consideration have multiple drug
substrates (e.g., P450s 2D6, 3A4) that can compete with each other. Drug—drug interac-
tions of this sort can be expected in individuals who are administered several drugs simul-
taneously.

B. Noncompetitive Inhibition

In classic noncompetitive inhibition, the inhibitor binds to the enzyme at a site distinct
from that of the substrate. The expected resuit is that a decrease in V,, is observed without
a change in K. For instance, one might expect an electrophilic inhibitor to poison the
enzyme in such a manner. Although this example is often presented in introductory bio-
chemistry courses, clear examples of such inhibition are not common and are not often
encountered in studies with enzymes of drug metabolism. In vitro, one might expect such
results by adding heavy metals to or heating an enzyme. What is often encountered is
mixed inhibition, in which V. usually decreases and K, increases. The physical meaning
of such changes may vary. For example, such behavior might be observed if one were
dealing with two different enzymes in a population (e.g., microsomes) that both catalyzed
a reaction and one was inhibited competitively, whereas the other was being inactivated
by mechanistic inactivation. Interpretation of such results must be done with a single
enzyme system.

C. Uncompetitive Inhibition

As in noncompetitive inhibition, classic uncompetitive inhibition is defined, but is seldom
seen. The principle is that the inhibitor binds only to the enzyme—substrate complex. Both
Vi and K, are decreased proportionately and the ratio V,,./K,, remains constant. For
instance, in a Lineweaver-Burk plot parallel lines should be seen in the absence and
presence of the inhibitor. The enzyme efficiency (and, by extension, the intrinsic clearance
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of the drug substrate) would not really change. However, there are few clear examples
of this phenomenon in the field.

D. Product Inhibition

Sometimes a product of a reaction of a drug-metabolizing enzyme may inhibit the reaction.
For instance, NADP" is a competitive inhibitor of NADPH-P450 reductase (10). In a
cellular system, this example would not exist because there are reduction systems that
work well on the oxidized cofactor. However, in other instances the product may not
have physical characteristics very different from the substrate and competitively inhibits,
sometimes being further transformed. For instance, benzene is oxidized by P450 2EI to
phenol and then on to hydroquinone (11). Thus, benzene and phenol compete with each
other.

E. Transition-State Analogs

Transition-state analogs are tight-binding, noncovalently bound inactivators that resemble
the transition state for the enzymatic reaction, that is, the transient complex formed in a
single step within the catalytic cycle with the maximum free energy. The axiom that the
enzyme has the highest affinity for this putative entity (which cannot be directly observed)
was developed by Haldane (12) and Pauling (13) and is the basis for the production
kon
E+1 :——’ E-I

of catalytic antibodies (14). The k., rate is rapid and &, is slow. Inactivation is rapid and
no time dependence is observed under typical assay conditions. Enzyme activity can, at
least in principle, be restored by removal of inhibitor using dialysis, gel filtration, centrifu-
gal concentration, or others (15).

F. Slow, Tight-Binding Inhibitors

Such compounds are characterized by relatively slow &, rates and even slower &, rates.
The binding can be noncovalent or covalent, but owing to the slowness of binding, the
lass of activity may be time-dependent and mistaken for mechanism-based inactivation.
Removal of the inhibitor by dialysis, or such, will restore enzyme activity, although the
process may be slow.

An example of a characterized slow, tight-binding inhibitor of testosterone Sa-
reductase is finasteride (Proscar), which binds to the enzymes at a slow rate. competitively
inhibits, and effectively irreversibly inactivates the enzyme (16).

Possible causes for the slow, tight-binding include a conformational change of the
enzyme imposed by binding, a change in the protonation state of the enzyme, displacement
of a water molecule at the active site, or reversible formation of a covalent bond (15).

G. Mechanism-Based Enzyme Inactivators

Silverman (15) states that a broad definition of this term includes any inactivators that
use the enzyme mechanism, but invokes a stricter definition, one that will be adhered to
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in this chapter. The definition is *‘an unreactive compound the structure of which resem-
bles that of either the substrate or the product of the target enzyme, and that undergoes
a catalytic transformation by the enzyme to a species that, before release from the active
site, inactivates the enzyme™” (15). A key point here is the need to inactivate the enzyme
before leaving the active site. The definition, taken as a whole, restricts the grouping from
transition-state analogs, affinity labels, and slow, tight-binding inhibitors.

Mechanism-based inactivation is sometimes encountered inadvertently with existing
drugs. There are several major intentional uses of these compounds, and this group will
be covered in some detail (for more extensive discussion see Refs. 4,15,17-22). Mecha-
nism-based inactivators have been of considerable interest because of their usefulness in
the delineation of enzyme mechanisms. They are also of interest in the design of new
drugs because, in principle, only the target enzyme will be attenuated. Many of the better
diagnostic inhibitors of the drug-metabolizing enzymes are mechanism-based inactivators.
For instance, these can be used to gain valuable in vitro information about which of the
P450s are involved in a particular reaction (23,24).

The relevant scheme for mechanism-based inactivation is

% I kg
E+!2E-I=®E-I* > El

&

Lk
E+P

where 1 is the mechanism-based inactivator, E-1* is an intermediate, derived by transfor-
mation of the initial complex, El” is inactivated enzyme, and P is a stable product that
leaves the enzyme. Sometimes these inhibitors are called ‘‘suicide inactivators'" although
the term is not generally accepted by purists. It is the enzyme, not the inhibitor. that is
dying.

Several parameters are experimentally determined and used to describe these inhibi-
tors. The ratio k:/k, is the partition ratio, which can be thought of as the number of times
that the enzyme must cycle, on the average, for one inactivation to occur. However, the
ratio can range from several thousand to less than [, even approaching zero.

The inactivation process shows first-order kinetics, that is, a plot of the logarithm
of the remaining enzyme activity versus time gives a straight line (first-order, or single-
exponential kinetics; Fig. 1). The half-life, ¢, can be determined at each inhibitor con-
centration used and used to calculate k, using the relationship 1, = 0.693/k,,, +
0.693 2 K\/k,. I (15). The plot of k versus [I] is hyperbolic, and a linear transformation
(e.g., plot of 1/k vs. 1/[1]) yields k.., the maximum rate of inactivation, and K|, the
concentration of inhibitor required for half-maximal inhibition. In the foregoing scheme,
k.. = k- if k- 1s rate-limiting in the overall reaction. K| is a complex expression of micro-
scopic rate constants, but is useful in estimating the potential usefulness of an inhibitor.

Several criteria can be used to determine if mechanism-based inactivation is actually
occurring. Although not all of these tests are applicable to every situation, the case for
mechanism-based inactivation is stronger when several can be demonstrated.

One of the simplest tests is whether or not the typical cofactors are required. For
instance, in a P450-dependent reaction, is preincubation with NADPH necessary to see
inhibition by the compound under consideration? Usually a mechanism-based inactivator
also has a strictly competitive component, and results can be misleading. The generally
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Fig.1 Determination of k,,,. for a mechanism-based inactivator: (A) The compound under investi-
gation is incubated with the enzyme (plus all relevant cofactors); at various time points the solution
is diluted into an excess of (noninhibitory) substrate to determine the amount of remaining *“active
cnzyme.”' (B) Plots of log,, lactive enzyme] versus time give the plots designated a, b, and ¢ at
various concentrations of the inhibitory substrate 1. a, b, and ¢ have constants &, defined by the
slopes (X = 0.693/1,,). (C) The values of & from lines a, b. and ¢ are related to (1] in the double-
reciprocal Kitz—Wilson plot. The intercept on the ordinate in this plot gives k.. the extrapolated
rate of inactivation at infinite inhibitor concentration, and the intercept on the x axis gives K. the
inhibitor concentration at which a half-maximal rate of inactivation is seen.

accepted way of discerning the two aspects is to preincubate the concentrated enzyme
with cofactors and a certain concentration of the inhibitor and then, at a certain time,
dilute this enzyme (e.g., 50-fold) into a solution containing a noninhibitory substrate (and
cofactors) and assay product formation, either continuously, if possible, or after a set time.

One characteristic of mechanism-based inactivation is the first-order kinetic pattern
mentioned earlier. In practice, aliquots are withdrawn at indicated times from an incubation
of enzyme, the inhibitor, and any necessary cofactors are diluted into excess substrate.
The rate of inactivation k should increase when the experiment is repeated with a higher
concentration of inhibitor (see Fig. 1). In a plot of the logarithm of residual enzyme activity
versus time, the intercept (1 = 0) indicates the extent of inhibition that is of a competitive
nature.

The enzyme should be protected from inactivation by a normal (noninhibitory) sub-
strate. This criterion may not distinguish a mechanism-based inhibitor from a competitive
one, unless the time-dependence of inhibition is examined.

Another criterion is irreversibility. However, occasionally a slow reactivation is
seen, usually occurring over a period of days. Exactly what time period of reactivation



Inhibition of Drug Metabolism 209

does or does not constitute mechanism-based inactivation is not specifically defined. In
practice, one usually removes excess inhibitor from the enzyme (e.g., dialysis, gel filtra-
tion, or centrifugal filtration) and assays the activity of the enzyme to determine if it has
been restored.

The inhibitor is usually covalently bound to the enzyme in mechanism-based inacti-
vation, either to the protein or a prosthetic group. The stoichiometry of binding should
be unimolecular; that is, only one molecule should be bound per enzyme (subunit). The
extent of labeling should be correlated with the degree of inactivation; for example, a
ratio of (.7 labeled inhibitor bound per enzyme subunit should correspond to a 70% loss
of activity (corrected for any competitive inhibition). Furthermore, labeling should be
specific in the sense that ‘‘scavenger’’ nucleophiles [e.g., glutathione (GSH)] and other
proteins (that do have access to the enzyme active site) are not labeled. A general rule
of thumb is that a specific radioactivity of 0.5 mCi (**C) per nanomole is needed for
labeling studies of this type to obtain sufficient counts for analysis. Other isotopes can
be used; tritium is acceptable if the hydrogen is stable in all involved processes. On occa-
sion, it is possible to use other labels, such as fluorescent chromophores.

True mechanism-based inactivators use the same catalytic step 1n partitioning be-
tween product formation and inactivation. Thus, both should show the same cofactor re-
quirements, and any kinetic isotopic effects (e.g., deutertum) should be common to both.

More extensive treatments of the theory and practice of mechanism-based inactiva-
tion have appeared elsewhere (4,15,17,18,21,22), as well as examples of applications to
various enzymes (15,17-20,25,26).

H. Inhibitors That Generate Reactive Products That Are
Covalently Attached to the Enzyme

This group of compounds is often grouped with the mechanism-based inactivators dis-
cussed in the foregoing. Many of the same criteria apply, such as the need for cofactors
and the irreversible nature of the inactivation. However, labeling may be more extensive
and less specific. Also, careful analysis of the kinetics may show critical differences from
linearity in plots of log (enzyme activity) versus time (15). For instance, there might be
a lag in the inhibition and then an apparent first-order plot, as the concentration of reactive
product increases. If fresh enzyme is added to the mixture at this point, then no lag will
be observed owing to the buildup of electrophilic product in the medium. However, it
should be emphasized that discerning deviations from pseudo-first-order kinetics may not
be easy, especially if the assays are subject to considerable error, or if relatively few data
points are collected.

Experiments in which mechanism-based inactivation and inhibition of the type dis-
cussed here need not be restricted to purified enzymes. They can be done with relatively
crude preparations (e.g., microsomes or cytosolic fractions) if appropriate caveats are used.
Labeling studies can be done with such preparations to examine the specificity of the
process.

il. STIMULATION

One aspect of P450s and some other enzymes that will be mentioned briefly is stimulation,
the opposite of inhibition. In the sense used here, stimulation refers to the ability of chemi-
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cals to enhance the catalytic activity toward a substrate when added directly to the enzyme,
as opposed to induction (in which the amount of the enzyme is increased by treatment of
cells or an animal with the chemical). This phenomenon has been recognized for some
time, and there are indications that this can occur in vivo, at least in animals (27). The
effect seems to occur most often with the P450 3A subfamily enzymes (28.29). Solvents
can stimulate P450s (30,31) and epoxide hydrolase (32); hence, care is needed in in vitro
assays, particularly with very hydrophobic substrates. Natural products, such as flavonoids,
can also stimulate P450s (31,33). The mechanism of such stimulation is unclear, although
some of the kinetic results can be interpreted in terms of allosteric mechanisms (23.28).

IV. INHIBITORS OF VARIOUS ENZYMES

This section is not intended to be comprehensive, but te provide some examples of the
previously discussed types of enzyme inhibition as they relate to several of the enzymes
involved in the biotransformation of drugs and xenobiotics. The reader is referred to other
articles for more comprehensive lists of inhibitors.

A. Monoamine Oxidase

There are two forms of monoamine oxidase, termed A and B (34). These have long been
recognized to show differences in inhibition by various drugs and are recognized to be
the products of different genes. Mechanism-based inactivation is common among many
of the inhibitors of these enzymes, and drugs have been developed to treat problems related
to the nervous system (15,35).

Monoamine oxidase A oxidizes biogenic amines and is selectively inhibited by the
mechanism-based inactivator clorgiline. The B form of the enzyme is involved in the
oxidation of noncatecholamines and is inhibited by pargyline and selegiline (deprenyl),
also mechanism-based inactivators. These compounds all contain an N-propynyl group
(-N-C=C-CH;), which leads to a covalent adduct (15).

Another inhibitor of monoamine oxidase is the anticonvulsant milacemide,
CH;(CH,),NHCH.,CONH., which is also a substrate (15). The compound is thought to be
oxidized to an aminium radical (one-electron oxidation), with attack on an @-carbon to
generate a protein adduct (15).

Another popular group of inhibitors has been ring-strained cycloalkylamines, which
rearrange to reactive products following one-electron oxidation (36,37). The antidepres-
sant tranylcypromine was one of the first compounds in this class (Fig. 2). Postulated

X Dl

NH, N

Fig. 2 Structures of the monoamine oxidase inhibitors I-phenylcyclopropylamine and N-(1-meth-
ylcyclopropyl)benzylamine. (From Ref. 15.)
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Fig. 3 Proposed mechanism of oxidation of amines by monoamine oxidase and scheme of protein
alkylation. The identity of **X’" on the protein is undefined (possibly Cys) F1 = FAD. (From Ref.

15.)

mechanisms for some of these are shown in Figs. 3 and 4. There are two paths (Figs.
4a,b). One leads to modification of the flavin prosthetic group, which is irreversible. The
other pathway leads to modification of a protein cysteine group. This appears to be a
reversible process, with the enzyme losing the moiety after 24 h (see Section II. G for
discussion of the issue of reversibility). A series of cyclopropyl derivatives of N-methyl-
4-phenyl-1,2,5,6-tetrahydropyridine have been studied (38,39).

B. Cytochrome P450

Inhibitors of P450s have been studied relative to several aspects. Some aspects are quite
basic. First, many different P450 enzymes exist in humans and experimental animals, and
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Fig. 4 Proposed scheme for oxidation of 1-phenylcyclopropylamine by monoamine oxidase, with
both pathways leading to reversible (a) and irreversible (b) inactivation. The identity of **X'" on
the protein remains undefined (possibly Cys). (From Ref. 15.)
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diagnostic inhibitors have been used to ascertain the roles of individual P450s in catalysis
of reactions (40). Because of the overlapping catalytic specificity of many of the P450s,
inhibitors are usually not totally selective. Nevertheless, the selectivity can be examined
and the use of diagnostic inhibition of individual P450s is possible, with appropriate cave-
ats (41,42). A list of generally accepted ‘‘probe’’ inhibitors is presented in Table 1
(24,41.42). Moreover, inhibitors have provided considerable insight into function, both
in terms of chemical aspects of catalysis (46) and structural details of the proteins that
contribute to selectivity (47).

Other aspects of P450 inhibition are more practical (48). For instance, one prominent
strategy in therapy of estrogen-dependent tumors is the inhibition of P450 19, the
‘“‘aromatase’’ that catalyzes the three-step conversion of androgens to estrogens (49,50).
Aminoglutethimide is a classic, but not ideal inhibitor, and numerous efforts are in prog-
ress to design better drugs (51). Another target in yeast and fungal infections 1s P450 51,
the lanosterol 14a-demethylase (52). Many azoles (e.g., ketoconazole) are used as drugs
here (2). Selectivity for the fungal enzyme is observed, but these drugs can also inhibit
mammalian P450 51 and other P450s at higher concentrations (53,54). Another example
of a P450 inhibitor is piperonyl butoxide, which is used as an insecticide synergist to
block the detoxification of chemicals by insect P450s (Fig. 5); (55). As more information
becomes available about the P450s present in noxious insects, the design and development
of pesticides (and synergists) with more selectivity for the insect enzymes should be pos-
sible.

Another practical area in which the development of better inhibitors of P450s may
be useful is in cancer prevention. Some inhibitors (e.g., ethynyls) can block rodent and

Table 1 Diagnostic Inhibitors of Human Cytochrome P450 Enzymes

P450 Inhibitor Apparent mechanism
1A] 7.8-Benzoflavone Competitive*
Ellipticine Competitive
1A2 7.8-Benzoflavone Competitive*
Fluvoxamine Competitive
Furafylline Mechanism-based
2A6 Diethyldithiocarbamate Mechanism-based
209 Sulfaphenazole Competitive"
Tienilic acid Mechanism-based
2D6 Quinidine, several others®  Competitive’
2E1L 4-Methylpyrazole Competitive
Diethyldithiocarbamate Mechanism-based*
Many organic solvents Competitive®
3A4, 3AS5 Troleandomycin Conversion to heme ligand
Erythromycin Conversion to heme ligand
Gestodene Mechanism-based

* Known to be oxidized by the enzyme. Also. some of the reported results with
these compounds (43) are not supported in subsequent work (41.42).

" Apparently not a heme ligand (Mancy, A.. Dijols. S.. Poli, S.. Guengerich, F. P.,
and Mansuy, D., Biochemistry 35: 16205 (1996)).

 Ref. 44,

‘ Apparently not oxidized (45).

Source: Ref. 24
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Fig. 5 Oxidation of piperonyl butoxide by P450 to a carbene that yields a stable ferrous ligand.
(From Ref. 55.)

human P450s that activate carcinogens (56) and can block carcinogen-induced cancers in
rodents (57). The drug oltipraz and the natural compound sulforaphane have been studied
in cancer prevention studies because of their abilities to induce conjugation enzymes (e.g.,
GSH S-transferase, quinone reductase; 58,59). More importantly, perhaps, they both block
P450s involved in the activation of carcinogens (e.g., aflatoxin B,; 60).

Several types of inhibition are seen for the P450s. A relatively common mechanism
1s competitive inhibition. For instance, quinidine and most other P450 2D6 inhibitors seem
to act in this way (61); a basic nitrogen in the inhibitor seems to bind in the same site as
the substrates (44,62,63). Azoles have already been mentioned and arc one example of
nitrogen heterocycles that ligand to the heme iron (2,64). Sulfaphenazole is a competitive
inhibitor of P450 2C9 and has selectivity (compared with other P450 2C enzymes: 65.66).
Many organic solvents inhibit P450 2E1 by competing as substrates (67): thus, care must
be taken in experimental designs (especially, in vitro).

Another group of inhibitors are not particularly effective themselves, but are oxi-
dized to metabolic intermediates that bind tightly to the heme and prevent further involve-
ment of the iron atom in catalysis. For instance, some amines are oxidized to C-nitroso
derivatives (e.g., troleandomycin; 68,69) and piperonyl butoxide yields a carbene (see Fig.
5: 70). This process might be termed mechanism-based inactivation, but perhaps a better
description would be transformation by the enzyme(s) to slow, tight-binding inhibitors.
The linkages are not covalent in the usual sense, for addition of a strong oxidant [e.g.,
Fe(CN)," ] oxidizes such a ferrous complex to ferric and releases the ligand.

Mechanism-based inactivators have been studied extensively, primarily from a basic
perspective (23,71). Many vinyl and acetylenic inhibitors have been characterized as yield-
ing heme or protein adducts (Fig. 6). Some of these have practical consequences with
drugs (e.g., secobarbital; 71). A dihalomethylene group (72) can also be involved in mech-
anism-based inactivation, although it is not clear whether chloramphenicol should be clas-
sified in this group or among the inhibitors that are converted to a reactive product (73).
Inhibition by cyclopropylamines is considered to involve oxidation to an aminium radical
that rearranges to a reactive methylene radical (Fig. 7), although adducts remain to be
characterized (74-76).

4-Alkyl-1,4-dihydropyridines are readily oxidized by P450s by one-electron oxida-
tion (77). Rearrangement of the putative aminium radical to the pyridine generates an
alkyl radical (Fig. 8), which modifies a pyrrole nitrogen of the prosthetic heme (80). If
an aromatic group is at the 4-position it is retained, and such compounds are used as drugs
(78). This is, strictly speaking, not an example of mechanism-based inactivation, because
(a) alkyl radicals can react with spin traps outside of the protein (77), and (b) other P450s
that cannot oxidize the 4-alkyl-1,4-dihydropyridines can also be inactivated when an en-
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Fig. 6 Mechanism-based inactivation of P450 by heme destruction during the epoxidation of an
olefin. The partition ratio is given by k./k,. Several of the N-alkyl porphyrin adducts arising from
the heme have been rigorously characterized by NMR and mass spectroscopy. The putative perferryl
oxygen is in the formal Fe'==0 state for convenience. (From Ref. 46.)
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Fig. 7 Proposed mechanism of oxidation of a 1-methylcyclopropylamine by P450. The putative
perferryl oxygen is shown in the formal Fe'=—0 state for convenience. The partition ratio is k./
k.. (From Refs. 74-76.)
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Fig. 8 Oxidation of a 4-alkyl-1.4-dihydropyridine by P450 to generate a destructive alkyl radical.
(From Refs. 46,77-79.)

zyme capable of oxidation (e.g., P450 3A4) is also present. Ortiz de Montellano and his
associates have also characterized other compounds (e.g., l-aminobenztriazole) that are
oxidized by P450s to yield covalent heme adducts (46,81,82). Interestingly, Meschter et
al. (83) have reported that it is possible to use 1-aminobenztriazole to lower total hepatic
P450 levels in rats to less than 309% that of the normal for 13 weeks without significant
physiological effects.
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C. NADPH-P450 Reductase

This flavoprotein is involved in the transfer of electrons from NADPH to P450s (84).
The enzyme also functions in electron transfer to some other hemoproteins (e.g.. heme
oxygenase; 85).

Inhibition has not been studied extensively. The oxidation product NADP" is a com-
petitive inhibitor (10). The 2’-phosphate group is important in binding: 2’-AMP is also a
competitive inhibitor, and the enzyme is the basis for the use of 2,5"-ADP atfinity chroma-
tography in purification (86).

Diphenyliodonium has been reported to be a mechanism-based inactivator of the
enzyme (87). The mechanism is postulated to involve one-electron reduction of the iodon-
ium to give an iodide—flavin radical pair that combines to give an N'-phenylflavin adduct.
along with a labeled amino acid (Trp-419).

D. Flavin-Containing Monooxygenase

In contrast with the flavoprotein monoamine oxidase, little information is available about
inhibitors of this enzyme. Some are known, but have poor affinities (88). No mechanism-
based inactivators have been characterized. The various substrates seem to inhibit each
other, at least insofar as they are substrates for the same form of the enzyme (at least five
forms can exist in a single animal species; 89,90).

E. Carbonyl Dehydrogenases and Reductases

Disulfiram (Antabuse) is a well-known inhibitor of aldehyde dehydrogenase. This drug
has been given to recovering alcoholics to produce unpleasant physiological effects when
the individuals consume ethanol. Disulfiram is reduced to diethyldithiocarbamate, which
seems to be bound to an enzyme cysteine in disulfide linkage (91). Diethyldithiocarbamate
is also an inhibitor of some P450s (especially 2E1 and 2A6) (92). It may have a mecha-
nism-based action, at least as judged by the kinetics seen in limited investigations (11). In
vivo, diethyldithiocarbamate is methylated and then oxygenated to yield a more effective
inhibitor (93,94).

The sedative chloral (2,2,2-trichloroacetaldehyde) is a potent competitive inhibitor
of aldehyde dehydrogenase, with a K, of 1-10 pM. Apparently a stable thiohemiacetal is
formed with Cys-302. Because of the electronegativity of the chlorine atoms, transfer of
a hydride ion is effectively blocked.

Similarly, aldose reductase is a target for inhibition in the treatment of centain types
of diabetes. The drugs sorbinil, alrestatin, and tolrestat seem to be effective in diabetic
rats, but have not been as useful in humans (95).

F. Prostaglandin Synthase—Cyclooxygenase

Inhibitors have been the source of considerable interest owing to the desire to develop
drugs for relief of inlammation, analgesics, and such. Aspirin acts mainly by acetylating
Ser-530 in the active site of prostaglandin synthase 1 (COX-1) (96). Many nonstcroidal
anti-inflammatory drugs (NSAIDs) have been developed by using competitive inhibitors
and other approaches.

However, in recent years, the existence of another enzyme, COX-2, has been demon-
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strated (97-100). In contrast with the ‘*housekeeping’ enzyme COX-1, COX-2 is induc-
ible and linked to development of inflammation. It is of interest to develop inhibitors
selective for COX-2, in that they not only should be more effective in blocking inflamma-
tion, but also devoid of the undesirable gastric effects (e.g., ulcers) of compounds that
inhibit COX-1 (101). Two selective inhibitors of the enzymes have been developed that
differ only in sulfur oxygenation (Fig. 9; 102). These compounds appear to be acting as
slow, tight-binding inhibitors, although extensive characterization of the kinetics appar-
ently has not yet been done. Recently, a single amino acid difference between the two
isozymes has been shown to reverse the selectivity of specific inhibitors (103).

G. Esterases and Amidases

The mechanisms of inhibition of acetylcholinesterase have long been of interest because
chemical warfare agents (nerve gases) and organophosphate insecticides can interfere with
cholinergic transmission and lead to respiratory failure. The basic principles have been
known for some time and involve nucleophilic attack by a serine in the active site (104,
Fig. 10).

In contrast with most of the examples of drug inhibition, this is a noncompetitive
mechanism during which reaction with an active site serine occurs. The reaction is some-
what reversible in that hydrolysis can occur to reactivate the enzyme. However, a re-
arrangement, usually referred to as "‘aging,”’ can occur to fix the damage by generation
of a nonhydrolyzable linkage (104).

H. Epoxide Hydrolase

The epoxide hydrolases are now recognized to be a subfamily of the o,-lyase family
that have certain features that make epoxides good substrates (105). In recent years the
discovery that a covalent ester intermediate is formed has had considerable implication
for mechanistic studies (106). Modes of inhibition need to be reexamined in this context.

Several supposedly competitive inhibitors of microsomal epoxide hydrolase have
been reported (107). Of these, 3,3,3-trichloropropylene oxide (TCPO) has historically been
considered the most diagnostic, although it seems to have disappeared from the commer-
cial market because of unknown regulatory issues. However, if an ester intermediate is
formed the rate of hydrolysis of this may be the issue, and this may be better classified
as a slow, tight-binding inhibitor. The soluble epoxide hydrolase has inhibitors with lower
K, values, particularly among the chalcone oxides (108).
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Fig.9 Structures of selective inhibitors of COX-1 (SC-58076) and COX-2 (SC-58092)(prostaglan-
din H synthase isozymes). The ratio of ICs, values is 10°-fold in each case. (From Ref. 102.)
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Fig. 10 Inactivation of acetylcholinesterase by organophosphates and enzyme reactivation and
“raging.”” (From Ref. 104.)

I. GSH S-Transferases

The GSH S-transferase enzymes are very abundant (109) and the crystal structures of
many are now known (110). Some hydrophobic compounds are good ligands (hence, one
of the original names, *‘ligandin’’; 111), which probably act as competitive inhibitors
(109). GSH has a K, for several of the GSH §S-transferases of close to 20 uM, facilitating
the use of affinity chromatography for purification (112). Replacement of the —~CH-CH,
S (Z=CH-CH.-SH) moiety of GSH with —=CH-CO," provides an analog of a key
intermediate, which has a K, of 0.9 uM (113). A somewhat similar approach was used
by Mulder, who replaced the entire L-Cys-Gly moiety with p-aminoadipate (K, 8 uM:
114). Also, a Meisenheimer complex of GSH with 1,3,5-trinitrobenzene (Fig. 11) appears
to behave as a transition state analog (115). Product complexes can also be used as inhibi-
tors (116). For instance, $-(3’-iodobenzyl)GSH had a K; of 0.2 M and was used to solve
the structure of GST 3-3, as a source of a heavy atom in diffraction studies. Some GSH
conjugates have been used as affinity labels (117). The GSH conjugate 2-(S-glutathionyl)-
3,5.6-trichloro-1.4-benzoquinone is an effective irreversible inhibitor (K, < 1 pM, &,
0.3 min ') and modifies active site tyrosine groups (118). Because GSH transferases are
generally beneficial, the question can be raised of why they should be targets for inhibition.
The antischistosomal drug praziquantel is used to inhibit the parasite Schistosoma japonica
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Fig. 11 GSH S-transterase-catalyzed conjugation of 1,3.5-trinitrobenzene to a Meisenheimer com-
plex that inhibits the enzyme. (From Ref. 115.)

(119). It appears to compete by binding to a hydrophobic substrate site near the subunit
interface of the dimer. Also, GSH S-transferase overexpression may contribute to multiple
drug resistance in cancer cells and is a potential therapeutic target (119).

J. Sulfotransferases

The phenols 2.6-dichloro-4-nitrophenol and pentachlorophenol have been described as
competitive, dead-end inhibitors (120). This is a family of enzymes that is growing in
complexity. and the selectivity of these interactions is still a matter of investigation.

K. UDP-Glucuronosyl Transferases

Many drugs have been characterized as competitive inhibitors of the steroid-, bilirubin-,
and drug-conjugation activities of UDP-glucuronosyl transferases (see Table 7 of Ref.
121). The roles of these interactions in practical drug metabolism issues is largely unex-
plored. Both transition-state analog inhibitors (122) and photoaffinity labels (123-125)
have been designed and used to characterize these enzymes (121).

V. EXAMPLES OF RELEVANCE OF INHIBITION TO
DRUG-DRUG INTERACTIONS

Clinical aspects of drug—drug interaction are covered elsewhere in this book: therefore,
only a few classic examples of in vivo problems will be mentioned here. The reader is
also referred to other treatments of the subject (126).

As already mentioned, sometimes the enzymes are targets and inhibition is intended.
At other times some inhibition may be expected on the basis of preliminary in vitro assays.
Nevertheless. most pharmaceutical companies would rather not put a drug with the poten-
tial for interaction problems on the market, it another that did not have such potential
were available.

What one would like to avoid is the development of a potential inhibition—interac-
ton problem with a drug already on the market (or heavily invested in the developmental
process). A few examples will be mentioned.

The H: receptor antagonist cimetidine (Tagemet) has been widely prescribed for
ulcers. This compound can inhibit P450-catalyzed reactions, although it is a relatively
weak inhibitor (127). Nevertheless, a considerable market share was lost to the noninhibi-
tory alternative ranitidine (Zantac) through advertising, on the basis of the prospect of
drug—drug interactions.
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Fig. 12 Events involved in the oxidation of terfenadine by P450 3A4 and consequences of P450
3A4 inhibition by erythromycin or ketoconazole. (From Refs. 128,129.)

Terfenadine (Seldane) was the first nonsedating antihistamine on the market and
has been highly successful. Nevertheless, some adverse incidents have been reported, and
the basis of some seems to be related to metabolism. Terfenadine is usually extensively
oxidized (Fig. 12), and in most persons none of the parent drug is found circulating in
plasma. One of the two main oxidation routes yields the inactive N-dealkylation products.
The product of the other oxidation route, a carboxylic acid, retains its ability to block the
histamine receptor. The acid is actually a zwitterion and does not readily cross the blood -
brain barrier, so it is nonsedating. If P450 3A4 is inhibited, then terfenadine can accumu-
late and may cause arrythmias (128,129). Adverse effects have been reported (130). and
now warnings advise against the concurrent use of known P450 3A4 inhibitors (e.g.. eryth-
romycin and ketoconazole).

Another example of P450 3A4 inhibition involves the progestin gestodene, which
has been used with the estrogen 170-ethynylestradiol in some oral contraceptive formula-
tions. All 17a-acetylenic steroids seem to have some inherent capability of acting as P450
mechanism-based inactivators (131,132), but gestodene appears to be more effective than
many others (133). The inhibition of P450 3A4 might explain some of the thrombolytic
problems attributed to gestodene (134), because inhibition of 17B-estradiol and 17-ethynyl
estradiol oxidation (catalyzed by P450 3A4) could raise estrogen levels, a known factor
in thrombolytic problems. However, the levels of gestodene ingested daily do not seem
high enough to account for destruction of a substantial fraction of the P450 3A4 pool
(133), and the in vivo significance of these phenomena is not yet clear.

VI. CONCLUSIONS

Inhibition of the enzymes usually associated with drug metabolism is a subject of both
basic and practical interest. Basic studies involve studies of mechanisms of catalysis and
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the utilization of selective inhibitors of individual forms of enzymes in multigene families.
Practical aspects of inhibition include drug~drug interactions and enzymes as therapeutic
targets. Among the more common modes of enzyme inhibition seen are competitive inhibi-
tion, product inhibition, slow, tight-binding inhibition, mechanism-based inactivation, and
products that become covalently attached. Discrimination among these is necessary for a
proper understanding of action. However, for some the classification into a particular mode
may not be obvious. A better understanding of inhibition mechanisms and selectivity has
led to more efficient screening for drug-drug interactions in the pharmaceutical industry
and appreciation of the phenomenon in the regulatory agencies.
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. INTRODUCTION
A. Background and Clinical Significance

There is a vast body of literature on the subject of drug interactions which, as Gibaldi
(1) has pointed out, exceeds that on almost any other topic in the discipline of clinical
pharmacology. This probably stems from the recognition, several decades ago, that interac-
tions do occur between coadministered drugs and that such interactions could have impor-
tant, even lethal, consequences. In an attempt to make available to medical practitioners
and pharmacists the great body of information on drug interactions that has been accumu-
lated, reviewers have compiled extensive listings of interactions, sometimes in a quite
uncritical manner. However it is now recognized that much of this information has little
clinical relevance, because many alleged interactions are based on inadequate data, occur
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between drugs unlikely to be coadministered, or do not result in significant therapeutic
or toxicological consequences. There is, moreover, now a sufficient understanding of the
mechanisms underlying drug interactions that many interactions are predictable and, as
Stockley (12) and others have pointed out, most are manageable. Indeed. drugs are quite
often administered in combinations specifically to take advantage of known interactions
to obtain enhanced therapeutic effects. Examples are readily found with antihyper-
tensive drugs, antibiotics, and the combination of levodopa with dopa decarboxylase inhib-
iors.

Undoubtedly the proliferation of reports of drug interactions was stimulated by the
era of burgeoning polypharmacy through the past several decades. Epidemiological studies
show that the rate of occurrence of adverse drug interactions increases sharply as more
drugs are administered concurrently. In the 1970s surveys based on more than 10,000
hospital patients showed adverse interactions occurred in 4% of patients receiving five or
fewer drugs, but in 54% of patients receiving 1620 drugs (3). Although there 1s nowadays
much lower incidence of uncritical polypharmacy, many patients still receive multiple
drugs and, therefore, are exposed to possible interactions. Another study from the 1970s
showed that whereas 113 of 2422 patients (4.7%) were taking drug combinations that
would interact, only 7 patients (0.3%) showed evidence of interactions (4). The enormous
intersubject variability in drug disposition ensures that interactions occurring in some sub-
jects will not necessarily occur in others (5).

B. Concepts and Definitions

The termm drug interactions is usually understood to refer to drug—-drug interactions, al-
though it should be remembered that the term, unqualified, can be taken to include interac-
tions between food constituents or environmental factors and drugs, or even interferences
by drugs in clinical laboratory tests. In this chapter the meaning is restricted to drug—drug
interactions, but even this requires further qualification because the literal connotation of
interactions implies reciprocal effects. Many drug interactions, as the term is commonly
used, involve an effect of one drug on the action or disposition ot another, with no recog-
nizable reciprocal effects.

According to Thomas (6) a drug interaction is "*considered to occur when the effects
of giving two or more drugs are qualitatively or quantitatively different from the simple
sum of the observed effects when the same doses of the drugs are given separately.™
Implications of this statement are that (a) one drug may cither increase or decrease the
activity of another in a purely quantitative manner, or (b) the effects of two drugs given
concurrently may bear no relation to the properties of the drugs used individually (ie.,
there are qualitative effects), and (c) both the sequence of administration and the time
interval between taking two drugs may be important determinants of the interaction that
oceurs.

Most attention is paid to drug interactions that have adverse or undesired conse-
quences, whether this results from potentiation of an unwanted drug effect, diminution of
an intended effect, or a qualitative change in the effect of a drug. This emphasis is reflected
in the literature in which, over many years, treatises on drug interactions have dealt pre-
dominantly or exclusively with the hazards of medication (7) or with adverse drug interac-
tions (2). It is worth stressing that beneficial interactions also occur and. as noted earlier.
these may be incorporated into therapeutic practice and consciously utilized.
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Il. MECHANISMS OF DRUG INTERACTIONS

Numerous mechanisms underlie drug interactions, and these may be systematized in a
variety of ways. One of the simplest, but still useful classifications, is in terms of interac-
tions resulting from pharmaceutical, pharmacodynamic, or pharmacokinetic mechanisms.
although some interactions do not seem to fit neatly into these categories.

A. Pharmaceutical

Pharmaceutical interactions are chemically based and occur when one drug is physically
or chemically incompatible with another. Most often these interactions manifest in the
context of parenteral formulations, such as the addition of drugs to intravenous infusion
solutions. Stockley (2) has argued that these events should be considered as pharmaceutical
incompatibilities, rather than as drug interactions. They are usually predictable and almost
always avoidable. More subtly, drugs given orally can sometimes interact within the gas-
trointestinal tract. Examples include the complexation of tetracyclines or fluoroquinolone
antibiotics with metal ions, the adsorption of digoxin or warfarin onto cholestyramine,
and the reduction in absorption of tetracyclines caused by administration of antacids. These
interactions can usually be avoided by the separate administration of the interacting drugs.

B. Pharmacodynamic

Many of the drug interactions of which use is made in clinical practice involve effects at
receptor sites; but, on the other hand, some of the most clinically important adverse reac-
tions also result from pharmacodynamic interactions. Pharmacologists usually view these
interactions as synergistic or as antagonistic. Synergistic (additive) effects occur, for exam-
ple, with coadministered central nervous system (CNS) depressants (including alcohol,
which should be considered a drug in this context). Although effects that are purely addi-
tive are not embraced by the strict definition of drug interactions, given in the foregoing,
these effects should nevertheless be treated as such because of their potential clinical
importance. Other synergistic interactions include those between a diverse range of drugs,
including tetracyclines, clofibrate, and estrogens, with warfarin, leading to increased anti-
coagulation (probably involving more than one mechanism), and the increased incidence
of cardiac arrhythmias that results from the combination of -adrenergic antagonists with
verapamil. The examples already cited involve interactions at the same receptor sites or,
as in some combinations of CNS-depressant drugs, at different sites. Antagonistic interac-
tions occurring (almost by definition) at the same site are best exemplified by the effect
of naloxone in reversing the effects of opiates, and the use of physostigmine to counteract
arrhythmias resulting from overdosage with tricyclic antidepressants.

Pharmacodynamic interactions can also occur by indirect mechanisms. Drugs that
cause gastrointestinal lesions, including ulceration, such as aspirin and the nonsteroidal
anti-inflammatory drugs, may provide a focus for bleeding if an anticoagulant is coadmin-
istered. An associated problem is the inhibition of platelet aggregation by salicylates and
other drugs, leading to enhanced tendency to bleeding when anticoagulants are adminis-
tered.

An interesting theoretical treatment of pharmacodynamic drug interactions has been
provided by Poch (8).
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C. Pharmacokinetic

Pharmacokinetic drug interactions can occur during any of the processes {absorption, dis-
tribution, metabolism, and excretion) that contribute to a drug’s pharmacokinetic profile;
the metabolic interactions, which are the major topic of this chapter, are considered in
the next section.

At least four mechanisms can contribute to interactions affecting drug absorption.
Chemical interactions, such as chelation and complexation, were noted carlier as pharma-
ceutical interactions, and may cause reductions in oral bioavailability if inappropriate com-
binations are administered without sufficient temporal separation. Second, drugs that alter
gastrointestinal motility may influence the absorption of coadministered drugs. For exam-
ple, drugs with anticholinergic effects decrease, and drugs such as metoclopramide in-
crease the rate of gastric emptying. Although such effects may cause alterations in the
rate of absorption of other orally administered drugs (not always in a predictable manner;
2.5), the extent of absorption is usually not significantly affected. and the clinical conse-
quences are, therefore, generally unimportant. Third, drugs, such as antacids and H .-recep-
tor antagonists, alter the pH of gastrointestinal fluids and may consequently affect the
solubility and absorption of ionizable drugs. Finally, antibiotics that perturb the bacterial
flora in the gastrointestinal tract may affect the absorption of any drugs subject to metabo-
lism by bacterial enzymes.

The major distributional process that may contribute to drug interactions is binding
to plasma proteins. Although much has been written on this subject, it has been recognized
for some time that even if many drugs displace others from plasma proteins, it is only in
certain limited situations that these displacements give rise to significant dispositional
consequences (1,2,5,9,10).

The renal excretion of drugs or their metabolites may be affected by a coadminis-
tered drug in various ways. Some acidic drugs lower urine pH, whereas some antacids
and bases cause an increase in the pH of urine. These changes will have some effect on
the excretion of other ionizable compounds that have appreciable renal clearances. Some
basic drugs for which renal clearance is appreciably increased by aciduria are amphet-
amines, tricyclic antidepressants, and antihistamines. Acidic drugs for which renal clear-
ance increases with increasing urine pH include salicylic acid, phenobarbital, and nitro-
furantoin.

Drugs that compete for renal transport mechanisms (tubular secretion) show interac-
tion effects that may be significant. Examples include the well-known reduction in renal
clearances of penicillins and indomethacin by probenecid. and of methotrexate by salic-
ylates and nonsteroidal anti-inflammatory drugs.

D. Multiple and indeterminate Mechanisms

Some drugs may interact simultaneously at more than one site, making it difficult to at-
tribute a single mechanism. Perhaps the best example is the ubiquitous aspirin, which may
interfere with the absorption, plasma protein binding, or renal tubular secretion of other
acidic drugs. In addition, it may potentiate the effects of oral anticoagulants by affecting
bleeding time, capillary fragility, platelet adhesiveness or synthesis of clotting factors,
and may even cause gastrointestinal ulceration, predisposing to bleeding (5). Despite our
extensive understanding of mechanisms of drug—drug interactions, there remain a moder-
ate number of miscellaneous interactions for which mechanisms are indeterminate (6).
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. METABOLIC DRUG INTERACTIONS

Many of the clinically important drug~drug interactions result from perturbations of drug
metabolism, involving either induction or inhibition of metabolizing enzymes, principally
the cytochrome P450s. The natures of induction and inhibition phenomena are described
in the preceding chapters. The present discussion, therefore. is limited to consideration
of their roles in mediating drug interactions.

A. Induction Based

The phenomenon of induction of cytochrome P450s captured the interest of pharmacolo-
gists even before the recognition of the nature of the P450 enzymes (11). Its contributions
as a mediator of metabolic drug interactions have likewise been long recognized.

In general terms, two major scenarios arise with induction-based interactions. The
most common situation is that a drug, for which metabolism is induced by another, shows
increased metabolic clearance, leading to reduced therapeutic efficacy. The other obvious
manifestation is that a drug that is metabolically activated, for example. to yield a toxic
metabolite, may show increased toxicity if the relevant pathway is induced.

The implications and consequences from induction-based interactions may differ
substantially in relation to temporal factors, especially the sequence and duration of admin-
istration of the interacting drugs. For example, the classic inducing agent phenobarbital
accelerates the metabolism of many drugs, including warfarin. Addition of phenobarbital
to the treatment of a patient already stabilized on a warfarin therapeutic regimen can lead,
after several days, to a requirement for increased warfarin dosage—to the extent of a
doubling or even a quadrupling of the warfarin dose. Conversely, cessation of phenobarbi-
tal administration to a patient stabilized on both drugs may precipitate the hazardous situa-
tion of warfarin overdose, again after several days of deinduction. The magnitude of this
effect may likewise be substantial, indeed sufficient to expose the patient to risk of fatal
hemorrhage if the warfarin dose is not promptly reduced. It is the gradual onset of induc-
tion-mediated interactions that can render them particularly insidious and likely to go
unnoticed by the unwary prescriber.

Some of the best-recognized and most widely studied drug interactions occur among
antiepileptic drugs, which are frequently administered in combinations. Some combina-
tions involve true interactions (reciprocal effects; 5), and some of the consequences, there-
fore, are quite complex. Detailed discussions are given in a recent treatise on epileptic
drugs (12). Close monitoring of plasma concentrations of all drugs following changes in
drug regimens, for which facilities are widely available, should enable the consequences
of these interactions to be recognized and minimized.

Enormous advances have been made over recent years in characterizing the isoforms
of cytochrome P450 enzymes and in establishing which isoforms catalyze particular bio-
transformation reactions. There is also reasonable definition for which isoforms are in-
duced by particular inducing agents. This increased knowledge has made the prediction
of induction-based interactions much more reliable. For example, Pollock (13) has recently
reviewed the metabolism of psychotropic drugs and has provided listings of those drugs
for which metabolism is known to be catalysed by P4503A4, P4502D6, P4502C19 or
P4501A2. Specific inducers of these isozymes are given by Spatzenegger and Jaeger (14),
who have also provided extensive listings of the substrates known to be metabolized by
particular isozymes. Such compilations are expanding rapidly, and their applicability to
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the prediction of interactions that may result from induction is clear. Again, however, the
clinical consequences of most of these interactions will generally be minor, unless the
affected drug has a low therapeutic index.

B. Inhibition Based

Just as drug interactions may result from enzyme induction, they may also arise as a
consequence of enzyme inhibition. Many drugs inhibit the metabolism of other drugs in
humans. There are similarities and contrasts between interactions caused by inhibition and
those caused by induction. Obviously, most inhibitors will cause an increase in the plasma
concentrations of affected drugs, which may enhance efficacy if the concentration remains
within the *‘therapeutic range,”” but which potentially result in drug toxicity. The direct
consequences of inhibitory interactions may be more clinically severe than those from
induction, which often lead to only diminished efficacy. Moreover, the time delays of at
least several days that are typical of induction effects are not seen with inhibitory effects,
which may be fully manifested soon after the administration of the inhibitor and, therefore,
have the potential to precipitate sudden problems.

Several different mechanisms mediate inhibition-based interactions. Foremost
among these is competitive inhibition (substrate competition), but interference with drug
transport, alteration of the expression or conformation of the P450 enzyme. and interfer-
ence with the energy (depletion of glycogen storage) or cofactor (uncoupling of the
NADPH-enzyme complex) supply have also been recognized.

The reported inhibition-based interactions are so numerous that it is difficuit to select
representative examples. Many involve anticoagulants, antiarrhythmics, or anticonvul-
sants. Although those interactions causing elevation in anticonvulsant concentrations may
be debilitating, they are, unlike those involving the other two drug classes, seldom life-
threatening. Thus, cimetidine, which inhibits the P450-catalyzed metabolism of drugs in
each of these three classes, poses particular hazards when combined with warfarin and
other anticoagulants (15), quinidine (16), or lidocaine (17). Another hazardous situation
arises with oral hypoglycemic agents, such as tolbutamide, the metabolism of which is
inhibited by several drugs, which can under certain circumstances give rise to hypoglyce-
mic cnisis (18).

Although it may seem self-evident, it is worth emphasizing that the consequences
of enzyme inhibition may be amplified for drugs such as phenytoin for which metabolism
is capacity-limited (saturable). Extreme consequences may also be encountered, however,
for high-clearance drugs. Inhibition of metabolizing enzymes for such drugs (of which
there are numerous examples, including lidocaine and many of the B-adrenergic blockers)
may result in a marked increase in the systemic availability from an oral dose, which
again can have severe consequences.

Several enzymes other than the cytochromes P450 are also involved in drug metabo-
lism and may be involved in inhibitory interactions. Some of these effects are used to
therapeutic advantage, such as the dopa decarboxylase inhibitors (e.g., carbidopa and
benzserazide) that reduce the peripheral metabolism of levodopa and increase its efficacy
in treating parkinsonism. Other inhibitory effects can result in adverse consequences, one
of the best examples of which (though not perhaps in a strict sense a drug—drug interaction)
1s the hypertensive reaction that occurs in patients who eat foods, such as cheese, with a
high tyramine content while taking a monoamine oxidase inhibitor (1.9). Mention should
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also be made of the more recently recognized strongly inhibitory effects of compounds
occurring in grapefruit juice (19).

Although in historical context the “‘classic’’ inhibitors of cytochrome P450s were
proadifen (SK&F 525-A) and piperonyl butoxide, the inhibitors most likely to come to
mind nowadays would include cimetidine and quinidine. The capacity of cimetidine to
inhibit the oxidative metabolism of many other drugs was discovered early in its use, and
even by 1982, was sufficiently studied to warrant a major review (20,21). Just as we
noted that considerable understanding of the isoform specificity of P450 inducers is now
available, substantial detailed knowledge is also at hand concerning the specificity of in-
hibitors. Thus, for example, P450 1A is inhibited by ciprofloxacin, enoxacin, norfloxacin,
and several related drugs (22); P450 2B by chloramphenicol (23) and secobarbital (24);
P450 2C by cimetidine (25) and cannabidiol (26); P450 2D6 by many compounds, includ-
ing quinidine, fluoxetine, clomipramine, and sertraline (27); and P450 3A4 by nifedipine
(28), cimetidine (25), verapamil, erythromycin, ethinyl estradiol (28), and many other
drugs. Tabulations of inhibitors may be found in Spatzenegger and Jaeger (14) and Pollock
(13), but the lists are growing rapidly. As with the enzyme inducers, this expanding de-
tailed knowledge of the isozyme specificities of inhibitors, together with an appreciation
of the isozymes catalyzing the metabolism of certain drugs, makes possible the prediction
of many drug interactions.

Some of the interactions resulting from enzyme inhibition may have severe clinical
consequences. For example, some of the fluoroquinolone antibiotics and erythromycin
inhibit pathways of theophylline metabolism; after a 5-day course of erythromycin in a
patient stabilized on theophylline, the plasma theophylline levels may increase about two-
fold (1). It is widely recognized that theophylline is a difficult drug to manage and that
theophylline overdose may result in severe adverse events (29,30). A life-threatening inter-
action occurred when tamoxifen therapy was commenced in a patient stabilized on war-
farin (31). The warfarin dose was decreased from 5 to 1 mg/day to maintain appropriate
anticoagulation. Important interactions involving anticancer agents have only recently
been recognized (32).

IV. STUDY OF DRUG INTERACTIONS

Much of the published information on drug interactions has been in the form of clinical
case reports and anecdotal accounts, which are typically followed up with more systematic
studies, both at a laboratory (in vitro) and a clinical (in vivo) level. It is not surprising that
knowledge of drug interactions would arise in this manner, rather than through structured
investigations, because it would be difficult to anticipate all of the combinations in which
a new therapeutic agent might be used. One obvious difficulty that attends this situation
is many reported interactions are based on inadequate data, and subsequent systematic
studies may fail to confirm the initial report, or may reveal that it has limited therapeutic
relevance or arises only in particular circumstances.

The power of in vitro methods to focus on specific mechanisms-—for example, by
working with purified P450 isoforms—renders such methodology very appealing. It may
be true, however, that such methods are more effectively applied to confirming mecha-
nisms of interactions observed clinically, than as screening tests to see whether an interac-
tion occurs between two drugs. As Prescott (5) has stressed, not all interactions observed
in vitro or even in animal studies will occur in humans. And, conversely, some interactions
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that do occur in humans, but that require the prior biotransformation of the administered
agent to yield a metabolite that mediates the interaction, may not be observed in vitro if
only the parent substance is studied. (An example of this may be the inhibition of theophyl-
line metabolism by fluoroquinolone antibiotics, which is believed to involve the 4-oxo
metabolite of the fluoroquinolones; 33).

There are specific situations in which the potential for drug interactions is studied
prospectively and systematically, and nowadays at a relatively early stage during new
drug development. Perhaps the best developed of these situations arises with antiepileptic
drugs. Almost invariably, newly introduced antiepileptic agents will be used in combina-
tion with established drugs; hence, the potential for interactions to occur is both predictable
and important to assess. These potential interactions are usually evaluated in specifically
designed clinical studies (e.g., 34,35), either in healthy volunteers or treated patients (or
both), during phases II and 1II of the clinical drug development program. This represents
quite a substantial undertaking, as the new drug could be used in combination with any
of perhaps five or six established drugs. Furthermore, it is difficult to design a single
interaction study that yields reliable information about both potential interactions for any
particular pair of drugs (i.e., effect of new drug on disposition of established drug, and
vice versa), and separate studies may be required. Any potentially significant interaction
shown in these clinical studies would nowadays be complemented with in vitro studies
to establish or confirm the mechanism, and would also be followed up as part of the
postmarketing surveillance program.

Whereas the antiepileptic drugs may be the best example to illustrate this process,
there are other drug classes in which comparable situations arise. These include anticancer
drugs, antibiotics (some combinations of which yield beneficial outcomes), and drugs used
for the treatment of human immunodeficiency virus (HIV)-infected patients.

Despite all of the advances in knowledge and methodology in the study of drug
interactions, the complexity of the topic dictates that even well-recognized interactions
may be poorly understood, despite years of study. We recently added certain details to
what is known of the mechanism by which valproate interferes with the metabolism of
phenobarbital (36), an interaction that has been known for about 20 years.

V. SUMMARY AND SOURCES OF INFORMATION

In summary, we should stress that the topic of drug metabolism is an important one for
clinicians, pharmacists, and researchers. Although the great volume of literature on the
subject attests to its importance, a critical reading of this literature is essential. Clinically
important drug interactions are known to occur with many drugs, and may arise through
many mechanisms. In this chapter the mechanisms have been grouped under the headings
pharmaceutical, pharmacodynamic, and pharmacokinetic; pharmacokinetic interactions
may manifest at the various stages in drug disposition (absorption, distribution, biotrans-
formation, and excretion). Our emphasis has been on the biotransformation interactions
that result from enzyme induction or inhibition.

Of the references cited in this chapter, the reader is particularly referred to Stockley
(2) and Thomas (6). the latter of which is unfortunately not widely available outside Aus-
tralia. An excellent reading list is provided by Prescott (5). Similar to all topics covered
in this book, this subject continues to expand rapidly, and up-to-date information will
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require access to computerized databases and literature-abstracting services, many of
which are now freely available through the Internet.
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. INTRODUCTION

The rate of metabolism of drugs in clinical use is subject to important interindividual
variations because of genetic, pathological, environmental, and physiological factors. As
a result, the optimal therapeutic level of any drug will not be achieved in a great proportion
of all patients. This might result in adverse effects caused by too-high plasma levels of
the drug in question, or no pharmacological effects because of ultrarapid metabolism. It
is evident that pathological, environmental, and physiological factors influence the relative
extent of gene expression, which thus might be influenced by exposure to a variety of
endogenous and exogenous factors, including hormones, bacteria, viruses, dietary factors,
alcohol, cigarette smoke, and other drugs. The influence on drug turnover is associated
with induction, or occasionally repression of drug-metabolizing enzymes, such as the cyto-
chrome P450(CYP)-dependent microsomal monooxygenases. In this overview we dis-
cuss the mechanisms and consequences behind the induction of the drug-metabolizing
enzymes.

Induction 1s defined as an increase in enzyme activity associated with an increase
in intracellular enzyme concentration. This increase in enzymic protein is normally (but
not always) caused by an increase in transcription of the associated gene. Enzyme induc-
tion is dose-dependent, generally with a steep dose-response relation and no clear-cut
threshold of no-effect (1).

Induction of drug metabolism contributes to interindividual and intraindividual vari-
ation in drug efficacy and potential toxicity associated with drug—drug interactions. How-
ever, this is not the only cause. Examination of the variation in the expression of P450
enzymes, which are not genetically polymorphic, reveals that the interindividual differ-
ences in different human livers are in the range of 15-to several 100-fold. Comparison of
the etfect of inducers such as ethanol or specific drugs that the patients have been taking
on the expression of specific P450 enzymes in liver specimens reveals a documented
inductive effect on, for example, CYP2C, CYP2EI, or CYP3A4 of about two to five fold.
It is thus likely that a major factor determining interindividual variation is a mixture of
environmental factors in addition to physiological factors, with important interindividual
differences in expression.

Clinical effects by a defined inducing agent on the pharmacokinetics of drugs have
been frequently described and can influence the successive outcome of treatment. Alter-
ations in drug efficacy will be dependent on the extent of enzyme induction in a particular
individual, on the relative importance of the enzyme in multiple pathways of metabolism,
and on the therapeutic ratio of substrate and metabolite. Similarly, potential toxicity will
be dependent on changes in metabolic pathways associated with an alteration in the bal-
ance between drug activation and detoxication (2). The degree to which induction is clini-
cally important varies with the P450 enzyme. Several human P450s, such as CYPIAL,
CYP2E], and CYP3A4, are readily inducible by dietary factors. smoking, drinking, and
other drugs (3). In contrast, other human P450 enzymes, such as CYP2D6, appear to
undergo little or no induction and interindividual variation in CYP2D6 expression and
activity is largely the result of genetic polymorphism (4). However, it is evident that the
major part of the human drug-metabolizing P450s are either polymorphic or inducible,
explaining the important interindividual vanation in P450-catalyzed drug metabolism
(Table 1).

There are several good examples of induction-producing clinically significant drug-
drug interactions. The antibiotic rifampin induces CYP2C and CYP3A enzymes and UDP-



Induction of Human Drug-Metabolizing Enzymes 241

Table 1  Genetic Polymorphism and Inducibility Among the Most Important
Human Drug-Metabolizing Cytochrome P450s

Chromosomal Marker
Enzyme locatization Polymorphism Inducible substrate
CYPI1A2 15q22 No Yes Caffeine
CYP2A6 19q13 Yes Yes Coumarin
CYP2C9 10924 Yes Yes Warfarin
CYP2C19 10q24 Yes Yes Omeprazole
CYP2D6 22q13 Yes No Debrisoquine
CYP2E! 10 (Yes) Yes Clorzoxazone
CYP3A4 7q22 No Yes (Cortisol)

glucuronyltransferase in humans (5-7). In consequence, patients treated long-term with
rifampin have a much decreased bioavailability of cyclosporine, largely owing to enhanced
first-pass metabolism of the drug by induced CYP3A4 in the small intestine (8). [n addi-
tion, an increased dose of oral contraceptives is recommended for women treated over an
extended time with rifampin because the drug produces a 42% decrease in bioavailability
of both ethinyl estradiol and norethisterone as a consequence of induction of both oxidation
and glucuronidation (9). Similarly, there are several good clinical examples of enhanced
toxic side effects of drugs as a consequence of induced metabolism. The most well known
is the enhanced risk of liver damage produced by consumption of acetaminophen (Tylenol,
paracetamol) in heavy drinkers as a consequence of induction of CYP2E1 (10). A similar
increased risk of hepatotoxicity and other toxic side effects is observed in drinkers on
exposure to the anethetics halothane, enfurane, and isoflurane that are also metabolized
by CYP2E1 (11-13).

il. MOLECULAR MECHANISMS UNDERLYING
INDUCTION

A. General Aspects

The most commonly described induction response is that which is substrate-dependent.
A classic example of this is shortened sleep time in rodents associated with multiple expo-
sures to the barbiturate anesthetic phenobarbital. This is associated with the capacity of
phenobarbital to induce its own metabolism by transcriptional activation of cytochrome
P450 enzymes in gene family 2B (14). This type of induction response is evolutionarily
highly conserved and is readily seen in bacteria. For example [-galactosidase is highly
induced in Escherichia coli when the bacteria is switched to a medium containing lactose
as the sole carbon source.

Originally, probably as an adaptative response to diverse energy sources, substrate-
mediated induction has evolved in animals as a mechanism for clearance of toxic lipophilic
xenobiotics, such as those found in the diet, that migh