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Preface

Screening is an essential early step in drug discovery during which lead molecules
are identified for chemical synthetic programs. Because of a low rate of success
in obtaining approval of new drugs from regulatory agencies, there has been a
heightened demand for increasing the number of drug candidates that enter clini-
cal trials. Combinatorial chemistry was developed to meet the need for increasing
the number and diversity of samples available for screening. The completion of
the human genome sequencing program has promised to deliver many thousands
of new targets for screening. To meet the challenge of the increased number of
targets, chemical diversity, and demand for new lead compounds for drug discov-
ery, screening technology has taken great strides in recent years, evolving from
low-throughput to high-throughput and ultrahigh-throughput methods. During the
1990s, partnership with engineers, spectroscopists, biologists, biochemists, and oth-
ers led to the development of new techniques, high-capacity instrumentation and
automation for high-throughput screening. Handbook of Drug Screening addresses
these advances that have been made to enhance screening and drug discovery.

Chapter 1 presents an overview of screening, discussing the importance of
screening, the history of the development of screens to present techniques, and
the future technologies that will be expected to drive screening. In Chapter 2,
the reader is drawn into a general description of targets, the art and science of
developing screens, the requirement for automation of repetitious steps, and
maintenance of chemical sample records, as well as construction of a coordinated
chemistry–biology database. These considerations affect the rate at which effec-
tive compounds are found and help in making a successful screen.



Every pharmaceutical and agricultural company has a chemical compound
collection gathered from many decades of synthetic programs. In addition, com-
pounds that are available from academic sources have been systematically col-
lected and distributed to screening laboratories by chemical vendors. Combinato-
rial chemistry has added thousands to millions of compounds to these collections
as well. All of these compounds are a source of chemical diversity for new screen-
ing programs. Various assay platforms are available to screen such a large library
of compounds against several classes of targets in a cost-effective fashion. Vari-
ous screening strategies that have general applications for many types of screens
are discussed in Chapter 3.

Screening has been revolutionized and the aim is to screen tens of thousands
of compounds each day. Each step in a screen adds expense and time as well as
increases the errors. Homogeneous technologies that use mix-and-read capabili-
ties without additional sample handling steps are favored; these are described
in Chapter 4. Homogeneous screens are reliable and automatable for increased
throughput. Fluorescence, chemiluminescence, and radioactive-based technolo-
gies including fluorescence polarization, homogeneous time-resolved fluores-
cence, and scintillation proximity, which are amenable to high-throughput and
ultrahigh-throughput screening, are discussed with several examples.

The various types of screens—cell-based (microbial and yeast) and cell-
free (enzyme, receptor, and ion channel)—are discussed in Chapters 5–10, in-
cluding the pros and cons of each method, which will enable the reader to select
the method best suited to the screen being developed. Microbes have been used
as surrogate cellular systems for heterologously expressed targets because they
provide an inexpensive means of running cell-based screens. In addition, mi-
crobes are genetically well characterized and are relatively easily manipulated
using current molecular biology tools. Isolated enzymes and cloned receptors
allow the development of targeted screens. However, a ligand or inhibitor that
is identified in such screens must alter the function of the target in living cells.
Many compounds identified in isolated systems are unable to cross the cell mem-
brane barrier or somehow act differently against the target in its native configura-
tion and cellular location. This lack of conversion of screening of hits identified
in cell-free systems to leads that display whole-cell activity has led to the develop-
ment of functional screens using cellular systems. In addition functional assays
are used to evaluate and confirm the positive samples, called ‘‘hits,’’ from the
primary screening.

In addition to functional screens using cell-based systems, some functional
assays can be developed by coupling the activity to transcriptional readouts. The
study of gene expression has led to the identification of many transcriptional
factors that are good drug targets. Chapter 11 discusses functional screening
methods for inhibitors of transcription factors.



Historically, a large source of chemical diversity for screening has been
derived from natural products from microbes and plants. Combinatorial chemistry
has decreased the reliance on these natural products for sample diversity. How-
ever, compounds made by combinatorial synthesis are relatively simple. Large,
complex compounds, such as those originating from natural products, have not
been amenable to combinatorial chemistry. Chapter 12 discusses how engineering
genes involved in complex biosynthetic pathways have allowed the synthesis of
new complex products, the so-called unnatural natural products, by combinatorial
biology. These newly derived natural products are adding to the chemical diver-
sity available to high-throughput screening laboratories.

Until recently, the identification of a lead drug candidate was followed by
many years of toxicology, metabolism, and pharmacology to predict future safety,
absorption and drug pharmacokinetics. These costly and time-consuming steps in
drug development have now been supplanted to some extent by screening methods
for in vitro toxicology and metabolism. High-throughput absorption, metabolism
and toxicity screening that is integrated into drug design is described in chapters
13 and 14.

Mass-production methodologies facilitated the sequencing of the human
and microbial genomes. The next challenge is the identification of the function
of these genes. And, the race to identify genes that will be useful as drug targets
has started. The conversion of the new genomic information to screens and then
drugs is discussed in chapters 15–17. Chapters 15 and 16 describe identification
of new drug targets from the genomic database using proteomics and other inno-
vative strategies to identify function and validate new genes as drug targets.
Chapter 17 explores how the large databases of information in the fields of geno-
mics, combinatorial chemistry, high-throughput screening, and clinical trials can
be used in drug discovery and development.

The availability of several liquid-dispensing systems, detection systems in
microtiter plate-reader format, and the advances in robotics and chip based tech-
nology have made it possible to integrate and automate several types of screens.
The cost issues, robust nature, and sensitivity of the automated platforms are
discussed in Chapters 18 and 19. Until recently, screening was mostly at the
macro level and at low-throughput using milliliters of reagents. Currently, it is
at the micro-level in 96- and 384-well microtiter plates using 1 to 2 microliters
of reagents and enabling high-throughput screening. Technology for nano-level
screening is in the immediate future. The miniaturization will enable ultrahigh-
throughput screening of more than 100,000 compounds per day. Issues sur-
rounding screen miniaturization, such as sensitivity, and reliability are detailed
in Chapters 20 and 21.

Handbook of Drug Screening aims to be a reference text for either new
scientists who want to make screening a career and for research scientists who



want to understand the process of drug discovery or who want to identify ligands
for their target of interest. The book addresses state-of-the-art screening tech-
niques and discusses the advances to be made in the future. The need for such
a reference book of screening is felt by both academic and industrial researchers.
This book attempts to cover the major aspects of screening, sharing the many
years of experience of the authors to benefit beginners and professionals in
screening and to increase the efficiency and productivity of drug discovery.

Ramakrishna Seethala
Prabhavathi B. Fernandes
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1
Moving Into the Third Millennium
After a Century of Screening

Prabhavathi B. Fernandes
Ricerca, LLC, Concord, Ohio

For many decades, the discovery of drugs has depended on screening. From the
previous century until the 1960s, chemical compounds and natural products were
tested in whole animal assays, and in the case of antibacterial and antitumor
testing, the samples were tested in whole cell assays. Although screening was
labor intensive and expensive, it was fruitful. A large number of successful drugs
such as the cephalosporins, aminoglycosides, tetracyclines, macrolide antibiotics,
doxyrubicin, etoposide, and other anticancer agents, steroids and drugs for use in
the central nervous system and cardiovascular areas were discovered by screening
[1,2]. In many cases, identification of the lead molecule, such as penicillin, cepha-
losporin, macrolides, captopril, and mevacor, spawned a large number of analogs
through chemistry programs [3–7]. A single lead molecule identified in one com-
pany has, in many cases, kept several hundred industrial chemists and biologists
busy for several years.

Screening natural products and a limited number of compound libraries fell
out of favor in the early 1980s because very few useful new chemical entities
were being identified. Advances in molecular biology in the 1980s contributed
to dependence on structural biology, and it was thought that new drugs could be
designed [9–11]. At this time, analytical methods were being refined for structural
biology. The concept of screening chemicals made in academic and industrial
laboratories began to complement the screening of natural products. A large pool
of compounds became available through the opening of Russia’s borders. Aca-
demic chemists, who worked to establish new synthetic methods, became sources
of chemical diversity for screening, as the compounds on their shelves, in many
cases, had never been tested for biological activity. This chemical diversity was



increased tremendously by chemical stores of large numbers of compounds that
were made for past programs at pharmaceutical and chemical companies. At the
same time, progress in biotechnology allowed isolation of large amounts of pure
proteins that were drug targets. Thus testing chemical and natural product librar-
ies against isolated enzymes and proteins became the preferred method for screen-
ing [12]. Combinatorial synthesis of thousands of molecules became possible
in the 1990s, and many companies tied combinatorial chemistry with high
throughput screening [13–20]. The use of microtiter plates made it possible to
screen large numbers of samples while keeping reagent costs down. Those com-
panies that were the first to use these methods had products in their portfolios
in the 1990s.

Did the use of isolated enzymes and cells speed drug discovery, or did it
simply delay the testing of drug leads in whole cell assays or animals? Many
drug leads did not show activity in whole cells, which gave employment to many
chemists to improve the cell permeability of leads for soluble protein screens.
Time gained in identifying a lead molecule could often be lost trying to get whole
cell activity [21]. Of course, if the target was at the cell surface, like receptors,
screening with isolated membrane systems led to a fair degree of success.

Structural chemistry in the mid-1990s progressed to identify chemical types
that could recognize motifs within certain protein classes, such as G-protein cou-
pled receptors and tyrosine kinases [22,23]. Sensitive reporter systems, such as
luciferase and fluorescence, which could be used to detect intracellular changes,
made whole cell based screening feasible again [24]. Whole cell based screening
provided the flexibility of screening against proteins in interacting pathways as
well as identifying leads that already acted in cellular systems. Today, screening
with isolated proteins as well as whole cell systems are both used in high
throughput screening.

Biotechnology has made it possible to identify new drug targets and de-
velop many assays in a short time frame. The identification of many new potential
drug targets derived from genomic sequences has increased the drive to win the
discovery race by testing hundreds of thousands of samples per day in a large
number of screens [24]. Miniaturization of screens has allowed the throughput
to increase, and microplates ranging from 384 wells to 9600 wells have been
developed [24]. Databases have been built to accommodate millions of data
points. During the late 1990s, high throughput screening groups have become
ultra high throughput screening groups.

The engineering and automation industries have become major players in
the high throughput screening arena. Instrumentation for sample delivery, plate
handling, and millions of repetitive motions required for running assays have
made robotics and automation an essential component for high throughput screen-
ing. Small sample sizes have necessitated the development of very sensitive read-
ers [24–26].



With the need of careful coordination of activities between biologists,
chemists, and computer and database specialists and automation for high
throughput screening, high throughput screening departments currently consist
of a mixture of biologists, chemists, engineers, and computer and networking
specialists. High throughput screening departments have become high technology
departments. The promise of high throughput screening is that more leads will
be identified and that these screening leads will be developed to make new chemi-
cal entities and eventually new drugs. During the last few years, the number of
new chemical entities entering the marketplace has not increased by much in
spite of the increased throughput. The art of screening needs to be coupled to
the science of screening again, in order to make high throughput and ultra high
throughput screening become effective throughput screening.

The 1980s had the promise of structural drug design; the 1990s was the
promise of combinatorial chemistry. Future successes may be derived from geno-
mics and new gene sequences that can be identified as drug targets. Identifying
the biological role of proteins coded by these new genes as well as their inter-
acting proteins has opened the field of functional proteomics [27]. As analytical
and computational tools meet higher resolution needs, structural biology will
increase its importance in designing effective blockers of activators of functional
domains [28]. Functional proteomics is expected to give hundreds of new targets
to drug discovery in the next decade [29]. As the next millennium unfolds, these
new protein targets will be tested in high throughput screening. The challenge
is to keep high throughput screening an effective means of drug discovery and
deliver on the promise of finding new drugs from screening.
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I. INTRODUCTION

The design of assays for high throughput screening (HTS) is anything but basic.
To be effective in HTS, an assay must be robust, reproducible, and automatable.
To make matters worse, these techniques must also support complex biological
systems often involving engineered cell lines and always requiring comparison
of results from hundreds of thousands of assay points. It is not rocket science—
if only it were that simple!

Fortunately, the development of these screens is becoming widely recog-
nized as critical expertise and appropriate organizational structures are being im-
plemented in lead discovery groups. The conversion of a biological disease target
into a screen requires not only an understanding of the biology and biochemistry
underlying both the disease and the readout of the screen but also an understand-
ing of the more factorylike processes employed in the HTS lab. This unique
function involves automation, engineering, and high volume data acquisition and
analysis and may reside in specialized groups or within a broader scientific func-
tion. Careful management of these two divergent viewpoints is critical to the
success of any HTS operation. Finally, the selection of appropriate compound
diversity for a particular target and the capabilities to store, distribute, and resyn-
thesize should be planned in advance as part of the screen design process.
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II. TARGET CLASSES

Biological scientists will usually argue that the selection of the target for HTS
is the most important decision. ‘‘Screeners,’’ on the other hand, may maintain
that any target is a viable candidate for lead discovery if a proper screen is devel-
oped and it is run correctly. Medicinal chemists believe that appropriate diversity
is the most critical and that leads can be found for any target with appropriate
compound libraries. The truth lies somewhere among these opinions. The ques-
tion whether one is testing appropriate chemical diversity to find a lead can only
be answered as a binary output: you either found something or you did not; this
will be discussed later. The selection of a therapeutically valid target and the
assay used to elucidate it is not as clear-cut.

Targets for HTS have historically come from basic scientific research in
which years were spent discovering the details surrounding the manifestation of
a disease or symptom. From these results one could select key biological re-
sponses as steps for intervention. Most successful drugs on the market today are
from validated and ‘‘druggable’’ targets of this type [1]. Examples of these targets
include enzymes (proteases, polymerases), interacting proteins, and receptors in-
volved in signal transduction and transcriptional processes in the cell. Today more
and more targets arrive at screen development with little or no characterization. A
target discovered via genomic techniques might have a strong correlation with
disease biology but is little more than a DNA sequence when the process of lead
discovery is initiated. In such cases, the screen may be creating a tool to elucidate
the function of the target and even its structure. Hence HTS is becoming an
important tool in finding lead molecules for established targets and new chemical
entities that serve to elucidate the pharmacology of novel disease targets.

III. TYPES OF HTS ASSAYS

Two basic assay formats are employed in HTS: in vitro biochemical assays and
cell based assays. Targets that are routinely screened using in vitro formats in-
clude various enzymes, receptors, and protein–protein interaction assays. Cell
based assays are utilized for targets that involve signal transduction pathways
(including receptors) and in screens designed to identify antimicrobial agents. In
both cases, the screens are generally carried out in 96- or 384-well microtiter
plates using colorimetric, fluorescence, luminescence, and radiometric detection
techniques to measure assay end points. Commercial plate readers available for
HTS applications are reviewed elsewhere [2,3]. Each of these major target types
can be subdivided by the detection technique employed. Major types and exam-
ples of each are given in Table 1. It should be noted that in the author’s labora-
tories, leads have been discovered in all target types and with all detection tech-
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Table 1 Detection Platforms

Colorimetric or
Radiochemical Fluorescence detection spectrophotometric readouts

Scintillation proximity assay (SPA) Time resolved fluorescence (TRF) ELISA
FlashPlate radioimmunoassay (RIA) Fluorescence polarization Luminescence

Fluorescence resonance energy transfer (FRET) Turbidity
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nologies (unpublished results), thereby making the selection more difficult but
no less critical.

Reporter assays (cell based) are widely employed to detect G-protein cou-
pled receptor (GPCR) signaling and can be employed to detect interruptions in
signaling as well as gene transcription and regulation. Functional cellular read-
outs, as the name implies, are more direct measures of cellular activity. The
classic example is the direct measure of ion flux into cells using fluorescent dyes
[4]. The simplest assays are crude measures of toxicity in which the ability of a
substance to kill a cell type (e.g., a tumor cell) selectively indicates a positive
result.

One issue that scientists would like to ignore, but rarely can, is cost. In
industrial HTS and screen development operations, the ability and need to track
costs becomes critical. Larger operations have the advantage of averaging costs
over many screens, but the job of tracking becomes commensurately more com-
plex. Smaller operations have the advantage in tracking but may be more limited
in their ability to absorb high cost screens. In either case, cost cannot be used
as the only decision point for selecting technologies. Decisions must be made
early in the process of developing a screen that will drive the detection technolo-
gies that can be employed. Driving screen types based on cost may lead to com-
promising the biological relevance of the screen. The decision to employ or evalu-
ate a new technology may be driven by the desire to lower costs for supplies
and/or manpower. To aid in this type of decision, we have been tracking perfor-
mance data for several years. The most complete set of data encompasses 26
targets and includes data on cost, time, and throughput. These are roughly divided
into cellular and biochemical assay methods. A number of analyses were applied.
Among the data collected were cycle time, complexity, cost, and throughput. For
this exercise, they were subdivided into the following platforms as shown in
Table 2. The results of this analysis are shown in Figure 1.

A. In Vitro Biochemical Assays

Targets frequently screened using in vitro biochemical methods are enzymes,
receptors, and protein–protein interactions of significance in disease pathology,

Table 2 Types of HTS Assays

Cellular assays Biochemical assays

Mammalian cellular Receptor–ligand binding
Bacterial/fungal Enzymatic assay (proteases, other)
Calcium channel assay Kinases and phosphatases
Cellular assay with SPA detection Protein–protein interactions
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Figure 1 Relative cost per compound in various assay platforms for HTS. This data
includes material, labor, and overhead costs.

many examples of which have been described in the literature [1,5,6]. In a typical
screen designed to identify inhibitors for enzyme targets, test compounds are
mixed with the enzyme followed by the addition of the specific substrate. Product
formation is then detected by monitoring a label on the product or a unique spec-
tral property of the product itself (absorbance, fluorescence, chemiluminescence,
etc.). In the presence of an inhibitor, the observed signal is significantly attenuated
(or enhanced), thus identifying an active compound. Optimization and validation
of enzymatic assays for HTS involves several steps that address reaction condi-
tions (buffers, pH, temperature), substrates (natural or synthetic), enzyme kinet-
ics, estimation of signal windows, and the response of known inhibitors (if avail-
able). Examples of assay formats applicable to various enzyme targets are shown
in Figures 2 and 3. As noted in Table 1, these formats employ colorimetric,
fluorescence, and radiochemical methods to follow the conversion of suitable
substrates to products. Although the targets shown are proteases, kinases, and
phosphatases, the assay formats are applicable to other enzyme types such as
DNA ligases and helicases. Clearly, the design of appropriate substrates and the
physicochemical properties of the products will determine the assay and detection
platforms selected for HTS applications.



Figure 2 Common assay schemes for protease targets. These schemes are amenable to
‘‘mix and measure’’ formats that are preferable in HTS.

Figure 3 Common assay schemes for kinase and phosphatase targets compatible ‘‘mix
and measure’’ formats.
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Receptor binding assays are traditionally carried out using natural ligands
labeled with radiotracers such as 3H and 125I [7]. Membrane receptor preparations
are made from cells or tissues naturally expressing the receptors, or from engi-
neered cell lines that have been manipulated to overexpress the receptors. In
either case, it is critical to establish suitable conditions to generate soluble recep-
tors or membrane suspensions that retain maximum binding affinity for the native
ligands [8,9]. It is not unusual to encounter situations in which procedures em-
ployed for receptor preparations seriously affect binding affinity under identical
conditions. For example, factors such as growth conditions of engineered cell
lines, origin and collection of the native tissues, buffers, pH, ionic strength, and
buffer additives have to be carefully optimized for each receptor type. In many
cases, scaling up of an optimized procedure for HTS is not straightforward and
may require reoptimization.

Typical binding experiments involve competitive binding of a labeled li-
gand and an antagonist or agonist to the receptor. The bound and free ligand is
separated and the extent of binding is estimated to determine agonist or antagonist
activity. Current assay formats in HTS of receptors employ membrane filtration
[7,8] or scintillation proximity assay (SPA) principles [9,10] to measure the ratio
of the bound and free labeled ligand. In both cases, assays are performed in 96-
or 384-well plates, although the use of a 1536-well assay using an imaging detec-
tor has also been reported [11].

Protein–protein interactions play a significant role in protein function and
signal transduction and the control of cell cycle [12]. Pathophysiology of many
diseases involves abnormal signal transduction processes requiring intervention
via inhibitors of specific protein–protein interactions. Screens for such targets
can be designed by labeling one or both proteins and measuring the extent of
binding using suitable detection techniques. SPA [13], homogeneous time-
resolved fluorescence (HTRF) [14], and enzyme-linked immunosorbent assay
(ELISA) [15] methods have been used in these screens. Since the apparent bind-
ing affinities of protein interactions are considerably lower than those of typical
receptor–ligand pairs, homogeneous nonseparation methods (SPA, HTRF) are
preferable to ELISA and membrane filtration methods that may alter the protein
binding equilibrium [16].

B. Cell-Based Assays

Engineered cell lines overexpressing selected targets have been used extensively
in primary HTS applications [17]. GPCRs and proteins involved in signal trans-
duction and transcriptional regulation are common targets screened in this mode,
in addition to screens designed to identify antimicrobial agents [18]. Even when
the targets are screened using in vitro biochemical methods (receptors and en-
zymes), more than 95% of the secondary and tertiary assays are in cell-based



Table 3 Signal Transduction by Different Reporter Assays

Reporter gene Signal Expression Cost HTS compatibility

β-Lactamase Fluorescence High, stable. No endogenous enzyme Medium–high High
CAT Radioisotope, ELISA readout Stable. No endogenous enzyme Expensive Poor
Luciferase FF Chemiluminescence. Cell ly- High, stable in most mammalian Medium–high High

sis required cells
Luciferase Ren Chemiluminescence. Cell per- High, stable in most mammalian Medium–high High

meable substrate cells
SEAP (SPAP) Colorimetry, chemilumines- High, stable. Endogenous enzyme Inexpensive Good–high

cence. Fluorescence. Se- not secreted
creted into the medium

hGH RIA, ELISA Secreted Expensive Poor
β-Galactosidase Colorimetry, chemilumnes- Stable. Endogenous enzyme in some Inexpensive Medium

cence cell lines
β-Glucuronidase Colorimetry, chemilumines- Stable. Endogenous enzyme in some Inexpensive Medium

cence cell lines
GFP Fluorescence at multiwave- Stable. Requires post-translational Inexpensive Poor

lengths. Nonenzymatic modifications
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assay formats. These assays are run in medium- or low-throughput formats to
elucidate cell permeability, cytotoxicity, and mechanistic linkage of the target to
the proposed hypothesis. Both primary and engineered cell lines are employed
in secondary and tertiary assays.

Measurement of cellular responses frequently involves the use of reporter
genes coupled to the target of interest through specific signal transduction mecha-
nisms or the viability of the cells themselves. Listed in Table 3 are commonly
used strategies that utilize colorimetry, chemiluminescence, and fluorescence sig-
nal readouts in commercial plate readers.

IV. SCREEN DESIGN ISSUES

Design of all screens will critically depend on (1) the type of target, (2) the
available reagents, and (3) the assay readout mode that can be rapidly automated
using existing equipment. Equally important is to determine the suitability of in
vitro biochemical or cell based assay formats for the target under consideration
and the cost of implementing the screen on the chosen platform. In all cases, the
simplest assays for HTS are those that are amenable to ‘‘mix and measure’’
formats avoiding complex operations such as washing and plate-to-plate reagent
transfers. Although frequently ignored, the assay validation and automation issues
should be addressed at this early stage to avoid delays in the implementation
phase. These issues are discussed below.

A. Reagents and Assay Validation

In order to ensure that a high-throughput screen is robust and consistent from
plate to plate and day to day it is important that the reagents and assay conditions
be characterized and optimized. A number of targets have been delayed and even
stopped because a reagent was replaced with a different product lot. This includes
everything from plates, commercial reagents to in-house generated biological
reagents. This is quite possibly the most overlooked step in developing and val-
idating a screen and one of the top causes for delays in screen completion. Prior
to running a screen, more of one lot of a given reagent should be obtained than
is needed to complete the screen. Obviously, there will be times when this is not
possible. Under these circumstances all lots that are needed should be obtained
and compared side by side to ensure similar or equivalent results. If reagents
cannot be obtained at one time due to availability or stability issues, sufficient
amounts of the old reagent should be retained to do direct comparison tests with
the new lot to ensure that the different lots are consistent.

Another area that is often overlooked is reagent stability. During develop-
ment of a high-throughput assay, quite often only a few plates (or even a partial



plate) are needed. In these cases reagents are removed from freezers or refrigera-
tors, used, and then replaced in a relatively short span of time. During the actual
operation of a screen, however, the amount of time that reagents are out at ambient
temperature could be extensive. For example, a receptor-binding assay that uses
crude membrane preparations could have substantial consequences if material be-
gins to fall out of suspension under certain conditions or time [19]. Therefore all
reagents should be tested for the length of time that they are stable at room tempera-
ture. The amount of signal to background will determine how much loss of activity
is acceptable (see window determination below). Any acceptable time-dependent
loss in activity also assumes that controls for calculating percent inhibition or per-
cent agonist are on each plate. Also critical is the stability of reagents to freeze–
thaw. It is best to aliquot into vials and freeze the amount needed for each day’s
screens. However, this is not necessary if reagents have been tested for repeated
freeze–thaws. Again, it is best to keep the number of freezer removals to a number
where the loss of activity still gives you the minimum required signal.

Since DMSO is the preferred vehicle for compound/sample delivery, the
assay should be tested in a dose–response manner for its tolerance of this reagent.
Depending on the final test compound concentration and the assay’s tolerance
to DMSO, a compromise might have to be reached on running the screen at less
than optimal conditions. For this reason the DMSO tolerance should be deter-
mined early in the development process so that further optimization can be done
under screening conditions.

When running cell based screens one should address specific issues that
may cause problems in the HTS mode. One is the scale-up of cells. Perhaps
contrary to popular belief, scaling up to the amount of cells needed for a day’s
run in HTS is not always just a matter of numbers. The increased time of exposure
to treatment due to the required handling of many more cell flasks and the larger
number of cells washed are a few of the conditions that can alter the cell response
in a given assay.

Cells should also be grown under the different conditions that may be re-
quired during the screen. That is, if the cells are to be grown over the weekend,
then during development this should be tested. In some cases cells grown over
the weekend have given different responses from cells grown during the week.
The reason may be subtle or it may be as obvious as growing too confluent or
seeding flasks with cells too dilute.

If cell washings are required during the screen assay, then automated plate
washers should be used some time during the development phase. In some cases
cell lines or cell lines that have been transfected may attach loosely to the bottom
of the plate well. These cells may be easily disrupted or damaged. Adjusting
the wash flow and its direction (pointed toward the plate wall) can reduce cell
disturbance. Also, adjusting aspiration depth and length of aspiration time can
minimize cell loss as well.
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Once an assay has been optimized, it should be validated to ensure its
robustness for consistent quantitative determination of active compounds. One
method for accomplishing this is to run whole plates at three different concentra-
tions, maximum signal, mid-signal, and background [20–22]. If one is looking
for an inhibitor (or signal decrease) there should be a window between the
3 standard deviation (S.D.) line from the maximum and the 3 S.D. line from
the mid-signal. The window (or space in between) should be equivalent to or
greater than 3 S.D. (e.g., the maximum signal S.D.) (Fig. 4). The same type of
determination could be done when looking for increased signal, only using the
3 S.D. minimum and mid-signals. These types of experiments should be done at
least three independent times to ensure consistency from screen run to screen
run.

Lastly, prior to starting the HTS run, all automated equipment should be
used with a small number of plates (�5) to ensure that the assay is comparable
to the hand run plate (which should be run in parallel). Data from at least three
independent experiments should be compared to establish reproducibility. The
next step is to ensure that the assay can be scaled up by running a large number
of plates (�50 � 96 well plates or �20 � 384 well plates) using the appropriate
concentration of DMSO as a dispensing solvent (without compounds). Again,
three independent experiments should be carried out to ensure robustness. At this
point the high-throughput screen should be ready to run.

Figure 4 Signal window in a 96-well plate assay showing a coefficient variation � 4%
after careful optimization.



B. Assay Readout and Detection Technologies

Recent advances in technology over the past couple of years have led to explosive
growth in techniques for use in HTS [2,23–32,49]. Although radioactive assay
formats such as scintillation proximity assay (SPA) and filter binding assays are
very useful and are still widely used, the current trend is to use nonradioactive
labels for HTS. A reason for this trend is that radioactive assays for use in HTS
generate enormous quantities of waste and pose serious health and safety risks,
not to mention cost.

1. Isotopic Detection Methods

SPA utilizing microbeads has become the standard assay format in many labora-
tories. SPA provides a ‘‘mix and read’’ approach to measure ligand binding inter-
actions with picomolar to nanomolar Kd values [10,19]. The SPA method em-
ploys a scintillant embedded within the microbead matrix. The bead surface is
also coated with a capture molecule (e.g., streptavidin, wheat-germ agglutinin,
glutathione, protein A). The latter feature is critical, since the bead can capture
receptors and biotinylated targets such as other proteins, enzymes, etc. Thus when
a radiolabeled molecule (ligand) interacts with the target on the surface beads,
it comes within close proximity of the scintillant within the bead. Radioactive
decay particles from specific labels (such as 3H and 125I) interact with the scintil-
lant and generate light signals that can be counted in a manner similar to liquid
scintillation counting. A significant advantage is that this feature allows binding
measurements to be made without physical separation of the bound and free label.
Such physical separations are difficult to automate. SPA can also be carried out
by incorporating the scintillant directly onto the surface of the microtiter plate
wells (Flashplate, NEN Life Science Products) [33] or by embedding it directly
into the plastic of the microtiter plate (Scintistrip, Wallac Oy) [34]. Another
advance in radioactive HTS is the production of specially designed microtiter
plates for cell based assays (Cytostar-T, Amersham Life Science Inc.) [35]. In
this case the scintillant is incorporated into the base of the microtiter plates.

In addition to SPA bead and plate formats, streptavidin-coated membranes
that capture the signal of interest have also been developed for high-density (up
to 1536) plate footprints (SAM Biotin Capture Membrane, Promega Corp.)
[36]. In this membrane based technique a filtration step is required.

2. Nonisotopic Detection Methods

Nonradioactive methods are being favored more in HTS laboratories because they
tend to offer similar sensitivities and less cost and are safer to use and dispose. In
addition, these methods (namely fluorescence) are more amenable to miniaturiza-
tion than methods such as SPA. For example, a standard 100 µL volume in an
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SPA assay generating 4000 CPM would have 40 CPM in a 1 µL volume, requir-
ing a much longer counting time to obtain the same level of precision.

Fluorescence intensity is a very sensitive technique when applied to HTS,
but it is not without limitations. Specifically, background fluorescence of biologi-
cal matrices can dramatically affect the signal. However, several cell based meth-
ods employ fluorescence intensity as the detection method, including assays that
measure Ca2� flux and membrane potential [4,24].

Another technology that has allowed nonisotopic homogeneous measure-
ments for HTS is fluorescence resonance energy transfer (FRET) [23,24,27,29–
31]. The requirements for FRET are that two interacting species of interest are
labeled with fluorophores, one with a donor and the other with an acceptor.
When the two labeled species are brought to within an appropriate distance
(40–50 Å), the donor fluorophore nonradiatively transfers its energy to the ac-
ceptor fluorophore. The signal can be measured by monitoring the decrease in
the donor fluorescence emission, the increase in acceptor emission, or a ratio of
the two. A relatively new reporter system, β-lactamase, measures the disruption
of coumarin/fluo-3 acetoxymethyl FRET interaction. It is important to note that
any FRET based system can also be measured directly by fluorescence intensity
if only one of the fluorophores is monitored.

HTRF [23,24,27,29–31] is another important tool in HTS where fluores-
cence energy transfer between rare-earth lanthanides such as europium and allo-
phycocyanin [37] or Cy5 dye is used. When the lanthanide is excited (i.e., Eu3�

excited at 340 nm) and it is in the vicinity of the acceptor fluorophore, the long
fluorescence lifetime of the lanthanide allows time-resolved measurements. Ad-
vantages of HTRF are that it has a large Stokes shift, and the background signal
due to biological interference is essentially resolved from the signal of interest.

In addition to HTRF, heterogeneous assays can be set up, where the bound
and unbound species are separated. The bound europium species is then placed
in the presence of dissociation enhanced lanthanide fluorescence immunoassay
(DELFIA) enhancement solution [38].

Fluorescence polarization (FP) measures the rotation of a fluorescing spe-
cies in solution, where the larger the molecule the more polarized the fluorescence
emission. FP allows true homogeneous determinations by measuring the ratio of
bound to free species [23,27,29–31]. Further, FP allows the ‘‘mix and read’’
format to be utilized for HTS because measurements can be taken without the
separation of bound and free species. Another advantage of FP over other tech-
niques, such as FRET, is that only one species needs to be labeled: the smaller
entity of the binding pair of interest is usually labeled.

Fluorescence correlation spectroscopy (FCS) has also been recently de-
scribed for HTS applications [23,27,29,30]. FCS measures binding interactions
by observing time-dependent and spontaneous fluctuations in fluorescence in-
tensities in very small volumes (nL). The fluctuations result from the Brownian



motion of molecules, which can be directly affected by molecular interactions.
Sensitive FCS measurements can be made both in solution and in cellular com-
partments.

Luminescent assays utilizing reporter genes such as luciferase and β-galac-
tosidase are used to a large extent in HTS laboratories [24,30,31]. Highly sensi-
tive enzyme-linked immunosorbent assays using alkaline phosphatase or horse-
radish peroxidase are used in HTS as well. Recently, electrochemiluminescence
has been reported in which redox-active labels (i.e., ruthenium complexes) have
been employed for very sensitive detection [39]. Another very common approach
to HTS is by using colorimetric readouts [30,40]. This can be accomplished by
either monitoring the production of a colored compound or by measuring the
change of one color to another.

New approaches to high and medium throughput screening are being intro-
duced on a regular basis. Very recently, matrix-assisted laser desorption ioniza-
tion time-of-flight mass spectrometry has been described for multiple-target HTS
applications [41]. Using this process, the interactions between the targets and the
library of compounds can be monitored. This technique also allows the identifi-
cation of the individual compounds of interest. Even more radical departure from
the plate based methodology is the chip based technology using continuous flow
channels. Electrophoretic separation is used to separate colored and fluorescent
reaction substrates and products of interest in miniaturized formats [52].

C. Instrumentation: Automation and Detection

The unit operations performed in the overwhelming majority of assays can be
divided into four categories: (1) preparing the samples, (2) assembling the assay,
(3) detection of the signal, and (4) timing of various operations in the screen.

1. Sample Preparation

Preparation of samples includes the following three steps: (a) transferring an
aliquot of sample in DMSO from a storage plate to a sample plate that will be
used for a particular assay, (b) diluting the compound in the aqueous assay buffer
to a concentration of both compound and DMSO that is compatible with the
assay, and (c) transferring an aliquot of diluted sample to the assay plate.

The first step can be performed in advance and stored by a centralized group
responsible for compound library management and distribution. The compound
dilution and transfer operations are done as part of the assay. These steps are
typically the initial operations of most assays and provide a great opportunity
for automation and standardization that is reusable across a large number of
assays. This is where some of the greatest increases in productivity have occurred
in recent years. Only a few years ago, 4- or 8-tip liquid handling robots were
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being used to transfer samples to the assay plate and throughputs of 15–20 plates/
hr were typical. Because this is the first step of the assay, this operation would
commonly determine the daily throughput of the assay. Today, 96 tip pipettors
with automated plate handling can achieve throughputs of 100 plates/hr for the
same operations.

2. Assembling the Assay

This includes all the remaining steps in setting up the screen. The simplest assays
have reagent additions (enzyme, substrates, stop buffers, radiolabel, etc.) uni-
formly across the entire plate and incubation steps. Incubations may be at room
temperature or for cell-based assays may require controlled humidity and elevated
temperature and CO2. More complicated assays may require plate washing, media
exchange, filtration, plate-to-plate transfers, and agitation.

3. Detection

Measurement of the signal in the screens is generally carried out in 96- or 384-
microtiter plates using colorimetric, fluorescence, luminescence, and radiometric
detection techniques to measure assay end points. Plate readers for 96- and 384-
well plates are widely available [42,43]. However, new detection devices that
permit imaging of plates with high density plates (864, 1536, 3456, and 9600
wells) are becoming available [25,44].

D. Timing

Critical issues from an automation perspective for all of these steps include tim-
ing, liquid handling requirements, and plate handling. There are a number of
issues related to timing that affect automating an assay for HTS operations:

1. Cycle Time

A multichannel peristaltic reagent dispenser can add a reagent to a stack of
twenty-five 96-well plates in less than 6 minutes. However, it can take 6 minutes
to read a single plate in a liquid scintillation counter. This large range in
throughput rates for the instruments commonly used in HTS causes scheduling
difficulties for integrated screening systems. The instruments with short cycle
times are underutilized, while the instrument with the longest cycle time limits
the throughput of the system. This has been a major factor in the movement from
integrated screening systems using robots to move plates from one instrument
to another instrument, to stand-alone workstations with stacker based plate han-
dling. By decoupling unit operations, slower process steps can be supported by
multiple instruments operating in parallel.



2. Incubation Times

Incubation affects automation in several ways. Short (� 30 minutes), tightly con-
strained incubation times are difficult to manage unless an integrated system with
a scheduler is used. Preferable are incubation periods with sufficient leeway to
allow plates to be processed in batches of 25 to 50 without the plate-to-plate vari-
ability in timing causing unacceptable variability in the results. Long incubation
times (e.g., 48 hr) can increase risk in that a very large quantity of plates will be
in process before the first results are read. If there is a quality problem (with a
reagent for instance), the total number of plates in the process is in jeopardy.

E. Liquid Handling

There are several types of liquid handling processes. Additions may be as simple
as a single reagent added to every well on the plate. More complicated are
schemes that require different reagents added to certain wells. These require pi-
peting instruments that can be single tip, 8 tip, 96 tip, or 384 tip. Some of these
instruments aspirate from reagent reservoirs, while syringe pumps feed others.
The most complicated liquid handling step would be performing serial dilution
of a compound across a row of a plate. Liquid handling instruments can readily
perform accurate additions down to 10 µL. 5 µL quantities are achievable with
care but require extra attention to instrument setup and maintenance, liquid prop-
erties, and fine-tuning of the liquid handling method. Assay miniaturization be-
yond 384 well plates will require instruments that can accurately dispense in the
single- to submicroliter range.

F. Plate Handling

Automated plate handling can be accomplished in several ways. More and more
instruments are building in plate handling capability in the form of a ‘‘stacker’’
that moves plates from an input magazine, through the instrument, to an output
magazine. In this case, the user only has to load and unload the magazines. A
25-plate magazine of 384 well plates contains 8000 samples that can be manipu-
lated at once. Other instruments without stackers can be integrated to a simple
plate handler or to a rotary or rail based robotic system with plate storage car-
ousels.

G. Compound Diversity

The issue of what compounds to test in a screen can be critical to the success
or failure of a lead discovery effort. If one had infinite resources in terms of both
capacities to screen and compounds, then this would not be an issue. However,
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in the real world, decisions must be made. One obvious choice is whether to pool
compounds and test mixtures of chemical entities [45,46]. The type of target
selected may drive this choice. For example, certain cellular assays may show
interference from orthogonal pooling techniques. If the libraries are in a pooled
format, they may be precluded from considering complex functional cellular
assays. Likewise, if the screening technologies are focused on these types of
cellular assays, orthogonal pooling may not be an option.

Another method of reducing the number of compounds needed to interro-
gate a screen is the application of diversity analysis. In most simple terms, this
means testing your compound library to see how different they are from one
another. To those of us not trained as medicinal chemists, it is a matter of deciding
if the compounds look more like clothespins than bunny rabbits. However, the
analysis of the diversity of a set of chemicals has become quite complex and
controversial [47,48].

H. Data Handling and Analysis

HTS generates large amounts of assay data. Handling this data using unsuitable
software systems is frequently a bottleneck in the screening process. The scale
of a typical HTS operation (hundreds to thousands of assay plates/day) quickly
outstrips the capabilities of the familiar and easy-to-use spreadsheet-like pack-
ages. Since regular and timely review of assay data is essential to successful high
throughput operations, screening laboratories will need to devote considerable
resources to developing data handling systems.

There are several commercially available software packages for HTS (Ac-
tivity Base, MDL Information Systems, Oxford Molecular, Tripos). These pack-
ages vary in their capabilities and should be examined with the point of view that
pieces of the process may be best served by a given package, but that supplying a
complete solution is unlikely. The various elements in this case will require front-
and back-end application support via their programming interfaces or APIs (Ap-
plication Programmer Interfaces).

The purpose of this section is to examine some essential data-related activi-
ties in the screening process, point out properties that the various subsystems
should have, and offer some general advice for scientist/developers interested in
some or all of their own HTS software. Developing a complete custom package
for HTS is a formidable task requiring high levels of cooperation between the
various teams that produce and consume information and those that develop the
data management tools. Data storage models or objects need to be developed for
each of the subsystems, and APIs will have to be developed to permit communica-
tion between them. (In this discussion, the term ‘‘object’’ refers to the representa-
tion of a set of data as a series of text and numerical variables in computer
memory.)



There are many factors to be weighed in choosing the best tools and ap-
proaches for developing HTS systems. In our own efforts, we have benefited
greatly from the use of object-oriented programming methods. These approaches
emphasize a modular approach that produces systems that are extensible, easy
to maintain, and code-efficient. Every consideration should be given to ease of
use and flexibility, but in the end the flexibility desired by the users must be
carefully balanced against both the flexibility allowed by the automated assay
systems and the IT cost of maintaining overly complex software. A typical model
for the operational flow of HTS is shown:

REGISTRATION (Master Library) → Test Sample Inventory (Distribution)
→ Registered Sample Data � Raw Instrument Data → Calculators → Data-
base.

1. Chemical Registration Inventory and Sample Tracking

All HTS operations require a test sample inventory system for the storage and
retrieval of large numbers of natural and synthetic substances. The issues sur-
rounding these activities are beyond the scope of this discussion. However, all
HTS operations depend critically on the ability to access sample compounds on
a regular basis.

2. Test Sample Registration

The substances to be assayed should have bar codes or other UPC labels on
their containers (e.g., a 96-well microtiter plate) and should be positively tracked
throughout the screening process. The assay ‘‘run’’ is a useful concept for regis-
tering the transactions as a unit of work. A run is defined as a group of sample
containers that is transferred to a set of assay containers that are then processed,
calculated, and loaded to the database as a single transaction. Runs should be
identified with a name or index so that the transaction can be queried effectively.
A software application, which associates sample containers to assay containers,
should be considered the starting point for any screening run. Storage records
for the assay data may be created in the database at this point (update model) or
in dedicated sample preparation tables for later loading (insert model). The rela-
tive merits of the two approaches are discussed below.

3. Data Collection

Assay data for HTS is generated on a wide variety of instruments or ‘‘readers.’’
Virtually all these readers are controlled via software provided by their manufac-
turer. Instrument control software varies widely in complexity but usually has
menu options allowing some customization of its exported (e.g., ASCII text) data
files. At present, there are no standard data formats adopted by the instrument
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makers, so developers of an HTS calculating system need to write a number of
routines or ‘‘data filters’’ which parse the text file to a format or formats compati-
ble with their system. User intervention in the form of operations such as ‘‘cut
and paste’’ should be avoided in these routines. To limit the complexity and
variety of the data filters, the automation team can implement process controls
to standardize the formats used by the various readers.

4. Calculation and Data Review

Some critically important properties that HTS calculating and review software
should have are (1) flexibility—end users should be able to place various control
types and choose assay mappings for the calculators from a simple interface.
Other specifications needed for proper calculations should be supplied to the
calculator from predefined prototypes as well. Caution should be exercised in
permitting too much flexibility in the calculating software, as the automated
processes themselves are usually the primary reason for limiting flexibility.
(2) Graphical interface—numerical trends are best perceived using graphs of the
data. If possible, incorporate interactive graphical tools for labeling points, navi-
gating through the plates and subsetting the data. (3) Speed and ease of use—
the HTS laboratory is a hectic place. Any tool used by screening personnel should
be fast, intuitive to use, and robust. Wherever possible, precompute variables and
store them in RAM to allow efficient random navigation through the data.
Choices from the interface should be from list controls rather than edit fields.
Storing the configuration of the calculator settings with the data object generated
by the calculator allows users to correct for minor changes in the protocol (e.g.,
the location of the controls was accidentally reversed) at run time.

The principal calculations done on the raw data in HTS are of two types.
The first of these is the anecdotal or ‘‘rapid’’ type, in which diverse samples are
tested for their activity at a single, fixed concentration in one or a few assay
wells. To facilitate cross-screening target queries in the results database tables,
these results are generally expressed as a percent activity of an assay ‘‘window’’
[20] established by the control samples. The other common modality is the
potency assay, where several wells are used to generate a ‘‘calculated result’’
such as an IC50 (for inhibitors). The accuracy of this latter value varies widely
depending on the methodologies used (i.e., replication, curve fitting method).
While all scientists desire high accuracy, it should be remembered that accuracy
costs money and consumes precious resources. For most purposes, the confirma-
tory nature of a 5–10 point dilution of a test sample is sufficient for screening
purposes in its early phases. The more advanced assay methodologies should
be reserved for promising lead molecules. Most forms of secondary or other
‘‘value-added’’ assays are potency assays that should be run in a high-accuracy
mode.



The review process should provide its users the ability to pass or fail sets
of data and add comments at appropriate levels. Detailed understanding of the
results in terms of the chemical diversity analyzed is not needed at this stage,
but process errors within acceptable ranges need to be noted, and false positives
are often spotted and removed from the follow-up queue at this stage. Generally,
the entire process of calculating, reviewing, and uploading to the results database
should take approximately 5–10 minutes per hundred assay plates. Advances in
automation and miniaturization [51,52] indicate that these rates and higher will
be needed to keep pace effectively in the modern screening laboratory.

5. Long-Term Storage and Data Mining

The results and/or data are the products from HTS. Careful organization and
indexing of these data in a relational database is of the utmost importance for
maximizing its value. This database is the screening operations ‘‘memory’’ and
should be able to provide information rapidly on a wide variety of operational
activities, in addition to performing its primary role as a repository of linked
chemo- and bioassay information. Developers should be wary of storing too much
extraneous information at too high a level. Any memory can be clouded by too
much information, and while the batch number of a lead compound needs high-
level exposure, the one from the NaCl in the assay does not.

The performance difference in query times between a data model that has
been optimally designed and enhanced for performance and one that has not can
be many orders of magnitude in size. Databases that take excessively long periods
to return an answer, no matter how right that answer may be, defeat the very
purpose for which they were created because users tend to quit using them. In-
stead, they will pull out subsets of the data and maintain them locally and separate
from the rest of the data. Decisions will then be made on data that can become
out of date or out of context and vary from one copy to the next. The number
of users logged onto a database application server and the types of queries they
run can have a dramatic impact on the performance of even a well-tuned database,
and efforts should be made to shift processing tasks to maximize database avail-
ability. Finally, users must be educated on at least a basic level about the types
of data stored by their organization and the relative cost of retrieving it. Users
of a system who are unaware of these issues often make inefficient use of the
database, to the detriment of all its customers.

Fortunately, the sound application of existing technologies in the area of
relational database design can and should be adequate to handle the data storage
needs of any screening laboratory for the next several years. These same technolo-
gies currently allow for the extraction of that data using SQL at acceptable rates.
However, enough tools to adequately place this data in context and make it com-
prehensible to biologists and chemists are not readily available. Too many data-
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base access tools consider the records to be the desired output from a database
query. In reality, the user often spends a considerable amount of time computing
summary statistics and preparing charts of the data. The tools developed for HTS
should take the user straight to these summaries and charts to save time. Addition-
ally, the full power of the chemical database needs to be exploited to build struc-
tural models to guide follow-up synthetic work.

Tremendous gains in the ability to generate HTS data have created new
challenges for the methods used to store and retrieve data from bioassays. To
provide the best tools for their operations, many HTS groups develop software
for at least some stages of the operation. By applying sound principles of system
design, fast and efficient systems can be developed in-house. Although the initial
investment in creating these systems is probably higher than that for a packaged
system, the returns over the long run are substantial.

V. FUTURE TRENDS

Presently, HTS operations are based on performing the assays within a microtiter
plate footprint. The density of the wells within the footprint may vary but the
basic mode of operation remains consistent. Simply put, compounds and reagents
are mixed within the wells of a plate. Once the reaction is complete some form
of detection (e.g., fluorescence, absorption, photon counting) is used to determine
the compound’s interaction with the reagents. This mode of operation has evolved
because of two important factors. The first is a need to have an ordered array so
that identification of compounds can be accurately maintained throughout the
assay process. Microtiter plates provide a convenient platform for isolating an
array of compounds while providing a container to conduct the assay. The second
factor is that a large number of commercially available instruments, from liquid
handling equipment to detectors, have been designed and standardized to work
with the microtiter footprint. Therefore many screens can be conducted with off-
the-shelf instrumentation. Although the instruments continue to improve in speed
and accuracy, manipulation of a large number of plates can create some bottle-
necks within the process.

Emphasis is now being placed on gaining efficiency by screening in plates
of higher well density (e.g., 384, 1536, or 9600 wells) [42–44]. Due to the smaller
well volumes, conducting screens in higher density plates have the real potential
to decrease screening costs by dramatic reduction of reagents consumed. In some
cases, miniaturization may enable screening targets, since an enzyme or substrate
may be difficult to obtain in quantities required for microliter scale screening.
The speed of the process can increase, since time spent dispensing liquids is
reduced, and the number of plate manipulations for a fixed number of compounds
is significantly smaller. Even some compound dilution steps may be eliminated



if the nanoliter dispensing technology proves to be accurate enough in dispensing
stock solutions of compounds. The substantial benefits that can be obtained with
nanoscale screening do come at a price. Most instrumentation currently used in
HTS laboratories cannot work with plates at densities higher than 384. Therefore
significant new capital investment in liquid handling and detector instrumentation
is required. Liquid dispensing will move from positive displacement syringe
driven systems to piezo or solenoid valve dispensing systems. These devices
require a much higher level of particle control to avoid obstruction of the flow
paths, but the technology should prove reliable enough for most screening labs.
Experimental conditions such as liquid volume variations due to evaporation,
that were not a concern in 96-well plates, are critical in 1536-well plates and
those of higher densities [44,49]. There is also concern with cell based screens
in this format. Primarily, will enough viable cells make it through the dispensing
heads into each well and produce an adequate detection window? However, even
with the considerable challenges associated with miniaturization screening sys-
tems several factors will continue to push the industry to smaller assay volumes.
The productivity of many combinatorial chemistry efforts continues to expand
the diversity and size of the compound library [47,48]. In addition, large programs
are under way to increase the number of targets discovered through genomics.
These two factors are creating pressure to increase the number of assays per
screen, while increasing the number of targets. Therefore, in an effort to control
costs associated with screening, the industry will continue to move towards higher
density plates.

A term often linked to the development of high-density plates is UHTS.
The number of assays commonly affiliated with UHTS is 100,000 per day. There-
fore it would take processing of a relatively few high-density plates to obtain
UHTS throughput levels. However, introduction of nanoliter dispensing technol-
ogy is not necessarily a requirement for UHTS. The introduction of 96- or 384-
channel liquid handling devices and rapid scanning fluorescence detection
have enabled many laboratories to obtain the 100,000 compounds/day level of
throughput for a select group of screens without the introduction of microfluidics
dispensing techniques and the associated problems.

There are additional new technologies being developed that may evolve
into the next generation of UHTS platform. One of the technologies on the hori-
zon is a system that is capable of performing biochemical analysis or even chemi-
cal synthesis within flowing microchannels. These devices are often referred to
as biochips or genechips [50,51]. The heart of the system begins with a small
(about 2 square inches) flat substrate, such as glass, quartz, or possibly some
polymers that have small channels etched within the block [52]. Typical channel
size is 50 microns wide by 10 microns deep, creating an internal volume of 0.5
nL per every 1 mm of channel length. Channels are etched into the substrate by
means of a mask produced by photolithography, and etching occurs with exposure
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to an acid. The photolithography technology is a proven production technique
for integrated circuits within the electronics industry. Fluid movement through
the microchannels occurs by electrokinetic forces. Microscopic versions of
pumps, valves, reactors, extractors, and advanced separations systems can be
created within the mirochip. For a screen application, channels would be etched
into a pattern to simulate the process flow of reagent additions. For example,
entrance ports and microchannels can be created for compound stock solutions
and diluent. These channels would merge to form a single channel. From this
point, channels supplying substrate, enzymes, or stop agents are added down-
stream. Areas for incubation and detection can also be added. After the reaction
occurs an area of a microchannel will be used as a flow cell for spectroscopic
analysis. Alternately, the chip effluent could be directed into a mass spectrometer
for analysis. These systems seem particularly well suited for biochemical assays,
especially if the reaction kinetics are fast.

VI. CONCLUSION

Drug screening for identifying novel chemical structures for different targets is
moving to HTS and UHTS. The assays have to be simple, homogeneous, robust,
reproducible, and fully automatable to adapt to HTS. The design of a cell based
or an in vitro biochemical assay that is radioisotope based or nonradioisotope
based takes into consideration the type of target, available reagents, assay readout,
and availability of automation equipment. With the advent of homogeneous fluo-
rescence based assays and other novel signal detection technologies and miniatur-
ization strategies (384-, 1536-, 3456-, and 9600-well plates) it is possible to meet
the 100,000 assays per day capacity. The microchip technology coupled with
microfluidic technology or capillary electrophoresis is being developed to meet
the needs of UHTS.
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I. INTRODUCTION

Drug discovery in the pharmaceutical and biotechnology companies has seen
spectacular changes in the last decade mainly due to technological advances in
biology, biochemical assays, genomics, proteomics, combinatorial chemistry,
miniaturization, automation, computerization, and information technologies.
With this technological revolution, drug screening capacities have increased im-
mensely, allowing the pharmaceutical companies to process an increased number
of drug targets rapidly by miniaturization and automation using robots for screen-
ing the large compound decks and combinatorial compound libraries. To bring
a drug to market quickly by reducing the time taken from the target identification
to the drug development, pharmaceutical companies have been implementing an
assembly-line approach by automation of drug screening.

The screen paradigm is given in Figure 1. From the time a target is selected
to screening the compound deck involves the development of assays, optimiza-
tion of assays, screen development, optimization, and validation before screening
the compound deck. The goal of screening groups is to generate a large number
of hit compounds that can be advanced to lead compounds that will be further
advanced to pre-clinical and clinical development [1]. The aim of the pharmaceu-
tical companies is to achieve first-in-class or best-in-class drugs so that they may
become blockbuster drugs. This mandates quality screens and compound decks
that enable the generation of quality hits. The screening groups implementing
innovative screening technologies, by the use of robots, novel assays, and new
miniaturized screening formats, may create a technology gap between the screen-
ing groups and the therapeutic area [2]. If the assays developed in therapeutic



Figure 1 Screen paradigm. General lead generation organizational structure in big
Pharma is given here. The target selection, developing assay reagents, and assay develop-
ment and optimization are usually done in the therapeutic areas in consultation with an
HTS group. The therapeutic area transfers the assay to a centralized HTS group where
the assay and target priority are reviewed. From the assay transferred a screen is developed
and validated. The screen is automated and optimized and then run against the large com-
pound deck (compound collection), which will result in lead generation. Leads will be
confirmed, and the dose–response for those will be determined. Lead information is sent
to the therapeutic area for followup on the leads.
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areas are not compatible with the high-throughput screening (HTS) and ultrahigh-
throughput screening (uHTS), these assays have to be modified or restarted to
develop into good screens, thus delaying screening and impeding on screening
resources. Hence understanding of various screen platforms and thinking very
early in a program to develop assays compatible with HTS will enable screening
groups to process the most efficient way. The therapeutic area biologist who is
familiar with various screen platforms will be in an advantageous position to
evaluate the best assay for the target screening with the identification of a target.
In consultation with screening groups, the best course of the screen can be deter-
mined very early in the conception of the project, which will enable developing
appropriate reagents in sufficient quantities required for the screening of enor-
mous compound decks (compound collections) of the big pharmaceutical compa-
nies.

The HTS hits are taken to lead generation by testing for proof of concept,
and, depending on the pharmacophore, a few of them are taken to lead optimiza-
tion by synthesis of compounds by medicinal chemists to meet the goals set for
a lead compound that can go into preclinical and clinical studies. Lead optimiza-
tion many times needs synthesis of several hundred compounds that have to be
checked for specificity in primary, secondary, and tertiary screens, which necessi-
tates a throughput of medium to high. It is essential to use screens that give robust
signals and can be carried with ease as primary screens.

Sometimes, if developing a very good screen takes several weeks due to
problems in making the reagents and developing a robust assay, but if it is feasible
to assemble a medium-throughput screen with the available reagents, then one
can go ahead with such a screen if it saves time and resources. Some of the
secondary or tertiary assays may not be easy to develop into good screens and
may have to live with the analytical (test tube) assays that are available. Under-
standing various screen platforms will help in arriving at the best screens with
the available equipment and reagents. The quality of leads that will be generated
will be only as good as the quality of the screen and the quality of the compound
library.

The design of the assay depends on the target, the availability of reagents
and plate readers, and the adaptability to miniaturization and automation for
screening. It is always advantageous to develop an assay in the format preferred
by your HTS group so that the screen is validated and run immediately. Because
the deck compounds have to be run in many targets without depleting the com-
pound stocks, it is preferable to develop a screen that can be easily adapted to
higher density plates. 96-well plate assays may be the assays of the past; the
current screening in HTS groups use at least 384-well plates. Although higher
density plates like 1536-, 3456-, and 9600-well plates are in the experimental
stage, in a couple of years, when liquid delivery, mixing, and evaporation are
better understood and regulated, HTS may be switched to these higher density
plate formats.



II. ASSAY FORMATS

Drug discovery until the 1970s depended on low-throughput and single-test-tube
assays. With the advent of multiwell plate assays, the throughput has increased,
and 96-well plates gained popularity in the last two decades. With multiwell plate
availability, spectrophotometers that read 96-well plates have been available for
more than two decades, allowing us to develop HTS assays. Slowly, other 96-
well plate readers, fluorometers, luminometers, scintillation counters, and
multimode plate readers became available. Most of the plate readers now avail-
able have stackers that hotel several plates (10–40 plates). The plate readers with
stackers are very useful for reading end point reactions in several plates, and
these plate readers are compatible with robotic systems to automate fully the
screening process.

A. Plate Sizes

A standard 96-well microplate with 8 � 12 array will have round wells with flat,
conical, or round bottoms. The typical assay volume is 100–200 µL, and volume
has to be � 40 µL for a good mix of reagents. The outside dimensions of the base,
the footprint, recommended by the Society of Biomolecular Screening (SBS) are
a length of 5.030 � 0.01″ and a width of 3.365 � 0.01″ with a � 0.004″ tolerance
[3,4]. Three heights of the plate recommended for 96-well plates are a single
height (0.565 � 0.01″), a double height (1.130 � 0.01″), and a deep well (1.695
� 0.01″) height. The deep well plates can have square wells to increase the
capacity of each well. The lid footprint is length 5.030 � 0.01 and width 3.365
� 0.01″. Since plate manufacturers followed the standard dimensions of 96-well
plates, there has been tremendous development in liquid dispensing, automation,
and plate readers.

To increase the throughput (screening capacity) and save on the reagents
used for screening, higher density plates (384-well plates and the like) are being
tested for HTS in the last 5 years. The conversion from 96-well plates to higher
density plates has been very slow initially. The 384-well plates with a 16 � 24
array have outside dimensions (recommended by the SBS) of 5.030″ and 3.365″
with a � 0.01″ tolerance. The typical assay volume is 25–50 µL. Most of the
liquid dispensing systems and plate readers used for 384-well plates are the same
as those that are used for 96-well plate assays. There are not that many dedicated
384-well plate dispensing and signal reading systems. Hence there is not much
time to be saved, as it takes 4� more time in liquid dispensing and signal reading
compared to 96-well plates, which led to a lack of enthusiasm for 384-well plates
initially. The driving force to go to the 384-well format is miniaturization of the
assay, thus saving on reagents and precious deck library compounds, increasing
the capacity of assays for continuous automated screens, and reducing waste by
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75% (such as used plates), thus saving about 33% of costs (see Chap. 20). Now
most of the drug discovery screening groups have transitioned to screening a
plate format of 384-well plates thanks to the development of excellent instrumen-
tation for accurate, low volume handling and sensitive detection.

Further miniaturization of assays in much higher density plates such as
1536-well plates is now in the testing phase. The liquid dispensing systems and
signal readers for the 1536-well plate are being developed. 1536-well plates with
32 � 48 arrays have outside dimensions (recommended by the SBS) of 5.030″
and 3.365″ with a �0.01″ tolerance. The typical assay volume in the 1536-plate
is 2–10 µL. The inherent problems of assay volumes at the single-digit microliter
and submicroliter level include evaporation, mixing of components, and signal
readouts. There is substantial progress in instrumentation of low-volume liquid
dispensing and sensitive detection. With the development of assay technologies
such as imaging technologies, in a few years screening will probably progress
to the 1536-well plate format and to increased throughput to uHTS. There will
be substantial savings in costs with the adaptation to 1536-well plate screening,
savings in the invaluable library of compounds with several compounds coming
from combinatorial chemical synthesis in small quantities, and it will be possible
to screen several targets that are going to be available from genomics.

A few labs and biotech companies have been using, sporadically in test
mode if not in HTS, 864-well, 3456-well, and 9600-well plates. For these plate
formats to gain popularity, the liquid dispensing systems and plate readers have
to be developed.

There is a new trend to go from plate format to chip-based technologies
where in liquid handling is controlled electronically. Chip technology is now
currently used in genomics and gene expression screening. Although it may take
a few years before this technology becomes a routine screening reality, then the
screening will be very inexpensive, reach uHTS, and deliver hits for lead optimi-
zation, helping in go-no-go decision of a target for further development in a very
short time.

B. Plate Types

Microtiter plates are made of either polystyrene or polypropylene. Polylysine-
coated multiwell polypropylene plates sterilized by UV irradiation are used for
tissue culture. 96- and 384-well microtiter plates are available with conical, flat,
and round bottoms. Depending on the assay, the plate format is selected. For
cell-based assays in adherent cell format, flat bottomed tissue culture plates are
used. For cell-free assays, either round bottomed or conical bottomed plates are
used, which allows a good mix of compounds in smaller volumes. Plates can be
clear, white opaque, black opaque, black with clear bottom, or white with clear
bottom, depending on the application. It is a common practice to use clear plates



for plating the cells in cell-based assays, and treating the cells with compounds,
and aliquots are transferred to read plates, which are black or white plates. In
cell-based assays, with the availability of tissue culture treated white and black
plates with clear bottom, these plates are utilized for growing cells, treating cells
with compounds, and developing the signal and reading the signal directly; or
often the signal is read after covering the clear bottom with an opaque stick-on
paper. Now tissue culture treated white plates with opaque bottom (Packard)
are also available, and cell-based assays can be readily done in these plates. In
radioactive and luminescence- and fluorescence-based assays, opaque plates are
advantageous, because the crosstalk (contribution from the surrounding wells to
the signal in the well being read) is minimized in these plates.

C. Plate Layout

The layout depends on the type of assay, the screening or dose response, the
number of replications, the test compound distribution plate layout, and the type
of readout. If the assay is robust and there are no edge effects, screening is run
in single point with 80 compounds per 96-well plate. The typical plate layout is
identical to the plate layout of the compound plate with the empty wells being
used for standards, controls, and blanks. The first assay plate layout consists of
test compounds in all wells from A1 to H10, whereas A11–H11 and A12–H12
are used for positive and negative controls (Fig. 2A). In another layout, test com-
pounds are in A1–H2, A4–H5, and A7–H12, whereas A3–H3 and A6–H6 are
used for controls and blanks (Fig. 2B). In another layout, test compounds are in
A1–G12 and standards in H1–H12 (Fig. 2C). This layout is mostly used for dose
response, with 6 concentrations in duplicate or 12 concentrations in a row and
duplicates in the next row to determine IC50 or EC50 of the hits. When 8- or 10-
point dose response is run, the Figure 2D plate layout, either columnwise or
rowwise, respectively, can be used. Duplicates can be run, either in adjacent wells
in the same or the next row or in two separate plates in the identical position.
In a 384- or 1536-well plate, suitable layouts can be used depending on the com-
pound plate layout; and if dose response is run, the layout depends on the number
of points and replications. Depending on the plate layout, programs for liquid
dispensing protocols and data processing programs are selected.

Figure 2 Different plate layouts for screening in 96-well plates. (A) In each 96-well
plate, 80 test samples (T) are in A1 to H10, and the standards (St) and blanks (Bl) are in
A11–H11 and A12–H12, respectively. (B) To avoid edge effect the standards and blanks
are placed in A3–H3 and A6–H6, respectively. (C) Dose–response layout with duplicates
in adjacent wells in the same row with 6 concentrations of the compound. (D) Dose–
response at eight concentrations column-wise with duplicates in adjacent wells in the same
row.
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III. ASSAY TECHNIQUES

Assays measure either activation or inhibition. In activation assays, the basal
(control) activity is minimal; some compounds do not increase the activity (inac-
tive compounds), and compounds increase to an expected level (usually greater
than 3σ with defined kinetic values) (active compounds). A compound achieves
complete activation when it reaches the maximal activity similar to the activation
seen with a natural activator such as hormone or ligand (used as gold standard),
and those compounds that do not activate fully are partial activators. In inhibition
assays, the activity of an enzyme, receptor–ligand binding, or receptor functional
activity in the presence of a ligand or an activator is not effected by inactive
compounds, and compounds that show expected inhibition may be taken as poten-
tial leads; with some compounds, complete inhibition (the activity reaches back-
ground) is achieved. Depending on the target, and the biological approach to the
disease, an assay may be developed to identify activators or inhibitors.

The quality of an assay is loosely expressed as a signal-to-noise ratio (S/
N) or signal-to-background ratio (S/B).

S/N �
Mean signal � mean background
Standard deviation of background

(1)

S/B �
Mean signal

Mean background
(2)

However, the S/N ratio does not contain all the information needed to evaluate
the quality of assay. On the other hand, the S/B ratio does not contain any infor-
mation regarding data variation. Thus neither ratio is appropriate in the evaluation
of an assay. Recently, Zhang et al. [5] reported a new parameter, the z′ factor,
for the evaluation of the quality of a biological assay for HTS (for details see
Chap. 20).

z′ � 1 �
(3σ3 � 3σc)

(µs � µc)
(3)

where σs is the standard deviation of the sample and σc is the standard deviation
of the control, µs is the mean of the samples, µc is the mean of the controls, and
(µs � µc) defines the usable dynamic range of the screen. The z′ factor is a useful
tool for the evaluation, comparison, and validation of any bioassays in general
and HTS assays in particular. The z′ factor around 1 is an ideal assay for HTS,
� 1–0.5 is a good assay, � 0.05–0.1 is a moderate assay, and 0 or � 0 is a
very poor assay that cannot be used for HTS.

The assay methods can be broadly divided into two groups: (1) in vitro
(cell-free) biochemical assays that are used for enzyme assays and receptor bind-
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ing assays, and (2) cell-based assays. The assays in these two groups may be
either heterogeneous or homogeneous types. The traditional assays about two
decades before were single tube analytical assays with low throughput. Although
the compound deck size was relatively small, the screening of each target took
several months, and screening groups were able to handle only a handful of
screens. The gradual transformation of screening to the plate format and improved
engineering, spectroscopic, and biochemical techniques enabled workers to de-
velop very sensitive homogeneous and heterogeneous assays with increased
throughput and automation of the screening, allowing them to screen increased
sizes of compound libraries, with reductions in the costs of materials and screen-
ing time. With the development of highly sensitive assays and the availability
of higher density plates and sensitive plate readers that can read high-density
plates, screening is progressing to uHTS.

IV. IN VITRO (CELL-FREE) ASSAYS

Cell-free assays include simple to very complex systems (Fig. 3). These biochem-
ical assays include enzyme assays, protein–protein interactions, and membrane
receptor–ligand and soluble receptor–ligand binding assays. The advantages of
in vitro biochemical screening include more ready accessibility of the compounds

Figure 3 Cell-free biochemical assays. The in vitro assays are mainly classified into
heterogeneous and homogeneous assays and subdivided into radioactive and nonradio-
active assays.



to the target, easy identification of the target of the compound without any ambi-
guity, a well-defined mechanism of action, the possibility of developing inexpen-
sive screens, the easy adaptability to newer technologies, amenability to miniatur-
ization, and more ready automation [6].

A. Heterogeneous Assays

Heterogeneous assays are multistep assays that involve multiple additions, incu-
bations, washings, transfers, filtrations, and readings of the signal. These assays
are labor intensive, with complicated steps, and generally are difficult to automate
and run as HTs. Radioactive and nonradioactive heterogeneous methods have
been in use.

1. Nonradioactive Heterogeneous Assays

Enzyme immunoassays are very widely used in vitro assays.

Enzyme Linked Immunosorbent Assay (ELISA). ELISAs are the most
commonly used in vitro assays in multiwell format. ELISAs are heterogeneous
assays that typically use a detection system composed of a primary antibody for
antigen recognition coupled to a secondary antibody conjugated with an enzyme
(horseradish peroxidase or alkaline phosphatase) for signal amplification with an
appropriate substrate. In the ELISA the substrate is coated on the surface of the
plate, and an enzyme reaction is performed that converts the substrate to the
product; a product-specific antibody couples to the product on the surface and
then there is interaction with the secondary antibody–enzyme conjugate. After
each step, the plates are washed to remove excess reagents. The bound secondary
antibody–enzyme conjugate is measured after incubation with substrate that
yields a color, fluorescence, or chemiluminescence signal, the last being most
sensitive. For example, in the protein tyrosine kinase assay, a poly(Glu-Tyr
4:1) peptide substrate is coated to the microplate wells, and after a protein ki-
nase reaction, tyrosine phosphorylated (PY) peptide (the product) is coupled to
PY monoclonal antibody, which in turn is coupled to peroxidase-labeled goat
antimouse IgG secondary antibody; color is developed by incubation with o-
phenylenediamine, and this color is read at 492 nM in a plate reader [7].

A simple enzyme immunoassay consists of an enzyme substrate attached
to a microplate well surface; the product formed is coupled to a product-specific
antibody labeled with an enzyme detection system or a fluorescent tag. For ex-
ample, in a protein tyrosine kinase assay a microplate is coated with poly(Glu-
Tyr 4:1) peptide substrate; after enzyme reaction, the phosphorylated peptide is
coupled to the Eu-labeled PY antibody, washed, treated with enhancement re-
agent, and read in a fluorometer (excitation 320 nM and emission 615 nM) [8].
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2. Radioactive Heterogeneous Assays

Assays utilizing radiolabeled compounds are very commonly used because of
their high sensitivity and robustness, despite handling hazards and radioactive
waste generation. Receptor–ligand binding assays, until recently, have utilized
radioactive ligand binding to receptor membranes and cells. Protein phosphoryla-
tion assays mainly used 33PO4 or 32PO4 transfer from [33P or 32P]-ATP. The classi-
cal methods of separation of radioactive products from radioactive substrates
consist of filtration, adsorption, and precipitation, and the throughput by these
methods is considerably low.

Filtration Assays. In the conventional method, the radioactive product is
separated from the radioactive substrate by filtration through glass-fiber filters
followed by washing several times. After drying the filter at room temperature,
the filter is transferred into a vial, scintillant is added and counted in a scintillation
counter. About 15 years back, filter manifolds (Millipore, Bedford, MA) that can
hold multiple filters were in use for filtration. Later, with the availability of 8�12
array filtration systems (Tomtec, CT), the reaction contents from a 96-well micro-
titer plate are filtered through a large filter, sandwiched between an 8�12 block,
and washed. After adding scintillant, the filter is countered in a Beta plate counter
(Wallac, Turku, Finland). Now 96-well filter plates (Packard, Meriden, CT; Poly-
filtronics and Millipore) and filtration units (Packard, Millipore) have facilitated
quick separation and washing. After washing, the plate is air-dried, the bottom
of the plate is sealed, scintillant is added, the top of plate is sealed, and the plate
is counted in a MicroBeta (Wallac) or a Topcount (Packard) scintillation plate
counter. The throughput of filtration assays increased considerably with 96-well
filter plates, filtration units, and plate counters.

Adsorption Assays. In protein kinase reactions the phosphorylated prod-
uct (acidic) by ionic interaction is captured on phosphocellulose filters; filter
washed, air-dried and transferred into a vial; scintillant is added, and the vial is
counted in a scintillation counter. Recently, biotinylated peptide has been used
as a substrate, and the phosphorylated product is captured on a streptavidin filter
or a streptavidin-coated filter plate; the free [32P or 33P]-ATP is removed by wash-
ing, the filter is transferred into a vial; scintillant is added, and the vial or plate
is counted in a scintillation counter [9].

Precipitation Assays. In the traditional enzyme assays, the radiolabel
from the substrate is transferred to a protein acceptor, and the radiolabeled prod-
uct is isolated by precipitation with trichloroacetic acid (TCA); the precipitate is
collected by filtration and washing, the filter is transferred into a vial, and the
vial is counted after the addition of scintillant. In the farnesyl-transferase assay,
the transfer of 3H-farnesylpyrophosphate to farnesyl-transferase is assayed by



precipitation with TCA; then the TCA extract is filtered onto a filter, washed,
and counted after the addition of scintillant [10].

Radioimmunoassays. The radioimmunoassay is a classical method for
measuring hormones, ligands, and other biomolecules. In the insulin radioimmu-
noassay, insulin in samples is measured by incubating sample with 125I-insulin
tracer and insulin antibody and protein-A coated beads into test tubes or wells
of microtiter plates; the beads are settled by centrifugation, the supernate is re-
moved, and the radioactivity associated with the beads is assayed by direct count-
ing of the tubes in a gamma counter or after adding scintillant microtiter plates
are counted in a scintillation plate counter [11].

Variations of the radioimmunoassay protocol have been used with biotin-
streptavidin systems, wherein biotin-labeled substrates are used in enzyme reac-
tions and the radioactive-labeled products are captured either on streptavidin-
coated plates or on streptavidin-coated membranes [9].

B. Homogeneous Assays

Homogeneous assays are one-pot assays with no transfer or wash steps. In the
classical assay, all the reagents are added in one step or in multisteps, and the
signal is read in a plate reader. The assays are radioactive, chromogenic, ab-
sorbance, fluorescence, or luminescence assays. These assays are either radio-
active or nonradioactive assays. The homogeneous assays are liquid-phase, solid-
phase or bead-based assays (some of them are discussed in detail in Chap. 4).

1. Radioactive Homogeneous Assays

The radioactive homogeneous assays are based on scintillation proximity assays
(SPA) with either SPA beads or scintillant-coated plates. The principle of SPA
is that when a radioactive molecule binds to a scintillant-coated solid phase (bead
or microplate), the radio isotope is brought in close proximity to the scintillant,
giving a signal that can be measured in a scintillation counter. Radioactive mole-
cules that are not bound will not be in close proximity and will fail to give signal
and need not be separated from bound radioactive molecules.

SPA Bead Technology. When a tritium atom decays, it releases a β-parti-
cle with an energy of 6 KeV and a mean pathway of 1.5 µm. If this β-particle
meets with a suitable scintillant molecule within 1.5 µm of being released, the
particle will emit light that can be measured in a scintillation counter [12]. But
if the particle travels a greater distance than 1.5 µm, it will not have enough
energy to cause scintillation. The path lengths for other isotopes, 35S, 33P, and
125I, are 66, 126, and 17.5 µm, respectively, and these isotopes will produce light
if the radioactive particles come in contact with scintillant molecules within their
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respective distances. Two types of beads, polyvinyl toluene and yittrium silicate,
area used in SPA. In SPA bead technology, scintillant is incorporated into small
fluoromicrospheres (beads) that are derivatized to bind specific molecules. The
radioactive molecule bound to the SPA bead is in close proximity to the scintillant
on the bead and stimulates the scintillant to emit light, whereas the unbound
radioactive molecule will be too distant, and the particle energy will not reach
the scintillant on the bead nor emit light. SPA bead technology can be applied
to enzyme assays, receptor binding assays, radioimmunoassays, protein–protein
interactions, and PCR quantitation assays [13].

SPA bead technology is the proprietary technology of Amersham (Arling-
ton Heights, IL). In a protein tyrosine kinase assay, biotin-labeled peptide sub-
strate is incubated with 33P-ATP, protein tyrosine kinase, and streptavidin-coupled
SPA bead. The phosphorylated peptide binds to the streptavidin SPA bead, and
the radioactive label is in close proximity to the scintillant on the bead and emits
light that can be measured in a scintillation plate counter [14]. Receptor–ligand
binding assays with membrane receptors have used wheat germ agglutinin coated
SPA beads for the detection of receptor-bound ligand [15]. Nuclear receptors
(soluble receptors) engineered as fusion proteins with the His6 tag or derivatized
with biotin have been used to develop homogeneous receptor–ligand binding
assays with SPA copper beads or SPA streptavidin beads, respectively.

SPA Plate Assays. The SPA plate assays consist of 96-well microplates
containing scintillants either incorporated in the plastic (ScintiStrps, Wallac) or
layered on the bottoms of the wells (FlashPlate, NEN, Boston, MA). The scintil-
lant plate surface is coated with a protein (streptavidin, antibody, or secondary
antibody) that binds the radiolabeled product, bringing the radiolabel in close
proximity to the scintillant and giving a signal (detailed in Chap. 4). A nonradio-
active substrate can be coated onto the plate, and reaction produces radiolabeled
product that will be in close proximity to the scintillant and produce a signal.
The signal is proportional to the radioactive molecules bound to the SPA medium.
Some biomolecules like streptavidin-precoated generic SPA plates are commer-
cially available. The SPA plates have been used for enzyme assays, receptor
binding assays, and radioimmunoassays [16].

2. Nonradioactive Homogeneous Assays

The majority of the nonradioactive homogeneous assays are fluorescence-based
assays. Bead-based methods are becoming increasingly popular for screening
assays.

Chromogenic Assays. Screens based on chromogenic assays have been
used for enzyme assays. The substrate containing chromophore is colorless, but
when the chromophore breaks away from the substrate it yields color, and the



absorbance at λmax is read in a plate reader. The assay can be easily automated
and is inexpensive. The limitation of this type of assay is the lack of sensitivity
compared to fluorescence and radioactive assays, e.g., in the β-glucuronidase
assay, the substrate p-nitrophenyl β-glucuronide is colorless, but the p-nitrophe-
nol formed in the reaction under alkaline conditions is colored, and absorbance
at 415 nM is measured [17]. For enzymes that generate phosphate or pyrophos-
phate such as phosphatases, malachite green dye method (absorbance at 660 nm)
can be used.

Absorbance Assays. In enzyme assays, where the substrate absorbs light
in the UV region and the reaction product has no absorbance, or vice versa,
absorbance assays could be used for quantitation of the reaction by reading in a
plate reader. In some reactions, though neither the reaction substrate nor the prod-
uct has UV absorbance, the substrate or product could be coupled to another
enzyme assay that can be monitored by absorbance, e.g., in the ATP–citrate lyase
enzyme reaction, oxaloacetate, ADP, and acetyl CoA are formed from the re-
actants ATP, citrate, and coenzyme A. The oxaloacetate formed is utilized as a
substrate for malic dehydrogenase that uses NADH, which has absorbance at 340
nm, giving rise to NAD, which has no absorbance [18]. Thus with the coupled
enzyme assay, the ATP–citrate lyase reaction is followed by the disappearance
of absorbance of NADH at 340 nm.

Fluorescence Assays. Fluorescence assays are 100 to 1000 times more
sensitive than colorimetric or spectrophotometric assays. Fluorescence methods
are becoming the popular nonradioactive methods for HTS with the availability
of 96-, 384-, and 1536-well plate readers. Several fluorescence detection methods
are being used for HTS that include fluorescence intensity, fluorescence reso-
nance energy transfer, homogeneous time-resolved fluorescence resonance en-
ergy transfer, fluorescence correlation spectroscopy, fluorescence polarization,
and fluorescence life-times.

fluorescence intensity assays. These assays include fluorogenic
assays and fluorescence quench assays. In fluorogenic assays, the reactants are
nonfluorescent, and the reaction produces a fluorescent product; the reaction is
monitored as an increase in fluorescence signal, e.g., in the β-glucuronidase assay,
umbelliferyl β-glucouronide, which is nonfluorescent, serves as a substrate, and
umbelliferone produced in the reaction is fluorescent in alkaline conditions (see
Chap. 4) [17]. An improved fluorogenic substrate, 6,8-difluro-4-methylumbellif-
erylphosphate, was used as a substrate for acid phosphatase with a 10-fold higher
fluorescence signal [19]. Nucleic-acid-specific dyes, when bound to nucleic acid,
produce fluorescence signals. PicoGreen dye binds specifically to double-strand
DNA, OliGreen to single-strand DNA, RiboGreen to RNA [19]. These dyes have
been used for quantitative estimation of the respective nucleic acids and in assays
monitoring the synthesis or hydrolysis of nucleic acids.

The fluorescence of a fluorescent group covalently linked to substrate is
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quenched and the reaction cleaves the substrate, freeing the fluorescent group
and giving rise to a fluorescence signal in fluorescence quench assays, e.g., the
peptidase assay with bisamide of R110 as substrate and enzyme action produces
R110 monoamide and R110, which are fluorescent [19].

fluorescence polarization. Fluorescence polarization (FP) and an-
isotropy are interchangeable terms and measure the same process. When a fluor-
ophore is excited with polarized light, the emitted light is also polarized. The
polarization value of a molecule is proportional to the rotational relaxation time
and depends on the molecular volume under defined conditions (see Chap. 4 for
more details). In FP assays, the molecular size is proportional to the polarization
of the fluorescence emission. The FP assays can be classified into three different
modes (Fig. 4).

1. Size increase: When a small fluorescent molecule binds or transfers
fluorescent group to a large molecule results in an increase in the size of the
fluorescent molecule adduct, resulting in increase of FP signal.

A variation of this will be a competition assay in which a drug compound
competes with the tracer fluorescent small molecule for binding or transferring
to a large molecule, thus reducing the FP signal.

2. Size reduction: A bigger fluorescent molecule is degraded to a smaller
fluorescent molecule as in the case of proteases or nucleases, resulting in loss of
polarization signal.

3. Indirect assays: (a) The direct immunoassay, in which the fluorescent
substrate is converted to a fluorescent product and immunocomplexed with prod-
uct-specific antibody, thus forming a bigger adduct, resulting in gain of FP signal
[21].

(b) A competitive immunoassay, wherein the nonfluorescent product com-
petes with the fluorescent product (used as a tracer) in coupling to the product-
specific antibody, reducing the FP signal [22, 23].

(c) Similarly, a peptide or nucleotide substrate with biotin and fluorescent
tags at the opposite ends of the molecule; when cleaved by protease or nuclease
activity, the fluorescent portion is separated from the biotin-containing region,
resulting in a reduction of the fluorescent molecule binding to avidin; conse-
quently the FP signal is reduced.

FP is a well-known technique in diagnostics. FP is a simple homogeneous
assay format adaptable to a variety of assays: enzyme assays including protein
tyrosine kinases [21–23], protein serine and threonine kinases [24], adenosine
transferase [25], immunoassays for cAMP [26], and receptor–ligand assays [27].

fluorescence resonance energy transfer (fret) assays. A donor
and an acceptor fluorophore are requiredto be in close proximity for FRET to
occur. The emission of the donor has to overlap with the excitation of the ac-
ceptor, and in many cases the donor and acceptor fluorophores are different (see
Chap. 4 for details). FRET assays include quench or quench relaxation assays.
When the donor and the acceptor fluorophores are in close proximity to each
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other, the fluorescence is quenched through intermolecular or intramolecular res-
onance energy transfer. If this intermolecular resonance energy transfer is pre-
vented between the fluorophores, or if intramolecular resonance energy transfer
is disrupted due to cleavage of the substrate, the result is an increase of the fluo-
rescence intensity of the donor fluorophore. The FRET assay is widely used for
protease assay with peptide substrates containing FRET pair of fluorophores such
as 5-(2-aminoethylamino) naphthalene-1-sulfonic acid (EDANS) as donor at the
C-terminus, which is quenched by the acceptor 4-(4-dimethylaminophenylazo)
benzoic acid (DABCYL) at the N-terminus. Protease action cleaves the peptide,
separating the donor and acceptor fluorophores, disrupting the intramolecular
quenching, and increasing the fluorescence intensity [28].

homogeneous time-resolved fluorescence (htrf)/time-resolved
fret (trfret). Time resolution in fluorescence signal detection is gaining
importance in HTS. In time-resolved fluorescence (TRF), lanthanide chelates
with long lifetimes of 100 to 1000 µs are used, and the fluorescence emission is
measured after a time delay. The advantages of TRF in HTS include sensitivity,
robustness, and minimization of interference from background prompt fluores-
cence. FRET is the most common format of TRF used in HTS, wherein lanthanide
serves as a donor and allophycocyanine (APC) (a phycobiliprotein from red al-

Figure 4 Different modes of fluorescence polarization assays. 1. Increase in size. When
a small fluorescently labeled substrate or ligand molecule binds to a macromolecule, due
to rotational constraints it orients in the plane of polarization; the emitted light is polarized,
resulting in increased FP value. 1a. A variation of this: a test compound competes with
the fluorescent molecule, thus reducing the association of the small fluorescent molecule
with the macromolecule. 2. Decrease in size. When a large fluorescent molecule (high FP
value) is hydrolyzed, releasing a small fluorescent molecule, which rotates freely in solu-
tion and orients randomly in the plane of polarization, it results in a decrease of FP value.
3a. Direct immunoassay. A fluorescent small molecule substrate is converted to product,
and the fluorescent product conjugates with product-specific antibody, resulting in a con-
strained large molecule, and the FP value increases. The amount of product formed is
proportional to the increase in FP signal. 3b. Competition immunoassay. A small molecule
substrate is converted to product, which competes with fluorescent product (as tracer) for
product-specific antibody, thus reducing the amount of fluorescent product conjugated to
the antibody and hence reducing the FP value. The amount of product formed is propor-
tional to the decrease in FP signal. 3c. When a molecule with a fluorescent group at one
end and a biotin group at the other end is used as a substrate for a hydrolyzing enzyme,
the fluorescent group is separated from the biotin-containing product by enzyme reaction.
The biotinyl product without a fluorescent group will bind to avidin but not the fluorescent
product. The substrate containing both biotin and the fluorescent group binds to avidin
with high FP value. As the substrate is converted to product there will be a loss of FP
signal because the fluorescent group binding to avidin is decreased.



gae) as an acceptor, resulting in long-lived fluorescence of the acceptor. HTRF

is a proprietary technology of Cis-Bio International (France) and Packard Instru-
ments Company (Meriden, CT), wherein Europium cryptate is used as a donor
and XL665, a modified APC, as an acceptor [29]. Lance is another proprietary
technology of Wallac (Turku, Finland), wherein lanthanide chelates are used as
donors [30]. With Eu3� chelate as a donor, Cy5 (an APC) is used as an acceptor,
and with Tb3� chelate as a donor, rhodamine serves as an acceptor. The applica-
tions of HTRF/Lance assays include protein–protein, DNA–DNA, DNA–RNA,
and DNA–protein interactions, enzyme assays, immunoassays to quantitate bio-
molecules, and receptor–ligand assays.

fluorescence correlation spectroscopy. In fluorescence correla-
tion spectroscopy (FCS) measurements, temporal fluctuations in the fluorescence
signal detected from the diffusion of individual fluorescent molecules into and
out of a small tightly focused confocal element are analyzed by autocorrelation
techniques [31]. The average number of fluorophore molecules in the detection
volume, i.e., concentration, the average brightness per molecule, and the diffusion
time of the components can be obtained from the FCS autocorrelation data. FCS
assays can be miniaturized to uHTS without losing sensitivity. Mass-dependent
FCS screens are applied for ligand–receptor assays, enzyme assays like protease
assays, and protein kinase assays. Mass-independent FCS assays based on fluo-
rescence intensity changes include protease assays in which a quenched substrate
is cleaved with increased fluorescence.

fluorescence lifetime assays. The fluorescence lifetime of a fluoro-
phore is a characteristic value and is not influenced by spurious background sig-
nals. Fluorophore lifetimes are measured using pulsed or phase-modulation tech-
niques. In the pulsed technique, the sample is illuminated with a pulsed laser,
and the fluorescence intensity decay is measured as a function of time. In the
phase-modulation technique, the sample is illuminated with a modulated continu-
ous light, and the fluorescence lifetime is measured from the shift of the modula-
tion of the excitation light and the fluorescence emission. A microplate-compati-
ble reader for the measurement of lifetimes is available at present, and an HTS-
compatible plate reader is being developed by LJL Biosystems.

Bead-Based Technologies. Beads have been used as solid supports for a
long time. Considerable improvements in bead technology permit a variety of
beads varying from 20 nm to several millimeters in diameter. Beads are used
extensively in HTS assays, since they are a convenient and cost-effective means
of performing separations, localizing interactions, and labeling binding events
[32]. The SPA bead produced by Amersham is the first bead-based assay used
in HTS. SPA bead technology uses radioisotopes and is described in Sec.
IV.B.1.a. Here other bead technologies using nonradioactive methods will be
discussed.
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amplified luminescence proximity homogeneous assay (alpha).
Alpha screen (Biosignal, a Packard company, Meriden, CT) uses a donor bead
containing a photosensitizer that absorbs light at 680 nm and converts ambient
molecular oxygen to generate chemiluminescence at 370 nm if the acceptor bead
is in close proximity, within 200 nm [33]. The chemiluminescence energy immedi-
ately excites a flurophore in the acceptor bead that emits long-lived fluorescence at
520–620 nm. The long lifetime (0.3 s) of this fluorescence signal allows measure-
ments in time-resolved mode reducing the background. Alpha screen applications
include enzyme assays such as protein kinases and proteases, immunoassays such
as cAMP, and protein–protein and protein–DNA interactions.

fluorescence microvolume assay technology (fmat). FMAT

(PE Biosystems, Foster City, CA) is a homogeneous fluorescence imaging assay
format used for cell-based and bead-based assays; it measures the fluorescence
of Cy5-based flurophores associated with cells or beads [34]. A 633 nm He/Ne
laser scans a 1�1 mm area of the cells or beads settled at the bottom of the well.
The effective concentration of the fluorophore on a bead or cell is greater than
the background fluorescence and is discriminated from unbound background flu-
orescence. FMAT employs a unique macro confocal imaging system with a He/
Ne laser that automatically focuses on and scans fluorescently labeled cells or
beads resting on the bottom of the inner surface of the multiwell plate. FMAT
has been used for protein kinase, protein–protein interaction, and receptor bind-
ing assays [34]. This technology has also been applied to ELISA type assays
called fluorescence linked immunosorbent assays (FLISA). Assays can be multi-
plexed using different size beads and different fluorophores, as the reader with
two PMTs is capable of reading two fluorophores simultaneously. IL-6 and IL-
8 peptides in the growth media of cytokine stimulated HUVEC cells in the same
wells of a 384-well plate have been detected successfully [35].

microvolume fluorometry. Affymax (Palo Alto, CA) has developed
microvolume fluorometry (MVF), which is similar to FMAT. In the MVF, recep-
tor-coated particles (whole cells expressing the receptor can also be used as the
receptor-coated particles) are stained when a Cy5- or Cy5.5-labeled ligand binds;
the localized signal is measured in a modified capillary fluorometer that is de-
signed to detect fluorescence from Cy5 and Cy5.5 [36]. The MVF scans a 1 mm2

area, and the emitted light is collected by two PMTs, one for measuring Cy5 and
the other for measuring Cy5.5. In multiplex receptor binding assays for IL-1R
and IL-5R, each receptor was immobilized on a different size bead, and the bind-
ing affinities obtained for different ligands in the 864-well plate were similar to
those of the radioligand binding assay [36].

laser-scanning imaging. This is similar to FMAT in principle and has
been used to assay cell or bead fluorescence; it has been used for receptor assays
and protein–protein interactions [37]. It also can be used for multiplexing with
different size beads and fluorophores.



microvolume two-photon excitation. Two-photon systems can
suppress background effectively by optical filtering. In two-photon excitation,
the excitation of fluorescent molecules is in three-dimensional focal volume [38].
Amino-modified polystyrene microspheres (3.1 µm) covalently coated with anti-
body and the antigen bound can be quantified from individual microparticles
by the use of two-photon excitation of fluorescence. The infrared 1.064 µm
two-photon laser beam is not absorbed by biological materials, making it possi-
ble to assay blood samples. Whole cells can also be used in place of microparti-
cles. The sensitivity and dynamic range obtained by this method suggests that
this method will be an inexpensive method for measuring biomolecules in solu-
tion.

electrochemiluminescence (ecl). ECL is based on an amplified sig-
nal using ruthenium chelate; it is called the Origen system and is from IGEN
(Gaithersburg, MD). In ECL, low voltage applied to an electrode triggers an oxi-
dation–reduction reaction of ruthenium. Tripropylamine is consumed in the oxi-
dation process, and the ruthenium chelate is recycled, enabling the label to go
through several redox cycles in the read-time. ECL technology has been applied
to immunoassays, enzyme assays, protein–protein, and nucleic acid quantita-
tion [39].

magnetic bead-based screening. Receptor (binding region of the re-
ceptor protein) IgG fusion protein is bound to anti-IgG-coated magnetic beads
(Chugai Pharmaceuticals, San Diego, CA) and screened with a phase-peptide
library, and the nonbinding phase is washed. This method identifies compounds
that bind to specific receptors, unlike in the traditional cell-based assays, where
the interaction could be to a nonspecific receptor. The bead-based assays are
more sensitive (by at least an order of magnitude) than the cell-based assays.

flow cytometry. This is a microparticle-based flow cytometric method
described by Becton Dickinson (San Jose, CA). It can be used for simultaneous
measurement of multiple cytokines in the test samples. Polystyrene beads are
dyed with fluorescence dyes to different intensities, and each intensity bead is
coupled with a different antibody and has been used for multiplexing in a FAC-
Scan flow cytometer. In the sandwich assay (bead-Ab-cytokine-Ab), a second
detector antibody coupled to fluorescent dye phycoerythrin that emits at 585 nm
has been used to quantitate the cytokines [40]. The bead population can be sepa-
rated by flow cytometry, and multiple cytokines can be simultaneously detected.

V. CELL-BASED ASSAYS

Cell-based assays closely mimic the environment of a living cell and have been
used for confirmation of leads coming from primary in vitro biochemical screens.
Cell-based assays are used for targets where biochemical assays are not available.
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Cell-based assays also give information about cellular interactions with the target
and also shed light on the stability of compounds [41]. Traditionally, the cell-
based assays have been low throughput or medium throughput due to the cumber-
some steps involved. With the advances in molecular, assay, and instrumentation
technologies, now homogeneous high-throughput cell-based assays are available
for primary screening. Like biochemical assays, cell-based assays can be divided
into heterogeneous and homogeneous assays (Fig. 5).

A. Heterogeneous Assays

The heterogeneous assays consist of radioactive and nonradioactive assays. Non-
radioactive assays are mainly ELISA assays.

1. ELISA Assays

Cells are treated with compounds, and the cellular changes are assayed by ELISA
assays. Cell-based assays for screening receptor-mediated changes in signal trans-
duction like cAMP can be measured in the cell extracts by ELISA assays.

Figure 5 Cell-based assays. Cell-based assays are mainly dealt with as heterogeneous
and homogeneous assays. Heterogeneous assays are divided into nonradioactive and radio-
active assays. Homogeneous assays are further divided into microbe-based and mamma-
lian cell-based assays.



2. Radioactive Assays

The assays involving radioisotopes are generally limited to receptor-binding
assays and quantitation of biomolecules like hormones in cell extracts by radio-
immunoassays.

Filtration Assays. Cell-based receptor-binding assays can be screened by
filtration assays as described in Sec. IV.A.2., Filtration Assays.

Radioimmunoassays. Whole-cell assays in which changes in cell contents
due to the treatment with compounds are assayed by radioimmunoassays as de-
scribed in Sec. IV.A.2., Radioimmunoassays.

Cell Proliferation Assays. The classical cell proliferation assays consist
of 3H-thymidine incorporation into DNA or 51Cr release. The assay consists of
incubating the cells with 3H-thymidine, removing the extracellular radiolabel by
washing, and counting the cell-associated 3H-thymidine. This assay at best is
medium throughput, and alternate dye-binding HT methods have replaced this
assay.

B. Homogeneous Assays

The homogenous cell-based assays can be done in microbes, yeast, or mammalian
cells. These assays consist of growing the cells, treatment of the cells with com-
pound, and developing and reading the signal. The homogeneous cell-based assay
refers to the assay in a single step or multiple step additions in the same well of
a microtiter plate.

1. Microbe-Based Assays

Microbe-based screening has been used to find antibacterial agents and cytotoxic
anticancer agents (see Chap. 5). Mammalian proteins can be expressed in micro-
bial cells at high levels often as in insoluble aggregates as inclusion bodies. Mam-
malian proteins undergo posttranslational modifications in the cells that are essen-
tial for biological activity of some proteins, and these modifications are absent
in microbial systems limiting the use of expression to those proteins that are
not affected by posttranslation modifications. Microbial-based screens are less
expensive than the mammalian cell-based assays, as the reagents used for cell
growth medium are inexpensive compared to tissue culture reagents, and microbe
growth conditions are simpler than for the mammalian cells.

Antibacterial Activity. In HTS for finding new antibiotics, the antibacte-
rial activities of compounds are tested by diffusion experiments in agar medium.
Two gram-positive and two gram-negative strains are seeded in the medium, and
compounds are spotted on the surface medium. Following overnight incubation,
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the size of the inhibition zone is determined by measuring the zone diameter.
These assays have been automated with robots under sterile environment in major
Pharma [42].

Growth/No Growth Assays. With functional expression of homologous
or heterologous targets in microbial systems like E. coli or Saccharomyces, ren-
dering the cell dependent on the target expressed, a growth or no growth (of the
microbe) type of screen can be developed (see Chap. 5).

Rescue Type Assays. High-level expression of a protein that induces cell
lysis in a microbe can be rescued by compounds that inhibit the function of that
protein. Thus a functional protease screen can be designed by expression of the
protease and by insertion of a peptide sequence of a protease substrate within an
important protein. When this protein is cleaved by the protease loses its functional
activity, and growth is inhibited. Compounds that inhibit protease can rescue the
growth [43].

Reporter-Based Assays. SOS response involves the activation of several
genes, and when coupled to a reporter the SOS response can be monitored by
the reporter activity. For inhibitors of topoisomerase and gyrase, a screen with
β-galactosidase receptor was used in which SOS response leads to the overexpres-
sion of β-galactosidase [42]. In the reporter assays, a target protein is coupled
to a promoter (transcriptional factor) that in turn is coupled to a reporter protein
like β-galactosidase, luciferase, or chloramphenicol acetyl transferase. Thus a
target protein is engineered in the extracellular domain of the ToxR protein in
E. coli. When compounds bind to the target protein, promote dimerization of the
extracellular domain of hybrid ToxR protein, which activates the toxR promoter
and consequently activates the expression of reporter and can be easily read in
a plate reader [44].

Yeast Expression. As yeast offers null background for human receptors,
human GPCRs along with appropriate mammalian G-proteins can be expressed
in yeast coupled to the pheromone signaling pathway to screen for agonists and
antagonists [45,46]. A yeast-based functional transcription assay for human pro-
gesterone receptor in 384- and 1536-plate format has been reported [47].

Two-Hybrid Systems. The classical yeast two-hybrid system in Saccharo-
myces cerevisiae is frequently used to identify protein–protein interactions, to
screen libraries for isolating and identifying genes that encode interacting partners
for a protein of interest [48]. Yeast two-hybrid systems have been used for detec-
tion and analysis of protein–protein interactions to identify interacting proteins.
The two-hybrid system has been used for identification of interaction partners
for the protein sequences generated from human genome sequencing, thus finding
the functional activity (see Chap. 5). In the yeast two-hybrid screening method



a particular protein of interest is used as a ‘‘bait’’ to discover the interacting
proteins [49]. Yeast two-hybrid screens have been used for functional receptor–
ligand interactions [50]. Yeast two-hybrid screens can be used for identifying
drugs that disrupt two-hybrid interactions. In a variation of the yeast two-hybrid
method, a third protein is expressed along with the usual activating domain (AD)
and binding domain (BD). This third protein may promote an interaction by inter-
acting with both hybrid proteins, or the third protein may prevent the formation
of a two-hybrid complex [48].

2. Mammalian Cell-Based Assays

Functional cell-based assays and receptor binding assays can be performed with
intact cells. Advances in assay technologies have made it possible to miniaturize
the assays and use these assays as primary assays. Unlike biochemical assays,
cell-based assays take several days before initiation of the assays and from initia-
tion to completion may take several hours. The readouts of homogeneous format
are radioactive, luminescence, or fluorescence. In designing and evaluating cell-
based assays for screening it is important to have a good cell line and to develop
robust and reliable assays.

Cells recombinantly engineered with target protein gene, stable expression
of the target protein is the preferred way to develop cell-based assays. Sometimes
transiently expressed target genes also are used in secondary functional assays,
but not for screening large libraries. Transient expression can vary batch to batch
and needs a large amount of DNA for transfection of a large number of cells; it
is not practical for HTS because it is laborious, requires large amounts of re-
agents, and cannot maintain quality control day to day. When recombinant cells
cannot be used because of intellectual property issues, a natural cell line with
higher expression of the target protein can be used. Some of the requirements
for mammalian cells used in HTS are that the cell line should only require com-
mon tissue culture reagents; it should only require standard incubation conditions
such as 5% CO2 and 37°C; the doubling time of the cells is preferably less than
48 h; the signal should be stable for at least 20 passages; the assay should not
require too many cells (� 100,000/well); it should be free of mycoplasma; cells
from frozen stock should be viable without alteration in the growth curve; and
the target protein should be expressed at a high enough level in the cells. The
assay should be robust, with a signal-to-noise ratio of at least 4:1 and little fluc-
tuation in replicates; the assay performance should be consistent from day to day;
ideally the assay signal should not vary with passage and cell density; and the
assay should be amenable for miniaturization.

Radioactive Assays. Cell-based radioactive homogeneous assays have
been used for functional assays and receptor–ligand assays.

receptor binding assays. Receptor binding assays with membrane re-
ceptors can also be assayed with whole cells, either adherent or suspension cells,
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with a radioligand. A homogeneous SPA assay can be developed using WGA-
SPA beads and cells in suspension. SPA assays also can be performed in Cytostar
plates (Amersham) with adherent cells, or suspension cells in FlashPlates using
WGA-coated FlashPlates (NEN Life Sciences).

gtp-γ-s binding assays. Agonist binding to a GPCR results in confor-
mational change in the receptor activating G-protein. The oligomeric G-protein
with bound GDP is inactive, and activation involves exchange of GTP for GDP
followed by dissociation of subunits to the α subunit (which binds GTP) and the
βγ complex, which activate or inactivate downstream effector molecules like ade-
nyl cyclase, protein kinases, and phospholipase C. G-protein activation can be
assessed by measuring the agonist-induced binding of a nonhydrolyzable GTP
analog [35S]GTPγS to cells. The earlier [35S]GTPγS binding assay consisted of
filtration and washing followed by counting after addition of scintillant. Recently,
homogeneous assays using SPA FlashPlates [51,52] have shown that these assays
are comparable to the conventional filtration assay. The SPA [35S]GTPγS binding
assay can be used for characterization of ligands for orphan receptors whose
ligands and signal transduction pathways are not known.

signal transduction assays. Some signal transduction pathways of
receptors can be monitored using radioisotopes. Adenyl cyclase is regulated by
GPCRs that couple to G-proteins GαS, Gαi, and Gαq, and Ca2�-calmodulin signals
as a result the intracellular cAMP concentration changes. The old methods in-
volved laborious, inconvenient, and time-consuming extraction procedures. Sev-
eral improved assays have been in use to determine the cAMP levels (described
in Chap. 7). Homogeneous cAMP assay kits by different vendors for HTS are
available.

In the SPA-bead-based one-step Biotrak cAMP assay (Amersham), the ex-
traction and measurement are done in the microtiter plate used for culturing cells.
The SPA assay is based on competition between the cellular cAMP and exogen-
eously added tracer of [125I]-cAMP. In this method, the radiolabeled cAMP
(tracer) binds to cAMP-specific antibody, which binds to the SPA bead coated
with secondary antibody or Protein A. The signal is detected due to the close
proximity of the radiolabel to the scintillant on the bead. The unbound radioligand
is not detected, as it is not in close proximity to the scintillant on the bead. The
cells cultured in the microtiter plate or cells in suspension in the well are lysed
after treatment with drug, and the cellular cAMP is measured by competition
radioimmunoassay after addition of the SPA beads and other reagents and incuba-
tion overnight. This procedure involves few reagent addition steps and no transfer
steps. This is a sensitive, automatable, robust, and highly reproducible assay.

Intracellular cAMP also can be measured by scintillation proximity assay
using FlashPlate (NEN Life Sciences) in which cells in suspension are incubated
with the drug in a cAMP FlashPlate coated with anti-cAMP antibody. Following
incubation, cells are lysed and [125I]-cAMP is added; they are incubated overnight,
and the FlashPlate is counted [15]. The endogeneous cAMP competes with [125I]-



cAMP and is quantitated from a standard curve. These assays are very robust
and reproducible and can be miniaturized to 384-well plates.

Nonradioactive Functional Assays. In response to activation of many
membrane receptors by ligand binding, the signal transduction mechanisms are
activated. Activation of GPCRs that couple to Gαq stimulates phosphoinositol
hydrolysis, increasing the accumulation of inositol phosphate and cytosolic Ca2�

transients. Similarly, other GPCRs that couple to G-proteins Gαs, Gαi, Gαq, and
Ca2�-calmodulin signal by regulating adenyl cyclase activity. Different classes
of receptors signal through different signal transduction pathways, and here only
the very well characterized functional assays will be discussed.

ca2� assays. Ca2� concentrations can be measured in a fluorescence im-
aging plate reader (FLIPR) using the fluorescent dye Fluo-3 with adherent or
suspension cells [53]. In a FLIPR assay, the Ca2� signal is measured in all the
wells of 96- or 384-well plates simultaneously; reading is done every second, so
kinetic measurements of calcium oscillations (described in detail in Chap. 7) can
be made.

Aequorin has been used as a Ca2� indicator and validated for many GPCRs.
The apoaequorin gene has been expressed in a variety of cell types. A typical
aequorin signal in mammalian cells occurs within 30 s as a flash. The receptor
of interest is expressed stably in a cell line constitutively expressing apoaequorin.
In this assay system, cells expressing apoaequorin are charged with the prosthetic
group coelenterazine forming holoprotein. Activation of the receptor with ligand
binding increases [Ca2�]i, which binds to coelenterazine, oxidizing to coelen-
teramide, generating photons, which can be quantitated in a luminometer [54,55].
The signal occurs within 30 s and is measured in a luminometer equipped with
an injector. A luminometer with six injectors and six PMTs is used in HTS.
However, the signal can be more efficiently measured in a CCD-based lumines-
cence imaging plate reader. There are several commercial luminescent imaging
systems: the Chemiluminescence Imaging Plate reader (CLIPR) (Molecular De-
vices), the LeadSeeker (Amersham Pharmacia Biotech), the Wallac ViewLux
(Wallac, Turku, Finland), and the NorthStar (PE Biosystems, Foster City, CA);
these have to be adapted to the aequorin bioluminescent assay.

Ca2� can also be measured as a reporter gene assay by coupling a reporter
like luciferase to transcription factors, the nuclear factor of activated T cells
(NFAT), or the cAMP response element binding protein (CREB) [54].

cyclic amp assays. A high efficiency fluorescence polarization (HEFP)
cAMP assay is a homogeneous cAMP assay that can measure cAMP levels in
whole cells and is based on competition between cAMP produced in the cell and
exogeneously added fluorescent cAMP as tracer (LJL BioSystems). In this assay,
cells are incubated with the drug, cells are lysed, fluorescent cAMP tracer and
cAMP-specific antibody are added to the lysate, and the FP signal is measured
[26,56,57].
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A chemiluminescent cAMP immunoassay developed by PE Biosystems is
a competitive immunoassay wherein the endogenously produced cAMP competes
with cAMP-AP conjugate [58]. Cells treated with drugs are lysed, and cAMP-
AP conjugate and an anti-cAMP antibody are added. The cellular cAMP reduces
the cAMP-AP conjugate in the immunocomplex, reducing the signal. After wash-
ing, the chemiluminescent substrate for AP is added, and signal is measured in
a Luminometer, TopCount, or MicroBeta plate counter. Signal reduction is pro-
portional to the amount of cAMP present. In ECL cAMP assay (IGEN), the endo-
geneous cellular cAMP competes with ruthenylated cAMP for immunocomplex
formation with anti-cAMP antibody that complexes with antirabbit antibody
coated beads [59]. Cyclic AMP measurements can also be done with AlphaScreen
technologies [60]. A luciferase-reporter-based cAMP assay involves expression
of reporter plasmids containing luciferase gene under transcriptional control of
6 or 12 cAMP response elements (CREs) in CHO cells stably expressing human
β2-AR [61]. The CRE-directed luciferase reporter gene assay has been used for
the functional assay of GPCRs that involve the activation of AC and for GPCR
agonists that inhibit AC activity.

A melanophore-based rapid functional assay for GPCRs and tyrosine ki-
nase receptors (TKRs) has been developed and has been extended to receptors
that dimerize upon ligand binding. DNA encoding GPCRs and TKRs expressed
in melanophores and respond to the endogeneous signaling system within the
melanophore to mediate cell darkening and lightening. Ligand binding to GS-
linked receptors in melanophores activates AC and pigment dispersion and cell
darkening, which can be read as an increase in absorbance [62,63]. Stimulation
of melanophores expressing Gi-linked receptors with an agonist results in the
inhibition of AC, which causes pigment aggregation and cell lightening and is
measured as a decrease in absorbance.

To monitor fluctuations in cAMP in living cells, protein kinase A (PKA)
subunits are fused with two appropriate green fluorescent proteins (GFPs) that
can be used as donor and acceptor for FRET [64]. Dissociation of PKA subunits
by cAMP disrupted FRET between the GFPs, and the fluorescence signal is de-
pendent on the levels of cAMP.

Reporter-Based Assays. Most of the transcription factors are modular,
consisting of a DNA-binding domain and activation domain. These domains can
be interchanged between different factors and still retain their functional proper-
ties. A reporter gene construct consists of an inducible transcriptional control
element driving the expression of a reporter gene. Reporter genes code for pro-
teins that possess unique enzyme activities, and the activity assays are adaptable
to HTS. The test DNA is ligated upstream of the coding region of the reporter
gene to generate a chimeric gene in which the regulatory element controls the
expression of a reporter gene [65]. Functional enhancer elements that can aug-
ment transcription are placed upstream of the promoter. The reporter gene con-



struct with an inducible transcriptional element driving the expression of the re-
porter gene will regulate the reporter protein synthesis in response to receptor
activation. Several reporter gene vectors are commercially available with a pro-
moter or enhancer, proper cloning sites, reporter gene, intron, poly A site, antibi-
otic resistance, and prokaryotic origin of replication (Fig. 6). The fusion reporter
gene constructs are expressed into mammalian cells by a variety of transfection
methods, the most popular being calcium phosphate, DEAE-dextran, lipofect-
amine, and electroporation methods [65].

Several reporter genes are available with a choice of many different vectors
for appropriate cell line. The popular reporter systems are firefly luciferase, se-
creted alakaline phosphatase (SEAP), chloramiphenicol acetyltransferase (CAT),
β-galactosidase, β-lactamase, and green fluorescent protein (GFP).

The firefly luciferase is a 62-kDa protein that is active as a monomer. The
overall reaction catalyzed by luciferase is

d-luciferin � ATP � O2 → oxyluciferin
(4)

� AMP � CO2 � PPi � light (562 nm)

Luciferin is oxidized producing a flash of light (t1/2 � 0.3 s) with highest biolumi-
nescence quantum yield of 0.82. The signal is read in a luminometer wherein
the reagent is injected into each well before reading the signal. Luminometer
with single injector and single well reader takes a long time to read a 96-well

Figure 6 Map of a generic reporter vector. Ori represents the bacterial origin of replica-
tion. Promoter and enhancer attached to the reporter gene are cloned into the cloning site.
A poly (A) sequence is positioned downstream of the reporter sequence to allow in vitro
synthesis.
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plate and hence is not fit for HTS. Now luminometers with 6-injectors and 6-
PMTs are available that shorten the read time dramatically. The luminescence
signal if converted from flash (t1/2 � s) to glow (t1/2 � h) can be read in a scintilla-
tion counter though with less sensitivity than in a luminometer [66]. Luciferase
assay kits are available from several vendors (Luc-Lite from Packard; Steady-
Glo from Promega; Luc-Screen from Tropix) that are amenable for homogeneous
assays. The cells are incubated with the drugs in tissue culture treated Optiplates
(Packard); a cell lysis reagent and luciferase assay reagents are added, and after
10 to 15 min incubation plates are read in a scintillation plate reader. This assay
can be easily miniaturized into a 384-well plate and can be completely automated
and further miniaturized into a 1536-well plate [67].

Secreted alkaline phosphatase (SEAP) is a unique human placental alkaline
phosphatase that is secreted from the cell into the medium and is present in very
few cell types. SEAP is heat resistant and homoarginine resistant, and endoge-
nous alkaline phosphatase activity is suppressed with either treatment. Though
colorimetric assays have been used in the past, the assays are not sensitive enough
for use in screening. Now extremely sensitive chemiluminescent and fluorescent
assays have been developed that are as sensitive as luciferase. Because SEAP is
secreted into the medium, the assay can be done by adding directly the required
reagents and reading the signal in a plate reader.

CAT was a widely used reporter because it is a stable enzyme from E. coli
and is not present in mammalian cells. CAT-catalyzed acetylation occurs at the
3-hydroxyl position [Eq. (5)] which by nonenzymatic rearrangement is converted
to 1-acetylchloramphenicol [Eq. (6)] and by further acetylation at the 3-position
produces diacetylchloramphenicol [Eq. (7)].

Chloramphenicol � acetyl CoA → 3-acetylchloramphenicol � CoA (5)

3-acetylchloramphenicol → 1-acetylchloramphenicol (6)

3-acetylchloramphenicol → acetyl CoA
(7)

→ 1,3-diacetylchloramphenicol � CoA

Earlier CAT detection methods used radioactive- or fluorescent-labeled acetyl
CoA and required either thin layer chromatography separation of products or
differential solvent extraction of diacetyl product from acetyl CoA substrate.
These methods are complex, labor-intensive, and time-consuming and hence are
not suitable for screening. Recently a homogeneous assay was reported using
FlashPlate. Biotinyl chloramphenicol is coated on a streptavidin FlashPlate, and
the cell extract containing the enzyme is incubated with 3H or 14C-coenzyme A.
The plate is counted in a scintillation counter or, to increase the sensitivity after
aspiration of the contents of the well, the plate is counted. It is possible to use
this FlashPlate CAT assay for screening [68].



β-Galactosidase catalyzing the hydrolysis of β-galactosides is a widely used
reporter gene. Endogeneous β-galactosidase (optimal pH 3.5) in mammalian cells
is either very low or absent, hence E. coli β-galactosidase (optimal pH 7.3) is
often used as an internal standard to monitor the transfection efficiency in tran-
sient transfections. The common β-galactosidase assay is a colorimetric assay
using chromogenic substrate o-nitrophenyl β-galactopyranoside. More sensitive
chemiluminescent assays using Galacto-Star or Galacto-Light-Plus (Tropix) and
fluorescent assays have been developed that are useful in HTS. The E. coli β-
glucouronidase reporter gene is mainly used in plant cells and also in mammalian
cells to a limited extent. The optimal enzyme activity for E. coli β-glucouronidase
is obtained at pH 7 compared to pH 4.5 for the mammalian enzyme. β-Glucouro-
nidase can be assayed with a chromogenic substrate p-nitro-β-glucuronide. The
fluorescent assay with 4-methylumbelliferyl D-glucuronide [17] and the chemilu-
minescent assay using GUS-Light (Tropix) are more sensitive assays.

β-Lactamase from E. coli is gaining popularity as a reporter system [69].
Recently, the soluble membrane-permeable substrates 6-chloro 7-hydroxy cou-
marin and fluorescein-coupled cephalosporin have been used for developing a
very sensitive homogenous FRET assay (see Chap. 7). Though this system is
sensitive, robust, and simple, due to the proprietary nature of this assay a license
has to be obtained to use this reporter system.

GFP is a protein from Aequorea victoria. The GFP system is becoming a
very popular reporter for HTS in drug discovery. The wild type protein emits
green light (λmax � 509 nm) when excited at 395 nm, and the signal is very weak
in mammalian cells. Several GFP variants with different spectral properties and
improved fluorescence properties are available [70]. Vectors for the GFP report-
ers are available from several vendors. The GFP reporter system can be used for
monitoring the functional activity of cytokine and nuclear hormone receptors that
rapidly regulate transcription. Robust, sensitive, functional GFP-reporter-based
assays have been developed with GPCRs that stimulate adenyl cyclase upon ago-
nist binding using a GFP reporter construct with 5XCRE in the promoter.

3. Miscellaneous Assays

Lead compounds and compounds of interest for lead optimization are routinely
tested for cytotoxicity, inhibition of cytochrome P450 isoenzymes (CYPs), com-
pound permeability in Caco-2 cells, and specificity in other related assays. Thus
compounds from an estrogen receptor screen have to be tested in other nuclear
hormone receptor assays like those for androgen, progesterone, glucocorticoid,
and TSH. Profiling of the compounds at the time of the lead optimization is very
helpful for selecting compounds to in vivo studies.

Cell Proliferation and Cytotoxicity Assays. The effect of compounds on
the cell is generally assessed with nonspecific cytotoxicity assays. In a cell viabil-
ity test using tetrazolium compound, MTT is added to cells, and living cells
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reduce the tetrazolium to a highly colored formazen salt and can be read in a
plate reader as an end point reading. However, MTT is relatively insoluble, and
other tetrazolium compounds such as MTS and XTT with improved solubility
properties have been developed to assess the viability of living cells [71]. The
Alamar Blue assay is a widely used homogeneous cell proliferation/cytotoxic
assay that can be performed in 96- or 384-well plates in HTS mode [72]. When
Alamar Blue is added to either adherent or suspension cell culture, the dye be-
comes reduced to a highly fluorescent red form that can be read in a spectrophoto-
metric or fluorescence reader. The intensity of color or fluorescence is propor-
tional to the cell viability. Alamar Blue is nontoxic to cells and allows continuous
monitoring of cells at various periods of time.

A new cytotoxicity and proliferation assay based on fluorescent Oxygen
BioSensor technology has been developed (BD PharMingen, San Diego, CA)
[73]. This is a rapid homogeneous assay for monitoring cell viability, prolifera-
tion, and death. The fluorescent compound, tris 4,7-diphenyl-1, 10 phenanthroline
ruthenium (II) chloride, is used as oxygen biosensor in a 96-well plate. Test
compounds and cells in growth medium are added to the biosensor coated plate
and incubated in the tissue culture incubator, and fluorescence was read in a fluo-
rimeter using the bottom plate reading configuration at different times for kinetic
measurement. This assay was successfully used with a variety of eukaryotic and
prokaryotic cells. There is a good correlation between cell number and signal
(the intensity) in the absence of toxic compounds.

CYPs. During the lead optimization studies, several lead compounds will
have to be tested in absorption, distribution, metabolism, and excretion, and phar-
macokinetics (ADME/PK) has to be studied to promote the early leads to com-
pounds. Liver metabolism is one of the major determinants in the half-life of
a drug in the bloodstream. CYPs are important in drug clearance. Xenobiotic
metabolism is divided into phase I and phase II. Compounds are generally oxi-
dized by CYPs in phase I and are conjugated with glucuronic acid or sulfuric
acid in phase II. CYPs are a superfamily of several related proteins. At least six
major forms of CYPs are involved in the metabolism of pharmaceuticals in man:
CYP1A2, CYP2D6, CYP2C9, CYP2C19, CYP3A4, and CYP 2E1 [74,75]. Each
isozyme has a specific preferred substrate. Routinely the compounds are tested
for CYPs with human hepatocytes, isolated microsomes, human hepatoblastoma
cell lines, or expressed human CYPs using a specific substrate for the subtype
of CYP. A fluorescent homogeneous cell-based assay for CYP1A2 isozyme in
the HepG2/C3A cell line using ethoxyresorufin as substrate in a 96-well plate
has been reported (Amphioxus Cell Technologies, Inc., Houston, TX) [76]. Also,
an assay for CYP3A4 has been developed [76].

Chip Technologies. Microfabrication and microfluidics-based chip tech-
nology is emerging and may replace HTS with further miniaturization. Microchip
technology has become a powerful technology and is widely used in DNA analy-



sis. DNA chips are glass surfaces bearing arrays of DNA fragments at discrete
addresses, at which the fragments are available for hybridization [77]. Two DNA
chip formats currently in wide use are the cDNA format and the in situ synthe-
sized oligonucleotide array format. DNA chips have about 10,000 genes on an
area of 3.6 cm2. The Incyte cDNA chips have capillary arraying of cDNAs and
two-color hybridizations scanned separately for each color. The dual-color oligo-
nucleotide chips contain 65,000–400,000 oligonucleotides on a 1.6 cm2 glass
surface (Affymetrix, Santa Clara, CA). The drug effects and drug metabolism can
be evaluated by monitoring the expression of drug-metabolizing and toxicology-
marker genes in liver and in cultured hepatocytes. Other applications of DNA
chips are the determination of the expression of each gene in human tissues and
cell lines and gene expression in diseased tissues. Microchip technology also has
been used for enzyme assays, receptor binding assays, and binding antigen to
monoclonal antibodies. With advances in piezoelectric pulse ink jet delivery and
microfluidic capillary electrophoresis and electro-osmosis, microchip technology
will be a promising platform for HTS in few years.

VI. CONCLUSIONS

The human genome consisting of 3 billion base pairs and about 30,000 genes,
whose sequence is being completed, will generate an increased number of molec-
ular targets. This coupled with increasing compound collections necessitates the
adaptation of HTS assays that can be run rapidly with minimal volumes to pre-
serve the compounds and rapidly identify lead compounds. In the early 1990s,
screening capacity was a few thousand samples per day with few targets (� 20)
per year. This improved to several thousand samples per day with about 30 targets
per year in the late 1990s in big Pharma. With technological advances in assay
methods and miniaturization capabilities it is possible to achieve in the 2000s
the capacity of 100,000 assays per day. The number of targets that are being
screened at present range between 50 and 60 targets per year, and each target
has to be screened with a million compounds in big pharmaceutical industries.
Both the number of targets and the compound deck size will be increasing due
to advances in genomics and combinatorial chemical synthesis, respectively, thus
requiring the development of robust, homogeneous HTS assays. To decide on
an appropriate screening assay, it is important for the target team to understand
the screening platforms available and the screens HTS groups prefer for automa-
tion of the screen. Although several assay methods are available for a particular
target, for example, tyrosine kinases and cAMP assays (see Chap. 7), to pick a
robust assay for development one needs to know the liquid handling systems,
detection systems, and automation equipment available. Homogeneous assays are
preferred over heterogeneous assays for HTS, but one cannot compromise if the
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assay is not robust or the signal-to-noise ratio and CV are not acceptable. Some-
times functional cell-based assays are preferred as primary assays compared to
in vitro biochemical assays. The availability of several fluorescence technologies
and rapid advances in imaging technologies make it possible to assay at a single
cell or a single molecule in the near future.
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Ultrahigh-Throughput Screening
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I. INTRODUCTION

Though drug therapy in the 1990s is based on less than 500 molecular targets,
the number of potential therapeutic targets has been increasing exponentially with
the advances in genomics, combinatorial chemistry, and competition to increase
drug discovery processes in pharmaceutical industries [1]. With the recent com-
pletion of human genome sequencing (3 billion nucleotides) and understanding
disease processes at the genetic level it is estimated that the potential molecular
targets for drug discovery will be between 5,000 and 10,000. Consequently, the
number of screens and compounds being screened will be increasing. This rapid
growth in targets necessitates an increase in the pace and productivity of high-
throughput screening (HTS). HTS is becoming an important strategy in finding
large numbers of new leads that will eventually be developed into new drugs.
All the assays must be screened with large compound libraries (� million com-
pounds) to obtain novel lead compounds. More than 90% of HTS screens were
run in 96-well plates by the end of 1998, and it is predicted that about 50% of
HTS will be in 384-well plates or higher density plates in the year 2000. HTS
has been growing into ultrahigh-throughput screen (uHTS) with the development
of high density plates and nanotechnology. To increase the throughput of screen-
ing, the assays must be very simple and robust and preferably homogeneous (add
reagents and read), and amenable to miniaturization, liquid dispensers, and robots
(automation), thus decreasing the time and manpower required for completion



of screening the compound deck. There have been constant improvements in
liquid handling systems, detection instruments, data analysis, high density plates,
and assay technologies to be able to automate drug screening completely.

Homogeneous assays mostly involve in vitro biochemical assays. A few
homogeneous cell based assays have also been developed recently. In vitro assays
are advantageous because the assay can be targeted for a specific enzyme, recep-
tor, or protein. The other advantages of in vitro assays include speed, less ex-
pense, and more reproducibility of the assays as large amounts of the reactants
and protein from the same lot can be used for the screen. In cell based assays
the concentration of test compounds in the cell depend on the permeability and
efflux of the compound. The less permeable compounds in mammalian cells may
not be detected in a whole cell screen but may be an excellent chemotype affect-
ing the target in in vitro biochemical assays. Some chemotypes may be degraded
in the cell to nonactive compounds and may not be detected. These chemotypes
can be detected in the in vitro biochemical assays and have the potential of being
amenable to chemical modifications to increase permeability or stability in the
cell to obtain more potent compounds. Also, with the recombinant cells, the signal
and response may change with the number of passages of the cell line and cell
biology reagents.

Conventional assays such as receptor–ligand binding, enzyme, and cell
based assays are multistep assays which in the past involved filtration, precipita-
tion, or adsorption and several wash steps to separate bound ligand from free
ligand or product from substrate. ELISA assays, which gained popularity in the
last two decades, involve several incubation and wash steps that are labor inten-
sive and can achieve at best medium throughput (� 5K samples per day). Assays
involving radioactive substrates and ligands generate large volumes of radioactive
waste that create handling problems. In addition, these assays are not adaptable
for complete automation. Each additional processing step in an assay will increase
the time for completion of the assay, reduce the signal, and thus reduce the
throughput of a screen. In HTS mode, at least 10K samples need to be processed
per day. There is a dire need for HTS to develop homogeneous assays that are
robust and consist of reactions that are very rapid, taking minutes to reach equilib-
rium. They should also have reduced processing steps, faster in terms of sample
readout, adaptable to high density plates, and easy to automate.

In homogeneous assay technology, all the reaction components either in
solution or with some reactants attached to solid phase are incubated and read
in a plate reader with no further processing steps. Most of the homogeneous
assays are fluorescence based assays because fluorescence is very sensitive and
can easily be quantitated with fluorescence detectors and miniaturized. Environ-
mentally safe fluorescence assays can be developed because these do not generate
hazardous waste. Major research efforts in the last few years produced several
new homogeneous assays that were based on fluorescence, chemiluminescence,



or radioactive assays. New nanotechnologies including DNA array chips, quan-
tum dots, and nanoparticle technologies are evolving that will be suitable for
uHTS in a very high density format. The fluorescence based assays include
(a) fluorescence intensity assays that include fluorogenic, fluorescence quench,
and quench relaxation assays; (b) fluorescence polarization (FP) assays in which
the signal is proportional to molecular volume (size); (c) fluorescence resonance
energy transfer (FRET); (d) homogeneous time-resolved fluorescence (HTRF),
homogeneous time-resolved fluorescence resonance energy transfer (TR-FRET)
or Lance assay in which fluorescence resonance energy from a donor molecule
is transferred to an acceptor molecule; (e) confocal fluorescence microscopy;
(f) fluorescence imaging analysis; and (g) fluorescent reporter systems such as
green fluorescent protein (GFP) and β-lactamase reporter systems. Homogeneous
assays have also been developed with electrochemiluminescence and chemilumi-
nescence. The homogeneous radioisotope assays include (a) scintillation proxim-
ity assay (SPA), now a widely used technology, in which the isotope labeled
biomolecule bound to appropriate protein or antibody coated on SPA bead (scin-
tillant coated bead) comes in close proximity of the scintillant on the bead and
produces a scintillation signal; (b) FlashPlate; (c) Cytostar assay technologies,
in which the radioisotope bound to the antibody or receptor coated on to the
scintillant coated microtiter plate wells produces a scintillation signal; the un-
bound radioisotope need not be separated from the bound isotope; and (d) Lead-
seeker technology, which combines SPA and imaging technologies. Other tech-
nologies, such as surface plasma resonance, are being developed for higher
throughput assays. These homogeneous assays are discussed in greater detail in
this chapter.

II. FLUORESCENCE SCREENS

The fluorophores are either intrinsic or extrinsic fluorophores. Several biological
molecules contain naturally occurring fluorophores (intrinsic fluorophores). Tryp-
tophan is the most highly fluorescent amino acid in proteins and contributes more
than 90% of the fluorescence of a protein. Proteins absorb at 280 nm, and the
emission maximum ranges between 320 and 350 nm. Though tyrosine is fluores-
cent in solution, its emission in a protein is weaker. Nucleotides and nucleic acids
are not fluorescent except yeast t-RNAphe, which contains a highly fluorescent Y
base. NADH is highly fluorescent, with absorption and emission maxima at 340
nm and 450 nm, respectively, but NAD� is nonfluorescent. The quantum yield
of NADH increases 4-fold when bound to a protein. FMN and FAD are fluores-
cent with absorption and emission maxima at 450 nm and riboflavin at 515 nm [2].

When the intrinsic fluorescence of a macromolecule is not adequate, exter-
nal fluorophores are conjugated to them to improve spectral properties. In most



of the biological assays extrinsic fluorophores conjugated with biomolecules have
been used. Fluorescein, rhodamine, Texas Red, and 4,4-difluro-4-bora-3a,4a-
diazo-s-indacene (BODIPY) dyes have been widely used for labeling proteins
and nucleic acids. These fluorescent dyes have longer wavelengths of excitation
and emission that minimizes the background fluorescence of biological samples.
Some fluorophores such as coumarin derivatives, and dansyl chloride are excited
with shorter wavelengths. Dansyl chloride is a very widely used fluorophore to
label proteins and amines. Various derivatives of these fluorescence dyes are
available that react with a primary amino group, the �-amino group of lysine,
ESH group of cysteine, EOH, or ECOOH groups of amino acids, and EOH
or phosphate group of sugar moiety in nucleotides. ATP derivatives with etheno
bridge (ε-ATP derivatives) or lin-benzo AMP are highly fluorescent and retain
hydrogen bonding properties and can be used for labeling nucleotides. 1-anilino-
8-naphthalenesulfonic acid (1,8-ANS), bis-anilino-8-naphthalenesulfonic acid
(bis-ANS), and 2-p-toluidinyl-naphthalene-6-sulfonic acid (2,6-TNS) are non-
fluorescent in water but highly fluorescent in nonpolar solvents and when bound
to proteins at hydrophobic pockets. Lipids in the membranes can be labeled with
9-vinyl anthracene, 1,6-diphenylhexatriene, or perylene. The probes are insoluble
in water and partition into the lipid layer of membranes [2].

A. Fluorescence Intensity Screens

The readout of these assays is either an increase or a decrease in the fluorescence
intensity. Fluorogenic assays and fluorescence quench relaxation assays are mani-
fested in the increase of fluorescence intensity, whereas fluorescence quench
assays show a decrease [3].

1. Fluorogenic Assays

The reactants (such as methylumbelliferyl derivatives, ANS, bisANS, nucleic
acid specific dyes) of the assay are not fluorescent, but the products generated
are fluorescent and measured as an increase in fluorescence intensity. β-Glucuron-
idase, nuclease, and polymerase assays are discussed here.

Instrumentation. Several fluorescence plate readers from different manu-
facturers that can read fluorescence of 96- and 384-well microtiter plates with
stackers are available. A few being used in the author’s lab are: Victor 1420
(Wallac, Gaithersburg, MD), Analyst and Acqueyst (LJL BioSystems, Sunny-
vale, CA), CytoFluor 4000 (PerSeptive Biosystems, Framingham, MA), Titer-
tek (Flow Laboratories, AL), Spectramax Gemini (Molecular Devices), and HTS
7000 (Perkin-Elmer Corp., Norwalk, CT). The fluorescence assay can be fully
automated using a robot, a liquid handler system, and a plate reader, and the
throughput can be increased to 50,000 to 100,000 compounds per day.



β-Glucuronidase Assay. In the homogeneous fluorogenic assay for hu-
man β-glucuronidase the fluorogenic substrate, 4-methylumbelliferyl-d-glucuro-
nide (MUG) is hydrolyzed to fluorescent 4-methyl umbelliferone (4-MeU) (Fig.
1) [4,5]. The product 4-MeU is fluorescent only when the hydroxyl group is
ionized (the pKa of this hydroxyl group is 8–9), and maximal fluorescence is
obtained at pH � 10. The enzyme activity is proportional to the fluorescence
signal and is measured in a fluorescence plate reader with excitation at 355 nm
and emission at 465 nm. This fluorogenic assay was found to be 100-fold more
sensitive than the colorimetric methods. The β-glucuronidase assay can be minia-

Figure 1 Fluorogenic β-glucuronidase assay. The substrate 4-methylumbelliferyl-d-
glucuronide is nonfluorescent. The product 4-methylumbelliferone formed is also non-
fluorescent but becomes fluorescent in alkaline solution. Fluorescence can be read in a
fluorescence plate reader with excitation at 355 nm and emission at 465 nm.



turized into 384-well plate, and the signal is comparable to that of 96-well mi-
croplate (Fig. 2). The fluorimetric β-glucuronidase assay is a simple, homoge-
neous, robust assay that does not involve any separations and washes. The assay
is amenable for miniaturization in high density plates (384- and 1536-well plates).

Nuclease and Polymerase Assays. Molecular Probes developed several
dyes (nonfluorescent or low intrinsic fluorescence) that specifically interact with
double strand DNA (dsDNA), single strand DNA (ssDNA) or RNA and, upon
binding to the nucleic acids, exhibit several-fold fluorescence enhancement and
quantum yield increases. PicoGreen interacts with dsDNA and produces a fluo-
rescence signal while ssDNA and RNA in the sample do not contribute to this
fluorescence signal. PicoGreen is used for detection of picogram level of dsDNA
in solution [6]. OliGreen specifically binds to ssDNA and oligonucleotides and
produces a fluorescence signal. RiboGreen binds specifically to RNA and has

Figure 2 Comparison of β-glucuronidase screen in (A) 384-well and (B) 96-well for-
mat. Increasing concentrations of MUG were incubated with 3 or 10 ng β-glucuronidase
in acetate buffer, pH 4.8, at room temperature in a total volume of 15 or 50 µL in a 384-
or 96-well micro plate, respectively. The reaction was terminated with the addition of 15
or 50 µL stop buffer (0.4 M Na2CO3, pH 10) to each well in a 384- or 96-well micro
plate respectively. The 96-well plate was read in Titertek fluorescence reader and the 384-
well plate was read in Victor 1420 (Wallac). The saturation binding curves were similar
and the Kms obtained were also similar.



been used for quantitation of RNA in solution [7]. Nuclease or polymerase assays
using the specific nucleic acid binding dyes can be developed.

RNase H hydrolyzes the RNA strand from the RNA-DNA hybrid substrate.
A homogeneous fluorescence RNase H assay can be developed with PicoGreen
dye. In this assay, the substrate poly r(A)-d(T)12–18 is incubated with the RNase
H enzyme at 37°C for 60 min. The reaction is terminated with the addition of
PicoGreen dye solution and read in a fluorescence plate reader. The dye binds
to DNA in the intact DNA-RNA duplex, resulting in a fluorescence signal. As
the RNA strand is hydrolyzed with the enzyme action, the double strand hybrid
is depleted, resulting in a decrease in the dye bound to the substrate. Thus with
the RNase H activity the fluorescence intensity is decreased.

A DNA polymerase assay can be developed wherein the fluorescence signal
increases with enzyme activity. In this assay, the dsDNA synthesized in the en-
zyme reaction binds the dye and increases the fluorescence signal, whereas the
ssDNA substrate does not bind. These assays can be performed in 96- or 384-
well plate format or even in higher density plates. A limitation of these assays
is the identification of false positives with compounds that interact with the DNA-
RNA by intercalation and interference from colored compounds. Nevertheless,
this nonradioactive, simple, homogeneous assay can be used for rapid primary
screening, and the false negatives can be eliminated in the secondary screening.

2. Fluorescence Quench Assays

When a fluorescent molecule is constrained by covalent modification of the reac-
tive groups (substrate), the fluorescence is quenched. During the assay reaction,
if the covalent bond of the substrate is cleaved, free fluorescent dye is released,
and the fluorescence intensity increases due to relaxation of quenching.

Peptidase Assay. Several amine containing dyes, 7-amino-4-methylcou-
marin, 7-amino-4-chloromethylcoumarin, 6-aminoquinoline, rhodamine 110
(R-110), N-(4-chloromethyl)benzoyl rhodamine 110, 5-(and 6-)chloromethylrho-
damine 110, and 6-amino-6-deoxyluciferin (Molecular Probes), when covalently
linked to amino acids or peptides, change the spectral properties and cause the
fluorescence to be quenched [6].

Rhodamine 110 exhibits spectral properties similar to fluorescein with exci-
tation and emission λ of 496 and 520 nm, respectively. Several bisamide deriva-
tives of rhodamine 110 have been used as specific substrates for protease activity
in solution and living cells [6]. These substrates contain peptides covalently
linked to the two amino groups of rhodamine, thereby suppressing its absorption
and fluorescence; thus the fluorescence of R-110 is quenched in these substrates
(Fig. 3). The nonfluorescent bisamide R-110 substrate is cleaved to give fluores-
cent monoamide, and further cleavage yields more fluorescent R-110 [6]. The



Figure 3 Fluorogenic peptidase assay. In this peptidase assay the substrate, a nonfluo-
rescent bisamide of rhodamine 110, was cleaved to the fluorescent monoamide and then
to the highly fluorescent free rhodamine 110.

fluorescence intensity of the monoamide derivative and R-110 is constant be-
tween pH 3 and pH 9.

3. Comments

Fluorescence intensity assays are simple assays that can be readily miniaturized.
Total fluorescence is measured, and these assays give little information for design
of assay and quality control. These assays have strong interference from test
compound inner-filter and autofluorescence effects, which are difficult to detect
and to correct for.

B. Fluorescence Polarization Screens

Fluorescence polarization (FP) is a homogeneous technique in which FP signal
is proportional to the molecular size of the fluorescent molecule in defined condi-
tions.

1. Theory of FP

When a fluorescent sample is excited with a polarized light, the emission from
the sample is polarized. Polarization of a fluorophore is the result of its orientation
relative to the direction of the polarized excitation. When fluorescent molecules
in solution are excited with polarized light, the degree to which the emitted light
retains polarization reflects the rotation that the fluorophore underwent during
the interval between absorbance and subsequent emission. In 1926 Perin first
described the utility of FP to study the molecular interactions in solution [8]. FP
instrumentation was developed by Weber [9] and adapted to homogeneous assays
by Dandliker [10]. FP is a powerful technology for the determination of molecular
interactions in solution [9–15]. The polarization value of a molecule is propor-
tional to the molecule’s rotational relaxation (correlation) time and is described
by the Stokes equation,



ρ �
3ηV

RT
(1)

where ρ is rotational relaxation time (the time required to rotate through 68.5°),
η is the viscosity of the medium, V is the molecular volume of the molecule, R
is the gas constant, and T is the temperature. Therefore if viscosity and tempera-
ture are held constant, polarization is directly proportional to molecular volume.
Polarization and anisotropy are commonly used to describe the molecular interac-
tions in solution.

The fluorescence polarization (P) is defined as

P �
I� � I⊥

I� � I⊥
(2)

Anisotropy (r) is defined as

r �
I� � I⊥

I� � 2I⊥
(3)

where I� is the intensity of emission parallel to the plane of excitation light and
I⊥ is the intensity of emission perpendicular to the plane of excitation. Polarization
and anisotropy can be interconverted using the following equations [2]:

P �
3r

2 � r
(4)

r �
2P

3 � P
(5)

Polarization and anisotropy use the same measurements [Eqs. (2) and (3)]. Al-
though anisotropy values are preferred, FP is the most common technology used
in HTS, hence only FP will be discussed here. All the FP readers measure FP
in milli P (mP) (1 polarization unit � 1000 mP). The total fluorescence intensity
(I) can be determined from the same data from the equation I � I� � 2I⊥. Polar-
ization (P), being a ratio of emission light intensities, is a dimensionless entity
and does not depend on the intensity of the emitted light or on the concentration
of the fluorophore. If the fluorophore is small, it rotates or tumbles faster, and
the resulting emitted light is random with respect to the plane of polarization
(depolarized) and will have lower FP value (Fig. 4). If the fluorophore is large,
it remains relatively stationary, and the emitted light will remain polarized and
have higher FP signal [13,14]. Theoretically, the minimum FP possible is 0 and
the maximum is 500 mP for fluorescein. However, the real experimental mini-
mum observed is 40–80 mP for small molecules and the experimental maximum
for large molecules is 100–300 mP [14,15]. This window of FP signal between
the minimum and the maximum is sufficient because the ratiometric FP signal



Figure 4 Principle of fluorescence polarization. Top panel: A small fluorescent molecule
in solution rotates rapidly and orients randomly, the emitted light is depolarized, and the
polarization value is low. Bottom panel: A small fluorescent molecule binds to a macromole-
cule, the resulting fluorescent complex rotates slowly in solution, it orients in the plane of
polarization, and the emitted light is polarized giving a high polarization value.

is highly reproducible. Unlike other assays where the robustness of the assay
depends on the magnitude of the signal-to-noise ratio, in FP assay ∆P (the highest
signal–lowest signal) is important. A ∆P of 100 mP in a FP assay is considered
a good assay and 	 150 mP is considered a robust assay.

FP is a homogeneous technology consisting of simple mix reagents and
read format. FP can be easily automated. The reactions are very rapid, reaching
equilibrium very quickly. Fluorescein derivatives are the most common fluores-
cent derivatization reagents for covalent labeling. Fluorescein is a well-studied
molecule that has high absorptivity, excellent fluorescence quantum yield, and
good water solubility, and its excitation maximum closely matches the 488 nm
spectral line of the argon-ion laser. A number of other fluorophore (BODIPY,
Texas Red, Oregon Green, Rhodamine Red, Rhodamine Green, etc.) de-
rivatives are commercially available with various chemistries for making fluo-
rescent bioconjugates [6]. Many biotechnology labs have been synthesizing fluo-
rescent derivatives of custom peptides and nucleic acids, and a few ready made
fluorescent compounds are available with some vendors. The reagents are stable,
and large batches required for a screen can be prepared at one time. In FP assays
only one tracer is needed. FP is free from interferences, independent of intensity,
and insensitive to colored compounds because it is a ratiometric measurement.

2. Instrumentation

The first single-tube bench-top instrument, the FPM-1, was developed by Jolley
Consulting and Research Inc. (Grayslake, IN) for measuring FP signal for homo-
geneous assays for drug screening. Beacan 2000 (PanVera Corp., Madison, WI)
is another single-tube bench-top instrument. Now FP plate readers from several



manufacturers are available. FPM-2 from Jolley Consulting and Research Inc.
reads 96-well plates; Polarion from Tecan (Research Triangle Park, NC), Polar-
star from BMG LabTechnologies (Durham, NC), and Analyst from LJL Biosys-
tems (Sunnyvale, CA) read both 96- and 384-well plates, and Acqueyst from
LJL BioSystems reads 1536-well plates. These FP instruments are very sensitive
in measuring fluorescence intensity and FP signals. Polarstar and Analyst are
multimode signal detection systems that can read fluorescence intensity, fluores-
cence polarization, time-resolved fluorescence, and luminescence. All the FP
plate readers are robot-friendly for transport and communication.

A simplified schematic diagram for Analyst is given in Fig. 5. In microplate
readers, the excitation and emission energy can be focused through the meniscus
of the samples in the microplate wells. Analyst achieves almost identical perfor-
mance in both 96- and 384-well plates by using SmartOptics, which selects and
configures light sources, filters, detectors, and optical paths and analyzes light from
the same sensed volumes. SmartOptics can place the sensed volume in the middle
of the well or at the bottom of the well for cell based assays.

3. Types of FP Assays

FP assays can be classified into three groups. The first group represents assays
that acquire FP signal by binding a small molecule containing a fluorophore to
a macromolecule and forming a larger fluorophore adduct, e.g., protein–DNA,
antigen–antibody, DNA–DNA, DNA–RNA, and protein–protein interactions
[12,14–17] and receptor–ligand binding [18–20]. The second group represents

Figure 5 Schematic of optical pathway of Analyst. The optical path for Analyst in
fluorescence polarization mode is given. Monochromatic light passes through filter and
polarizer and the polarized light excites the sample. The emitted light is passed through
horizontal and vertical polarizers and an emission filter and measured in a PMT detector.
(Courtesy of LJL Biosystems.)



the assays that incur loss of polarization signal due to cleavage of relatively larger
fluorescent molecules (fluorophore containing macromolecules) to smaller fluo-
rescent molecules, e.g., nuclease, helicase, and protease assays [13,21–23]. The
third group represents facilitated (indirect) assays in which the fluorescent re-
actant molecule is coupled to antibody with acquisition or loss of FP signal, e.g.,
protein tyrosine kinases (PTKs) and protein tyrosine phosphatases (PTPs). FP
has been extensively used in the last decade in clinical laboratories in competitive
immunoassays for the detection of drugs and hormones [13–15]. FP assays repre-
sentative of each of these groups are discussed below in detail.

FP Protein Tyrosine Kinase Assay. Seethala and Menzel have developed
the first robust FP-PTK assay [14–16]. In the direct FP-PTK assay, the phosphor-
ylated fluorescein–peptide (fl-phos-peptide) product formed in the reaction is
measured by immunocomplexing with the antiphosphotyrosine antibody (PY an-
tibody) which results in an increase in the FP signal (Fig. 6). The direct FP-
PTK assay can only be used with a peptide substrate and requires large amounts
of antiphosphotyrosine antibody. To overcome these problems, the FP-PTK com-
petition immunoassay was developed [15,16]. In this assay, phosphorylated pep-
tide or protein produced by kinase reaction competes with the fluorescent phos-

Figure 6 FP protein tyrosine kinase assay methods. In the direct FP-PTK assay, a fluo-
rescein-peptide substrate is incubated with PTK, Mg2�-ATP, and antiphosphotyrosine (PY)
antibody [14]. The phosphorylated fluorescein-peptide (fl-phos-peptide) product is immu-
nocomplexed with the PY antibody, resulting in an increase in the FP signal. The signal
is proportional to the phosphorylated product formed. In the FP-PTK competition immuno-
assay [15,16], phosphorylated peptide or protein produced by a kinase reaction will com-
pete with a fluorescent phosphopeptide used as a tracer for immunocomplex formation
with PY antibody. In this format kinase activity results in a loss of the FP signal, and the
FP signal is inversely proportional to the phosphorylated product formed in the reaction.



phopeptide tracer for PY antibody. In this format, kinase activity results in a loss
of the FP signal.

In the FP-PTK competition assays, a peptide substrate (at about Km concen-
tration) is incubated with PTK (Lck), 0.1 mM ATP, 5 nM fl-phosphopeptide as
tracer, and PY-54 phosphotyrosine antibody (0.25–1.00 µg) in the assay buffer
in a final volume of 25 or 100 µl in a 384- or 96-well plate, respectively. After
incubation at room temperature for 30 min, the plate is read in a FP reader.
The affinity of fl-phosphopeptide was highest with PY antibody ascites fluid and
monoclonal antibody PY54 [14–16] among different monoclonal and polyclonal
anti-PY antibodies tested (Fig. 7A). The fl-phos-peptide binding to PY 54 is rapid
and reached equilibrium in less than 5 min, and it remained unchanged for at
least 60 min (Fig. 7B). The dissociation of PY antibody-fl-phosphopeptide com-

Figure 7 Optimization of FP protein tyrosine kinase assay. (A) FP signal with different
PY antibodies. (B) Association of fluorescein labeled tyrosine–phosphorylated Lck-
peptide (fl-phos-peptide) with 10 µg of PY antibody at different concentrations of peptide
substrate. (C) Dissociation of PY antibody-fl-phos-peptide complex by phos-peptide as a
function of time. Dependence of Lck activity on (D) Lck, (E) Lck peptide, and (F) ATP
concentrations. (From Ref. 16.)



plex was rapid, and complete dissociation was achieved with phospho-Lck pep-
tide within 5 min (Fig. 7C). PTK activity showed a good concentration depen-
dence on Lck, ATP, Lck-peptide, and enolase (Figs. 7D–F).

Inhibition by staurosporine, a potent nonspecific PTK inhibitor, and by PP,
a specific Lck/Fyn inhibitor competitive with ATP [24], were evaluated both at
5 and 20 µM ATP (Fig. 8). The IC50 for staurosporine was 30 and 110 nM and
for PP was 70 and 300 nM at 5 and 20 µM ATP, respectively, and these values
are comparable to the values obtained by parallel 32PO4 transfer assay and FP
direct assay. In addition, results with a panel of proprietary PTK inhibitors sug-
gested that the FP competition immunoassay can successfully detect inhibitors
of Lck with the same rank order of potency.

This FP-PTK assay is very simple, nonradioactive, and highly sensitive
and does not involve separation of substrate and product. A variation of this
method would also be suitable for the assay of phosphatases and has been success-
fully so used. The simplicity and speed of this method makes FP-PTK and FP-
phosphatase assay ideal for HTS. The advantages of this assay over other more
commonly used kinase assays such as 32PO4 transfer assay, ELISA, or DELFIA

Figure 8 FP-PTK assay validation. To validate the FP-PTK competition immunoassay
inhibition by staurosporine, a potent nonspecific protein kinase inhibitor, and PP, a specific
Lck/Fyn competitive inhibitor, inhibition was evaluated at 5 and 20 µM ATP and com-
pared with a concurrently run 32PO4 transfer assay. The IC50s obtained by both the FP
competition assay and the 32PO4 transfer assay were similar. (From Ref. 16.)



include the use of nonisotopic substrates and its being a simple one-step assay,
without separation, precipitation, washing, or processing steps after incubation.
This method can easily be automated for high throughput drug discovery screen-
ing. PTK assay kits based on this FP assay described here are now commercially
developed by LJL BioSystems and PanVera Corp.

FP Serine/Threonine Kinase Assay. Several nonradioactive PTK assays
based on FP, HTRF, DELFIA, ELISA, and ECL formats have been described
that utilize the high affinity anti-PY specific antibody [14–16]. These approaches
cannot be applied for serine/threonine kinase assays due to the unavailability of
a specific, high affinity antibody for phosphoserine and phosphothreonine. Re-
cently, a FP assay for general kinase assay has been described [17] in which the
peptide substrate is thiophosphorylated with ATPγS by protein kinase, followed
by biotinylation of the thiophosphate group with iodoacetyl LC-biotin, and finally
incubation with streptavidin and determination of the FP signal (Fig. 9). The FP
signal increased and was directly proportional to the product formed. The Ki
obtained for H-89, an ATP-competitive inhibitor of protein kinase A, was calcu-
lated to be about 60 nM, which is similar to that reported. The drawback of this
FP method is that biotinylation of the thiophosphate group of the peptide takes
a long time (� 8 hr). Nevertheless, the assay can be adapted to the microtiter
plate and can be used as a homogeneous assay after some optimization. It is a
better alternative to the 32PO4 transfer assay.

Recently, a FP assay for protein kinase C using a specific monoclonal anti-
phosphoserine antibody has been described [18]. A selective substrate peptide
containing ser or thr is phosphorylated with ATP using PKC along with diacyl-
glycerol and phosphatidylserine. After incubation, the reaction is stopped with
the addition of EDTA, fluoresceinylated phosphopeptide tracer and antipeptide
antibody and read in a plate reader. Phosphorylated product competes with the
tracer, and the enzyme activity is inversely proportional to the FP signal. FP-
PKC kits are available from LJL BioSystems and PanVera Corp.

FP-RNase H Screen. RNase hydrolizes RNA strands of RNA-DNA hy-
brid. Fl-RNA-DNA-biotin hybrid substrate is prepared by first synthesizing a 52
mer fluorescein labeled RNA transcript from Hind III linearized pSP65 cDNA
using fluorescein 12-UTP. A complimentary 5′-biotin-52-mer oligo DNA is syn-
thesized (bio-DNA) and annealed to the prepared pSP65 fl-RNA. The FP signal
of fl-RNA-bio-DNA hybrid, upon binding to avidin, increased from 105 to 350
mP. The ∆P of 245 mP is a robust signal for a FP assay. RNase H reaction was
carried out by incubation of fl-RNA-bio-DNA hybrid with HIV RNase H (HIV-
reverse transcriptase/RNase H, Worthington) at pH 8.0 and 37°C in a total vol-
ume of 50 µL. The reaction was terminated with the addition of stop buffer (50
µL) containing 20 mM MOPS pH 7, 20 mM EDTA and 10 µg of avidin, incu-
bated for a further 15 min, and read in a FP reader. With the enzyme action, the



Figure 9 Schematic of a FP-serine-threonine kinase assay. A fluorescein labeled peptide
is thiophosphorylated (step 2) by incubation with ATPγS and kinase. Biotin is attached
to the sulfur by incubation with iodoacetyl-LC-biotin (step 3), and the binding of strepta-
vidin to thio-biotinyl peptide (step 4) produces a FP signal.

RNA of the RNA-DNA hybrid is hydrolyzed. The fl-RNA will no longer be
attached to the avidin bound biotin-DNA strand and hence the FP signal will
decrease with increasing enzyme activity in this assay. The FP signal decreased
to 110 mP from 306 mP. There was no enzyme activity in the absence of reaction
mixture (Mg2� and Mn2�).

The time dependence of the FP signal with HIV-RNase H showed that 60
min incubation is optimal (Fig. 10A). RNA hydrolysis was measured as a function
of RNase H concentration; the FP signal showed that 2 units of RNase H was



Figure 10 FP RNase H assay. (A) Time-course of RNase H reaction. (B) RNase H
activity as a function of RNase H enzyme concentration. (C) Validation with random
compounds (10 µM). The distribution of the activity was normal with � 95% of com-
pounds falling between 90 and 110%.

optimal (Fig. 10B). Evaluation of FP RNase H assay with a plate of random
compounds at 10 µM (Fig. 10C) showed that the distribution of activity was very
tight, with most of the activity between 90 and 110%. This suggests that the
assay does not give spurious results and that synthetics can be tested at 10 µM
or higher concentrations. The results with FP RNase H assay suggest that the
signal is robust and reproducible and can be used for HTS.

Protease Assay. Standard FP protease assay kits using fluorescein labeled
α-casein as substrate are available (Panvera and Molecular Probes). The FP signal
of the relatively large fluorescein substrate is high and when cleaved by protease
action produces smaller labeled fragments that have low FP signal. Fl-casein
substrate, however, is not stable at lower pHs below 7. To assay various proteo-
lytic enzymes by FP, a new pH-independent substrate BODIPY-α-casein was
used between pH 2 to 11 [21]. A peptide substrate derivatized by biotinylation
of a γ-aminobutyric acid modified amino terminus and labeled with 5-(4,6-
dichlorotriazinyl)aminofluorescein at the carboxy terminus was used for cyto-
megalovirus protease [22]. The substrate binds to avidin and increases FP signal.
Enzyme action cleaves the substrate generating a fluorescein containing peptide
separated from biotin that will not be able to interact with avidin thereby resulting
in the loss of FP signal.



FP Receptor Binding Assay. The bulk of HTS targets are receptors such
as G-protein coupled receptors (GPCRs) and other membrane receptors, and nu-
clear receptors. For successful application of the FP method, a membrane receptor
has to be expressed in a high copy number (� 100,000) in each cell. The ligand
has to have very high affinity for the receptor, and a substantial amount of fluo-
rescent ligand has to bind to the receptor for FP assay. Previously, FP membrane
receptor binding assays were limited to analytical methods using large amounts
of membranes [19]. Recently, FP assay has been used for both peptide (vasopres-
sin V1a and δ-opioid) and nonpeptide (β1-receptor and 5-HT3) receptors in 96-
and 384-well formats [20].

The FP method has been successfully used for nuclear receptors [18]. FP
assays amenable for HTS using purified nuclear receptor protein and a fluorescent
ligand have been developed for estrogen receptors ERα and ERβ [17] and other
nuclear receptors. ERα and ERβ FP assays have been developed using full length
receptors and Fluormone ES1 (a natural fluorescent ligand) and ES2 (a fluores-
cein labeled estradiol). The ligand is incubated with the receptor protein for 1
hr, and the FP signal is measured in a plate reader. The assay produced a robust
signal of 200 mP. The FP ligand binding assay can be extended to all other
nuclear receptors. The FP nuclear receptor and membrane receptor assays are
discussed in greater detail elsewhere in this volume (Chap. 7).

4. Comments

FP is a simple and reasonably predictive technology and can be used for a variety
of different assays. FP is a robust homogeneous assay that can be applied to
higher density 384- and 1536-plates. Only one component of the assay is required
to be labeled with a fluorophore and is suitable for small ligands (� 15 kDa).
FP is insensitive to inner-filter effects. Since the FP signal is a ratiometric mea-
surement it is less susceptible to quenching from colored compounds. However,
autofluorescence compounds can interfere with a FP assay. Sometimes, propeller
effects on the fluorescent tag may restrict the use of the FP assay. FP plate readers
from several manufacturers are available in different price ranges.

C. FRET Assays

Fluorescence resonance energy transfer (FRET) is a phenomenon wherein excita-
tion energy is transferred from a donor molecule to an acceptor molecule without
emission of a photon. FRET has been used for measuring the distances between
interacting molecules under physiological conditions with near angstrom resolu-
tion [25]. For FRET to occur, donor and acceptor molecules have to be in close
proximity (10–100 Å), excitation of the acceptor must overlap with the emission
of donor, and donor and acceptor transition dipole orientations must be parallel.



The rate at which the energy is transferred from donor to acceptor is governed
by the Förster equation [26]
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The rate of Förster energy transfer kT is dependent on τD, the fluorescence lifetime
of donor (d) in the absence of acceptor molecules. R is the distance between
donor and acceptor, and R0 is the Förster radius, the distance at which energy
transfer is 50% efficient (typically between 10 and 50 Å). Thus kT � 1/τD when
R0 � R. This equation applies to a single configuration of donor and acceptor,
and distributions of donor and acceptor have to be averaged appropriately over
distance and orientations. The Förster distance is dependent on κ2, the dipole
orientation factor between donor and acceptor; φD is the quantum yield of the
donor in the absence of acceptor; n, the refractive index of the medium (which
is 1.4 in aqueous solution), and J, the overlap integral between the donor and
acceptor. J � ∫FD(λ) ⋅ εA(λ) ⋅ λ4 ⋅ dλ where FD(λ) is the peak-normalized fluores-
cence intensity of donor and εA is the molar absorption coefficient of the acceptor
at wavelength λ [3,25–27].

In most cases the donor and acceptor dyes are different, and FRET can be
detected as the quenching of donor fluorescence by the acceptor or appearance
of the sensitized fluorescence of the acceptor. Typical R0 for the donor–acceptor
pair of fluorescein and tetramethylrhodamine is 55 Å, 5-(2-aminoethylamino)
naphthalene-1-sulfonic acid (EDANS) and 4-(4-dimethylaminophenylazo)ben-
zoic acid (DABCYL) is about 33 Å, and 5-(2-iodo-acetyl aminoethylamino)
naphthalene-1-sulfonic acid (IAEDANS) and fluorescein is 46 Å [2,5,25,26].

1. FRET Applications

FRET applications include quench and quench relaxation assays.

Protease Assay. In a peptide containing C-terminus EDANS and N-
terminus DABCYL, the fluorescence of EDNAS is quenched by the acceptor
DABCYL. Cleavage of this internally quenched fluorogenic substrate leads to
an enormous increase in fluorescence intensity as the donor is separated from
the acceptor. The fluorescence intensity is proportional to the hydrolysis of the
substrate. Thus the protease activity can be monitored by the fluorescence inten-
sity. Several protease assays (e.g., trypsin, HIV-1 protease, renin, hepatitis C



virus protease, human cytomegalovirus protease) using FRET have been de-
scribed [27].

D. HTRF/Lance (TR-FRET) Assays

Time-resolved fluorescence (TRF) is based on the long lifetime properties of
lanthanides, europium (Eu), samarium (Sm), terbium (Tb), and dysprosium (Dy).
Homogeneous time-resolved fluorescence (HTRF), as the name implies, is a ho-
mogeneous assay method that uses fluorescence resonance energy transfer from
europium cryptate (EuK) donor to an acceptor fluorophore provided they are at
a distance less than 10 nm from one another and that the emission energy of donor
overlaps with the excitation of the acceptor. HTRF technology is a trademark of
Packard and CIS/Bio, and this phenomenon is variously called time-resolved
fluorescence resonance energy transfer (TR-FRET) or Lance (Lanthanide Che-
late Excitation) technology, a trademark of Wallac. For the energy transfer, the
donor and acceptor have to be brought into close proximity. The fluorescence
lifetime of most of the fluorescent compounds is very short (typically a few nano-
seconds). The interference from assay components, microtiter plates, light scatter,
and biological samples and compounds is short-lived fluorescence (prompt fluo-
rescence). To avoid this interference, lanthanide chelates with long lifetimes,
100–1000 µs (no polarization), are used as fluorescence energy donors. The com-
mon acceptor fluorophores used are modified allophycocyanine, a phycobilipro-
tein from red algae (XL665, Cy 5), fluorescein, or tetramethylrhodamine. The
long-lived fluorescence of lanthanide due to Förster dipole–dipole energy transfer
to the acceptor results in a long-lived fluorescence of the acceptor. The energy
transfer emission has a decay time directly proportional to donor decay time and
inversely to the distance between acceptor and donor. Time resolution in HTRF/
Lance reduces scattering and prompt decay background interference from short-
lived fluorescence due to delay in the time of measurements of fluorescence.

The rare-earth elements, Eu�3, Su3�, Tb3�, and Dy3�, are poor fluorophores
by themselves, and to measure the lanthanide fluorescence, the lanthanides have
to be complexed. Europium fluorescence is protected from decay by conversion
to the macropolycyclic compound europium cryptate [Eu]K to enhance their flu-
orescence, and cryptate protects from fluorescence quenching (Fig. 11) [26,28–
30]. [Eu]K has convenient linker arms to complex covalently with peptides, pro-
teins, and nucleic acids. Also, selected generic reagents, streptavidin, biotin,
WGA, ConA, protein A, anti-DNP antibody labeled with XL665 and biotin,
streptavidin, and antiphosphotyrosine antibody labeled with [Eu]K are available
from Packard. New chelates of Eu3� and Tb3� are available from Advant (a joint
venture between Xenova and Wallac) that are used in Lance technology (Fig. 11)
[30]. The fluorescence resonance energy is transferred from Eu chelates emitting



Figure 11 (A) Structure of Eu3� cryptate. In Eu3� cryptate (EuK) the Eu3� is tightly
bound within the trisbipyridine cryptate cage that protects Eu3� from quenching, enhances
Eu3� fluorescence, and provides convenient linkers to attach biomolecules. (B) Structure
of Eu3� chelate. (C) and (D) Structure of Tb3� chelates.

maximally at 613 nm to longer wavelength acceptor molecules such as allophyco-
cyanins XL665 or Cy5 and from Tb chelates emiting at 492 and 545 nm to a
variety of acceptors such as tetramethylrhodamine, xanthine dyes, or fluorescein
[25,26,28]. Some of the generic reagents available include Eu3� or Tb3� labeled
antihuman, rabbit or mouse IgG, anti-GST or anti-PY antibody, protein G and
streptavidin, and APC labeled streptavidin (Advant).

1. Instrumentation

The dual-wavelength time-resolved fluorometer that can measure time-resolved
fluorescence and the ratio of donor fluorescence and acceptor fluorescence is
the Discovery HTRF microplate analyzer (Packard) [28]. The schematic for the
Discovery is given in Ref. 28. The Discovery simultaneously measures the emis-
sion of (Eu)K at 620 nm and the XL665 at 665 nm and the ratio is calculated.
The other fluorometers that can measure TRF at two wavelengths one after the
other are the 1420 Victor plate reader (EG&G Wallac, Turku, Finland), the Ana-
lyst plate reader (LJL Biosystems), and the PolarStar (BMG Technologies). The
Victor 1420 schematic diagram of optics is given in Figure 12.



Figure 12 Optical pathway of Victor 1420. Excitation light from UV Xenon flash tube
(1500 V) is focused through a filter, conventional lenses, and a dichroic mirror into the
sample, and the emitted light passes through a narrow band filter into a R1527 PMT for
measurement. The dual window TRF option allows us to record two separate windows
in one flash cycle. (Courtesy of Wallac.)



2. Applications of HTRF

Essentially three types of labeling of macromolecules (direct, indirect, and semi-
direct) can be done for HTRF/Lance assays similar to labeling for FP [27]. In
direct labeling, the donor lanthanide chelate and the acceptor allophycocyanin,
rhodamine, or fluorescein are directly labeled on molecule(s) involved in the
reaction. In indirect labeling, these donor and acceptor fluorophores are labeled
to macromolecules involved in the secondary interactions such as antibody–sec-
ondary antibody binding or biotin–streptavidin interaction. Semidirect labeling
is a combination of direct and indirect labeling. HTRF/Lance assays can be suc-
cessively developed for reactions involving macromolecular interactions such as
DNA–DNA, RNA–DNA, DNA–protein, protein–protein, and receptor–ligand,
for reactions involving hydrolysis of macromolecules such as nucleases or prote-
ases, for reactions involving synthesis of macromolecules such as polymerases,
and for other protein modification reactions such as kinases [28–30].

PTK Assay. In the PTK assay, a biotin–peptide substrate is phosphory-
lated by PTK action. Eu-PY antibody binds to the phosphorylated biotin-peptide
[32,33]. The biotin-peptide binds to XL665 or CY5 labeled streptavidin (APC-
streptavidin) (Fig. 13). Due to the close proximity of the two fluorophores, the
energy from Eu3� is transferred to APC-streptavidin. Typically, with the best PY
antibody, a signal-to-noise ratio of 20 or more is obtained [35]. In the indirect
method, PY antibody (not labeled with Eu3�) binds to the phosphorylated biotin-
peptide and the complex binds to a generic reagent, Eu-protein G or Eu-protein
A (Fig. 13). FRET can occur from Eu to APC conjugated to streptavidin, though
the signal will be somewhat lower (signal-to-noise ratio � 10) than the above
direct method [34]. Nevertheless, the use of generic reagents provides an easy
assay development with comparable signal response.

The applications for HTRF/TR-FRET technology have been rapidly grow-
ing. They include competitive immunoassays to measure hormones like prolactin,
βhCG [35], tumor necrosis factor (TNF) α [36], receptor–ligand binding interac-
tions, e.g., TNF receptor 1 (TNFR1)-TNFα binding in which TNFR1 is labeled
with lanthanide chelate and the ligand with acceptor. When TNFR1 is labeled
with Eu chelate biotin-TNFα is used as ligand and APC-streptavidin as acceptor
(Fig. 14), and with TNFR1 labeled with Tb chelate, rhodamine labeled TNFα is
used as ligand. The IC50 obtained for TNFα is 3.9 and 3.5 nM, respectively. IL-2
receptor α–IL-2 interaction in which IL-2 is labeled with Eu3� and a monoclonal
antibody for IL-2 receptor α is labeled with Cy5 [36]; EGF-EGF receptor interac-
tion in which EGF is labeled with Eu3� and a monoclonal antibody against the
nonbinding region of EGF receptor is labeled with XL-665 [29]; protein–protein
interactions, e.g., jun-fos heterodimerization is measured by incubating biotinyl-
ated jun peptide with XL665-fos peptide and (Eu)K-streptavidin [29]; DNA-
hybridization assay in which one oligo nucleotide strand was labeled with Eu3�



Figure 13 Schematic representation of TR-FRET protein tyrosine kinase assays. In the
direct assay, phosphorylated biotinyl peptide is conjugated to Eu3�-PY antibody and en-
ergy is transferred to APC-streptavidin bound to the phosphorylated biotinyl peptide. In
the indirect assay, Eu3�-protein A or Eu3�-secondary antibody binds to the PY antibody
conjugated to the phosphorylated biotinyl peptide and transfers energy to APC-streptavidin
bound to the phosphorylated biotinyl peptide. (Courtesy of Wallac.)

at the 5′ end and the complementary strand was labeled with biotin at the 5′ end
and coupled to XL-665 labeled streptavidin [38]; helicase assay in which one
DNA oligonucleotide strand is labeled at the 3′ end either with CY5 or tetrameth-
ylrhodamine and the other strand is labeled at the 5′ end with Eu or Tb chelate,
respectively [39].

3. Comments

The HTRF/Lance assay is a nonradioactive, homogeneous, sensitive assay with-
out any separation steps. With appropriate delay time in HTRF/Lance, the back-



Figure 14 TR-FRET TNFα binding assay. (A) Schematic representation of energy
transfer in the TNFα-Eu3� APC Lance assay system. TNFR1 was labeled with Eu, TNFα
was biotinylated, and APC bound streptavidin was used in this assay. (B) TNFα competi-
tion binding curve using Tb/Rh Lance assay system gave an IC50 for a TNFα of 3.5 nM.
The TNFα competition binding curve using the Eu/APC Lance assay system gave an IC50

for a TNFα of 3.9 nM, which is very close to that obtained with the Tb/Rh system. (Cour-
tesy of Wallac.)

ground interference can be minimized, and the emission of acceptor excited dur-
ing the excitation of donor can be eliminated, and the pure energy transfer signal
from acceptor can be measured. Energy transfer from lanthanide donor to allo-
phycocyanin acceptor occurs when they are in proximity, giving long-lived decay
at acceptor emission, the signal being specific for the biomolecular interaction.
When acceptor (XL665) is not in proximity to the donor [Eu]K or lanthanide
chelates a short-lived signal at 665 nm occurs that is discriminated by a time-
delayed measurement. The interference from colored and fluorescent compounds
in the assay can be eliminated by measuring the ratio of specific acceptor signal
to the donor (Eu)K or lanthanide chelate signal. HTRF/Lance is a homogeneous



assay technology that can be used in 96-, 384-, and 1586-well plate format and
is amenable to automation, thus suited well for HTS and uHTS. The reagents
are environmentally safe and are stable. One of the limitations of this assay is that
two interacting biomolecules have to be conjugated to a donor and an acceptor
fluorophore if the generic labeled reagents cannot be used, which can be complex
and problematic. There is a limited choice of donors and acceptors.

E. Fluorescence Correlation Spectroscopy

Fluorescence correlation spectroscopy (FCS) is a statistical physics based new
analytical technology that extracts quantitative information from the spontane-
ously fluctuating fluorescence molecules of small molecular ensembles [40]. FCS
monitors interactions of molecules present at minuscule concentrations in femto-
liter volumes and thus offers the highest potential as the detection technique in
the nano scale in the determination of molecular interactions in solution, on cell
surfaces, or in the cells using homogeneous assays. In FCS, a sharply focused
laser beam illuminates a very small volume element (typically femtoliter). Single
molecules diffusing through the illuminated confocal volume produce bursts of
fluorescent light quanta during the entire course of their journey (Brownian mo-
tion), and each individual burst is recorded in a time-resolved manner by a highly
sensitive single-photon detector and analyzed using autocorrelation techniques
[41,42]. This FCS autocorrelation function gives information on concentration,
the diffusion time of all the individual molecules (related to the size and shape
of the molecule), and the brightness of each molecule. Thus autocorrelation of
the time-dependent fluorescence signal allows differentiation of slow and faster
diffusing particles, and binding and catalytic activity can be directly calculated
from the diffusion times and the ratio of faster and slower molecules.

1. Instrumentation

The Confocor is a commercial instrument developed by a joint venture between
Evotec and Carl Zeiss. EVOscreen platform is a modular, miniaturized uHTS
based on FCS and Evotec’s proprietary FCS-related single molecule detection
technology (FCS plus) and reader Confocor (discussed in greater detail in this
volume, Chapter 22).

2. FCS Applications

Evotec in parternership with SmithKline Beechem and Novartis have developed
several FCS based assays representing various classes of target proteins [42].
FCS can be used for mass-dependent and mass-independent fluorescence assays.

Mass-Dependent Assays. Ligand–receptor binding assays can be per-
formed by FCS at the molecular level with membrane bound receptors in live
cells on cell surfaces, membrane preparations, or cell derived vesicles and nuclear



receptors based either on fluorescence intensity or on FP [41,42]. Screens based
on FCS have been used for EGF receptors, acetylcholine receptors, and thyroid
receptors [41,42]. FCS protease assays with fluorescent casein substrate based
on total intensity and with fluorescent biotinylated peptide substrate based on FP
have been reported [41,42]. Enzyme assays such as PTK, PTP [42], protein–
protein interactions such as SH2–phosphotyrosine binding [42], DNA/protein
interactions such as topoisomerase–DNA binding, thyroid hormone receptor–
DNA binding [41,42], and DNA/DNA interactions as in template-primer associa-
tion have been investigated with FCS [42].

Mass-Independent Assays. Assays based on fluorescence intensity
changes have also been developed by FCS. In these assays, the fluorescence
of the substrate is quenched, and in the product of the reaction the quench-
ing is relieved, increasing the molecular brightness and the total fluorescence
intensity. A quenched fluorescent protease substrate, tetramethylrhodamine
(TMR)-quenched fluorescence peptide, or streptavidin-quenched rhodaminegreen
(RhGn)-peptide, when cleaved by protease, leads to the relief of quenching,
which results in an increase in fluorescence intensity, apparent particle number,
and mean confocal intensity [42]. In the RNA–ligand binding assay, association
of a RhGn labeled ligand to RNA quenches the RhGn fluorescence of the ligand
due to environmental effects on the dye and reduces the confocal fluorescence
intensity and apparent particle number [42]. The binding of TMR labeled chemo-
kine to chemokine receptor membrane vesicles increases the cumulative bright-
ness of TMR-chemokine bound vesicles, which can be monitored by FCS [42].
FCS can also be used for Ca2� uptake functional assays for 7-transmembrane
receptor [42].

A dual-color fluorescence cross-correlation spectroscopy method suitable
for binding and fast catalytic rate study was developed that does not depend
on diffusion properties as with conventional FCS [43,44]. Based on dual-color
fluorescence cross-correlation spectroscopy, RAPID FCS (rapid assay processing
by integration of dual-color FCS) has been developed, which combines short
analysis times with the development of fast and flexible assays resulting in sensi-
tive, homogeneous, fluorescence based assays to measure molecular fragmenta-
tion and assembly resulting from a reaction/interaction [44]. This further extends
the scope of FCS for uHTS.

3. Comments

FCS can be used in a microvolume configuration (1–10 µL assay volumes) and
is adaptable for uHTS. The read times for vesicle assays are 5–10 sec and for
solution assays 1–2 sec. FCS assays are based on the analysis of the molecular
dynamics and the reaction kinetics of fluorescence labeled molecules that undergo
temporal changes in their diffusion properties and determine the concentration
of interaction parameters. A large number of simultaneously derived molecular



parameters are obtained in FCS that allow selection of the most robust signal
change for an assay. FCS can be used for several types of assays and for detection
techniques monitoring intensity, particle number, polarization, energy transfer, and
lifetimes, increasing the scope of this technology. FCS can thus be used for most
of the target classes of assays encountered in drug discovery. Though FCS was
first described more than 25 years ago, the application of FCS technology to HTS
is very recent, and there are no commercial FCS readers available other than that
being developed by Evotec (Confocor). Access to the technology is semiexclusive
to the consortium partners, limiting the accessibility of this technology. Also, the
limited screening data that is in the public domain is from presentations at confer-
ences and a few review articles [41,42]. FCS could prove to be a promising technol-
ogy for uHTS in the future.

F. Fluorescent Reporter Assays

Cell based assays are either used in conjunction with in vitro assays or in place
of in vitro biochemical assays to examine output of specific cellular process.
Reporter genes have been used in drug discovery for transcriptional studies as
well as for characterization of receptor function and metabolic regulation [45].
Agonist activation of a receptor or a ligand-gated ion channel produces changes
in the transcription of a number of genes that can be readily measured by using
gene fusions. A reporter gene construct consists of an inducible transcriptional
element that controls the expression of a reporter gene. Generally, a strong pro-
moter (constitutively not active) that is controlled by a desired response element
that is regulated by receptor activation is fused to the coding region of a reporter
protein such as green fluorescent protein, β-lactamase, luciferase, β-galactosi-
dase, chloramphenicol acetyltransferase, or secreted alkaline phosphatase (see
Chapter 10).

1. Green Fluorescent Protein

Green fluorescent protein (GFP), a fluorescent protein originally isolated from
the jellyfish Aequoria victoria, is a 238 amino acid protein that attains the fluo-
rescent state spontaneously; the fluorescence is stable [46]. The wild GFP is rela-
tively low in fluorescence intensity, has multiple absorption and emission max-
ima, and has about 4 hr lag time between the expression of protein and attaining
full fluorescence. These drawbacks of GFP are remedied with the development
of new and improved GFP mutants with different spectral properties, increased
brightness of fluorescence, and mammalian cell compatible cloning vectors. Be-
cause of different spectral properties of mutant GFPs, it is possible to follow two
GFPs in the same cell, and also they can be used in FRET assays to study protein–
protein interactions and other FRET based assays. A FRET protease assay be-



tween two linked variants of the GFP was described [46]. The C-terminus of a
red-shifted variant of GFP (RSGFP4) was fused to the N-terminus of a protein
linker containing a Factor Xa protease cleavage site, and the N-terminus of a
blue-variant of GFP (BFP5) was fused to the C-terminus of the protein linker.
In the gene product, energy transfer occurs from BFP5 to RSGFP4. With Factor
Xa protease action the protein linker is cleaved and the two GFPs dissociate,
resulting in a decrease in energy transfer. The emission ratio of the BFP5 (450
nm) and RSGF4 (505 nm) increases with the protease activity because FRET
decreases. A similar chymotrypsin assay using G-protein FRET peptide in 3546-
well Nano well assay plates was reported [47].

2. β-Lactamase Reporter Assays

β-lactamase from E. coli is a 29 kD product of the ampicillin-resistant gene Amp
that hydrolyzes pencillins and cephalosporins. The recent report of a membrane-
permeant ester derivative CCF2/AM (6-chloro 7-hydroxy coumarin and fluores-
cein conjugated at 7 and 3′ positions of cephalosporin, respectively), a β-lacta-
mase substrate, provides a quantitative measure of gene transcription and thus
allows the development of a homogeneous transcription activation HTS assay
with β-lactamase reporter [48]. Excitation of coumarin at 409 nm by FRET results
in the emission from fluorescein of a green fluorescence (520 nm). When β-
lactamase cleaves fluorescein on the 3′ position, it disrupts FRET and results in
the emission of coumarin at 447 nm, i.e., blue fluorescence appears while the
green fluorescence of fluorescein is quenched. Thus each molecule of β-lactamase
attacks many substrate molecules and changes the fluorescence of substrate mole-
cules from green to blue by disrupting FRET. The response element or promoter
with β-lactamase reporter has to be introduced into a clonal cell line with stable
expression of the receptor of interest. Jurkat cells stably transfected with M1

muscarinic receptor and nuclear factors of activated T-cell (NF-AT)-β-lactamase
reporter gene with a cytomegalovirus promoter, when treated with carbachol,
induced β-lactamase activity as measured by the conversion of green fluorescence
to blue fluorescence after loading cell-permeable β-lactamase substrate CCF2/
AM. The induction of β-lactamase activity (the appearance of blue cells) de-
pended on carbachol concentration and time of incubation [48]. The measurement
of β-lactamase activity as an emission ratio at 450/530 nm improves accuracy.
A cell based G-protein coupled receptor assay using the β-lactamase reporter
gene system in a 3456-well Nano well assay plate was described [48]. This func-
tional activity assay with β-lactamase reporter holds great promise for screening
for receptors and ligand-gated ion channels. The main drawback of reporter gene
technology is the limitation on using reporter genes in recombinantly expressed
cells (heterologous expression is available to consortium partners of Aurora Bio-
science Corp. and other institutions that license the reporter assay technologies).



G. Fluorescence Imaging

In fluorescence imaging technology, unlike in a plate reader wherein the fluores-
cence signal is read one well at a time, all the wells of a microtiter plate (96-,
384-, 1536-well plates) are read simultaneously by imaging in a CCD camera
capable of recording kinetics in the subsecond range.

1. High Content Screening

High content screening (HCS) is analysis of cells using fluorescence based re-
agents with the ArrayScan system to extract spatial and temporal information of
target activities within cells [49]. HCS yields information that will permit more
efficient lead optimization before the in vivo testing. There are two types of HCS:
(1) using fixed cells with fluorescent antibodies, ligands, and/or nucleic acid
probes, and (2) using live cells with multicolor fluorescent indicators and biosen-
sors. Two additional parameters can be measured simultaneously with the avail-
ability of two more channels of fluorescence in the ArrayScan system.

Instrumentation. The ArrayScan System is being developed by Cel-
lomics along with Carl Zeiss, Jena. It is a tabletop instrument (optics with a
spatial resolution of 0.68 µM) with subcellular resolution from many cells in a
field within the well of a microtiter plate. The ArrayScan II automatically scans
a microtiter plate, acquiring multicolor fluorescence image datasets of fields of
cells at a preselected spatial resolution. The CellChip System is a miniaturized
chip-based screening platform being developed by Cellomics.

Applications. HCS can be very effectively applied to study drug-induced
dynamic redistribution of intracellular constituents. In cells transfected with green
fluorescent protein coupled to human glucocorticoid receptor (GFR-hGR), drug-
induced cytoplasm to nuclear translocation of GFR-hGR was studied by HCS
[49]. With HCS, translocation in each cell can be quantified. In addition, the avail-
ability of two more fluorescence channels in ArrayScan II allows the determina-
tion of two additional parameters in parallel such as other receptors or cellular
processes. A high content screen has also been explored for multiparametric mea-
surement of apoptosis, which provides information on parameters such as nuclear
size and shape changes, nuclear DNA content, mitochondrial potential, and actin-
cytoskeletal rearrangements during drug-induced programmed cell death [49].

Comments. HCS is a promising technology that can be applied for mea-
surement of molecular events such as signal transduction pathways and effects
on cell functions. It can be used with fixed cells to measure end points, with live
cells continuous monitoring of the activities is possible. Availability of up to two
additional fluorescence channels in ArrayScan II allows the measurement of two
additional parameters simultaneously. HCS allows subcellular measurements,



and data can be obtained for each individual cell in the field. The technology is
in the early stages, and there is no published screening data.

2. Fluorescence Confocal Microscope Imaging

With the development of the confocal laser scanning microscope and many tech-
nological advancements in laser scanning techniques and digital imaging methods
and photostable fluorescent dyes, it is possible to do multiple fluorescence label-
ing of biological specimens, live cell imaging, and multidimensional microscopy
in addition to imaging fixed and fluorescently labeled biological specimens in
single and multiple wavelength modes [50]. Confocal laser scanning microscopy,
multiple fluorescence labeling, together with immunofluorescence and fluores-
cence in situ hybridization, have become powerful techniques to map gene ex-
pression, for the detection of DNA and RNA and the expression of proteins.

A fast fluorescence confocal microscope optimized for homogeneous cell
based assays has been designed by SEQ Ltd. [51]. The instrument is capable of
simultaneous two-color laser excitation and detection of three-color imaging. The
cells (e.g., expressing the receptor of interest) adhering to the bottom of the plate
are probed with a ligand labeled with fluorescent dye such as fluorescein and
fluorescent dye LDS 751, a nonspecific nucleic acid stain. A cell by cell analysis
of the binding activity can be made using a mask generated by LDS 751 emission.
The overlay of this binary mask with a binding activity image yields a pseu-
docolor map of receptor activity. Real-time data processing for most assays can
be obtained by image analysis. Other assays tested include trafficking of a tran-
scription factor and agonist activated transient Ca2� levels. This technology is
under development, and so screening data are not available.

3. Fluorescent Imaging Plate Reader

The Fluorescent Imaging Plate Reader (FLIPR) was developed to perform high
throughput quantitative optical screening for cell based fluorescent assays [52].
FLIPR measures fluorescence signals in all the wells of a microtiter plate simulta-
neously, with kinetic updates in the subsecond range. This permits the determina-
tion of transient signals such as the release of intracellular calcium using calcium
indicators, calcium Green-1 and Fluo-3 [53]. It has also been used for measuring
luminescence based luciferase reporter assays [54].

Instrumentation. FLIPR96 and FLIPR384 by Molecular Devices will per-
form optical measurements on all wells of a 96- or 96-and-384-well plate, respec-
tively, at rates of up to once per second. FLIPR uses water-cooled argon-ion laser
(5 W) illumination to excite the fluorescent dyes, and the emitted light is detected
with a cooled charge coupled device (CCD) camera. The laser provides many
discrete spectral lines spaced from 350 to 530 nm. If broader spectral coverage



is needed, FLIPR can be fitted with a broad-band xenon arc lamp (300 to 700 nm).
FLIPR384 contains interchangeable pipettor heads for simultaneous dispensing to
either 96- or 384-well plates, and FLIPR96 contains pipettor head for a 96-well
plate with an integrated washing station. Typical fluid volumes are 50–100 µL
for FLIPR96 and 2–30 µL for FLIPR384. The instrument has precise temperature
control. FLIPR has three primary configurations, manual, robot line, and stacker
fed.

Applications. FLIPR can be used for measurements of intracellular cal-
cium, intracellular pH, intracellular sodium, and membrane potential. FLIPR
assays will be discussed in more detail in Chapter 7.

Comments. FLIPR, with its ability to take readings in all the wells of a
plate simultaneously, enables the study of real-time kinetics. Real-time kinetic
data gives additional pharmacological information for ranking relative potencies
of drugs and gives information on the kinetics of the drug–receptor interaction.
Functional response can be measured, thus providing the affinity, efficacy, and
function of each drug; it can also distinguish full agonists, partial agonists, and
antagonists within a single assay. FLIPR is a complex instrument. The user has
to be familiar with all fine tunings needed to get the best results.

4. Fluorometric Microvolume Assay Technology

Fluorometric Microvolume Assay Technology (FMAT), developed by PE Bio-
systems, uses Cy5 based fluorophores, and multiwell plates are scanned with a
red, 633 helium/neon laser. In FMAT, the laser is focused on the bottom of
the well of a multiwell plate, and the fluorescence associated with each cell or
bead is detected over the unbound and background fluorescence. The analysis
algorithm ignores background fluorescence. Specific signal is detected as areas
of concentrated fluorescence surrounding a cell or a bead, and the remaining
background fluorescence is ignored in the final processing of the image data.
FMAT is a homogeneous format for intact cell and bead based assays and does
not require washing to remove unbound fluorophore. The FMAT system can
be used with 96-well as well as higher density, 384- and 1536-well plates. The
FMAT assays can be performed in a two-color format with two PMTs to deter-
mine more than one receptor binding assay on a single cell or multiple markers
on a cell or a bead.

Instrumentation. The FMAT instrument is a fluorescence imager of a
single-well plate of multiwell plates developed at Biometric Imaging. The excita-
tion is from a 633 helium/neon laser and focused on a 1 � 1 mm area at the
bottom of the well. The emission from the well is read in two PMTs at different
wavelengths to measure the emission of different fluorophores to quantitate two



different events on the same cell or bead. The FMAT system’s optical platform
yields population data in image format.

Applications. FMAT uses nonradioactive fluorescent tags and has been
applied for cytotoxicity assays, functional assays such as ICAM-1 regulation by
cytokines, and G–protein coupled receptor binding assays, nuclear hormone re-
ceptor assays, tyrosine and serine/threonine kinases, protein–nucleic acid interac-
tions, and protein–protein interactions [55]. ELISA assays that are not HTS com-
patible, due to the number of wash steps and incubation steps involved, can be
reformatted to bead based homogeneous assays with FMAT. In a typical
IL-8 fluorescent-linked immunosorbent assay (FLISA), secondary antibody (goat
antimouse IgG) coated beads are complexed with monoclonal anti-IL-8 antibody
and incubated with sample, biotinylated polyclonal anti-IL-8 antibody, and strep-
tavidin labeled Cy5 (Fig. 15). IL-8 in the sample forms a sandwich by the matched
antibody pair, and Cy5 labeled streptavidin binds to the biotin of the polyclonal
antibody. The fluorescence associated with the bead complex is determined in
the FMAT system over the unbound streptavidin Cy5 and background. FLISA
uses 1% of capture antibody that is used in ELISA (coated on plate), thus reducing
reagent. FLISA is a one-step incubation assay compared to the multiple wash
and incubation steps with ELISA, with equal sensitivity as ELISA. FMAT
can be used to develop multiplexed assays (simultaneous multiple assays) with
different bead sizes or fluorophores within a single well. Though FMAT is a
homogeneous assay because the imager reads one cell at a time, it will take
several minutes reading high density 384- and 1536-plates, restricting throughput.

Figure 15 Schematic representation of FMAT interleukin-8 immunoassay. Goat anti-
mouse beads coated with IL-8 monoclonal antibody bind IL-8 in the sample; then the
second biotinylated IL-8 antibody (to a different epitope) will immunocomplex with
IL-8. Streptavidin labeled with Cy5 will bind to biotin residue, and bead bound fluores-
cence is measured. The unbound fluorophone is ignored and does not give a signal. (Cour-
tesy of PE Biosystems.)



III. CHEMILUMINESCENCE

In electrochemiluminescence, ruthenium chelate attached to a biological sub-
stance, when stimulated by applied potential, emits light at a particular wave-
length due to a redox reaction to signal the presence of a bioanalyte. This ORI-
GEN technology is a trade mark of IGEN International and has developed a
multichannel detection platform. Chemiluminescence in biological systems uti-
lizes the firefly luciferase system. Luciferase catalyzes the reaction of luciferin
with ATP, resulting in the emission of photons. The half life of the chemilumines-
cence has been progressively increased from a flash (seconds) to a glow (hours)
luminescent signal, enabling the development of homogeneous HTS assays.

A. Electrochemiluminescence

Electrochemiluminescence (ECL) assay technology developed by IGEN is mar-
keted as ORIGEN technology. ECL utilizes stable ruthenium chelate (TAG)
which in the presence of tripropylamine participates in a luminescent reaction
that is triggered by the application of low voltage [56]. ECL is capable of quanti-
tating the specific binding of two molecules. In ECL, light is generated when
low voltage is applied to an electrode, triggering a cyclical oxidation–reduction
reaction of the ruthenium metal ion (Ru2�). The Ru2� is bound in a chelate of
tris-(bipyridine). Tripropylamine (TPA) present in molar excess is the second
reaction component that is consumed in the oxidation process, recycling the ru-
thenium chelate (Fig. 16A). The tracer molecule, Ru-chelate, is conjugated to the
antibody. The Ru2� labeled component is captured on the surface of polystyrene
magnetic beads and brought to the surface of an electrode by applying a magnetic
field through a movable magnet. TPA is introduced into the flow cell and a volt-
age is applied that oxidizes both ruthenium and TPA simultaneously (Fig. 16B).
TPA by losing a proton becomes a reducing agent and transfers electrons to the
ruthenium ions in an excited state and then decays to the ground state, releasing
a photon in the process, which is quantitated at 620 nm [56,57]. The reduced
Ru2� is recycled, which along with TPA will intensify and amplify the ECL signal
and is read in the ORIGEN analyzer.

1. Instrumentation

The ORIGEN 1.5 analyzer by IGEN International, Inc., for analytical assays
and the ORIGEN ECLM8 electrochemiluminescent reader with 8 ECL modules

Figure 16 Electrochemiluminescence assay technology. (A) Structure of ruthenium
(II)tris-(bipyridine)NHS ester. (B) Schematic representation of electrochemiluminescence
reaction. (C) Schematic representation of ECL process. (Courtesy of IGEN, Inc.)





for HTS can read a 96-well plate in 10 min. The schematic diagram of Origen
Flow system is given in Fig. 16C.

2. Applications

Four derivatives of ruthenium chelate, TAG-amine, TAG-hydrazide, TAG-malei-
mide, and TAG-phosphoramidite, are available for convenient covalent linking
to biomolecules. ECL can be used for large- and small-molecule immunoassays
such as for hormones, second messengers, drugs [58]; for enzyme–substrate in-
teraction; for receptor–ligand interactions; and for DNA–DNA, DNA–protein,
and protein–protein interactions [59], quantification of nucleic acids [60], and
PCR products [61].

PTK Assay. In ECL PTK assay, the peptide substrate is end labeled with
biotin, and the phosphotyrosine (PY) antibody is labeled with ruthenium (II) tris-
(bipyridine) NHS ester (Fig. 17). The biotinylated peptide is incubated with ATP,
Mg2�, PTK, ruthenyl PY antibody, and streptavidin coated magnetic beads (M280
Dynabeads) in 100 µL for 30 min; a 200 µL quench buffer is added and read in
the ORIGEN analyzer. An automatic sipper aspirates a specified volume (125–
1000 µL) of the reaction mixture and pumps into a flow cell; the magnet moves
close to the platinum electrode, which captures the streptavidin magnetic beads
(due to the magnetic field) with bound tyrosine phosphorylated biotin-peptide
complexed to Ru2�-anti-phosphotyrosine antibody. Voltage (� 2 V) is applied
to the electrode to begin the oxidation reaction to produce light and is measured
in a PMT in less than 1 sec. The flow cell is then washed with buffer and the
next sample is read.

3. Comments

The ECL is a promising technology that can be used in a wide spectrum of assay
formats. Screening can be performed using whole blood, culture medium, crude
extracts, and membrane preparations. The dynamic range is very broad. The ECL
method utilizes nonisotopic small-molecule labels. In this assay the sample has
to pass through the flow cell and is washed to remove free Ru2� labeled mole-
cules, resulting in a high signal-to-noise ratio (the background is low because
the beads are concentrated on the electrode and washed with TPA). However,
ECL cannot be used for measuring real-time kinetics. It is suitable for end point
determinations. As the signal produced 30–50 nm above the electrode is mea-
sured, ECL can not be used efficiently for whole cell assays. At least four deri-
vatives of Ru2� chelates are available that can be coupled to a variety of bio-
molecules, and also a custom labeling service is available from IGEN. ECL
instruments are one- to eight-module instruments able to read 1–8 samples at a
time. The ECL homogeneous assays can be adapted to HTS with the eight-mod-
ule instrument, which reads each plate in 10 min.



Figure 17 Origen PTK assay. (A) Schematic representation of PTK assay. A biotin-
peptide is phosphorylated by PTK. The phosphorylated biotin-peptide is bound to strepta-
vidin coated magnetic beads and will give signal by association with TAG labeled PY
antibody. (B) Titration with anti-PY antibody in the Origen PTK assay. The S/N of 200
is observed at about 1.8 nM of PY antibody. (Courtesy of IGEN, Inc.)

B. Chemiluminescence

Chemiluminescence is the production of light by a chemical reaction in which
a substrate molecule is converted to product with concomitant release of a single
photon of light energy. A rapid homogeneous chemiluminescent telomerase hy-
bridization protection assay amenable to HTS was described [62].

1. Luciferase Reporter Assays

Bioluminescence is chemiluminescence that occurs within an organism. Biolumi-
nescent reporters of genetic transcription provide rapid quantitative analysis of
many cellular events that are important in drug discovery, such as receptor func-
tion, signal transduction, gene expression, and protein–protein interaction. Firefly



luciferase, a 62 K protein, is the most widely used luminescent reporter enzyme
for studying gene regulation and expression. As no endogenous luciferase activity
is found in mammalian cells, the background is very low. Bioluminescence is
generated at 560 nm when luciferase converts the substrate luciferin to oxyluci-
ferin in the presence of ATP, and the half-life of the signal is a few seconds.
Developments in the luciferase assay increased the half-life from seconds (flash)
to minutes (enhanced flash) and finally to hours (glow) [62]. Homogeneous lucif-
erase assays have been developed by adding reagent containing lysis buffer, en-
zyme stabilizer, and luciferin directly to the cells in culture media and measuring
the chemiluminescence signal [63]. Luciferase kits for homogeneous assays are
available as Steady-Glo from Promega, LucScreen from Tropix, Luc Lite from
Packard and also from other manufacturers. (Luciferase assays will be elaborated
in Chapter 7.)

2. Instrumentation

Chemiluminescence can be measured in dedicated microplate luminometers
(Wallac, Tropix, and other manufacturers) or the scintillation counters TopCount
NXT (Packard) and MicroBeta (Wallac) or CLIPR (Molecular Devices) or the
multimode readers Victor 1420, Analyst, and Polarstar.

3. Other Chemiluminescence Reporters

Some other common reporter genes, such as β-galactosidase and secreted alkaline
phosphatase, are assayed conventionally with colorimetric reagents, and the sen-
sitivity has been increased with the use of fluorescence substrates. The sensitivity
of these enzymes has been remarkably enhanced (by at least 3 orders) with chemi-
luminescent reporter gene assay reagents, galacto-star and galacto-light/plus for
β-galactosidase, and phospha-light for secreted alkaline phosphatase from
Tropix.

C. Alpha Screen

The amplified luminescent proximity homogeneous assay screen (Alpha
Screen) developed by BioSignal, a Packard BioScience Company, is a nonradi-
oactive proximity assay using two proprietary 200 nm diameter latex donor and
acceptor beads [64]. The beads are coated with hydrogel to prevent nonspecific
interactions and self-aggregation and to provide a functionalized surface for cova-
lent attachment and to retain dyes. The donor beads contain a photosensitizer
that absorbs light at 680 nm (laser excitation) and then converts ambient molecu-
lar oxygen to the excited singlet state that has a short lifetime of 4 µsec, allowing
it to diffuse up to 200 nm in aqueous solution. When the acceptor bead is brought
into close proximity (within 200 nm) by a molecular binding event, the singlet



oxygen reacts with the thioxene derivative of the acceptor beads, generating
chemiluminescence at 370 nm, which is immediately transferred to fluorescent
acceptors in the same beads. The fluorophores then emit light at 600 nm with
high yield (Fig. 18). The half-life of the decay reaction is 0.3 sec, allowing to
operate in time-resolved mode. The singlet oxygen does not react with the un-
bound acceptor beads; they do not emit light.

1. Instrumentation

The AlphaQuest-AD microplate analyzer from Packard is a single fiber-optic
detector that can be used for AlphaScreen assays in 96-well plates as well as
384- and 1536-well high density plates (Fig. 19). The AlphaQuest-HTS is a high
speed detection system with four simultaneous detectors. Using efficient fiber-
optic bundles, AlphaQuest-HTS provides high speed measurement of 96-, 384-,
and 1536-well microplates with a throughput of up to 100,000 samples per day.

2. Applications

AlphaScreen is a nonradioactive homogeneous assay technology. AlphaScreen
has been applied to several different classes of assays including protein tyrosine
kinases, serine-threonine kinases, proteases, helicases, receptor binding assays,
protein–protein interactions, protein–DNA interactions, immunoassays for de-

Figure 18 Principle of amplified luminescent proximity homogeneous assay (Alpha)
screen. (A) On laser excitation, the chemical signal generated by the donor bead cannot
be detected if the acceptor bead is not in close proximity. (B) When acceptor and donor
beads are brought into close proximity by specific biological interaction, amplified signal
is generated in AlphaScreen. (Courtesy of BioSignal, a Packard BioScience company.)



Figure 19 Line drawing of AlphaQuest AD, an AlphaScreen microplate reader. (Cour-
tesy of BioSignal, a Packard BioScience company.)

termining small molecules and hormone levels, and cAMP functional assays for
GPCRs (Fig. 20).

3. Comments

As each donor bead contains a high concentration of photosensitizers, each donor
bead emits up to 60,000 singlet oxygen molecules per second, which results in
a very high amplification. Excitation at a longer wavelength (680 nm) and emis-
sion at a lower wavelength (500–600 nm) minimize nonspecific excitation and
reduce background. The beads are the optimal size, too small to settle in aqueous
buffers and large enough to be centrifuged. The effective distance between the
donor and acceptor (R0 value) is large, � 200 nm, which overcomes the assay
limitations of other FRET based systems with weak interactions. Because of the
long lifetime (0.3 s) of the AlphaScreen fluorescence signal, measurements are



Figure 20 AlphaScreen cyclic AMP assay. (A) Schematic view of AlphaScreen cAMP
assay (a whole cell GPCR functional assay) is based on the competition of endogenous
cAMP with biotin-cAMP for cAMP antibody coated acceptor beads. (Courtesy of BioSig-
nal A Packard BioScience Company.) (B) Standard curve of cAMP in AlphaScreen assay.
(C) Activation of adenyl cyclase by forskolin in CHO-k1 cells expressing a GPCR. EC50

obtained for forskolin in this assay was 4.4 µM.



made in time-resolved mode, reducing the background. There is a good potential
for this technology, which is still in development; the plate readers are being
beta-tested. The unconjugated and labeled beads and the plate readers are
only available from Packard. The AlphaQuest instruments are specifically for
AlphaScreen technology and limit the use of it.

IV. RADIOACTIVE ASSAYS

In the conventional radioactive assays, the product or bound ligand has to be
separated from the radioactive substrate or free ligand by gel filtration, precipita-
tion, adsorption, or filtration and then washing. These procedures are not amen-
able for HTS and in addition generate large volumes of radioactive waste.
Nevertheless, radioactive assays are very sensitive and robust. Reliable new
homogeneous radioactive assays have been developed for HTS that do not require
the separation of bound radioactivity from free, thus increasing the throughput
and greatly reducing radioactive waste.

A. FlashPlate Technology

The FlashPlate (exclusively licensed to DuPont from Packard Instrument Com-
pany) is a white 96-well polystyrene microplate with plastic scintillator coated
wells [65]. The FlashPlate like other polystyrene microplates has a hydrophobic
surface for the adsorption of protein. Since the scintillant is coated on the mi-
croplate, additional scintillant is not required for counting (Fig. 21). The Flash-
Plate has to be precoated with a substrate, ligand, antibody, or secondary antibody
before being used for an assay. The FlashPlate coated with antibodies, proteins,
or peptide substrates has been used to develop one-step assays, reducing the
amount of radioactive waste and the time for the assay. Generic precoated Flash-
Plates (FlashPlate plus) with antibody, protein A, streptavidin, and myelin basic
protein are available from DuPont. For further miniaturization of the HTS assays,
the 384-well FlashPlate in basic form (without any other precoats) is now avail-
able.

1. Instrumentation

Topcount-NXT (Packard) and MicroBeta (Wallac) scintillation plate counters ca-
pable of measuring 96- and 384-well microtiter plates are available.

2. Applications

FlashPlate technology can be used in many assay formats: (1) enzyme assays
such as protein kinase, chloramphenicol acetyl transferase (CAT), helicase, and
reverse transcriptase [66]; (2) receptor–ligand binding assays with soluble recep-



Figure 21 Schematic representation of FlashPlate technology. Receptor immobilized
to a 96- or 384-well FlashPlate is incubated with radioligand and compounds. Receptor
bound radioligand is in close proximity with Scintillant and is detected in a TopCount.
(Courtesy of Packard, a Packard BioScience company.)

tors (e.g., human estrogen receptor) [67] interleukin-1 receptor, and G-protein
coupled receptors (e.g., endothelin receptors) [68]; (3) radioimmunoassays (e.g.,
cyclic AMP, cyclic GMP, prostaglandin E2) [69]; (4) functional assays with live
cells (e.g., adenyl cyclase assay) [69]; and (5) molecular biology techniques in-
cluding sandwich hybridization assay and translation systems [69]. For CAT
assay, biotinylated chloramphenicol is coated on streptavidin coated FlashPlate.
The reaction is done in the chloramphenicol coated streptavidin FlashPlate by
adding 14C- or 3H-acetyl CoA in the reaction buffer with the addition of CAT,
incubated at 37°C and counted after incubation. The plate is counted again after
aspiration of the liquid and washing with buffer. The counts detected in chloram-
phenicol are similar either with or without aspiration of the reaction medium,
suggesting that the assay can be done without aspiration and washing in a homo-
geneous mode [66].

3. Comments

FlashPlate technology can be used for a wide variety of applications such as
enzyme, receptor binding, functional and immunoassays and in live cells. Com-



monly used radioisotopes (i.e., 3H, 14C, 35S, 125I, 32P, 33P, and 45Ca) can be used
with FlashPlates. With low energy beta emitters such as 3H, 14C, and 35S isotopes,
FlashPlates can be used in homogeneous mode. However, with higher energy
beta emitters such as 32P and 33P, the unbound radioactivity should be removed
by aspiration and rinsing, because these radioisotopes can be detected due to the
long distance traveled by the strong beta particles and may interfere in the assay
with high background. Availability of generic FlashPlates precoated with com-
monly used proteins such as streptavidin, protein A, antibody and MBP and nickel
chelate in assay ready format is an added advantage. Preparation of a custom
biomolecule bound to FlashPlate involves binding the compound and several
washings, which is labor intensive, and batch-to-batch variations may occur.

B. Cytostar-T Technology

Cytostar-T scintillating microplates from Amersham International plc are stan-
dard 96-well format, sterile, tissue culture treated microplates. The Cytostar-T
plate is a polystyrene plate with a transparent base coated with scintillant. Upon
addition of radioactive tracer to cells grown in the bases of the wells, the scintil-
lant generates light when the tracer is bound to the cell membranes or taken up
by the cell due to the close proximity of the radioactive isotope to the scintillant
at the base of the plate and can be counted in a standard plate counter [70]. The
free radiolabel in the medium is physically too far from the scintillant to trigger
a light reaction. Homogeneous cell based assays can be done in the Cytostar-T
plate because there is no need for separation of the free radiolabel from the cell
bound radiolabel.

1. Instrumentation

The Topcount (Packard) and MicroBeta (Wallac) scintillation plate counters ca-
pable of measuring 96- and 384-well microtiter plates are available. The signal
is enhanced considerably in these instruments with new counting modes, high
efficiency count mode for the Topcount, and paralux counting for the MicroBeta.

2. Applications

Cytostar-T plate cell-based assays can be done in homogeneous mode with radio-
isotopes (beta-emitters, 3H, 14C, 35S, and 45Ca). Some of the cell-based homogeneous
assays that have been done in Cytostar-T include receptor radioligand binding
assays with intact cells, amino acid uptake into cells, DNA synthesis monitoring
in cells in response to drug treatment, and apoptosis measurements [69].

3. Comments

Cytostar-T can be used for assays with live cells plated on the bottom of the
well. As with the FlashPlate assays, the Cytostar-T assays can be used with weak



beta emitters in homogeneous assay mode. When strong beta emitters or 125I are
used, the plates need to be washed to remove unbound radioactivity.

C. Scintillation Proximity Assay

The Scintillation Proximity Assay (SPA) was first described by Hart and
Greenwald in an immunoassay using two polymer beads coated with antigen,
one coated with fluorophore and the other with 3H [71]. Antibody agglutination
brings many of the 3H beads into close proximity to the fluorophore beads and
excites them, and after very long incubations they can be counted in a scintillation
counter. Udenfriend et al. have improved on this with microbeads containing a
fluorophore and coated with antibody [72]. 125I labeled antigen binds to the anti-
body on the beads and by its proximity the emitted short-range electrons of the
125I excite the fluorophore in the bead, which can be measured in a scintillation
counter without separation of unbound antigen. Amersham International further
developed SPA radioisotopic assay technology. SPA is a homogeneous radioiso-
tope assay technology that can be utilized for a variety of biological assays. In
SPA the target of interest is immobilized to a small scintillant containing micro-
spheres or fluoromicrospheres (SPA beads) approximately 5 µm in size. The flu-
oromicrosphere consists of a solid scintillant–polyvinyltoluene core coated with
polyhydroxy film, which reduces the hydrophobicity of the particle. Generic SPA
beads to which proteins such as antibodies, streptavidin, receptors, and enzymes
or small molecules such as glutathione or copper ions are chemically linked to
the coating on the bead are available with Amersham.

Assays are done in aqueous buffers with beta emitters such as 3H, 14C, 35S,
and 33P isotopes and 125I. When 3H atom decays, it releases a β-particle with an
average energy of 6 keV and a mean path length of 1.5 µm in water. The path
lengths of 14C, 35S, and 33P isotopes and 125I are 58, 66, 126, and 17.5 µm, respec-
tively. If a 3H β-particle meets a scintillant molecule within 1.5 µm of the particle
being released, it will have sufficient energy to excite the scintillant into emit-
ting light. On the other hand, if the β-particle of 3H travels longer distances
of more than 1.5 µm, it will not have enough energy to cause scintillation. In
SPA, if a radioactive molecule is bound to the SPA bead directly or through a
molecule coupled to the bead, it is brought into close proximity for the emitted
radiation to stimulate the scintillant to emit light (Fig. 22). Unbound radioactive
molecules are too far away from the scintillant of the bead, the energy released
is dissipated in the solution before reaching the bead, and no light is produced
[73]. The amount of light produced is proportional to the amount of radioactive
molecules bound to the SPA bead and is easily measured in a scintillation counter.
Thus the bound radioactive molecules only produce the scintillation signal but
not the unbound, hence there is no need for separation of free radioisotope in
the assay.



Figure 22 Principles of SPA. Radiation energy from the radiolabeled ligand bound to
the acceptor molecule on the SPA bead is absorbed by bead fluor and generates a signal
on the bead, whereas unbound radioligand does not stimulate the bead. (Courtesy of Amer-
sham.)

1. Instrumentation

Topcount NXT (Packard) and MicroBeta (Wallac) scintillation plate counters
capable of measuring 96- and 384-well microtiter plates are available.

2. Applications

SPA microsphere beads have been prepared from hydrophobic polymers such as
poly(vinyl toluene) (PVT) and inorganic scintillators such as yttrium silicate
(YSi) beads [73]. The capacity of the YSi bead is higher than that of the PVT
bead. The YSi bead is more dense than the PVT bead. Before developing an
assay the compatibility of radioligands with SPA beads has to be tested. Also,
the microplates have to be screened for low nonspecific binding of the radioli-
gand. SPA has been applied to a wide variety of different assays including radio-
immunoassays (RIAs), receptor binding assays, protein–protein interaction
assays, enzyme assays, and DNA–protein and DNA–DNA interaction assays
[74]. SPA beads coated with protein A or secondary antibody captures the anti-
body–antigen complex and is quantitated in the radioimmunoassays (RIAs).



RIAs are used in clinical and pharmacological studies to measure drugs, the sec-
ond messengers, prostaglandins, steroids, and other serum factors.

SPA beads with wheat germ agglutinin (WGA), polyethylimine WGA-PVT
beads, or polylysine coated YSi beads have been used for several membrane
receptors including neuropeptide Y, galanin, endothelins, nerve growth factor,
TGFα, TGFβ, Ach, EGF, insulin, angiotensins, β-adrenoceptors, somatostatin,
bFGF, dopamine, and interleukin receptors [66,67]. SPA also has been utilized
in designing screens for nuclear receptor binding assays with the ligand binding
domain of the nuclear receptor expressed as a fusion protein with His-tag (His6

or His10), radioligand, and nickel-SPA beads. The protein–protein interaction
assays that have been developed using SPA consist of SH2 and SH3 binding
domains, Fos-Jun, Ras-Raf, selectin, and integrin adhesion assays [65,66]. SPA
has been used for protein–DNA binding interaction assays such as binding of
transcription factor NF-κB to DNA.

Enzyme assays can be grouped into three main formats (Fig. 23). (1) Signal
removal. As in the case of hydrolytic enzymes such as proteases, nucleases, phos-
pholipases, and esterases, the radiolabeled substrate is linked to the streptavidin–
SPA bead via biotin, and the enzyme action cleaves the radiolabel from the biotin-
ylated portion of the molecule, resulting in a decrease in the signal. (2) Signal
addition. As in the case of synthetic enzymes such as transferases, kinases, and
polymerases, the acceptor substrate is linked to the SPA bead through biotinyla-
tion, and the donor substrate is radiolabeled. The action of the enzyme transfers
the radiolabel to the acceptor molecule on the bead from the donor, resulting in
an increase in the signal. (3) Product capture. In this assay format, the radiola-
beled product of the reaction is captured by biospecific recognition to antibody
as in the case of PTK. In the PTK assay the phosphorylated product but not the
substrate is captured specifically by antiphosphotyrosine antibody that binds to
protein A or secondary antibody coated onto the bead [73]. SPA has also been
used for quantification of PCR using biotinylated PCR primers and [3H] dNTPs.
The biotinylated [3H] DNA produced is captured onto streptavidin coated beads
[73].

3. Comments

SPA is a very widely used homogeneous assay format for many biological assays.
SPA is applicable to HTS and can be adapted for automation. Assays are routinely
done in 96-well plates and for increased throughput in 384-well plates. Assays
in 384-well plates reduce the radioactive waste generated and the cost of the
reagents. The most commonly used radioisotopes in SPA are 3H and 125I. Re-
cently, 33P is also being used in protein kinase assays. Though the path lengths
of 35S and 14C are similar, due to the low specific activity 14C-labeled compounds
(� 60 mCi/mmol) have not been utilized that much in SPA. When 35S or 33P is



Figure 23 SPA enzyme assay formats. Schematic representation of the three enzyme
assay formats. (1) When a radiolabeled compound is added to a substrate attached to a
SPA bead, the result is a signal increase. (2) When a radiolabeled substrate attached to
a SPA bead is cleaved, releasing the radiolabel will result in a signal decrease. (3) When
a substrate forms a radiolabeled product in the reaction, the product can be captured onto
the antibody coated SPA bead, resulting in signal increase. (Courtesy of Amersham.)

used in SPA, for best results the samples are centrifuged to bring the beads to
the bottom of the well or CsCl is added to increase the density of the reaction
medium, allowing the beads to float to the top for reducing background. The
count time in scintillation counters for a 96- or 384-well plate is approximately
10 or 40 min, respectively, and this may restrict the throughput to some extent.
The signal-to-noise ratio is generally lower than with the conventional assays but
may be adequate for use in HTS. Other critical issues associated with SPA are



color quench and detection efficiency of scintillation counting. The availability
of many protein and other biomolecule coated generic SPA beads and SPA assay
kits from Amersham makes assay development for HTS convenient. The radioac-
tive waste is reduced and does not require any special equipment. However, for
SPA use in HTS, a technology transfer agreement has to be obtained from Amers-
ham, which is expensive.

D. LEADseeker Homogeneous Imaging System

The LEADseeker homogeneous imaging system is being developed by Amers-
ham in collaboration with Imaging Research Inc. This proprietary system com-
bines imaging instrumentation and specialized software with radioactive proxim-
ity reagents that are at least 10 times more sensitive than SPA [75]. The
LEADseeker Radiometric Imager system consists of a CCD camera and uses
europium yttrium oxide (YO:Eu) or europium polystyrene (PST:Eu) particles,
which exhibit emission at 615 nm. The LEADseeker imaging beads have an
emission maximum of 615 nm and show very little quenching with colored (yel-
low) compounds. These beads are available with streptavidin, WGA, glutathione,
protein A, and nickel coatings, which produce higher light output than the SPA
bead. The assays have been developed for 96- and 384-well plates. This system
is capable of capturing the signal from an entire 384-well plate in a single expo-
sure within 10 min. The camera reads the density of the image in grey scales
over a total range of 216 levels. The assays are currently developed for higher
density plates such as 1536-well plates.

1. Instrumentation

Amersham is developing LEADseeker instrument in collaboration with Imaging
Research Inc. for performance partnership partners. The main features of the
LEADseeker consists of a camera with a cooled CCD chip that has an imaging
area of 1024 � 1024 pixels for high-resolution imaging. Shadowing, which is
a common problem with standard lenses used in imaging, is overcome in the
LEADseeker with the use of the telecentric Borealis lens, which captures light
more efficiently from the full area of the plate. The LEADseeker will be ex-
tended to nonradiometric applications with a multimodality imager that will be
capable of reading fluorescence, luminescence, and color. Fluorescent assays will
be based on proprietary cyanine fluors (500–800 nM) that will be applicable to
including steady-state, FP, FRET, and TRF assays.

2. Applications

The LEADseeker can be used for assays that can be performed with the SPA,
the difference being the use of more sensitive Eu-complexed polystyrene or yt-



trium oxide beads in place of SPA beads. Thus the assays can be converted from
macro to micro assays using LEADseeker technology. Some of the assays that
have been tested include reverse transcriptase, EGF binding, GTPγS binding, and
extracellular response kinase 1 [75].

3. Comments

The LEADseeker is a homogeneous radioactive/nonradioactive imaging technol-
ogy suitable for HTS. A CCD camera images the signals from a 384-well plate,
and imaged for less than 10 min, and with development of a 1536-plate imager,
will allow screening � 100,000 compounds a day. This technology is being de-
veloped in partnership with major pharmaceutical companies. Color quench is
overcome by the new bead types. When available, this technology will be a rapid
homogeneous radiometric and nonradiometric uHTS, which will save reagents
and shorten screening times.

V. OTHER METHODS

A. Surface Plasmon Resonance

Surface plasmon resonance (SPR) has become a popular method for looking at
biomolecular interactions. SPR occurs when surface plasmon waves are excited
at the sensor surface consisting of thin metal such as gold coated onto a glass
support [76,77]. SPR is a phenomenon that occurs between incoming photons
and electrons in the sensor surface. The light energy at a particular wavelength
and angle of incidence is transferred to the electrons in the metal surface, causing
alterations in the reflected light. The resonance (nonreflectance) angle is depen-
dent on the refraction index in the vicinity of the metal surface, which in turn is
dependent on the mass concentration. Molecules attaching to the sensor surface
with gold film cause changes in the refractive index close to the surface, resulting
in a change in the SPR signal. Biomolecular binding events cause further changes
in the refractive index that is detected as changes in the SPR signal. In the BIA-
core (biomolecular interaction analysis), the shift in the resonance angle with
time is measured. SPR technique can be used to precisely measure the kinetics
of macromolecular interactions.

Sensor surfaces can be functionalized either directly to capture different
target molecules or to do affinity capture of the target molecules. SPR of macro-
molecules uses Au SPR film and a flow cell that houses a chip coated with a
thin layer of Au colloidal particles. The sensor chip CM5 has a carboxymethyl-
ated dextran matrix surface to which ligand can be immobilized through covalent
derivatization through amine, thiol, aldehyde, or carboxyl groups. Different types
of sensor surfaces are available that can be used for different assays; the sensor



chip CM5 (carboxymethylated dextran matrix surface) with immobilized ligand
can be used for studying the interaction with target molecules or affinity capture
of an alternative molecule that interacts with the target molecule; the sensor chip
SA (streptavidin surface), which captures large biotinylated DNA fragments, is
used in nucleic acid interactions; the sensor chip NTA (NTA coated sensor sur-
face) through nickel chelation captures histidine tagged biomolecules that can be
used in receptor binding assays; the sensor chip HPA (hydrophobic surface) to
which membranes or liposomes containing receptors can be coated are used in
receptor binding studies.

When light is reflected off the surface of the Au particle, the angle of reflec-
tion gives information about the mass bound to the matrix. A solution containing
compounds that interact with the molecule bound to the chip (e.g., ligand to
receptor or antigen to antibody) is passed over the surface of the chip. As these
molecules interact, there is an effective change in surface roughness of a few
nanometers on Au-SPR films that is easily detected. This allows a rapid and direct
measurement of the binding kinetics of a broad variety of interactions in real
time. Despite its sensitivity, this technique is limited, and it is not applicable to
small molecule measurements.

1. Instrumentation

The single channel Biacore probe is used for fast detection and concentration of
target biomolecules. In the Biacore-probe, SPR occurs in the gold film at the tip
of a sensor probe. The multichannel Biacore X, Biacore 2000, and Biacore 3000
can be used to study biomolecular binding events in real time, allowing direct
assessment of kinetic constants. Flow cells use as little as 5 µL sample. The
Biacore X is a manual system with one continuous flow pump and two flow cells.
The Biacore 2000 and Biacore 3000 are automated systems with two autosam-
plers and continuous flow pumps and four flow cells on one sensor, which allow
immobilization of four different molecules; four different interactions can be
monitored simultaneously.

2. Comments

SPR based assays are homogeneous assays though lower throughput without
angle scanning. The sensitivity of Biacore technology is sufficient for detection
and characterization of binding events involving low-molecular-weight com-
pounds and their immobilized protein targets. Biacore systems measure real-time
binding events, with accurate determination of kinetic constants. Automation re-
duces the analysis times and increases throughput. Multiple interactions can be
screened on a large array sensor simultaneously using imaging technology with
a CCD camera for detection. As this technology develops it will be a powerful



tool for HTS to measure the binding of small molecule compounds to their drug
targets directly.

B. CLIPR System

The Chemiluminescence Imaging Plate Reader (CLIPR) a product of Molecular
Devices, is an ultra high throughput luminometer system for 96-, 384-, 864-, and
1536-well microplates. The instrument can be used in HTS mode for cell based
assays and SPA assays in microplates [78].

1. Instrumentation

CLIPR integrates a high sensitivity CCD camera, a telecentric lens, a high preci-
sion positioning mechanism, and a computer system with software for instrument
and record data. The CLIPR system can be loaded manually, can have a plate
stacker, or can be integrated to a linear robot line. The imaging plate reader
system reads plates in under a second and it is possible to do kinetic studies.

C. Infrared Thermography

To measure thermogenesis in a cell culture, infrared imaging system thermogene-
sis was reported [79]. The infrared imaging system was shown to be a rapid,
very sensitive (0.002°C), and effective method for measuring thermogenesis in
cell culture in vitro. Cells grown in a 96- or 384-well plate are equilibrated in
an incubator at 37°C, compounds are added, equilibration at 37°C is done for 10
min, and the heat generation is measured by imaging in the infrared thermography
system. Thermogenesis increased in yeast expressing the mitochondrial uncou-
pling protein-2 after treating with an uncoupler of mitochondrial respiration and
in adipocytes treated with rotenone, an inhibitor of mitochondrial respiration or
β-adrenergic receptor agonists [79].

1. Instrumentation

Commercial systems are not available in the market. A custom-made infrared
thermography system consists of a thermo electrically cooled Agema Thermovi-
sion 900 Infrared System AB (at a focal distance of 6 cm), equipped with a SW
Scanner and a lens (40° � 25° lens) that detects a 2–5.4 micron spectral response.
The data analyzer consists of OS-9 advanced systems and ERIKA 2.00 software
from Agema Infrared Systems. The sensitivity of this infrared thermography sys-
tem is 0.002°C, and its robustness (96- as well as 384-well plates) makes this
system very useful for HTS assays in detection of altered thermogenic responses
in various cell types.



D. Nanoparticle Technologies

Highly luminescent semiconductor quantum dots (small nanoparticles made of
zinc sulfide capped cadmium selenide) have been covalently coupled to biomo-
lecules such as various antibodies or DNA probes for use in ultrasensitive biologi-
cal detection [80,81]. The luminescent labels are � 20 times brighter and 100
times more stable against photobleaching and one-third wide in spectral line
width compared to organic dyes such as rhodamine. Biomolecules are attached
to different color nanoparticles. These biomolecule conjugates are water soluble
and biocompatible. When cells are exposed to the different colored nanoparticles
containing various antibodies, each antibody binds only to its specific antigen on
the cell surface. Depending on the presence of types of antigen on the cell surface,
those colored nanoparticles are captured and others are washed away. Spectral
readings at different wavelengths give information on the types of antigens pres-
ent and the amount of each antigen. Similarly, nanoparticles with different DNA
probes can be used to identify a large number of gene sequences in blood and
other biological samples.

Semiconductor nanocrystals labeled with fluorescent probes have a narrow,
tunable, symmetrical emission spectrum and a broad continuous excitation spec-
trum; they are photochemically stable and may prove to be superior to existing
fluorophores and may have many applications in several different assays [82].
These water soluble nanocrystals also have a long fluorescence lifetime (hundreds
of nanoseconds), which can allow for time-gated detection of autofluorescence
suppression. Several companies developing nanoparticle technologies are Quan-
tum Dot, Auspex, Biocrystals, Nanomat, and Nanosphere.

E. Liquid Crystals

Liquid crystals are used to amplify and transduce receptor-mediated binding of
proteins at the surface into optical outputs. Liquid crystal sandwiched between
two gold films supporting self-assembled monolayers containing ligands, upon
binding of proteins to the specific ligands, will change the surface roughness and
trigger rapid changes in the orientations of 1–20 µm thick films of supported
liquid crystals and changes the intensity of light transmitted through the liquid
crystal, which can be further amplified and transduced into optical signals [83].
The orientations of liquid crystals are sensitive to a wide variety of physicochemi-
cal properties of surfaces, which suggests that this approach can be used for the
detection of binding of small molecules to proteins and protein aggregates to a
surface. This approach does not need electroanalytical apparatus, provides spatial
resolution of micrometers, and can be extended to assay the effect of spatially
resolved chemical libraries on the ligand–receptor binding.



F. Microchip Technology

The HTS and uHTS assays use volumes of a few microliters (5–10 µL in a 1536-
well plate) to several microliters (100 µL in a 96-well plate). Fluid dispensing,
mixing, and evaporation are some of the major technical problems in reducing
assay volumes to a few microliters or to submicroliter levels. Microchips are
designed either for single or multiple use and consist of silicon and glass master
chips combined with plastic injection molding or embossing produced by micro-
fabrication technologies. Fluids are moved through microscopic channels by ei-
ther electro-osmosis or electrophoresis (microfluidics). Microfluidic capillary
electrophoresis has been successfully used in several different types of HTS en-
zyme assays in microchips.

Microchip technology has been used for enzyme assays and to determine
the binding affinity of monoclonal antibody [84–86]. In a microchip based protein
kinase A assay, fluorescein labeled Kemptide was used as substrate. The assay
reagents were placed in wells on the microchip, aliquots of the reagents were
transported by electro-osmosis into the network of etched channels, and enzyme
reaction was performed. The phosphorylated fluorescein labeled Kemptide prod-
uct was separated from the substrate by on-chip capillary electrophoresis, and
kinetic constants for ATP and peptide substrates (Km) and the inhibition constant
(K i) for inhibitor H-89 were determined. This assay demonstrated the usefulness
of microchips for performing enzyme assays. Thus microchip technology has
potential for applications to immunoassays, nucleic acid assays, enzyme assays,
and receptor-binding assays.

Microchip technology has been widely used in DNA analysis. A DNA chip
is a small surface specked with thousands of dots of single stranded DNA of a
gene or gene segment. Gene activity in the cells or tissues is measured by collect-
ing mRNA from cells or tissues, converting it to cDNA, labeling it with a dye,
and incubating it with a DNA chip. The cDNAs hybridize to complementary
sequences on the chip and are identified. DNA array technology is widely used
in various diseases including cancer. Microchips are now commercially available
from Affymetrix Inc. (Santa Clara, CA), Caliper Technologies (Mountain View,
CA), ACLARA BioSciences (Mountain View, CA) and others.

VI. CONCLUSIONS

Several fluorescence, chemiluminescence, luminescence, and radioactive based
assays that are one-step assays that do not require wash and multiple incubations
or filtrations and washes are detailed in this chapter. There is not a single format
that can completely replace all the assays for various targets in drug screening.
Radioactive assays are generally very sensitive assays, but handling problems



and the generation of radioactive waste are big concerns. In the radioactive assays
based on SPA, FLASHplate, Cytostar, and LEADseeker assays, the radioactivity
generated is reduced. SPA assays have been gaining in popularity in spite of
being radioactive methods. Nonradioactive methods like fluorescence based
methods are getting more attention. The FP assay format is comparatively simple
as only one labeled molecule is needed. HTRF requires two labeled molecules,
and if some generic labeled molecules can be utilized, an assay can be developed
faster. Both FP and HTRF formats are very robust and sensitive assays and have
the added advantage that these are ratiometric methods, hence there is less inter-
ference from colored compounds. When tyrosine kinases and serine kinase were
compared in FP, FRET, and SPA formats, all three techniques produced very
similar IC50 values for some peptide substrates, but the FP assay was found to
be faster, cheaper, and more sensitive and robust than the SPA assay [87].

The HTS lab should concentrate on a few technologies that are amenable
to a wide variety of assays and also adaptable to high density plates rather than
diversifying on too many platforms. It will consume a lot of time and money
(instrumentation) to test all the technologies available in optimizing each assay.
Some assays can be done with equal efficiency by more than one format, and it
will be advantageous to go with an assay format that is already tested in the
laboratory. Unless the new technologies offer substantial improvements over
the existing platforms, it is not cost-effective to switch. Several new assay tech-
nologies based on fluorescence confocal microscopy, fluorescence correlation
spectroscopy, fluorescence imaging, electrochemiluminescence, AlphaScreen,
FMAT, and SPR methods are being developed to increase the throughput to adopt
to HTS and uHTS. Microassays using microchip technologies along with mi-
crofluidic array and imaging technologies are gaining importance in drug dis-
covery.
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dans l’état excité. J Phys Radium 7:390–401, 1926.

9. G Weber. Fluorescence and Phosphorescence Analysis. New York: John Wiley,
1966.

10. WB Dandliker, HC Chapiro, JW Meduski, R Alonso, GA Feigen, JR Hamrick, Jr.
Applications of fluorescence polarization to the antigen-antibody reaction. Immuno-
chem 1:165, 1964.

11. ME Jolley. Fluorescence polarization immunoassay for the determination of thera-
peutic drug levels in human plasma. J Anal Toxicol 5:236–240, 1981.

12. DM Jameson, WH Sawyer. Fluorescence anisotropy applied to biomolecular interac-
tions. Meth Enzymol 246:283–300, 1995.

13. ME Jolley. Fluorescence polarization assays for the detection of proteases and their
inhibitors. J Biomol Screen 1:33–38, 1996.

14. R Seethala, R Menzel. A homogeneous, fluorescence polarization assay for src-
family tyrosine kinases. Anal Biochem 253:210–218, 1997.

15. R Seethala, R Menzel. A fluorescence polarization competition immunoassay for
tyrosine kinases. Anal Biochem 255:257–262, 1998.

16. R Seethala. Fluorescence polarization competition immunoassay for tyrosine ki-
nases. Methods 22:61–70, 2000.

17. S Jeong, TT Nikiforov. Kinase assay based on thiophosphorylation and biotinylation.
Biotechniques 27:1232–1238, 1999.

18. GJ Parker, TL Law, FJ Lenoch, RE Bolger. Development of high throughput screen-
ing assays using fluorescence polarization: nuclear receptor-ligand binding and
kinase/phosphatase assays. J Biomol Screen 5:77–88, 2000.

19. AP Tairi, R Hovius, H Pick, H Blasey, A Bernard, A Surprenant, K Lundstrom, H
Vogel. Ligand binding to the serotonin-5-HT3 receptor studied with a novel fluores-
cent ligand. Biochemistry 37:15850–15864, 1998.

20. M Allen, J Reeves, G Mellor. High throughput fluorescence polarization: a homoge-
neous alternative to radioligand binding for cell-surface receptors. J Biomol Screen
5:63–69, 2000.

21. SA Schade, ME Jolley, BJ Sarauer, LG Simonson. BODIPY-α-casein: a pH-inde-
pendent protein substrate for protease assays using fluorescence polarization. Anal
Biochem 243:1–7, 1996.

22. LM Levine, ML Michner, MV Toth, BC Holwerda. Measurement of specific prote-
ase activity utilizing fluorescence polarization. Anal Biochem 247:83–88, 1997.

23. R Bolger, D Thompson. A quantitative RNase assay using fluorescence polarization,
Am Biotechnol Lab 12:113–116, 1994.

24. JH Hanke, JP Gardner, RL Dow, PS Changelian, WH Brissette, EJ Weringer, BA
Pollok, PA Connelly. Discovery of a novel, potent, and src family-selective tyrosine
kinase inhibitor. J Biol Chem 270:695–701, 1996.

25. PR Selvin. Fluorescence resonance energy transfer. Meth Enzymol 246:300–334,
1995.

26. RM Clegg. Fluorescence resonance energy transfer. Curr Opin Biotech 6:103–110,
1995.



27. S Grahn, D Ullmann, HD Jakubke. Design and synthesis of fluorogenic trypsin peptide
substrates based on resonance energy transfer. Anal Biochem 265:225–231, 1998.

28. AJ Kolb, JW Burke, G Mathis. Homogeneous, time-resolved fluorescence method
for drug discovery. In: JP Devlin, ed. High Throughput Screening. New York: Mar-
cel Dekker, 1997, pp 345–360.

29. B Alpha, J Lehn, G Mathis. Energy transfer luminescence of europium (III) and
terbium (III) cryptates of macrocyclic polypyridine ligands. Agnew Chem Int Ed
Engl 26:266, 1987.

30. G Mathis. HTRF technology. J Biomol Screen 4:308–310, 1999.
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I. HISTORICAL INTRODUCTION

Microbe-based screening has been used to identify antibacterial agents as well
as cytotoxic anticancer agents. Cell death was a phenotype that could easily be
followed. Screening against targets in other areas, such as cardiovascular
and neuroscience, was done in the past in isolated tissues, cells, or even in
whole animals. With the start of biotechnology it became possible to clone and
express various target proteins, and this led to in vitro screening in cell-free
systems [1]. These screens are relatively simple to run and generally yield a large
number of ‘‘hits.’’ However, many of the hits from cell-free screens do
not demonstrate whole cell activity, and the hits cannot be used to validate the
target or to determine the utility of the lead molecule [2]. Thus lead molecules
identified in cell-free screens meet the formidable hurdle of requiring chemical
modification to derive molecules that can cross the cell membrane barrier while
retaining activity against the original target. It is not a simple task to gain cell
permeability while retaining selectivity against the target protein with no unto-
ward activity against other cellular components. Thus, the time gained by rapidly
identifying hits from a soluble protein screen is lost while using chemical modifi-
cations to gain selective activity against the target in a whole cell. Cellular sys-
tems simulate the natural milieu of the cell in which the target resides, and target
proteins behave more as they do in their native cell than when they are tested
in a cell-free environment. Furthermore, disease targets may involve complex
protein interactions, and some of these interactions may not be known. These



complex protein interactions are better observed in cellular systems than in cell-
free assays.

II. ADVANTAGES OF CELL-BASED SCREENING SYSTEMS

During the last few years, it has become apparent that cell-based screens provide
significant advantages in that hits identified in these screens can be rapidly devel-
oped into drugs [2,3] (Fig. 1). Moreover, as there are many thousands of targets
in a cell, hits in a cell-based screen show some degree of selectivity towards the
target or they would not be detected in the screen. Hits from a cell-based screen
can be shown to have activity in the cell where the target is naturally expressed.
Such hits face little delay in moving into lead optimization for preclinical candi-
date identification. Once the activity of the hits is confirmed in secondary assays,
chemical modifications can be focused on optimization of potency and pharma-
ceutical properties (Fig. 2).

Although many enzymes can be cloned and expressed to produce large
amounts of protein, it is not always feasible to provide sufficient amounts of

Figure 1 Back to the future: Cell-based screening systems are gaining in popularity
because of the quality of the leads generated from these screens and the high information
content of cell-based screens.



Figure 2 Drug discovery timelines. Chemical analogs from hits in cell-free screens must
be modified synthetically to get whole cell activity. This process is time-consuming, and
it may not be possible to get whole-cell activity while retaining the enzyme activity. Drug
discovery timelines can be shortened by obtaining leads that have activity in whole-cell
systems.

enzyme for use in high-throughput screening. Additionally, batch-to-batch repro-
ducibility of activity is important for maintaining the quality of the screen. In
cell-based screening systems, once the target protein has been expressed, the
reagents are self-generating and the cost of generating reagents is low. A draw-
back of screening using mammalian cells is the expense of growing them to
produce the quantities required for high-throughput screening. The expense and
difficulty of producing large numbers of mammalian cells has been decreased to
some extent by using miniaturized systems. Miniature systems contain fewer cells
and therefore require a robust readout to be detectable. In addition, if there is no
interference between the targets, multiple targets can be expressed in the same
cell to conserve costs. Such dual-target systems provide a well-controlled screen-
ing system in which selectivity can be measured ratiometrically between the tar-
gets expressed in the same cell. Drug targets can be used in whole-cell screens
without knowing all the interacting proteins necessary for activity such as inter-
acting proteins in signaling pathways, other biochemical pathways, and transcrip-
tional activators and repressors that have not yet been individually character-
ized [2,4].



III. MICROBIAL-BASED SCREENING

Biotechnology has made it possible to express mammalian proteins in microbial
systems. Generally, proteins are heterologously expressed in microbial systems
to obtain large quantities of protein for biochemical and structural studies or for
producing large amounts of proteins for clinical use. In some cases, foreign pro-
teins expressed at high levels in microbial cells result in inactive protein trapped
in inclusion bodies. These insoluble aggregates, in many instances, regain activity
after they are isolated, dissolved, and refolded. Also, mammalian proteins that
require post-translational modification like glycosylation are not found in micro-
bial systems. These differences between mammalian and bacterial cell expression
are not generally limiting to developing screening systems, because, in our experi-
ence, some post-translational modifications are not required for the expression
of small amounts of protein that are necessary to elicit biological activity in mi-
crobial cells. In mammalian cells, glycosylation is required for protein stability
and for transport. Microbes offer significant advantages for developing and run-
ning screens because of the relative ease with which proteins can be cloned and
expressed in microbial cells. In addition, microbial cells are inexpensive to grow
and can be manipulated for distribution with ease.

IV. CELL PERMEABILITY

An advantage of cell-free systems is that all active compounds are identified and
then secondary cellular systems can be used to differentiate those hits that are
cell-permeable and those that are not. Although cloning new targets of interest
into microbial systems is easily achieved, microbial cells have evolved an imper-
meable cell wall and membrane that allow them to survive in the environment.
Therefore the target may not be easily accessible to compounds in high-
throughput screens that use microbial cells. Mammalian cells, in general, are
more permeable than microbial cells, and therefore microbial cell-based screens
are likely to miss those compounds that do not penetrate across the cell wall and
membrane barrier. In addition, many microbes have very effective efflux systems
that pump out compounds. These efflux systems are similar to the multidrug
resistance (MDR) transporters found in tumor cells. One of the large classes of
efflux systems, or transporters, is called the ATP-binding cassette transporters or
ABC transporters. The ABC transporters are conserved from bacteria to man [5].

With such drawbacks, can microbial-based screening be effectively used
in screening? Genetic and molecular technology has made it possible to remove
some of these barriers and make screen development and screening in microbial
systems a viable, inexpensive, and productive alternative to other screening sys-
tems. Among microbes, Saccharomyces cereviseae or yeast and Escherichia coli



have been the most popular because of the genetic manipulations possible with
these organisms. Since the yeast S. cerevisiae is an eukaryote, it is often consid-
ered to be a more realistic system for screen development against mammalian
targets. However, yeast is slower to grow than E. coli, taking 48 hours to grow
to measurable densities, while E. coli can be used within 6 to 8 hours of growth.
Also, genetic manipulations in E. coli are considerably less difficult than with
yeast, and E. coli are more permeable than yeast.

A. Development of Permeable S. cerevisiae

Wild-type S. cerevisiae are quite impermeable owing to their cell wall and mem-
brane. The cell wall is considered to be latticelike and allows most small mole-
cules to permeate through. However, the cell membrane is considered to be quite
impermeable. More recently it has been noted that yeast cells are actually perme-
able, and the lack of drug effect is the result of the activity of multiple efflux
systems, belonging to the family of ATP-binding cassette transporters (MDR),
called PDR, that rapidly pump out compounds. Transcription factors, pdr1p and
pdr3p, down-regulate the expression of hexose transporters, HXT11 and HXT9,
which in turn up-regulate the expression of PDR. Thus deleting the hexose trans-
porters, HXT11 or HXT9, confers pleiotropic drug resistance on yeast while over-
expression of these transporters results in increased sensitivity to drugs (Fig. 3).
Furthermore, deletion of the regulators of the promoter for ATP-binding trans-
porters, PDR1 and PDR3, in HXT11 and HXT9 over-expressing strains, results
in supersensitive yeast [6]. These mutant strains are ideal organisms for use as
host strains for the development of screens. Improved cell permeability was also

Figure 3 Design of permeable S. cerevisiae. The transcription factors pdr1p and pdr3p
decrease the expression of the hexose transporters. The hexose transporters increase the
expression of the ATP transporters such as PDR5. Deletion of PDR1 and PDR5 increases
expression of HXT11, and HXT9 down-regulates the expression of ATP transporters and
enhances the susceptibility of S. cerevisiae to many compounds.



reported for the yeast strains with deletion of the YOR1 gene, which encodes
another ATP-binding cassette transporter [7]. In addition to transporter mutants,
mutants in the ergosterol pathway, such as in erg6, are also more permeable to
small molecules used in screening than wild-type strains [8]. However, the mu-
tants in the ergosterol pathway have the disadvantage that their growth is affected,
and they are difficult to transform.

B. Development of Permeable E. coli

Gram-negative bacteria like E. coli have an outer membrane, an inner membrane,
and a periplasmic space between the membranes. The outer membrane has the
lipopolysaccharide (LPS) layer and a number of proteins called porins, which
allow molecules that are approximately 600 Kd to enter the periplasmic space [9–
11]. The sizing sieve created by the porins is perfect for small molecule discovery
programs. E. coli permeability can be increased by mutating efflux proteins [12–
14] and also by shortening the length of the LPS layer [9]. Mutants in the rfa2
gene are called rough strains and are more permeable to many drugs [15]. Another
gene, called imp, has been reported that, when mutated, enhances permeability
by altering the surface properties of E. coli [16]. As with yeast, mutations in
cell wall structures enhance permeability. However, growth and transformation
properties could be altered, and the ideal permeable strain must be picked to suit
the needs of the particular screen.

V. BIOLOGICAL RELEVANCE OF MICROBIAL SCREENING
SYSTEMS

Although microbial systems are less complicated than mammalian cell systems,
homologs of many mammalian proteins are found in microbial systems. As of
November 1996, 21% (15/70) of the positionally cloned genes that are mutated
in human disease have a match in the Saccharomyces sequence [17]. In addition,
many other mammalian proteins that do not have sequence homology but do
have functional homology can be used to complement function in microbial cells.
Unlike in higher organisms, the functions of about half of the yeast and E. coli
genes are known on the basis of amino acid sequence similarity with other pro-
teins of known function [18]. This is an enormous resource that is being used
for functional analysis. History has shown us that biological mechanisms revealed
from the study of microbial cells will be applicable to higher eukaryotes; in the
future, knowledge of the function of microbial proteins will help in elucidating
the function of many mammalian proteins. The similarity between living organ-
isms was noted by Jacques Monod when he said ‘‘What is true for Escherichia
coli is true for the elephant, except more so’’ [19].



VI. USE OF S. CEREVISIAE AND E. COLI FOR TARGET
VALIDATION AND SCREENING

In the simplest approach, functional complementation can be used to derive a
screen in which the activity of the heterologous gene is essential for survival. This
approach has been successful even in cases where protein homology is limited, as
long as the relevant biological activity is complementary. Microbial systems can
also be used to define interactions with other proteins. The more difficult ap-
proach is to manipulate the heterologously expressed gene to obtain a surrogate
phenotype and create ‘‘designer microbes.’’ The following are examples of each
type of system.

A. Complementation of Homologous Targets

1. S. cerevisiae–Based Screens for Immunosuppressants

Immunosuppressants, such as cyclosporin and FK506, inhibit T cell activation
and have made tissue and organ transplantation a reality. These drugs were first
identified because of their antifungal activity, and their mechanism of immuno-
suppression long remained a mystery. The mechanism of action of cyclosporin
and FK506 was determined using S. cerevisiae [20]. Cyclosporin and FK506
bind proteins with peptidyl prolyl isomerase activity (called FK506 binding pro-
teins and cyclosporin binding proteins) and forms a complex that inhibits the
calcium-calmodulin phosphatase, calcineurin. The similarity between the activity
of the immunosuppressants in T cells and yeast is shown in Fig. 4. In the presence
of these immunosuppressants, yeast does not grow and divide after exposure to
the yeast pheromone, α-factor. The mechanism of action of Rapamycin, another
immunosuppressant, has been elucidated by studies in yeast [21]. The target of
rapamycin is known to be TOR, which is involved in phosphorylating protein
phosphatase 2A. These phenomena can be used as the basis of screens for new
immunosuppressants.

2. Expression of Seven Transmembrane, G-Protein Coupled
Receptors in Microbial Systems

Many currently used drug targets are seven transmembrane, G-protein coupled
receptors (GPCRs), such as the serotonin receptors, dopamine receptors, and
adrenergic receptors. Antagonists have been identified by ligand-displacement
assays using mammalian cells or their membrane preparations. Agonists have
generally been identified by functional assays. Microbial systems have been
adapted to identify agonists and antagonists of GPCRs. The mating factor recep-
tor in S. cerevisiae is called Ste2 and is similar in structure to mammalian GPCRs.
Mammalian GPCR can be used to replace Ste2, so that the GPCR can signal



Figure 4 Mechanism of action of FK506 in T lymphocytes and S. cerevisiae. The immu-
nosuppressant FK506 binds FK506-binding proteins in T cells and in yeast. Together,
these molecules complex with calcineurin and inhibit its activity. In T cells and in yeast,
free calcineurin is essential for the activation of transcription factors. The phenotype de-
rived from the activation of transcription factors in T cells is activation and in yeast it is
growth after pheromone-induced arrest.

through the mating factor signaling pathway when activated by the GPCR agonist
[22]. In order to get efficient downstream coupling with the mating factor path-
way kinases, the amino terminal domain of the Gα protein can be replaced by
the same region of the human Gα protein [22,23]. The GPCRs expressed in this
manner in yeast are useful for screening for agonists. Coupling can also be ob-
tained with the natural yeast Gα protein [24,25].

The natural ligands of GPCRs can be large peptide ligands. In mammalian
cells, these GPCRs can be activated by these peptides as well as their derivatives.
Antagonists are identified by finding compounds that can displace these peptides.
Short peptides can be coexpressed with GPCR in yeast to develop functional
antagonist screens as well as for identifying ligands for orphan GPCRs [26].



Orphan GPCRs are those receptors that have been cloned by sequence homology
to known GPCRs but whose function and natural ligand are not yet known. Pep-
tide libraries have been expressed with secreted sequence tags that are secreted
into the surface of the yeast where they come into contact with the GPCRs. Using
these libraries, peptides that specifically interact with and activate the receptor
in an autocrine manner can be identified.

GPCRs have been expressed in E. coli with limited success. However, E.
coli has no naturally occurring GPCRs and there is no G-protein signaling path-
way. Therefore both the G-protein and the GPCRs have been expressed in E.
coli to obtain receptors that bind receptor agonists [27,28].

3. Functional Expression of Channels in S. cerevisiae

Potassium channels are important targets for cardiovascular, immunological, and
neurological diseases. Functional screens for K� channel openers and blockers
involve expensive equipment and are technically difficult. Therefore simpler
assays for developing high-throughput screens have been welcomed. A simple
functional screen was developed in Saccharomyces using complementation of
Trk potassium transporter knockouts [29] (Fig. 5). The inwardly rectifying potas-
sium channel IRK1 has also been expressed in yeast to complement the Trk
transporter defect. In the strain expressing the IRK1 channel, the ion channel

Figure 5 Functional expression of MinK potassium channel in S. cereviseae. MinK is
a potassium channel found in the heart. It can complement the knockout of the potassium
transporters TRK1 and TRK2 in yeast and allows the mutant yeast to grow in a low-
potassium medium. Blocking of the MinK channel in yeast will prevent growth of the
yeast in a low-potassium medium.



activity correlates well with the growth phenotype and with patch clamp experi-
ments in Xenopus oocytes expressing these channels.

The influenza M2 channel has been expressed in S. cerevisiae [30]. The
influenza M2 channel is a proton channel that is expressed in infected cells: its
function is to increase the acidity of the milieu in which the virus sheds its capsid.
When expressed in S. cerevisiae, the M2 proton channel increases the permeabil-
ity of yeast membrane to ions resulting in loss of yeast cell viability. In order to
develop a screen to find influenza M2 protein inhibitors, it was expressed from
a galactose-inducible promoter (Fig. 6). The screen was designed to find com-
pounds that permit growth and rescue the cells from the permeabilizing effects
of M2 protein when the growth medium is supplemented with galactose.

Channel screens designed in S. cerevisiae have been useful for high-
throughput screening. However, yeast is slow growing, and expression of chan-
nels in this microbe is difficult and time-consuming. E. coli provides an alterna-
tive for developing screens to find influenza virus M2 inhibitors. The influenza

Figure 6 Functional expression of the influenza virus M2 proton pump in S. cereviseae.
The influenza M2 channel occurs as a tetramer and acts as a proton pump in virus infected
cells. Expression of this channel in yeast increases membrane permeability and causes
cell death. Blockers of the channel allow growth of yeast cells expressing M2.



virus M2 protein has been expressed under control of the lac promoter in E.
coli [31]. In E. coli, M2 protein increases membrane permeability to hydrophilic
molecules, such as ONPG, uridine, and hygromycin B, and as in yeast, high level
expression of M2 induces rapid lysis in E. coli. Thus a rescue screen for com-
pounds that can block influenza virus M2 is easily set up using E. coli.

B. Expression of Heterologous Proteins to Get a
Phenotype

1. Expression of Steroid Hormone Receptors in S. cerevisiae

Screens to find ligands for steroid hormone receptors such as the retinoid recep-
tors have been designed in S. cerevisiae [32]. Steroid hormone receptors occur
intracellularly. They have a ligand-binding domain, a dimerization domain, and
a transactivation domain. When ligands induce these receptors to homo- or
heterodimerize, their transactivation domain binds the specific response elements
and activates specific promoters. The dimerization of the steroid hormone recep-
tors followed by binding and transactivation of specific promoters can be studied
in yeast. Homodimerization has been demonstrated using retinoic acid receptors,
thyroid hormone receptors, and estrogen receptors [33,34]. Heterodimerization
with the RXR retinoid receptor can also be demonstrated [35]. In this system,
the RAR, retinoic acid receptors respond to a number of retinoids, but RXR
responds only to the RXR-specific 9-cis isomer of retinoic acid [35]. Because
all mammalian cells have many representatives of the steroid hormone receptor
family expressed naturally, microbial systems offer cells with a ‘‘null’’ back-
ground for studying specific interactions.

2. Expression of Human Topoisomerase 1 in E. coli

Human topoisomerase 1 binds double-stranded DNA and makes a single covalent
phosphotyrosine intermediate, thus relaxing negatively supercoiled DNA. The
activity of topoisomerase 1 is increased in dividing cells and is the target for the
anticancer agent, camptothecin. Camptothecin traps the covalent phosphotyrosine
intermediate, and various cellular activities produce cleavage fragments from this
interrupted strand passage reaction. Many companies have sought additional
chemotypes that inhibit topoisomerase 1 by using cell-free screening approaches
that have been difficult to use in high-throughput screens. In these screens com-
pounds that interact with DNA but do not have enzyme inhibitory activity often
appear as false positives. Thus, it is difficult to detect specific inhibitors in these
cell-free screens. An E. coli based screen has been reported that can easily distin-
guish between compounds that are only DNA interactive agents and those that
produce cleavable complexes made of drug–DNA fragments and topoisomerase
1 [36]. Human topoisomerase 1 and E. coli topoisomerase 1 are different in the



reaction that they catalyze and have no homology. In the E. coli–based screen,
human topoisomerase 1 is expressed from the inducible lac promoter. If a com-
pound inhibits human topoisomerase 1, it can freeze the DNA cleavage fragments
generated during the strand passage reaction. DNA damage is detected in E. coli
by observing the induction of a sulA–lac fusion. General DNA damaging agents,
which do not act on topoisomerase 1, are identified by the induction of sulA–
lac in the absence of topoisomerase 1 induction. Thus compounds that interact
with topoisomerase 1 and DNA can be clearly differentiated from those com-
pounds that interact only with DNA in this screen.

3. Development of Screens to Find Protease Inhibitors

Proteases have been used as drug targets for many disease processes ranging
from hypertension (angiotensin converting enzyme, ACE) to the human immuno-
deficiency virus or HIV. Enzyme assays have been useful in screening for prote-
ase inhibitors. Microbial systems provide an alternative means for screening
against these targets and have the advantage of not requiring the production of
large quantities of the enzyme. In addition, for those proteases whose natural
environment is the cytoplasm, microbial systems provide a more natural milieu
than that of a cell-free screen. It is possible that the difficulty in designing inhibi-
tors against proteases, such as the cytomegalovirus protease and hepatitis C virus
proteases, is related to the complex natural substrates that are the targets of these
proteases in infected cells. These complex substrates can be engineered into mi-
crobial screening systems.

In general, functional screens for proteases are designed by insertion of the
protease substrate (peptide sequence) within a protein that, when cleaved by the
protease, looses its activity. One screening system that has been described in S.
cereviseae involves the Gal4 transcriptional activator that induces the expression
of several enzymes required to metabolize galactose. The protease substrate can
be inserted in the transcriptional activation site of Gal4 [37]. The protease, when
expressed from a separate plasmid, cleaves the substrate, destroying the Gal4
transcriptional activator. When the protease is inhibited, the Gal4 transcriptional
activator binds the Gal promoter and activates the transcription of galactose me-
tabolizing enzymes. Yeast strains expressing these enzymes do not grow on me-
dium containing 2-deoxygalactose, and this allows the easy detection of protease
inhibitors.

A number of protease screening systems have been developed in E. coli.
The test protease could be made to activate or deactivate a protein that confers
a phenotype, for example viability or a scorable phenotype, such as a color re-
porter or an antibiotic resistance gene. In one system, the transmembrane tetracy-
cline efflux protein, TET, has been used as the indicator and confers tetracycline
resistance to the host E. coli. TET protein has two multiple transmembrane do-



mains that are connected by a long cytoplasmic loop. The protease substrate can
be engineered into the cytoplasmic loop of TET without loosing TET function.
Cleavage of TET by the protease that is also heterologously expressed in the
same strain makes the E. coli sensitive to tetracycline [38,39]. An inhibitor of
the protease allows the E. coli to grow in the presence of tetracycline as the TET
protein remains intact.

Another more intricate system has been developed in E. coli for identifying
protease inhibitors. This system depends upon the phenomenon that a mutation
takes place in the S12 ribosomal protein of the 30S ribosomal subunit that makes
E. coli resistant to streptomycin [40]. Such a mutation in the S-12 ribosomal
protein is simulated by making a S-12 fusion protein with the protease substrate.
The E. coli expressing the S-12-peptide-substrate chimeric protein is resistant to
streptomycin. When the protease is expressed in the same E. coli expressing the
S12-peptide-substrate chimera, the substrate is cleaved from S-12 and the E. coli
becomes sensitive to streptomycin. Protease inhibitors preserve the S12-peptide-
substrate chimera, and the E. coli remain streptomycin-resistant (Fig. 7). This
screening system is notable because protease-dependent, dominant phenotypes
are more sensitive than recessive phenotypes [40].

Figure 7 A bacterial protease system. A mutation in the S12 protein in the 30S ribo-
somal subunit makes E. coli streptomycin resistant. A chimeric S12-protease substrate
protein mimics a mutation, and E. coli expressing S12-protease substrate constructs
are streptomycin resistant. When the test protease is coexpressed in the streptomycin
resistant E. coli, the protease substrate is cleaved from S12 and the E. coli reverts to
streptomycin sensitivity. Protease inhibitors would prevent the regaining of streptomycin
sensitivity.



4. Functional Expression of Tyrosine Kinases and
Phosphatases

Tyrosine kinases are important targets for drug discovery for oncology, immunol-
ogy, and other therapeutic areas. Cell-free assays have been popular for this class
of targets since the enzymes are easily produced and phosphorylation of the sub-
strate is simple to detect using labeled ATP. An alternate method using Schizosac-
charomyces pombe has been published that will find inhibitors that are nontoxic
to yeast as well as cell permeable [41]. The prototypic tyrosine kinase, Src, was
expressed under the control of the inducible promoter. Induction of Src results
in cell death, and growth rescue can be used for identifying inhibitors. To adapt
the screen for identifying phosphatase inhibitors, this system was modified by
co-expressing tyrosine phosphatase on a second plasmid. When the kinase and
phosphatase are coexpressed, the cell survives the detrimental effects of kinase
expression. Tyrosine phosphatase inhibitors can be identified in this system by
looking for agents that selectively kill the strain coexpressing the kinase and
phosphatase [41].

5. Methods for Detecting Protein–Protein Interaction

Yeast Two-Hybrid System. Proteins carry out their function in most cases
by interacting with other proteins. The yeast two-hybrid system, developed by
Fields and Song [42], has revolutionized the study of protein–protein interactions.
In this system, the transcription factor, GAL4 from S. cerevisiae, is used to set
up the assay. GAL4 has two domains, a site-specific DNA binding domain and
an acidic region that is required for transcriptional activation. The DNA binding
and activation domains can be coded by separate genes as long as they are brought
together in a heterodimer to reconstitute a functional transcription factor (Fig.
8). The system is designed so that when GAL4 binds the GAL4 binding domain
on the promoter, LEU2 and/or HIS3 are expressed. Functionally competent chi-
meric proteins can be made that consist of the DNA binding domain fused to
one protein of an interacting pair and the activation domain fused to the second
protein of the interacting pair. Interaction of the proteins that are constructed as
chimeras of the activating and DNA-binding domains allow the yeast to grow
in the absence of histidine and leucine, thus providing a selective advantage. The
yeast two-hybrid system is widely used for identifying homo- and hetero-
dimerizing proteins as well as to develop screens to find compounds that can
block two proteins from interacting with each other [43].

The yeast two-hybrid system has been modified to measure the dissociation
of interacting proteins by using the URA3 reporter [44]. Yeast cells expressing
URA3 can grow in medium without uracil. When 5-fluoroorotic acid (FOA) is
introduced into the medium, URA3 expressing cells take up FOA and transform
it into a toxic compound. Thus the expression of the reporter gene is toxic and



Figure 8 The yeast-two hybrid system. (A) The ‘‘wild-type’’ GAL4 transcription factor
has two domains, the activating and the DNA-binding domains. (B) Two interacting pro-
teins X and Y that are chimeras with the DNA-binding domain of GAL4 and the activating
domain of GAL4-respectively. When the two proteins interact, the activating domain and
the DNA-binding domain are brought together to function as a transcription factor.

provides a powerful selection procedure. This FOA system is used in the ‘‘reverse
two-hybrid’’ system, providing a selective growth advantage and a more powerful
system for screening. In the reverse two-hybrid system, the interacting protein
is expressed inducibly, and only when the interacting proteins are blocked do
the cells survive. GAL4 and LexA transcription factors are most often used in
the yeast two-hybrid system. In two-hybrid screens, it is useful to have two sepa-
rate reporter constructs to help in sorting ‘‘hits.’’ Reporters such as LEU2 and
LacZ can be expressed in the same cell.

The yeast 2-hybrid system has been used to develop screens for ligand–
receptor interactions, including peptide hormone receptors and the tyrosine kinase
receptors [45–47]. Specific and reversible ligand–receptor interactions between
growth hormone and growth hormone receptor, VEGF and KDR, can be studied
using the yeast two-hybrid system. Ligand-dependent receptor dimerization can
also be studied using three expression plasmids in which the receptor is expressed
as a fusion protein with both the DNA binding domain as well as the activation
domain. The ligand is expressed from a third plasmid. When the ligand binds
the two receptors, the DNA-binding domain and activating domains are pulled
together and Gal4 is activated (Fig. 9).



Figure 9 The yeast three-hybrid system. Yeast systems to identify ligand–receptor in-
teractions are shown. In the example shown, (A) growth hormone is expressed as a chimera
with the DNA-binding domain of GAL4 under the control of a regulatable promoter (cop-
per). Growth hormone receptor is expressed as a chimera of the activating domain of
GAL4. When induced, the activating and binding domains are brought together by the
interaction of growth hormone with its receptor. This is a two-hybrid system. (B) In con-
trast, in the three-hybrid system, both the DNA-binding and activation domains are ex-
pressed as chimeras with growth hormone receptor. Growth hormone is expressed from
a third plasmid, under regulation of the inducible copper promoter. When uninduced, the
activating and binding domains are not brought together. When induced, the excess of
growth hormone binds the growth hormone receptor, inducing dimerization and functional
activation of GAL4, resulting in the expression of HIS3 reporter.

The yeast two-hybrid system has been adapted to study protein–protein,
protein–RNA, protein–DNA, and protein–small molecule interactions [48]. A
one-hybrid system has been developed that utilizes cis-acting sequences to iden-
tify DNA-binding proteins that can initiate transcription [49]. A yeast three-hy-
brid was developed to study RNA–protein interactions that are especially useful
for developing screens against viruses [50]. In this system, the hybrid RNA con-
taining sites recognized by the RNA interacting proteins links the two-hybrid
proteins containing the DNA-binding and activation domains, respectively. The
yeast two-hybrid system has been recently applied to find inhibitors of the N
type calcium channel [51,52]. Alternative screening techniques use mammalian
cells to measure calcium channel activity with electrophysiological and spectro-
photometric methods to measure calcium influx. These methods are labor inten-
sive, difficult, and not compatible with high-throughput screening. In the yeast
two-hybrid system, the interacting, regulatory portion of the α1 subunit of the
channel fused to the Gal4 activation domain and the full length β3 subunit fused
to the yeast Gal4 DNA binding domain were expressed. The system could be



adapted to find inhibitors of specific calcium channels by selecting the specific
interacting domains.

E. coli Two-Hybrid System. The yeast two-hybrid system and its modifi-
cations have been widely used for studying protein–protein interactions. Al-
though it is useful for identifying the interacting proteins, the interacting proteins
are not easily accessible to inhibitors that must cross the cell wall and membrane
and also the nuclear membrane where the two-hybrid constructs are located in
the yeast cell. Simpler systems have been developed in E. coli that may be more
effective for screening. An example of such a system is a protein dimerization
system developed in E. coli. Dimerization and multimerization is required for
the activation of many cell surface proteins, such as single transmembrane recep-
tors and channels. A bacterial system called ToxR has been developed to detect
dimerization of cell surface receptors and channels [53]. The Vibrio cholerae
ToxR gene product is a Type 2 membrane protein that has an extracellular do-
main, a single transmembrane domain, and a cytoplasmic domain that acts as a
transcription factor, binding directly to the Tox promoter to activate toxin secre-
tion. In V. cholerae, the extracellular domain of ToxR activates in response to
external stimulus and induces the cytoplasmic portion of the receptor to bind the
Ctx promoter directly to induce transcription of the toxin gene. In the screening
system, ToxR has been cloned into E. coli, and the extracellular domain of ToxR
has been replaced by the extracellular domain of the TrkC, the receptor for the
neurotropin, NT3. Dimerization of the extracellular domain of the TrkC receptor
activates the ToxR promoter. In the E. coli system, a reporter, such as β-galactosi-
dase or the antibiotic resistance gene chloramphenicol acetyl transferase, has been
engineered instead of toxin, for obtaining an easily measured readout (Fig. 10).

The ToxR system has been also been used for expressing the influenza
virus M2 protein. In contrast to the system described in the previous section,
where the M2 protein induces membrane permeability, the M2-ToxR chimera
can be used to identify compounds that bind the channel and alter the multimeri-
zation state. The anti-influenza drug Amantadine is known to block the M2 chan-
nel, and in the M2 ToxR system, it was shown to alter the transcriptional signal
produced by the M2-ToxR chimera. Although this screening system does not
specifically find blockers of the M2 proton pump, the screen is designed to test
a large number of compounds rapidly and identify those compounds that bind
and affect aggregation. Some of these compounds could inhibit M2 function. The
ToxR system has also been used for studying the formation of homodimers of
Immunoglobulin VL domains [54]. Thus different functional systems can be used
to develop screens for the same target.

More recently, a different system using the CadC protein in E. coli has
been developed for developing protein dimerization screens (unpublished obser-



Figure 10 The ToxR, E. coli dimerization system. In Vibrio cholerae, ToxR is ex-
pressed as a cytoplasmic membrane protein that acts as a transcription factor interacting
with the Ctx promoter directly with its cytoplasmic domain when it is induced to dimerize
by interaction with ToxS. The ToxR protein has been cloned and expressed in E. coli to
study the dimerization of proteins. The extraceullular dimerization domain of ToxR is
replaced with the protein of choice, in this example the immunoglobulin variable domain
and expressed in E. coli. The Ctx promoter is also cloned into E. coli and the toxin gene
is replaced by a reporter such as lacZ. When the immunoglobulin domains dimerize, the
cytoplasmic domain of ToxR is activated and lacZ is expressed.

vations, Facts sheet, Small Molecule Therapeutics, Inc.). In contrast to ToxR,
CadC is a naturally occurring single transmembrane protein in E. coli that signals
in response to pH change. These simple E. coli systems are modular in that chime-
ric proteins can easily be developed with the CadC protein. In addition, these
systems can be easily adapted to identify compounds that induce or prevent
dimerization.

Proteins carry out functions by interacting with other proteins. The ToxR
and CadC protein dimerization systems can be used to measure homodimeric
interactions of membrane-associated proteins. There are other E. coli–based sys-
tems that can be used for measuring heterodimeric interactions. A system devel-
oped by Dove et al. [55,56] uses transcriptional activators in prokaryotes that
bind near a promoter and contact RNA polymerase. RNA polymerase consists
of the β, β1, σ, and two α subunits. Each α subunit contacts an activator protein,
such as λci, two of which are required to occupy the λ-operator sites and activate
the promoter. The C-terminal end of the RNA polymerase α subunit is fused to
one protein of the interacting pair, and the C-terminal end of the λcl protein is
fused to the second protein of the interacting pair. When contact is made between
the protein fused to the DNA-bound protein, λcl, and the heterologous protein
domain fused to RNA polymerase, transcription is activated. There are many



examples of the activation of genes by recruitment of proteins [57], and many
of these can be applied to developing protein–protein interaction screens. Another
novel E. coli two-hybrid system has been developed that takes advantage of the
ability of LexA to repress the activator AraC [58]. Chimeras of AraC and LexA
were made with the interacting proteins. The LexA-protein 1 chimera interacts
with the LexA binding half-site on the DNA, and the AraC–protein 2 chimera
binds to the high-affinity AraC binding site. The LexA and AraC operators are
separated by an IHF site that is involved in DNA loop formation and possibly
helps in repression. Interaction of protein 1 and protein 2 allows LexA to hetero-
dimerize with AraC, causing repression of the AraBAD promoter fused to lacZ.

Another E. coli two-hybrid system that can be used for homo- and hetero-
dimeric proteins has been described [59]. This particular system is simple in that
reconstitution of enzyme activity is used. The genes of the two interacting pro-
teins of interest are fused to the two fragments of the catalytic domain of Borde-
tella pertussis adenylate cyclase. One fragment with amino acid 1-224 of the
cyclase is constructed with a C-terminal fusion and the second with amino acid
225-399 is constructed with an N-terminal protein fusion. Interaction of the pro-
teins reconstitutes the adenylate cyclase and results in cAMP synthesis in E. coli
with a mutation in the cya gene. cAMP binds to the catabolite gene activator
protein, CAP, and the cAMP/CAP complex can bind specific promoters to turn
on certain genes. Reporters of interest, such as lacZ or chloramphenicol resistance
genes, can be fused to the cAMP sensitive reporters to obtain an easily measurable
readout. Protein–protein interaction can also be measured by fusing the proteins
of interest to complementing β-galactosidase deletion mutants [60]. The forced
interaction of nonfunctional β-galactosidase units to produce active enzyme is
the basis of this technology and provides a second method to measure protein–
protein interaction directly without the activation of transcription factors.

Use of Two-Hybrid Systems for Functional Proteomics. Large numbers
of potential targets are being identified from human genome sequencing efforts
[61]. Many other targets are being identified from sequencing other organisms.
The companies that are the first to convert the finite number of targets buried in
the sequence information into drug targets and drugs will be successful in the
future. Many strategies are being taken to understand the function of new genes
as well as their protein products. Homology to known proteins has been useful
in designing screens. However, the functions of many other genes will need to
be determined. As proteins function by interacting with other proteins, two-hybrid
screening methods will be useful for determining interacting proteins. The func-
tion of interacting proteins, if known, may give clues to the functions of the new
gene. Once the interaction is understood to be important, the two-hybrid pair
can be used in a high-throughput screen to find small molecule inhibitors of
the interaction by using any of the systems described above. Large numbers of



compounds are available for screening from combinational chemistry programs,
and cost-effective means of screening these libraries are necessary. Nanodrop
technology has been developed to test combinatorial compounds that are avail-
able in small amounts [62]. In this method, nanodroplets (100–200 nL droplet)
containing the yeast and compound are created. When the compound is released
from the bead, it is trapped and cannot diffuse. When the compound is available
at high concentrations in the proximity of the yeast with the target interacting
proteins expressed in a two-hybrid format. This method combines the power of
yeast genetics with combinatorial chemistry for drug discovery. The same droplet
technology can be used with any of the microbial screening systems described
in this chapter to screen small molecule libraries.

VII. SCREENING IN HIGH-DENSITY FORMATS

As thousands of new potential drug targets from genomic information and protein
interaction studies are identified, the future of screening is in using chip technol-
ogy [63,64]. Microbial systems are especially suited for delivery to microchips.
Microbes are robust and are easy to handle and distribute. Thousands of yeast
and E. coli cells can be deposited on chips in a high-density format. In addition,
the surface charge on E. coli could be used to array the organisms into the desired
format. Currently, the limitation is the sensitivity of reading colorimetric report-
ers, and alternatives are being investigated. Biosensors and transducers could be
used to detect thermal, immunologic, or optical changes [65,66]. Glucose sensing
amperometric systems are being used in clinical microbiology and could be de-
veloped for HTS [67]. Each of the microbial systems described can be adapted to
use the reporter that is suitable for the high-density format on chips for screening.

VIII. CONCLUSIONS

Microbes provide an alternate platform for high-throughput screening. The sys-
tems are inexpensive to run, and screens can be developed rapidly. Many modular
systems are available that are adaptable to important classes of targets, such as
GPCRs, single transmembrane receptors, tyrosine kinase, phosphatases, and ion
channels. Functional screens are becoming necessary for developing screens for
proteins whose biological function is not yet known as well as on proteins that
interact with new proteins. Because of the ease with which new targets can be
explored, functional cell-based screens are becoming the preferred method for
finding leads for drug discovery. Microbial systems provide simple and cost-
effective means of functional screening.
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I. INTRODUCTION

Efforts have continued for many centuries to find substances to treat disease and
to combat agricultural pests. The earliest discoveries in both of these fields came
about largely by chance, and information regarding these discoveries was then
disseminated anecdotally. For example, the medical utility of plant extracts con-
taining cardiac glycosides was initially found by chance observation. Extracts
containing these compounds are known to have been used by the ancient Egyp-
tians and the ancient Romans. The first modern description of the therapeutic
uses of the most clinically useful cardiac glycoside, digitalis, was written by
William Withering in 1785 [1]. Although Withering appreciated the clinical util-
ity of digitalis, the pharmacological basis for the drug’s action was not understood
at the time, in part because of the serendipitous nature of the compound’s dis-
covery.



A similar example from the field of agricultural chemistry is the develop-
ment of Bordeaux mixture as the first effective agricultural fungicide. Although
the antifungal properties of copper sulfate had been recognized as early as 1807,
copper sulfate mixtures were initially largely used on vines to discourage grape
theft [2]. The fungicidal properties of an old copper sulfate preparation, Bordeaux
mixture, against downy mildew were first noted in 1882 by Millardet and Gayon.
The news of this discovery spread rapidly. Bordeaux mixture was introduced into
the United States by 1885.

The discoveries described above were largely accidental. Certainly neither
of these inventions nor similar contemporary inventions were based upon a di-
rected research program to find the desired substance. Improvements in the chem-
ical synthesis of organic molecules made it possible by the mid to late 1800s to
synthesize molecules that could be exploited as pharmacological agents. Early
advances, such as the discovery of the anesthetic properties of ether, were based
upon the fortuitous biological activity of relatively simple organic molecules.
Other discoveries, such as the development of aspirin, were based on analogue
synthesis of plant-derived substances previously known to have therapeutic utility
[1]. True large-scale synthesis and screening programs became possible in the
twentieth century following major advances in synthetic organic chemistry and
the discovery of the therapeutic utility of microbial metabolites.

One classic example of such a chemical screening program is the discovery
of DDT. DDT was originally synthesized by Zeidler in 1874 as part of a basic
organic chemical synthesis research program. This compound was later rediscov-
ered by Muller and coworkers in 1939 in an early mass chemical synthesis and
screening program at Geigy directed toward the identification of improved insec-
ticides [3]. Another example is the mass screening of microbial extracts for antibi-
otics, which was initiated by several laboratories following the discovery of peni-
cillin by Fleming in 1929 and its later characterization and clinical evaluation
by Florey et al. [1]. Since penicillin is derived from a saprophytic fungus, Walks-
man and coworkers reasoned that degradative soil bacteria might also produce
therapeutically useful substances [4]. These workers initiated a program to screen
fermentations produced by soil Actinomycetes to identify antibiotics active
against tuberculosis which, prior to the discovery of streptomycin by Waksman’s
group, was a major and largely untreatable infectious disease.

The two preceding examples have much in common. Both discoveries ad-
dressed major and highly visible societal needs and were recognized by Nobel
Prize citations. In addition, both programs were based upon what are now recog-
nized as traditional screening approaches: the use of whole, laboratory culturable
target or surrogate organisms to identify active substances, which were then char-
acterized in a series of increasingly stringent tests (secondary screens) culminat-
ing in ‘‘real life’’ evaluation (agricultural field or medical clinical trials). While
it is currently accepted that most primary screening actives in such programs will
not have commercially or clinically useful activity, this screening strategy can



be highly successful because of the elimination of undesired molecules via sec-
ondary testing. Lastly, novelty was assured in early screening programs because
the materials tested had never been previously evaluated for the desired use.

Contemporary screening programs face a number of challenges. It is in-
creasingly difficult to find novel leads from previously tested sources of mole-
cules. New products must show clear superiority to current treatments to be useful
and to win commercial acceptance. The development of resistance to established
products requires the identification of products acting on novel target sites. Fortu-
nately, new tools are available to meet these challenges. Molecular techniques
make it possible to identify biochemical sites of action rapidly and to make early
predictions of the usefulness of potential drug targets. Biochemical and molecular
biological techniques also make it possible to design screening tests based upon
mechanism of action rather than general biological end point targets. Mechanism
of action screening increases prospects for novelty and decreases the chance of
rediscovering known compounds. Judicious choice of targets increases the pros-
pects for selective compound action and reduces the risk of unintended toxicity.
In addition, rapid genome sequencing fully reveals important aspects of biologi-
cal systems, so that it is no longer necessary to treat a biological system as a
‘‘black box.’’

These tools have been exploited in many ways. This review will focus on
one type of screen design approach: the application of molecular genetics to
model microbial organisms for screen design. This general strategy has been
exploited since the late 1970s and will probably become more valuable with the
logarithmically increasing availability of DNA sequence information. The system
presented here, the laboratory yeast Saccharomyces cerevisiae, is favored for
three major reasons: S. cerevisiae shows great functional similarity to higher
eucaryotes; it has a fully sequenced genome; and it can be manipulated with great
efficiency, allowing rapid screen development and analysis of therapeutic targets.
Thus molecular-genetic-based screening in yeast provides a direct and important
linkage between genes and chemicals to allow rapid exploitation of DNA se-
quence information for drug discovery.

II. FUNCTIONAL EXPRESSION OF HETEROLOGOUS
POTASSIUM CHANNELS IN YEAST

The use of Saccharomyces cerevisiae cells as host for heterologous expression
of potassium channels was made possible by advances in the understanding of
the regulation of potassium ion homeostasis [5,6]. High-affinity potassium uptake
in yeast is mediated by a potassium uptake transporter encoded by TRK1 [7].
TRK2 encodes a cation transporter with moderate potassium affinity that contrib-
utes significantly to potassium uptake [8,9]. Potassium uptake is determined in
part by the electrogenic activity of the plasma membrane proton pump Pma1p,



which establishes a highly hyperpolarized membrane potential, permitting accu-
mulation of a high intracellular potassium content from growth media containing
low potassium ion concentration [6]. Yeast cells lacking high-affinity potassium
uptake capacity due to a trk1∆trk2∆ double mutation are incapable of growing
on medium lacking sufficient potassium. This conditional phenotype made possi-
ble the cloning of potassium channels that supplied potassium uptake capacity.

A variety of potassium channels from heterologous sources have been
cloned by complementation of the growth defect of trk1∆trk2∆ double mutant
yeast cells. In general the approach to cloning has been the same. Yeast expres-
sion vectors were used to construct cDNA libraries that permit production of
heterologous proteins. Transformation of trk1∆trk2∆ cells with cDNA expression
libraries and plating on low potassium medium permits survival of only those
cells containing a cDNA whose product provides high-affinity potassium uptake.
The first potassium channels to be cloned by this method were the related plant
potassium channels KAT1 and AKT1 [10,11]. These channels, which appear to
be composed of six transmembrane domains and a single pore forming domain,
were shown by biophysical measurements to confer inward rectifying potassium
currents.

More recently, a number of potassium channels from animal species have
been functionally expressed in yeast. The Drosophila melanogaster ORK1, a
unique potassium channel composed of four transmembrane domains and two
pore forming domains and the first recognized member of the two pore (2P)
potassium channel family [12], was cloned by complementation of the trk1∆trk2∆
defect [13]. Electrophysiological measurements indicate that this channel encodes
open rectifier potassium flux capacity. This current-producing property suggests
that ORK1 may underlie the long sought-after leak current in myelinated neurons.
When measured in yeast cells and Xenopus oocytes, the channels retained compa-
rable sensitivity to potassium channel-blocking ions. Due to its localization
within the neuromuscular tissues of adult flies, these results are consistent with
a role for ORK1 in regulating nerve cell function.

The inwardly rectifying potassium channel IRK1 from guinea pigs is also
able to support the growth of potassium uptake-deficient yeast cells [14]. The
single transmembrane domain influenza virus M2 nonselective cation channel
has also been shown to function in yeast [15]. Expression of the M2 channel in
yeast cells interferes with the maintenance of the electrochemical proton gradient,
resulting in growth inhibition. This phenotype is reversed by addition of the M2
channel inhibitor amantadine [15]. In addition, yeast cells expressing IRK1 and
the M2 channel have been evaluated by microphysiometry [15,16]. The effects
of amantadine and BL-1743, another M2 channel blocker, were distinguished
using microphysiometer measurements.

In most cases, the heterologous potassium channels expressed in yeast
maintained pharmacological responsiveness, suggesting that this configuration
may be useful for assembly of high-throughput screening (HTS) assays designed



to find small molecule modulators of the potassium channels [17]. Several reports
demonstrate the ability of K channel-blocking compounds to inhibit potassium
uptake by heterologous channels, thus affecting cell survival [11,13–17]. It is
upon this basis that HTS assays designed to identify compounds that modulate
the activity of the heterologous potassium channel may be devised. As well, since
growth of the potassium-channel-containing yeast cells is dependent on the heter-
ologous protein, genetic approaches to defining potassium channel function may
be easily devised. Using such a scheme, the protein structural requirements for
KAT1 pore function were assessed [18,19].

Recently, database mining led to the identification of a yeast potassium
channel, Tok1p/Ykc1p/Duk1p/York1 [20–23]. TOK1 appears to encode a pro-
tein of eight membrane spanning helices and two pore forming domains. Biophys-
ical measurements indicate that Tok1p represents the previously characterized
potassium channels identified by direct biophysical measurement of yeast cells
[21,24]. Tok1p mediates outward potassium flux, which is modified by changes
in external potassium ion concentration [20]. Deletion of the TOK1 gene gives
rise to no detectable growth phenotype, although in the presence of the yeast
plasma membrane H�-ATPase inhibitor DCCD, a Tok1p-deficient strain exhibits
a growth defect [25]. This phenotype might be exploited in the expression of
heterologous potassium channels that complement the tok1 growth defect.

III. CYTOPLASMIC RECEPTORS

Cytoplasmic receptors are ligand binding transcription factors. All except the
aryl-hydrocarbon receptor (AhR, a basic helix-loop-helix-PAS [bHLH-PAS]
family member) are members of the classical steroid family, which is now part
of the nuclear receptor (NR) superfamily (for recent reviews see Refs. 26–29).
Because AhR was originally characterized in biochemical studies as a steroid
receptor, other putative steroid receptors may actually be bHLH-PAS structural
family members. The biochemical features of cytoplasmic receptor ligands are
tailor made for drug discovery efforts: they are small lipophilic compounds that
average 350 daltons, show exquisite specificity and efficacy, and mediate physio-
logical processes that are vital in arthropods and vertebrates. Steroids and syn-
thetic mimics have medical utility for many conditions including osteoporosis,
cancer, and a variety of inflammatory disorders, as well as agricultural utility to
enhance production in livestock. The majority of these compounds was discov-
ered by traditional screening approaches. With increasing knowledge of the three-
dimensional structure of these receptors and the auxiliary proteins involved in
receptor mediated transcription, it is now possible rationally to select drug targets
and synthesize ligands (for reviews see Refs. 30–32).

The exploitation of steroid receptor targets in agricultural chemical and
veterinary therapeutic discovery has resembled medical discovery strategies, fa-



voring a mechanism-based drug discovery approach. Environmentally favored
commercial insecticides, whose mode of action is to interfere with vital biological
pathways unique to insects, are referred to as insect growth regulators (IGR).
The discoveries of the IGRs RH5849 (subsequently optimized to tebufenozide)
and methoprene were serendipitous. Subsequently, it was shown that both are
nonsteroid analogues of insect specific steroid hormones: tebufenozide is a bis-
acylhydrazine nonsteroid agonist of the ecdysone receptor, and methoprene is a
terpenoid, similar in structure to juvenile hormones [33,34]. The ecdysone re-
ceptor (EcR) is a member of the steroid receptor family [26]. The Drosophila
melanogaster methoprene resistance gene (Met), which remains after a decade
of research as the most likely candidate for the putative nuclear receptor-like
component of the juvenile hormone receptor, was recently identified as a bHLH-
PAS family member [35,36]. D. melanogaster has 18 nuclear receptors [37], six
bHLH-PAS family members [36,38–40], and the size of these families may in-
crease several fold with the enlargement of expressed-sequence tag (EST) data
bases and complete sequencing of the Drosophila genome. In addition, there are
a variety of related receptors in other insect species.

The structural features of cytoplasmic receptors (the four classes of steroid/
nuclear receptors plus AhR) determine the specific requirements and strategies
for screen design. On the primary amino acid level, cytoplasmic receptors have
a tripartite structure of independent functional domains. Nuclear receptors (NR)
have an N-terminal transactivation domain (TA), a middle DNA binding domain
(DBD) and C-terminal ligand binding domain (LBD). AhRs have a similar topol-
ogy except the TA is moved from the N-to the C-terminus. The DBD of both
NR and AhR binds a cis-DNA element referred to as a hormone response element
(HRE), for which consensus sequences have been identified. The NR superfamily
is divided into four groups based on their DNA binding and dimerization proper-
ties. Families I and II are ligand binding receptors and families III and IV are
orphan receptors. Family I includes the steroid receptors: glucocorticoid receptor
(GR), mineralocorticoid receptor (MR), estrogen receptor (ER α and β), progester-
one receptor (PR α and β and androgen receptor (AR). In the absence of ligand,
these receptors are located in the cytoplasm in association with heat shock proteins
(HSPs). The presence of ligand causes the release of the HSP, translocation into
the nucleus, binding as homodimers to the HRE, and activation of transcription.

Family II includes the receptors that heterodimerize with the 9-cis-retinoid
X receptor (RXR) and that bind their cognate HRE in the absence of ligand.
Based on their HRE consensus sequence, this family was recently divided into
two subfamilies: the original family members, peroxisome proliferator activated
receptor (PPAR α, β, and γ), RXR (α, β, and γ), retinoic acid receptor (RAR α,
β, and γ), and vitamin D3 receptor, thyroxine receptor (TR α and β), and the
newer members whose ligands were recently identified, constitutively active re-
ceptor β (CARβ), benzoate X receptor (BXR), pregnane X receptor (PXR), and



steroid and xenobiotic receptor (SXR). The classification into families serves
only as a guideline, since ER functions as a hybrid of family I and family II
receptors.

In family III, the orphan receptors bind the HRE as monomers (e.g., nerve
factor induced orphan receptor), and in family IV as dimers (e.g., chicken oval-
bumin upstream promoter transcription factor) [26,41,42]. The ability to hetero-
dimerize with RXR is a signature feature that an orphan receptor may have a
ligand [27]. Novel ligands for orphan receptors are intracrine rather than being
endocrine, which may explain why they have been more difficult to identify. The
ligand mediated transcriptional activity of some receptors is regulated by a grow-
ing list of cofactors that act as corepressors or coactivators. A number of coactiva-
tors are histone acetyltransferases (HATs) and members of the bHLH-PAS fam-
ily. These cofactors function by recruiting multicomponent complexes that
promote chromatin remodeling: corepressors are associated with multiple histone
HATS and coactivators with histone deacetylases (HDACs) [31]. Recently, a
novel cofactor that is both a corepressor and a coactivator called NR-binding
SET-domain containing protein has been identified [43].

AhR shares properties of both families I and II ligand activated NRs. Like
family I members, unligated AhR is in the cytoplasm associated with HSP. Upon
ligand binding, the HSP dissociate and aryl hydrocarbon receptor nuclear trans-
locator (ARNT) associates and transports the complex to the nucleus, where it
binds to the xenobiotic response elements (XRE) and activates transcription [29].
ARNT was the first bHLH-PAS member identified and like RXR and the NR
family II members, functions as a heterodimeric partner to other bHLH-PAS
members. The extent to which NRs and bHLH-PASs interact with each other
and share common regulator pathways is being intensely investigated [30,44].

Since yeast has no endogenous cytoplasmic receptors and has a limited
metabolic capability, it is a model system for reconstituting ligand mediated cyto-
plasmic receptor function. The ligand inducible transactivation activity of all the
known mammalian steroid receptors and a growing list of RXR receptors and
their heterodimeric partners has been successfully reconstituted in yeast by the
classic cis–trans assay (Table 1) [45–53] (for reviews see Refs. 42, 54–58). Yeast
is transformed with a receptor expression plasmid(s) and a reporter plasmid
driven by hormone-responsive promoter fused to a tractable marker gene. The
approaches we routinely use are based on the standard strategies for expression
of steroid receptors in yeast [45,54,59] (see Ref. 58 for alternative approaches).
The salient feature of the yeast expression vector is that it codes for a ubiquitin-
receptor fusion protein, which is cleaved by endogenous yeast protease at the
junction to generate an authentic receptor. In addition, either a copper inducible
metalothionein promoter is used to regulate the expression level of the receptor
or the triosephosphate dehydrogenase promoter is used to obtain constitutive ex-
pression. With the AhR system, an expression vector for yeast (pBEVY) that has



Table 1 Cytoplasmic Receptors Expressed in cis/trans Assay in Yeast

Ligand inducible nuclear receptors Reference

Estrogen receptor alpha 46,47,51–53,57,58
Glucocorticoid receptor 62
Mineralocorticoid receptor
Androgen receptor 53
Progesterone receptor 45,51,53
Retinoic X receptors (RXR) 164
Vitamin D receptor
Retinoic acid receptors 164
Oncogenic thyroid hormone receptor (c-erbA)
Thyroid hormone receptor (c-erbA) and RXR 46
Vitamin D receptor and RXR
Retinoic acid receptors and RXR 54,164
Peroxisome proliferator-activated receptor and RXR 48,49

Constitutively active nuclear receptors

Chicken ovalubumin upstream promoter transcription factor 46
(COUP)

Hepatic nuclear factor 4 165
Ecdysone receptor (EcR) 59,61
Androgen receptor/EcR chimera and ultraspiracle 61

bHLH-PAS receptors

Aryl hydrocarbon nuclear receptor 60

a bidirectional galactose inducible promoter was used [60], and the recombinant
protein was not a fusion product. Expression vectors with bidirectional promoters
are becoming more important because several proteins must be expressed to re-
constitute or optimize the activity of some receptors. One note of caution for the
use of galactose inducible promoters is that some galactose media are contami-
nated with bioactive steroid (i.e., estrogen and progesterone [51]).

A frequently used yeast reporter plasmid, YRpC2, has an Xhol cloning site
in which to insert the HRE upstream of the yeast cytochrome C promoter and
lacZ reporter gene. The HRE, which typically consists of a duplicate copy of the
binding sequence, is critical and may need to be optimized for specific needs.
Although lacZ is the most frequently used reporter and its expression is quantifi-
able, it is not a selectable maker. The auxiotrophic markers URA3 [52] and HIS3
[46,57] were both used as reporter genes with the ER. The advantage of URA3
is that its activity is quantifiable, and it can be used as a counter-selectable marker:



the gene product orotidine-5′monophosphate decarboxylase can be measured in
a liquid OMPdecase assay, and kills yeast by conferring sensitivity to the toxic
antimetabolite 5-fluoro-orotic acid (5-FOA). In a Usp antagonist screen, we use
the canavanine permease gene (CAN1) as a counter-selectable marker [61] (see
Table 2). The protease-deficient yeast strain BJ2168 is frequently used for cyto-
plasmic receptor expression. While in our experience the EcRs and Usp showed
comparable activity in BJ2168 and a strain expressing the normal complement
of proteases [61], others have observed that the high levels of receptors produced
in strain BJ2168 were not always desirable and perhaps were even detrimental
for particular assays [54]. Typically, yeast is grown for 4 to 24 h in the presence
of ligand to detect reporter gene expression, and β-galactosidase assays are per-
formed in a 96-well format [53,54]. In Usp screen, which employs a CAN1 re-
porter, cells are seeded in agar media and test compounds are applied on the
surface, typically 144 natural products or up to 576 chemicals per plate.

Whether the cis–trans assay in yeast will work for a particular receptor is
not predictable. Basic receptor research has demonstrated that ‘‘adapter proteins’’
are sometimes required for proper expression. For example, TR, RAR, VDR,
ER, and RXR, which all function in yeast, require TR interacting protein (TRIP1)
for their ligand activating abilities. However, the yeast SUG1 gene (suppressor
of gal4D lesions) is the homologue of mammalian TRIP1 and is able functionally
to replace TRIP1 [42]. In screens to evaluate endocrine modulators, RSP5 was
overexpressed with PR and SPT3 with AR. The rationale for this approach is
that the overexpression of the human homologues RPF1 and TAF18 in mamma-
lian systems enhanced transcriptional efficiency without altering potency or spec-
ificity [53]. It is speculated that SUG1 and RSP5 act by affecting the turnover
of receptors rather than mediating agonist [52]. RXR, VDR, and the steroid recep-
tors are functional in yeast without the additional coexpression of corepressors
like TR and the RAR associated corepressor (TRAC), which interact with TR
and RAR and do not appear to have a yeast counterpart. Compounds that act as
antagonists in mammalian cells function as partial agonists in yeast (tamoxifen

Table 2 S. cerevisiae Counterselectable Markers

Host cell
Marker Gene product Selective condition requirement

CYH2 ribosomal protein L28 (yeast L29) cycloheximide cyh2R

CAN1 arginine permease canavanine Arg�

URA3 orotidine-5′-phosphate decarboxylase 5-fluoro-orotic acid ura3
LYS2 α-amino adipate semialdehyde dehy- α-amino adipate lys2

drogenase
FPR1 FKBP12, FK-506 binding protein FK-506 or Rapamycin fpr1, Tor�



for the ER, RU486 for the PR, and Ro 41-5253 for the RARα) potentially because
yeast lacks these cofactors [31,42,52]. Therefore in cases where receptors do not
function, it may be necessary to coexpress additional factors. Another important
feature is that some receptors are covalently modified (i.e., yeast supports the
phosphorylation of the glucocorticoid receptor [62]) and therefore the appropriate
post-translational modification enzymes must be expressed to obtain ligand-
dependent activation of receptors.

The D. melanogaster ecdysone receptor (EcR) is an example of a receptor
that has not been shown to support ligand mediated transcription in yeast. When
expressed in yeast, EcR is a potent transactivator [59]; when it is coexpressed
with Usp, it is not ligand inducible. (However, it is not known whether EcR
ligands diffuse into the cell.) Yeast extracts with EcR and Usp show specific
high-affinity binding of the ecdysone analogue 3H-Ponasterone A [59], indicating
that the complex is able to bind the cognate ligand. A chimera between the EcR
LBD and the androgen receptor (AR) is transcriptionally silent (AR/EcR), and
the ‘‘reverse’’ chimera (EcR with the AR LBD [EcR/AR]) is transcriptionally
inducible by testosterone [61]. An interesting observation is that coexpression of
this AR/EcR with Usp, which itself is transcriptionally silent, results in reporter
gene induction [61].

A screen was designed based on this Usp specific activity to identify small
molecule inhibitors of Usp. Usp is an essential gene that functions in many stages
of insect development, probably as a ‘‘master regulator’’ [61]. Usp is the homo-
logue of the vertebrate RXR, which is thought to regulate at least eleven different
biological pathways [27]. An inhibitor for Usp activity would potentially be lethal
to insects and resemble IGR insecticides. The screen employs the yeast canava-
nine permease, which is the sole means of entry for canavanine, a toxic analogue
of arginine, as the reporter gene. An inhibitor of Usp should permit the yeast
screening strain to grow in the presence of canavanine. Moreover, this screen is
capable of detecting enhanced killing or rescue and therefore can be used to
identify agonists as well as antagonists [61].

Yeast-based assays have been used to make a number of important findings.
(1) 9-cis RA synergizes with 3,5,3-triiodo-l-thyronine to activate both heterodim-
eric partners in TRβ :RXRγ, but not in TRβ :RXRα, where RXR is a silent partner
(the role all isoforms show in mammalian cells) [42]. (2) When the RXR antago-
nist LG100754 binds RXR in the heterodimeric RXR/RAR complex (performed
using the two-hybrid system), RAR is activated exactly as it would be by its own
ligand [63]. (3) CARβ receptor is deactivated by androsanol (also performed
using the two-hybrid system), which makes it the first nuclear receptor to be
inversely regulated by ligands [27]. (4) Tryptophan and indole compounds are
endogenous ligands of the AhR receptor [60].

Future needs for high-throughput screening in this area include the follow-
ing: (1) Yeast-based steroid receptor screens, i.e., estrogen receptor, progesterone



receptor, and testosterone, may be used routinely to ensure the safety of our
environment and health [53]. (2) To determine the physiological relevance of
receptor isoforms it will be necessary to test all the possible heterodimeric part-
ners, different HREs, and combinations of ligand treatments. For RXR this was
calculated to include half a million assays [42]. (3) We need to screen large
synthetic chemical and combinatorial libraries that are based on rational drug
design, i.e., compounds that are designed to fit into the ligand binding pocket
and to target the HATs and HDACs of cofactors [32]. (4) We need to compare
the affinity of compounds to receptors of various pest species as opposed to model
systems such as Drosophila. (5) We need rapidly to evaluate novel receptor tar-
gets that may be available from the databases, e.g., the EST database, which was
the original source of the pregnane activated receptor [27]. (6) We need to find
ligands for the growing family of bHLH-PAS proteins (the dioxin receptor is
considered the first member of a large receptor family).

IV. FUNCTIONAL EXPRESSION OF G PROTEIN–COUPLED
RECEPTORS IN YEAST

The superfamily of G protein–coupled receptors (GPCRs), characterized by a
similarity in structure consisting of seven transmembrane domains, bind a wide
variety of ligands that range from small biogenic amines and lipids to large com-
plex proteins [64]. Upon ligand binding a conformational change occurs in the
GPCR, leading to activation of heterotrimeric G proteins via a catalytic exchange
of GTP for GDP on the α subunit and dissociation of the α subunit from the βγ
complex [65]. The free α subunit and the βγ complex modulate the activity of
a variety of effector proteins, resulting in alterations in second messenger mole-
cules or alterations of cell physiology and/or signal transduction that lead to the
cellular response. These effector proteins include adenylyl cyclase, phospholipase
Cβ, G protein–coupled Ca2� and K� channels, phosphatases, sodium/hydrogen
exchangers, and the mitogen activated protein kinase (MAP kinase) signal trans-
duction pathways. First recognized in mammalian cells, GPCR mediated signal
transduction pathways have functional homologs in evolutionarily distant organ-
isms like insects, nematodes, plants, and yeast. Recent studies demonstrate that
yeast is likely to be a useful model system to study components of the GPCR
signaling pathways because of the high level of conservation between the ele-
ments of the yeast pheromone response pathway and mammalian GPCR-coupled
MAP kinase signaling systems. Advances in GPCR expression in yeast and cou-
pling to the pheromone response pathway suggest that this approach may be
particularly useful in examining aspects of structure and function [66]. Further-
more, haploid yeast cells can be altered by the introduction of specific mutations
and reporter gene constructs that make them useful as host cells for the develop-



ment and implementation of sensitive HTS assays designed to identify novel
ligands that modulate the activity of the GPCRs [66–68].

A. The Yeast Pheromone Response Pathway

Haploid S. cerevisiae cells detect the presence of cells of opposite mating type
through binding of peptide mating pheromones to G protein–coupled receptors.
Thus, a cells secrete a factor and express the α factor receptor, Ste2p, while α
cells secrete α factor and contain the a factor receptor, Ste3p [69,70]. When a
cells and α cells come into close proximity, mating pheromone is detected by
receptors, which initiates the mating process by activating intracellular hetero-
trimeric G proteins. Dissociation of the α subunit, Gpa1p, from the complex of
β (Ste4p) and γ (Ste18p) subunits allows the βγ complex to activate downstream
elements of the pheromone response pathway. Ste20p, a p20 activated kinase
(PAK) homolog, stimulates a MAP kinase cascade that consists of the sequential
activation of Ste7p (MAP kinase kinase or MEK), Ste11p (MEK kinase), and
the MAP kinases Fus3p and Kss1p [71,72]. Upon activation of the pathway, cells
undergo a series of changes that prepare the yeast cell to mate with a cell of
the opposite mating type. These changes include cell cycle arrest, activation of
transcription of pheromone-responsive genes, and formation of mating-related
cell structures.

Elements of the yeast pheromone response pathway are remarkably similar
to mammalian GPCR signaling systems. This similarity has proved useful for
analysis of mammalian GPCRs and G proteins, since yeast GPCRs and G proteins
may be functionally replaced with their homologous mammalian counterparts.
The yeast system permits analysis of these proteins in isolation, which is not
possible using other expression systems. It is predicted that at least 400 GPCR
genes may be present in the human genome, and this estimate is as high as 1000
or more if odorant and pheromone receptors are included [73]. Since only about
300 GPCRs have had their cognate ligands identified, a large number of orphan
GPCRs for which cognate ligands are not known remain to be characterized. The
yeast system can be a valuable tool for the analysis of these receptors, both to
study their structure and function and to identify ligands that modulate their
activity.

B. GPCR Expression in Yeast

Early studies indicated that heterologous expression of GPCRs in S. cerevisiae
and other fungal cells resulted in the presence of functional antagonist binding
sites in membrane fractions. King et al. reported that the activation of a hetero-
logous mammalian β-adrenergic receptor expressed in yeast could be coupled to



the pheromone response signal transduction pathway, suggesting that this yeast
expression approach could be successfully employed [74]. The coupling was de-
pendent on coexpression of a mammalian Gαs protein in yeast cells lacking the
endogenous G protein α subunit, Gpa1p. Binding of the β-agonist, isoproterenol,
resulted in activation of the pheromone response pathway, including expression
of a pheromone-responsive reporter gene, apparent cell-cycle arrest, and forma-
tion of mating specific cell structures.

A number of alterations introduced into the yeast expression system were
required to increase its usefulness and flexibility in HTS applications and allow
for genetic selections in the presence of agonist [66,75,76]. The terminal cell-
cycle arrest response of haploid yeast cells to mating pheromone was eliminated
by deletion of the FAR1 gene, which encodes a negative regulator of G1 cyclins
and is thought to serve as the primary interface between the pheromone-response
pathway and the cell-cycle regulatory machinery [77,78]. Agonist stimulation of
far1 mutant cells results in activation of the pathway and transcription of phero-
mone-responsive genes without affecting the cell’s ability to grow and divide.
A second important modification was introduced to enable yeast cells to grow
only in response to an agonist. A pheromone-responsive reporter gene was con-
structed by placing the gene encoding His3p, an enzyme required for histidine
biosynthesis, under the control of the pheromone induced FUS1 promoter [79].
Hence his3 far1 mutant yeast cells will grow on media lacking histidine only
when agonist is applied to the cells and the GPCR is activated (Fig. 1).

Figure 1 Schematic of the GPCR signaling pathway in engineered yeast cells used for
high-throughput screening. α, β, γ: yeast tripartite G protein.



Additional changes have been made to improve the sensitivity of the ex-
pression system, including the elimination of desensitization pathways that pro-
mote recovery from cell-cycle arrest by reducing the signal transmitted through
the pheromone-response pathway. One desensitization pathway, which is induced
in response to chronic pheromone stimulation of Gpa1p, allows cells to adapt
and continue to grow in the presence of pheromone. This response is mediated
by Sst2p (supersensitive), a member of the RGS (regulator of G protein signaling)
family of GTPase activating proteins that play an important role in the desen-
sitization of GPCR signaling pathways [80]. Yeast cells lacking Sst2p exhibit
pheromone hypersensitivity and are unable to recover from pheromone induced
cell-cycle arrest. A second desensitization response, initiated by the pheromone
receptors themselves, acts via a poorly understood mechanism to reduce agonist
induced signaling [81,82]. In yeast cells optimized for HTS, deletion of the sst2
and ste2 genes in MATa cells serves to increase greatly the sensitivity of the
yeast cell response to GPCR agonists.

C. HTS Applications

The state of the art in pharmaceutical drug discovery requires mechanism-based
screening assays of high selectivity, sensitivity, and throughput. This is achieved
by using cloned gene targets in a robust and miniaturizable system with low
background (i.e., a high signal-to-noise ratio). Given these criteria, yeast strains
that functionally express heterologous GPCRs are ideal for HTS applications.
The diversity of GPCRs successfully expressed in yeast so far indicates that the
technology will have applicability to a broad range of therapeutic targets. Beyond
this, the yeast system has also proven to be flexible with regard to important
practical considerations in pharmaceutical drug discovery. For instance, yeast
screening assays can be performed on agar plates or in microtiter trays (liquid
format), each with specific advantages. Test compounds spotted on yeast cells
imbedded in agar will diffuse radially, thus effectively displaying a response over
a large concentration gradient. On the other hand, liquid assays can be performed
robotically in 96-well or higher formats with fixed test compound concentrations.
Another practical consideration is the ability of a screen to test compounds accu-
rately from different sources: organic chemicals dissolved in solvents to natural
extracts to synthetic combinatorial libraries. Finally, screens must be designed
to identify antagonists vs. agonists at a particular target site. The choice of re-
porter genes in the yeast GPCR system has broadened its utility for such consider-
ations. For instance, the HIS3 reporter gene cannot be used in screening natural
products, many of which contain histidine. Here, an antibiotic resistance reporter
gene (e.g., G418R) would be used [66]. To screen for GPCR antagonists, a CAN1
(canavanine sensitivity) reporter induces a toxic response to an agonist until
blocked (rescued) by an antagonist [66].



An example of a successful yeast GPCR assay is the adenosine A2a receptor
assay [76]. For this target, with potential uses for agonists in both agriculture
and medicine, known purine compounds were difficult and expensive to synthe-
size. Using an agar plate assay, the A2a receptor expressed in yeast (coupled to
the endogenous Gα subunit, Gpa1p) was quickly screened at low cost against a
conventional compound library. Of 55,000 compounds tested, 44 hits (0.08%)
were retested, of which 12 (0.02%) were positive in a radioligand competition
binding secondary assay, indicating that the active compounds bound to the re-
ceptor at the known agonist binding site. Among these were nonpurines with
submicromolar binding constants, and up to 100 fold selectivity for A2a vs. A1

receptors. In this screen, the rapidity of screening (�1 week) and its low cost
(about 1 cent/sample disposables; �10 cents/sample labor/overhead) contributed
to the program’s success.

Another successful GPCR yeast assay is the somatostatin subtype 2 recep-
tor (SST2) assay. Here antagonists, with potential uses in both agriculture and
medicine, were sought. Somatostatin (SRIF, a 14 amino acid peptide hormone)
is inhibitory, causing reduced cAMP levels via interaction with Gαi. Follow-up
assays useful for demonstrating the effect of somatostatin analogs, e.g., inhibition
of cAMP accumulation, are difficult to perform because the system must be arti-
ficially stimulated before SRIF activity can be detected. Since the yeast assay
responds directly to SRIF, agonists can be measured directly. Thus, antagonists
were efficiently detected using agar plates containing 10 nM SRIF, where zones
of growth inhibition were measured [75,83]. This assay proved to be useful in
a conventional analog program, where small, subtype selective peptides were
tested individually for agonist and antagonist potency [83]. The yeast assay was
also very powerful for screening complex mixtures that required extreme sensitiv-
ity to detect activity. A synthetic combinatorial random peptide library containing
160,000 peptides per sample would be virtually impossible to test using conven-
tional assays due to lack of sensitivity. Using the yeast assay, however, a combi-
natorial library of this kind was successfully screened in a stepwise, iterative
fashion. The first round of screening resulted in faint, but discernible, zones of
inhibition for antagonists. Each successive round of screening gave incrementally
stronger signals, and served to further define the structure of a lead peptide. The
final result of these studies was a novel antagonist peptide that showed potent
effects in vitro and in vivo [84].

These approaches can be implemented for the increasingly large number
of heterologous GPCRs that couple directly to the pheromone-response pathway
through the yeast G protein alpha subunit. The coupling of receptors that do not
functionally interact with the yeast α subunit will be facilitated by coexpression
of cognate mammalian Gα proteins. In addition, the Gα proteins can be modified
by the introduction of mutations that improve functional coupling to the GPCR
and βγ subunit complex. This type of analysis is facilitated by the recently deter-



mined crystal structure, which can be used to identify domains of the protein and
individual residues that are critical for interaction [85,86].

Agonists that interact with orphan GPCRs can also be identified using
assays based on a growth phenotype. Yeast strains expressing orphan GPCRs
can be screened with selected agonists, compounds from chemical files and/or
combinatorial libraries, to identify surrogate ligands that allow cell growth on
selective media. This approach was used to identify an agonist for edg-1, an
orphan GPCR thought to be a member of the lysophosphatidic acid (LPA) recep-
tor family [87]. Ligand binding specificity was difficult to demonstrate in cultured
mammalian cells due to the ubiquitous presence of LPA receptor subtypes. In
this case a yeast expression system was used to demonstrate that phosphatidic
acid acts as a high-affinity agonist. This analysis was made possible because of
the distinct advantage of expressing a single GPCR subtype in a yeast cell and
the ability to couple the receptor to the yeast pheromone-response pathway. As
a potentially useful alternative to screening compounds applied to the cell, yeast
expression libraries designed for secretion of random small peptides were con-
structed. The plasmid library is expressed in yeast along with a GPCR to identify
cells that express agonists or antagonists of the receptor being expressed. An
autocrine loop is established that results in the growth of cells that express an
active peptide [88]. Using this scheme, novel agonists and antagonists of the
yeast α-mating pheromone receptor [88] and surrogate ligands for the orphan
GPCR, FPRL1 were identified [89].

D. GPCR Analysis and Screening with the Yeast Two-
Hybrid System

Certain classes of GPCRs, including secretin and growth hormone releasing hor-
mone receptors, possess ligand binding determinants in a large N-terminal extra-
cellular domain that can be used in the yeast two-hybrid system to examine
GPCR/ligand interactions. The interaction of the GHRH receptor N-terminal
domain with GHRH was evaluated using this system by fusing the complete N-
terminus of the human GHRH receptor to one half of the two-hybrid Gal4p pro-
tein, and fusing GHRH to the other half [90]. In the two-hybrid system, the ex-
pression of a reporter gene that allows growth on selective media occurs only
when a protein–protein interaction is formed (see section below). The protein–
protein interaction formed between the GHRH receptor domain and GHRH was
sufficient to promote growth of yeast cells on selective media, and this interaction
was disrupted when specific mutations known to interfere with GHRH binding
were introduced into GHRH [90]. This approach may be extended to other mem-
bers of the secretin class of GPCRs and provides a potentially useful alternative
method for investigating receptor–ligand interactions, as well as for high-
throughput screen design.



E. Genetic Analysis of GPCRs Expressed in Yeast

The heterologous yeast expression system for GPCRs can also be used to examine
structure–function relationships that are difficult to study genetically using other
systems, including elucidation of ligand binding sites and GPCR interactions with
heterotrimeric G proteins, agonist activation of GPCR activity, and the response
to surrogate agonists. Mutations in GPCRs or their signaling pathways can be
identified using genetic selections based on the growth phenotype. Constitutively
active and dominant-negative mutants of the yeast α factor receptor were identi-
fied using genetic approaches that could be employed to identify mutants of heter-
ologous GPCRs [91,92]. In addition, the yeast expression system was used to
identify amino acid residues involved in melatonin receptor activation of hetero-
trimeric G proteins [93]. Similar genetic approaches should be useful for the
dissection of the interactions within the heterotrimeric G protein complex, with
RGS proteins, and with downstream effector enzymes. Yeast cells also express
adenylyl cyclase (CYR1), phospholipase C (PLC1), high-affinity potassium up-
take transporter (TRK1), and potassium channel (TOK1). In principle, entirely
synthetic signal transduction pathways can be constructed in yeast cells by com-
plementing conditional phenotypes with the corresponding mammalian genes.

V. MACROMOLECULAR INTERACTION TARGETS: YEAST
TWO-HYBRID SYSTEMS

A therapeutic target is most often envisioned to be a receptor or an enzyme,
where the therapeutic agent constitutes a surrogate agonist, antagonist, or active
site inhibitor. However, targets can also be proteins that work in concert with
other factors in a complex, in a cascade where other enzymes are the target of
enzyme activity, or as integral membrane components transducing a signal. The
therapeutic agent can then be viewed as a small molecule that leads directly or
indirectly to alterations in protein–protein interactions. Can small molecules that
affect interactions of large proteins be detected? Nature offers many examples
of such molecules. Benzimidazoles, among other antifungal and antitumor com-
pounds, exert their action by disruption of tubulin protein assembly [94]. Small
molecules can also promote association of proteins; for example, taxol and related
compounds have this effect on microtubules [95]. Binding of the drugs cyclospo-
rin, FK-506 [96], and Rapamycin [97] to their corresponding immunophilins fa-
cilitates the interaction with target proteins.

Yeast two-hybrid technology [98] has evolved into a standard method for
detecting protein–protein interactions for gene discovery. It was realized early
on that the same methodology could be applied to detect a variety of intracellular
interactions and, by extension, for compound discovery. Induction of dimeriza-



tion [99,100], small molecule–protein interactions [101], and disruption of
known protein–protein interactions [102,103] have been demonstrated. In addi-
tion, higher order protein interactions [104], as well as protein–RNA [105,106]
and protein–DNA [107,108] interactions can be studied with two-hybrid or simi-
lar techniques. A recent example of a small molecule inducing protein–protein
interactions is relevant to receptor surrogate agonist discovery. In a screen for
activators of granulocyte-colony-stimulating factor receptor, a small nonpeptide
molecule that presumably mimics the receptor dimerization characteristics of the
peptide hormone was detected [109]. Alarcón and Heitman [102] showed that
reporter expression induced by hybrid FKBP12 (Fpr1p) and aspartokinase
(Hom3p) interactions can be reversed by application of FK-506 to the cells.
Young et al. [110] identified small molecule inhibitors of human N-type calcium
channels by screening for disruption of hybrid proteins encoding portions of the
α1B and the β3 subunits of the channel.

A large number of variations on the two-hybrid theme have emerged in
recent years, reviewed in Refs. 111 and 112, and any of these systems could be
amenable to compound discovery. One consideration for choosing among these
technologies is the characteristic of the compound(s) one desires to detect. If the
drug target normally exists in the nucleus, then two-hybrid or one-hybrid screens
will be appropriate. But examples exist for nuclear two-hybrid interactions where
one might not have expected success. For example, plasma membrane receptors
and their cognate soluble ligands have been shown to interact in this system
[113]. If there is concern that the yeast nucleus is a poor environment for the
particular target interaction, there are a number of techniques that do not depend
on transcription for a detectable output. Alternative methods exist for detection,
and disruption, of interactions occurring in the cytoplasm [114] or in membranes
[115,116]. The latter may be important for discovery of a surrogate ligand for a
cell surface receptor where cell permeability of such a compound is not expected,
or is not desirable. Alternative protein interaction screens include mammalian and
bacterial two-hybrid systems [117–119] and a recent report using fluorescence
resonance energy transfer between green fluorescence protein (GFP) fusion pro-
teins [120].

One of the most important considerations for screen design, whether of the
two-hybrid type, the conventional enzyme-based type, or other technology, is
the method for detection of a hit. Microbial and mammalian cell-based protein
interaction screens have been designed using many available reporting systems.
The ease of genetic manipulation of yeast allows one to take advantage of a
variety of reporting systems as simple as rescue of growth inhibition. Common
fluorescence assays, designed for high sensitivity, can also be used in the yeast
systems [121,122]. In addition to the reporter itself, the sensitivity of the tran-
scriptional (or other) inducing system should be such that weakly or moderately



active compounds will still be detected. See Ref. 123 and the review by Golemis
and Brent for a discussion of this topic [124].

One of the most useful reporting systems one can take advantage of is the
technique of screening for disruption of interactions by ‘‘reverse’’ two-hybrid
techniques [125–127]. These systems rely on the well-known genetic methodol-
ogy of using counter-selectable markers (Table 2). Using interaction trap and
other similar two-hybrid target discovery protocols puts one only a step away
from having a workable screen. After validation of the interaction, cells are trans-
formed with a selectable or counter-selectable marker and the screen is ready to
run.

The main utility of the yeast two-hybrid technology has been in gene dis-
covery. In the arena of drug screening, this usually means target discovery. But
in a broader definition of therapeutics, including gene therapy or transgenic crop
generation, protein interaction screens are a direct way of discovering the thera-
peutic gene.

VI. ANTIFUNGAL AND ANTIBACTERIAL SCREENS

Some of the earliest examples of molecular genetic screen design come from
infectious disease research. Most of the current anti-infective agents in clinical
use are fermentation products. In contrast, most other therapeutics (with the possi-
ble exception of antitumor agents) are based upon chemically synthesized com-
pounds or mammalian hormones. Rediscovery of known antibiotics is a major
issue in natural products screening because of the substantial effort required to
purify and characterize each active. One indication of the magnitude of this prob-
lem is the Kitasato Institute microbial chemistry database, which lists over 16,000
distinct biologically active chemical substances that have been identified from
natural products fermentations. This challenge led to the early development of
a number of mechanism-based assays to identify selectively rare and novel low-
toxicity antibiotics acting on selective targets. Screens have been developed to
identify compounds acting on the targets of virtually all antimicrobial agents in
clinical use or under clinical evaluation (Table 3), and these approaches have
been discussed in a number of excellent reviews [128–134]. This section will
therefore only review representative new developments in this field.

Many screens for antibacterial agents have been developed by exploiting
the induction properties of antibiotic resistance genes including screens for β-
lactam-like, tetracycline-like, and erythromycin-like compounds [135–137]. New
screens are developed as additional regulated antibiotic resistance genes are iden-
tified. The vanA gene cluster was recently used by three groups to design screen-
ing assays for cell wall acting antibiotics [138–140]. While these assays have



Table 3 Screen Designs for Detection of Antimicrobial Agents

Reported screen
Anti-infective type Target design(s)a,b

Sulfonamide/trimethoprim folate metabolism SS
Quinolone DNA gyrase GI
Beta-lactam bacterial cell wall biosynthesis GI
Aminoglycoside bacterial 30S ribosome subunit R
Tetracycline bacterial 30S ribosome subunit GI
Chloramphenicol bacterial 50S ribosome subunit GI
Erythromycin/clindamycin (MLS) bacterial 50S ribosome subunit GI
Vancomycin (glycopeptide) bacterial cell wall biosynthesis GI and PR
Polymyxin B bacterial cell membrane GI
Bacitracin bacterial cell wall biosynthesis GI
Daptomycin lipoteichoic acid biosynthesis PR
Amphotericin B (polyene) fungal cell membrane S
Imidazole/triazole lanosterol 14α-demethylase SS and GI
Naftifine/tolnaftate squalene monooxygenase SS and GI
Echinocandin β(1–3) glucan synthase E
Benzimidazole carbamate microtubule assembly R and SS

a SS � supersensitive/resistant pair; GI � gene induction; R � rescue; PR � physiological response;
S � sensitive/resistant pair; E � enzyme inhibition.

b See Refs. 128–134 for details.

the potential to identify new and useful cell wall acting antibacterial agents, the
usefulness of these screens is compromised because vanA, unlike many other
antibiotic resistance factors, is not induced by a structural feature of glycopeptide
antibiotics but is instead induced following damage to the cell wall and plasma
membrane. Screens for vanA inducers will therefore identify a fairly broad cata-
logue of compounds including both inhibitors of cell wall synthesis and agents
that act directly on the plasma membrane. Additional techniques are needed to
identify individual compounds of interest from among a selected group of actives.

Related approaches have been taken to design screens for antifungal agents.
Although transcriptionally or translationally regulated antibiotic resistance genes
have not been reported in fungi, transcriptionally regulated yeast genes have been
exploited in the design of a number of screening systems. Two groups have re-
cently characterized the transcriptional regulation of ERG3, a gene encoding an
enzyme in the later portion of the ergosterol biosynthesis pathway [141,142].
These groups showed that the transcription of the ERG3 gene is regulated by
cellular ergosterol levels and that mutations and drugs that inhibit the synthesis
of ergosterol lead to the up-regulation of this gene. Taking a parallel approach, a
reporter fusion incorporating promoter elements from the ERG11 gene (encoding



lanosterol 14α-demethylase) was used to design a screen for antifungal sterol
biosynthesis inhibitors [143]. The ERG11 gene is induced following treatment
with sterol biosynthesis inhibitors, and induction specificity by such agents is
increased by the introduction of a mutation in hmg1 (the major locus encoding
HMG-CoA reductase) into the genetic background of the screening strain. This
assay shows reasonably good specificity for ergosterol biosynthesis inhibitors and
detects these compounds with high sensitivity at sublethal concentrations.

Cell wall biosynthesis has for many years been a target of great interest
for the discovery of antifungal agents. Many in vitro screening approaches have
been described to identify compounds that inhibit fungal cell wall biosynthesis
[144]. Some of these screening strategies are general and attempt to identify
fungal cell wall biosynthesis agents irrespective of enzyme target. In one recent
example of this approach, Zaworski and Gill [145] developed a screen in which
cell wall acting agents can be identified using yeast cells expressing a cytoplasm-
localized reporter enzyme that is released from cells with damaged cell walls
following an osmotic shock.

Another approach is to design screens to identify inhibitors of specific en-
zymes or isozymes required for cell wall biosynthesis. A number of groups have
studied chitin synthase genes from pathogenic fungi such as Candida albicans
[146–148] and A. fumigatus [149–151] to determine the role of specific chitin
synthase isozymes in pathogen viability and pathogenicity. Analogous studies
have investigated the role of genes encoding glucan synthase subunits in C. albi-
cans viability and in vivo drug resistance [152]. Although it is clear that there
is one critical enzyme target in glucan biosynthesis (Fks1p), the accumulated
evidence suggests that there may not be a single critical chitin synthase target.
Therefore, it may be necessary to use a combination of chitin synthase inhibitors
to cover all critical targets or to design agents with little or no isozyme specificity.
One recent system to find novel isozyme specific chitin synthase inhibitors uti-
lizes genetically engineered deletion mutants of S. cerevisiae [153]. A pair of
tester strains was developed that expresses a single functional chitin synthase
isozyme to support viability. Compounds with an isozyme selective action will
inhibit only one of the two strains. In addition, this report exploited the observa-
tion that cells expressing Chs3 isozyme activity are calcoflour white sensitive
while cells lacking the Chs3 isozyme are calcofluor white resistant. Calcofluor
white resistance is also observed following treatment with a Chs3 isozyme inhibi-
tory compound such as nikkomycin, providing a plate assay for such compounds.

While much attention has been paid to chitin synthesis, there have been
very few studies targeting screens that exploit chitin degradation. Normal fungal
cell growth results from a balance between the synthesis and the degradation of
cell wall polymers. In S. cerevisiae, the chitin hydrolyzing enzyme chitinase was
reported to play an important role in cell separation during growth [103]. There-
fore, inhibitors of cell wall degradation as well as synthesis could potentially be



useful to control fungal infections. Allosamidin, an insect chitinase inhibitor, was
discovered in a screening program for insect growth regulator insecticides [154]
and was reported as the inhibitor of C. albicans and N. crassa chitinases
[155,156]. Silverman [157] designed a yeast-based in vivo screen to detect com-
pounds that inhibit a hydrolytic action on the chromogenic substrate, methyl-
umbelliferyl triacetyl chitotriose, but are not toxic to the S. cerevisiae cells. The
use of this chromogenic substrate makes possible the use of the screen target
enzyme as the assay reporter. Allosamidin serves as a high-potency positive con-
trol for the assay.

Although this section has focused on in vivo screens, some of the most
significant recent progress in the discovery of novel antifungal agents has appar-
ently been made via in vitro screening approaches. Recently, sordarins [158] were
discovered in a high throughput in vitro assay for yeast protein synthesis inhibi-
tors. Although the sordarins act on elongation factor 2 (EF-2), which is found
in both fungal and mammalian cells, the compounds selectively inhibit protein
biosynthesis in fungi. The isolation and characterization of three fungal selective
sphingolipid synthesis inhibitors, khafrefungin, rustmycin, and galbonolide B,
which act on inositol phosphoceramide synthase, was recently reported [159–
161]. The screen used to discover these compounds was not reported, but an in
vitro microtiter assay for sphingolipid synthesis was described.

VII. SCREEN IMPLEMENTATION CHALLENGES AND
SOLUTIONS

A. Agar-Diffusion Microbial Assays

Liquid or cell-free assays have become very popular in the pharmaceutical arena
for the purpose of drug discovery, particularly due to their adaptability to automa-
tion, miniaturization, and hands-off data collection and management. However,
microbial-based agar diffusion assays provide a great deal of information about
a sample that is not possible to obtain with liquid-type assays. The effect of a
large range of concentrations of a compound on the test organism can be assessed
with a single application, and assay sensitivities in the low nanogram range can be
obtained with good reproducibility. In addition, sample activity can be evaluated
despite the presence of toxic effects that can mask potential activity when con-
ducted in a liquid assay. Further, contamination from any interfering organism(s)
can be readily detected and scoring judgments made accordingly. A disadvantage
associated with agar diffusion assays is the need to collect and analyze data manu-
ally unless some form of sophisticated image analysis is available. Thus data
management for agar-based assays is not as efficient as with liquid-based assays
where instrumentation can provide rapid data collection, analysis, and interpreta-
tion.



B. High-Density Agar Spotting Techniques for HTS

A variety of sample sources can be used to find potential leads, and the source
and characteristics of the samples to be tested will dictate how they are handled.

1. Synthetic Compounds

Synthetic compounds and extracts can be robotically prepared, usually by a cen-
tral weighing facility. Typically a workstation measures the weight of a sample
dispensed into a test tube and calculates the proper solvent volume to add for a
desired concentration. Because good solubilization is important for best results,
methods to homogenize insoluble samples should be included in any laboratory
workstation performing this function. Robotic systems with integrated compound
weighing, dissolution, and microplate distribution are particularly useful for this
laborious and repetitive task. Typically, master microtiter racks are created, and
daughter plates are prepared based upon the individual needs for each screening
group. Using automated pipetting devices or liquid handling systems, a specific
amount of sample is distributed into microtiter plates having the well density of
choice, and samples can be dried by allowing the solvent to evaporate in a fume
hood. The dried sample plates can then be distributed to different screening areas
without fear of compound spillage. A number of commercially available robotic
systems both large and small are available for compound dissolution and storage.

High-throughput agar-based assays can be readily performed with high ef-
ficiency. Large bioassay plates containing agar seeded with an appropriate recom-
binant test organism such as S. cerevisiae, E. coli, or filamentous fungi can
quickly be prepared [156]. Use of these bioassay plates has the advantage of
allowing a large number of samples to be tested with one batch of agar, thus
minimizing variation in the test organism seed across plates. Both single and
multiple plate sets can be prepared according to the particular target of interest.
The large capacity assay plates also have the added benefit of allowing the addi-
tion of controls outside of the sample array.

Historically, both small and large bioassay plates have been used in industry
to create a matrix of sterile paper disks upon which samples were dispensed,
typically not exceeding 20 µL per disk, because greater amounts would produce
disk saturation leading to sample running and cross-contamination.

Sample application can be carried out more efficiently in a variety of ways.
For example, a 96-well cloning device can be routinely used for spotting agar
test plates with small amounts of concentrated sample. This step can be performed
either manually or robotically depending upon the needs and financial resources
of the laboratory. A large number of samples can quickly and accurately be depos-
ited on an agar surface in up to six 96-well arrays for a total of 576 samples per
bioassay plate (Fig. 2). Cloning devices can be purchased in 96 pin and 384-
well pin configurations for higher density applications [2,304 samples]. Since



Figure 2 High-density agar spotting of 576 samples using a 96-pin cloning device.
(Courtesy of J. C. Walsh, American Cyanamid Company, Princeton, NJ.)

concentrated samples are applied, very small sample volumes (1–10 µL) can be
spotted without running on the agar surface. By altering the pin design, the dis-
pense volume can be tailored to meet a variety of screening specifications. Sam-
ples applied with a cloning device readily absorb into the agar, thus minimizing
cross-mixing of samples. After spotting, the assay plates are incubated as required
by each assay protocol and scored accordingly. Caution must be exercised when
using high-density arrays, since sample toxicity or robust active responses have



the potential to mask activity. Retesting of samples within these areas is necessary
to identify which sample is responsible for the response.

2. Natural Products

The basic methodology for conducting microbial-based agar diffusion assays for
natural products testing is identical to that for synthetics. Natural products sam-
ples, which can potentially contain multiple components in low concentrations,
are evaluated using as large a volume of sample as is practical, to maximize
the chance of active identification. Wide-bore pipette tips are used for sample
distribution to prevent clogging by mycelial fragments and debris that are present
in whole broth samples. This is of less concern when testing natural products
extracts. In order to maximize the amount of sample applied for testing, agar
wells (5 mm) can be bored into an agar surface in an array suitable for high-
density testing, and the test wells can be filled manually or using a robotic system
[162]. This method allows for significantly larger amounts of sample to be tested
than is possible using a standard 1/4 inch paper disk. The filled assay plates are
then incubated as required and scored according to the criteria established for
each assay. Because of the possibility that motile organisms contained in natural
products whole broth samples can spread across the agar test surface obscuring
the results, appropriate antibiotics can be added to the agar medium. The antibi-
otic or combination of antibiotics must control contamination without being toxic
to the test organism. Minimum inhibitory concentrations must be determined for
each antibiotic against the test organism used [163].

C. Alternatives to Agar Diffusion Assays

One of the benefits of using microbial-based assays for novel drug discovery is
the flexibility to perform HTS in either agar diffusion assays or liquid assays.
Liquid assays are particularly amenable to miniaturization and robotic processing.
Advances in miniaturization of labware and the development of new and im-
proved high-density microplate arrays provide an effective means of conducting
high-throughput screening. Ultra-high-throughput screening rates of 100,000
compounds per day are now achievable using state-of-the-art microplate robots.
Liquid microplate assays incorporating spectrophotometric, fluorescent, or
chemiluminescent end points allow rapid quantification and the ability to provide
immediate data for analysis and reporting.

D. Criteria for Effective Mechanism-Based Screening

The screen development process is the first step in the discovery process. Mecha-
nism-based assays offer many distinct advantages over conventional ‘‘spray and



pray’’ methods. Mechanism-based screens should be rapid and inexpensive to
perform and should identify compounds that act on the target of interest. Screen
sensitivity is extremely important, because limitations are frequently imposed
on the quantity of material available for testing. In order to achieve maximize
productivity, assays should give clear, robust responses with a minimum of assay
interference. Assays that are easy to score offer a greater potential for higher
throughput even if scoring is performed without the aid of instrumentation.

E. Use of High-Density Agar Diffusion Assays for Assay
Validation

Before implementing a new assay, it is helpful to characterize the assay by ob-
serving how it responds when tested against various chemical classes. Libraries
consisting of thousands of diverse chemical samples can be maintained exclu-
sively for the purpose of validating new assays. High-density agar diffusion or
liquid assays can be quickly performed to characterize a new assay prior to imple-
mentation. Using agar assays, validation can be quickly accomplished in either
96- or 384-well format. Utilization of a 384-well format can greatly reduce the
sample storage requirements for the collection. Automated liquid handling de-
vices can be used to create high-density storage plates from vials or lower density
well formats. Likewise, automated pipetting devices can be used for conducting
high-density liquid assays.

F. Adaptability of Assays to Laboratory Automation

Of paramount importance during the development phase of any high-throughput
microbial assay is the prerequisite that the assay be adaptable to laboratory auto-
mation. Next, screen development and screen implementation personnel must
work as a team to optimize the assay to achieve maximum throughput. Laboratory
robotics can provide many benefits over manually performed techniques because
automated devices are capable of carrying out tasks with a high degree of preci-
sion-thus achieving quality of results. Incorporation of modular automated de-
vices in the laboratory allows for maximum application flexibility. Using generic
workstations and easy programming techniques, screening applications can be
quickly modified as needed. The use of laboratory robotics can minimize the
exposure of workers to potentially hazardous materials. Application logging and
sample tracking using bar code readers provide an accurate means for data
auditing. In situations where common screening applications are carried out in
a company across divisions, duplication of laboratory robotics systems can be
beneficial due to the potential for corporate standardization.
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I. INTRODUCTION

At the beginning of twentieth century, J. N. Langley and P. Erlich independently
recognized the fundamental features of drug–receptor interaction, i.e., specificity,
the basis of cellular recognition and activation and the cellular response [1]. The
concept of a receptor includes the key attributes of ligand recognition and signal
transduction. The signal transduction process may be mediated through an inte-
gral part of the receptor structure or involve receptor interactions with additional
nonreceptor proteins [2]. The final proof of the existence of the pharmacological
receptors came from the recent advances in biochemistry and molecular biology
to purify, sequence, clone, and express receptor proteins. The discovery and de-
velopment of receptors as drug targets stems from the drug interactions with
receptor molecules located in the plasma membranes or in the cytosol of target
cells. Several receptors have now been very well characterized. Gene sequences
of hundreds of orphan receptors have been identified by homology analysis of
genome databases. The ligands of these orphan receptors have to be characterized
to determine their functions in order to convert these receptors into new drug
targets.

Analysis of the drug targets in current drug therapy showed that there are
about 500 molecular targets [3]. Receptors, including cell membrane receptors,
nuclear receptors, ion channels, and orphan receptors, represent more than 60%



Figure 1 Distribution of drug targets among different types. Receptor targets that in-
clude membrane receptors, nuclear receptors, ion channels, and hormones and growth
factors represent more than 60% of the total drug targets. (From Ref. 3.)

of the drug discovery targets (Fig. 1). Ligand binding provides a direct approach
of in vitro receptor-binding assays. The principle of receptor-binding assays is
straightforward. In the conventional ligand–receptor-binding assay, a suitable
(high-affinity) radiolabeled ligand is incubated with the chosen receptor prepara-
tion. The free radioligand is separated from the receptor-bound ligand, and the
total ligand bound to receptor (nonspecific binding plus specific binding) is deter-
mined by counting in a scintillation counter. The nonspecific binding is deter-
mined in the presence of a large excess (100–1000�) of unlabeled ligand to
block the receptor-binding sites of interest and represents the radioligand bound
to other receptor sites and to the separation medium such as glass fiber, filter, or
assay tubes (Fig. 2A). Specific binding (the ligand bound to the specific receptor-
binding sites) is calculated by subtracting the nonspecific binding from the total
binding.

Figure 2 (A) Binding of NPY to NPY receptor as a function of ligand concentration.
Nonspecific binding was determined in the presence of �1000 excess of cold ligand.
Specific binding was obtained by subtracting nonspecific binding from total binding. (B)
Saturation binding of PYY to membranes prepared from CHO-K1 cells and CHO-K1
expressing NPY-Y2R. Inset shows the Scatchard plot from the saturation binding data.





Competition of binding to a specific ligand–receptor-binding site is deter-
mined using the radiolabeled ligand at about a concentration of Kd and a predeter-
mined single concentration of various compounds from a compound library. The
‘‘hits’’ (compounds showing the required percentage inhibition) are confirmed
by retesting. A full dose–response of the compounds at several concentrations
(6–12 concentrations) is determined to obtain the IC50 and the K i for the hit
compounds. Agonists and antagonists compete in the radioligand-binding to the
receptor (they share the ability to bind to a common site on the receptor molecule)
but differ in that antagonists are devoid of signal transduction activity. To differ-
entiate a receptor-binding compound as agonist or antagonist, the compound has
to be tested in an appropriate signal transduction assay. If the compound activates
the signal in a functional assay, it is an agonist, and EC50 is determined. Neutral
antagonists have no effect on basal receptor activity but inhibit the receptor signal
transduction activity generated by a standard agonist for the receptor. Negative
antagonists inhibit agonist-independent receptor activity and possess negative in-
trinsic activity.

II. CLASSIFICATION OF RECEPTOR GROUPS

Receptors are macromolecules that may or may not be a single molecular entity
with multiple sites of interactions [4]. The hormone and neurotransmitter recep-
tors present in the plasma membranes are transmembrane glycoproteins. The cy-
tosolic receptors are soluble DNA-binding proteins that belong to a superfamily
of nuclear receptors. The primary pharmacological classification of receptors for
hormones or neurotransmitters is based on the interaction with synthetic ligands
or drugs. Norepinephrine acts on two types of receptors, they are named α- and
β-adrenoceptors on the basis of the rank order of potencies for norepinephrine,
epinephrine, and other analogs [4,5]. With the discovery of selective α- and β-
adrenoceptor antagonists, α-adrenoceptors were differentiated as α1 and α2-adre-
noceptors, and based on the agonist interactions β-adrenoceptors were further
characterized as β1-, β2-, and β3-adrenoceptors. The structural diversity and mul-
tiplicity of a hormone or neurotransmitter receptor subtypes cannot be predicted
only on pharmacological data. The current classification criteria recommended
by the Committee for Receptor Nomenclature and Drug Classification of the
International Union of Pharmacology (IUPHAR) is based on a combination of
molecular structure (structural), signal transduction mechanism (transduction),
and receptor function (premonitory or operational) [2,6]. The structures and func-
tions of a number of receptors have now been elucidated. Advances in molecular
biology also make it possible to determine amino acid sequence of receptors.

Based on structural and transductional characteristics, receptors can be clas-
sified into four groups [2,3]: (1) receptors with a single transmembrane segment,



(2) oligomeric receptors with both ligand-binding sites and ion channel com-
plexes, (3) G-protein coupled receptors linked to G-proteins, and (4) nuclear re-
ceptors, which are cytosolic, soluble DNA-binding proteins. Receptors can also
be classified into superfamilies based on sequence (structure) similarities, which
include many receptor proteins that differ pharmacologically but are functionally
similar [2], e.g., G-protein coupled receptors (GPCRs), ligand gated-ion channel
receptors (LGCRs), voltage-gated-ion channel receptors (VGCRs), tyrosine ki-
nase receptors, tyrosine phosphatase receptors, hematopoietic cytokine receptors,
and nuclear receptors. Receptors in each superfamily may be further subclassified
into receptor families, and usually they have been named with reference to their
endogenous ligands, e.g., neuropeptide Y, endothelin, and epidermal growth fac-
tor. Each family of receptors can be classified into subtypes on the basis of rela-
tive sequence homologies and functional and signal transduction mechanisms,
e.g., neuropeptide Y receptor Y1 (NPYR-Y1), NPYR-Y2, NPYR-Y-Y3, NPYR4,
and NPYR-Y5, which show characteristic rank order of potency for antagonist
or agonist affinities for each subtype. Different receptor families in a superfamily
will have similar structure though there may not be good sequence homology
(� 20%). Within a receptor family, members of a subfamily are structurally more
closely related (� 50–80%), and each subtype single polypeptide is encoded by
distinct gene. In the case of multisubunit oligomeric receptors (LGCR superfam-
ily), each subtype receptor may be made of subunits of different isoforms (iso-
forms in each family are highly homologous, � 70% identity). The receptors are
basically either membrane or cytoplasmic receptors.

A. Membrane Receptors

All the receptors except the nuclear receptors are membrane receptors and com-
prise G-protein coupled receptors (GPCRs), ligand gated-ion channel receptors
(LGCRs), voltage-gated-ion channel receptors (VGCRs), tyrosine kinase recep-
tors, tyrosine phosphatase receptors, and hematopoietic cytokine receptors.

1. G-Protein Coupled Receptor Superfamily

G-protein coupled receptors (GPCRs) are the largest receptor superfamily with
several drugs developed against GPCRs. Members of GPCRs exhibit a common
structural motif consisting of seven stretches of hydrophobic amino acid residues
that span the membrane and different stretches of amino acids that form extracel-
lular and intracellular loops (Fig. 3). GPCRs are receptors with seven transmem-
brane spanning regions and transduce the binding of extracellular ligands into
intracellular signaling events through GTP-regulatory proteins (G-proteins) [7].
The high-resolution crystal structure of bacteriorhodpsin suggests that the trans-
membrane (TM) core though consists of polar residues; only a limited number



Figure 3 Schematic representation of the general structure of GPCR with trimeric G-
protein. GPCRs have seven transmembrane (TM) spanning helices with extracellular N-
terminal segment, which is variable in length. The TMs are connected by three extracellu-
lar loops (exoloop) and three intracellular loops (cytoloop) and the C-terminal intracellular
segment. The ligand receptor interactions are different for different classes of GPCRs. In
the inactive state the G-protein is a trimeric complex with GDP bound to the α-subunit.

of water molecules is associated with the TM core. There are extensive hydrogen
bonds between residues of the same TM as well as other TMs [8]. Some of
GPCRs containing Cys residues in the exoloops often are linked by disulfide,
thus constraining the loops and receptor. The GPCRs contain regions involved
in ligand binding and another region involved in G-protein coupling. The ligand–
receptor interaction involves hydrogen bond, ion pairs, and hydrophobic con-
tacts. G-proteins play important roles in determining the specificity and temporal
characteristics of the cellular responses to signals. The GPCRs often have post-
translation modifications like N-linked glycosylation on aspargine residue of
the extracellularly located N-terminus, palmitoylated on cysteine residues, and
phosphorylation on serine/threonine or tyrosine residues. However, the function
of these posttranslational modifications in ligand binding or signal transduction
is not clear. Phosphorylation/dephosphorylation of sites located intracellularly in
the C-terminus may regulate GPCR signaling. Membrane associated G-protein
coupled receptor kinases (GRKs) phosphorylate serine/threonine residues of
GPCR in active conformation rapidly desensitizing GPCR [9]. The ligand-bind-
ing domain (LBD) is a hydrophobic pocket created by transmembranes for recep-



tors with small, nonpeptidc ligands. The ligand-binding site for GPCRs with neu-
ropeptide or peptide hormones as ligands is more complex and consists of
multiple extracellular sequences as well as transmembrane regions.

About 1000 distinct mammalian GPCRs have been identified [10]. Addi-
tionally, one or two thousand more GPCRs are predicted to be identified within
the human genome. Ligands for the orphan GPCRs will have to be discovered.
Orphan GPCRs are used as drug targets by screening effectively in melanophores,
oocytes, and yeast-based and other formats. GPCRs bind a wide variety of ligands
including biogenic amines, neurotransmitters, nucleotides, phospholipids, neuro-
peptides, growth factors, peptide and nonpeptide hormones, photons, odorants,
certain taste ligands, and calcium (Table 1).

2. Receptor Tyrosine Kinase Superfamily

The receptor tyrosine kinase (RTK) superfamily consists of a wide variety of
peptide growth factor receptors that possess intrinsic tyrosine kinase activity.
RTKs are single polypeptide chain and monomeric in the absence of ligand with
the exception of the insulin receptor family. RTKs contain an extracellular ligand-
binding domain followed by a transmembrane region and intracellular tyrosine
kinase containing catalytic domain (Fig. 4A). Members of the insulin receptor
subfamily are disulfide-linked dimers of α and β subunits forming heterotetra-
meric protein. The insulin receptor contains IRα, which is an extracellular ligand-
binding subunit that forms a disulfide bridge with another IRα and with the
extracellular region of the IRβ subunit that continues as a transmembrane helix-
followed by catalytic tyrosine kinase containing intracellular domain (Fig. 4A).
Ligand binding to the extracellular portion of RTK receptors leads to dimerization
of monomeric receptors or conformational changes in the heterotetrameric recep-
tor. It results in the autophosphorylation of the cytoplasmic domain by activation
of the intrinsic tyrosine kinase catalytic activity that initiates an activating cascade
of intracellular pathways (signal transduction) that regulate calcium mobilization,
phospholipid and arachidonic acid metabolism, transcriptional regulation, and
phosphorylation pathways [11]. Six subfamilies based on structural consider-
ations have been assigned to the RTK superfamily, EGF-receptor, insulin recep-
tor, PDGF-receptor, FGF-receptor, TRK receptor, and EPH/ECK subfamilies. In
each subfamily there are several subtypes of receptors.

3. Receptor Protein-Tyrosine Phosphatases

Most members of the receptor protein-tyrosine phosphatases (RPTP) superfamily
consist of a large amino-terminal extracellular ligand-binding domain, a single
transmembrane spanning domain (� 25 amino acids), and a large highly con-
served carboxyl terminal. The cytoplasmic domain contains two tandem tyrosine



Table 1 Classification of G-Protein Coupled Receptors

Class A Class B Class C Class D Class E

Rhodopsinlike Secretinlike Metabotropic Fungal cAMP
Amine Calcitonin glutamate/phero- pheromone receptors

Adrenoceptors Corticotropin re- mone Dictyostelium
Dopamine leasing factor Metabotropic glu-
Histamine Gastric inhibitory tamate
Serotonin peptide Extracellular cal-
Octopamine Glucagon cium-sensing

Peptide Growth hormone Putative pheromone
Angiotensin releasing hor- receptor
Bombesin mone
Bradykinin Parathyroid hor-
C5a-anaphylatoxin mones
Fmet-leu-phe PACAP
Interleukin-8 Secretin
Chemokine Vasoactive intesti-
CCK nal peptide
Endothelin EMR1
Melanocortin Latrotoxin
Neuropeptide Y Orphan
Neurotensin
Opoid
Somatostatin
Tachykinin
Vasopressinlike
Galanin
Proteinase activated
Orexin

(Rhod)opsin
Rhodopsin vertebrate
Rhodopsin Arthropod
Rhodopsin Mollusc

Olfactory
Prostanoid
Prostaglandin
Prostacyclin
Thromboxane
Nucleotidelike

Adenosine
Purinoceptors

Cannabis
Platelet activating factor
Gonadotropin-releasing factor
Gonadotropin-releasing hormone
Thyrotropin-releasing hormone

and secretagogue
Thyrotropin-releasing hormone
Growth hormone secretagogue

Melatonin
Viral
Orphan/other

This information is from http:/ /swift.embl-heidelberg.de/7tm/phylo/phylo.html.



phosphatase domains often separated by an insert (Fig. 4B). The extracellular
domains vary among the members of superfamily and may contain either three
tandem repeats of fibrinectin-type domains, an immunoglobulin-like (IgL) do-
main, or an N-terminal carbonic anhydrase-like domain. The members of RPTP
include CD45, LAR (a CD45 homologue), LRP, HPTP, RPTP, PTP-P1, and
many others [2]. Crystal structures of tyrosine phosphatase PTP-1B, RPTPα,
SHP-1, and SHP-2 have been determined [12].

4. Cytokine Receptor Superfamily

Cytokines are small proteins (Mr � 20–30 kDa) that exhibit profound and often
lineage specific effects on the formation and maturation of hematopoietic cells
through cell surface cytokine receptors [13]. The cytokine receptor superfamily
members are single transmembrane proteins that contain a cytokine receptor ho-
mology region (200–250 amino acids) of two fibronectin III (FNIII) domains in
the extracellular domain. The cytokine receptor superfamily has four subgroups,
IL-1 cytokine, Class I cytokine and Class II cytokine receptors, and tumor necro-
sis factor (TNF) families (Table 2). The cytokine ligands induce biological re-
sponses such as differentiation, proliferation, and cell death.

IL-1α and IL-1β polypeptides are the ligands for the two types of IL-1
receptors, type I IL-1 and type II IL-1 receptors, that contain immunoglobulin
domains. Type I IL-1 is a larger receptor and is found on T cells and fibroblasts.
Type II IL-1 is a smaller receptor and is present on B cells, monocytes, neutro-
phils, and bone marrow cells. Class I cytokine receptors consist of hematopoietic
cytokine receptors and are characterized by the presence of one or two conserved
200 amino acid extracellular domains that contain two FN-III modules. A second
region is characterized by a conserved cysteine motif (four conserved cysteines
and one tryptophan) in the N-terminal FN III domain and a common Trp-Ser-
X-Trp-Ser (WSXWS) sequence (the cytokine binding site) that is located in the
C-terminal FNIII domain proximal to the transmembrane domain [2,13,14]. The
Class I cytokine receptor family has been subdivided into subfamilies. In the
GH-R family, cytokine binding to a single receptor-binding subunit promotes
the formation of a functional high-affinity receptor dimer through the conserved
cysteines. In the other three subfamilies, cytokine binding does not form dimers,
and these contain specialized ligand-binding subunits with a short cytoplasmic
domain (α-chain) that cannot transduce an intracellular signal on its own. After
ligand binding to this α-chain subunit, it associates with a signaling chain (gp130,
gp140, or IL-2γc). Class II cytokine receptors consist of interferon receptors in
which ligand binding to the receptor induces dimerization of the receptor and
activation of receptor-associated JAK kinases [15]. The TNF receptor family con-
sists of a single transmembrane receptor protein with a considerable homology
in an extracellular domain and a short intracellular domain with less sequence



homology. Ligand binding to the receptor induces the formation of a trimer of
receptors or more complex oligomers.

5. Ligand-Gated Ion Channel Superfamily

The ligand-gated ion channel superfamily consists of the acetylcholine receptor
(AchR) family (AchR muscle and neuronal subtypes) and the serotinin 5HT3,
GABAA, glycine, purinergic, P2x, and ionotropic glutamate receptors. The li-
gand-gated ion channels are composed of multiple subunits of integral membrane
protein homo-oligomers or hetero-oligomers. The subunits are arranged in a ring,
and the central axis forms the ion channel. Interaction of the ligand with the
receptor channel directly mediates rapid changes in the ionic permeability of the
intrinsic ion channel component of the receptor, allowing the selective movement
of ions down their electrochemical gradients. An essential feature of the receptor
channel is the gate, which controls the flow of ions through the channel and is
located at some distance from the ligand binding sites. The ion channel screening
strategies have been reviewed in Chapter 10.

6. Voltage-Gated Ion Channel Superfamily

The voltage-gated ion channel superfamily consists of voltage-gated sodium, cal-
cium, and potassium channels. Subtypes of the Na� and Ca2� channels are all
large polypeptides, termed the α or α1 polypeptides (� 250 kDa), containing
four homologous repeating domains. Each domain contains six hydrophobic
transmembrane spans (S1–S6), and S4 contains a large number of basic residues.
The S4 segment is conserved, and this sequence functions as the channel’s volt-
age sensor. The α-polypeptide folds four domains into a transmembrane array

Figure 4 Schematic illustration of the general structure of protein tyrosine kinase recep-
tors (PTKR) and protein phosphatases. (A) Members of PTKR superfamily are a single
ploypeptide chain consisting of single transmembrane receptors with an extracellular LBD,
a transmembrane region, and an intracellular catalytic (tyrosine kinase) domain, with the
exception of the insulin receptor family. The insulin receptor family consists of two sub-
units, an extracellular α-subunit that contains LBD and a β-subunit that has a short extra-
cellular segment followed by transmembrane and intracellular catalytic domain regions.
Two α-subunits are connected by a disulfide bridge and are also connected to the β-subunit
by a disulfide link forming a heterotetramer of α- and β-chains. The extracellular segments
in different subfamilies are composed of cysteine-rich domains, immunoglobulinlike do-
mains (PDGF-family). (B) Protein-tyrosine phosphatase receptors consist of a single poly-
peptide chain with a variable extracellular domain (with IgG-like domain or carbonic anhy-
drase domain, or fibronectin domains), a single TM region, and a large highly conserved
cytoplasminc domain containing two tandem PTPase domains.





Table 2 Cytokine Receptor Superfamily

1. IL-1 cytokine receptor family
Type I IL-1 receptor
Type II IL-1 receptor

2. Class I cytokine receptor family
i. Growth hormone receptor family

Erythropoietin (EPO) receptor, growth hormone (GH-R) receptor, Prolactin
(PRL-R) receptor, thrombopoietin (TPO) receptor, G-CSF-R, leptin receptor

ii. IL-2 or γC receptor family
IL-2, IL-4, IL-7, IL-9, IL-13, and IL-15 receptor

iii. IL-3 receptor family
IL-3, IL-5, GM-CSF receptors

iv. IL-6 receptor family
IL-6, IL-11, CNTF, OSM, and LIF receptors

3. Class II Cytokine receptor family
Interferon (IFN)α/β, IFNγ, IL-10, and tissue factor receptors

4. Tumor necrosis factor receptor (TNFR) family, TNFR-1, TNFR-2, TNFR-RP, NGF,
CD27, CD30, and CD40 receptors

that surrounds a central water-filled pore. Functional voltage-gated K� channels
are also tetrameric structures of homologous or heterologous α-subunits. Each
subunit contains six hydrophobic segments (S1–S6). The functional voltage-
gated channel is governed by interconvertible states (closed, open, and inacti-
vated) of the channel. An inactivated state is a closed state that cannot react to
form open channels upon depolarization of the membrane. Channels at rest are
distributed between resting and inactivated conformations. Changes in electrical
potential exert force on the charges in the S4 segment and cause a conformational
change to an activated ion-conducting state. Conversion from the open to the
inactivated state is a time-dependent process that varies for channel subtype [2].

7. Orphan Receptors

Homology screening approaches have led to the identification of an increasing
number of orphan GPCRs. The orphan receptors thus exhibit the structural char-
acteristics shared by all members of the superfamily, but on the basis of their
primary sequence they do not belong to any of the receptor subfamilies [16].
These orphan receptors are expected to bind to yet unidentified and undescribed
novel ligands and may prove to be important receptors for drug targets. Orphan
receptors have been used as molecular targets as in the case of the growth hor-
mone secretogogue receptor (GHSR) as drug targets [17]. Recently, a 28-amino-
acid natural peptide, ghrelin, was discovered as a specific natural ligand for this



orphan GPCR, GHSR [18]. Another example is characterizing an orphan GPCR
localized in the hypothalamus as an orexin receptor after the identification of its
natural ligand orexin [19].

B. Intracellular Receptors

The intracellular hormone receptors, unlike the membrane receptors, are located
either in the cytoplasm or in the nucleus of the cell.

1. Nuclear Receptor Superfamily

The nuclear receptor (NR) superfamily is composed of steroid receptors including
androgen, estrogen, glucocorticoid, mineralcorticoid and progesterone receptor,
nonsteroidal receptors like thyroid hormone, vitamin D and retinoic acid recep-
tors, ecdysone receptors, which are found in insects, and orphan NR receptors
(Table 3), which constitute the majority of the members of the NR superfamily
[20]. The NRs are transcription factors that regulate the development and metabo-
lism through control of gene expression. All nuclear receptors are modular pro-
teins that contain one DNA-binding domain (DBD) and one ligand-binding do-
main (LBD) (Fig. 5). The N-terminal domain (A/B) contains a cell-specific and
promoter-specific transactivation domain termed AF-1 that functions autono-
mously and in a ligand-independent manner. It is the least conserved domain (�
15% sequence homology) across the superfamily. The centrally located DBD (C
domain) has a highly conserved sequence (� 50% sequence homology). It con-
tains conserved cysteine residues that form two zinc fingers that are involved in
DNA recognition and binding in concert with residues in N-terminal (A/B) and
hinge (D) regions. The DNA-binding domain also contains nuclear localization
sequences. DBD is also important in the dimerization of the receptor. The C-
terminal LBD though is similar in length between receptors; the sequence is
highly variable across the family (sequence homology 15–60%). LBD is impor-
tant for transactivation, hetero- and homodimerization, and is involved in binding
of heat shock proteins to inactive receptor. In a classical steroid receptor function,
ligand binds to LBD of cytosolic complex containing the receptor and chaperone
proteins changing protein conformation in the C-terminus dissociating the core-
pressor proteins from the transcription complex. The liganded receptor is translo-
cated to the cell nucleus, where the activated receptor protein binds directly to
specific DNA sequences of hormone response elements contained in the enhancer
and promoter regions of target genes, resulting in transcriptional activation [21].
The first structure of LBD of a nuclear receptor determined was that of unliganded
RXRα [22]. Since then, LBDs of several nuclear receptors have been crystallized
with and without agonist or antagonists, and the structure of the binding pockets
of ligands, agonists, and antagonists has been determined.



Table 3 Nuclear Receptor Superfamily

1. Steroid receptors
Glucocorticoid receptor (GR)
Mineralcorticoid receptor (MR)
Androgen receptor (AR)
Estrogen receptor (ERα,β)
Progesterone receptor

2. RXR heterodimeric receptors
Vitamin D receptor
Thyroid receptor (TRα,β)
Retinoic acid receptor (RARα,β,γ)
Ecdysone receptor (EcR)

3. Orphan receptors
Orphan receptors (dimeric)

PPARα,β,γ
RXRα,β,γ
HNF-4
COUP-TF
TR2α,β
GCNF
REV-ERB
LXR
PXR
BXR
FXR

Orphan receptors (monomeric)
SF-1
ERRα,β
NGF1—Bα,β,γ
ROR α,β,γ
TLX

NRs in the absence of ligand binding are associated with other proteins
either in the cytoplasm or in the nucleus. In the absence of ligand, steroid recep-
tors form quaternary complexes with chaperones like heat shock proteins that
prevent their interaction with DNA. RXR-heterodimeric receptors bind to their
cognate DNA-response elements in the absence of ligand and cause transcrip-
tional repression. In absence of ligand, NR is often associated with corepressor
proteins inhibiting basal transcription of target genes. On ligand binding, steroid
receptors dissociate from the chaperone proteins and associate with hormone re-
sponse elements on the DNA and interact with coactivation proteins. Ligand bind-
ing changes the conformation of RXR-heterodimeric receptors and activates or



Figure 5 Schematic illustration of a nuclear hormone receptor. The highly conserved
DBD (C) is flanked by less well conserved N-terminal and C-terminal regions. Ligand
binds to the LBD (E), which is moderately conserved. Dimerization functions are located
in the C and E regions. Ligand-dependent (AF2) and independent (AF1) transactivation
functions are located in the receptor A/B and E domains, respectively. DNA binding is
regulated by residues in the DBD (C) in cooperation with residues in the N-terminal (A/
B) region and hinge region (D).

represses transcription of the genes by binding to various coactivators or corepres-
sors.

Orphan Nuclear Receptors. Molecular cloning has identified several or-
phan receptors sharing similar structure to the nuclear receptors (Table 3). How-
ever, the ligands for these orphan receptors are not known at present. Some of
these receptors have been recently matched with physiological ligands, e.g., 9-
cis retinoic acid was found to bind and activate three of the nuclear receptors
classified originally as orphan receptors and later named as RARs [2]. Similarly,
though the physiological ligands of many orphan nuclear receptors have not been
identified at present, they provided potentially important drug targets as in the
case of orphan receptors like peroxisome proliferator activation receptor-γ
(PPARγ), which plays a role in adipogenesis and the discovery of thiazolidienedi-
ones in the treatment of noninsulin dependent diabetes and regulation of choles-
terol metabolism by steroidogenic receptor (SF-1), liver L receptor α (LXRα),
and farnesoid L receptor (FXR).

III. RECEPTOR BINDING

A. Basic Considerations

In developing a ligand–receptor-binding assay, a high affinity ligand is needed,
and the receptor membranes should have a reasonable distribution of the receptor.



The assay conditions have to be optimized to reduce the nonspecific binding and
increase the specific binding. Traditionally, the receptor-binding assay consists
of binding with a high-affinity ligand, and the binding of other compounds is
determined in a competition binding assay.

1. Radioligand

Radioligand preferably should be a selective, high-affinity ligand for the receptor
to decrease NSB and receptor crossover. The radioligand should be chemically
and radiochemically pure. A ligand that interacts with high affinity and specificity
for a receptor, does not guarantee that after radiolabeling it will retain the same
affinity and provide a suitable radioligand. Chiral radioligands are preferred, since
the less-active enantiomer may interfere or complicate analysis. It is preferable
to have high specific activity for the radioligand (e.g., with 125I � 2200 Ci mmol)
wherever possible. Small molecule agonists labeled with the bulky 125I may some-
times change the binding characteristics of the ligand, and in these cases ligand
may be labeled with 3H (29–87 Ci/mmol). The fmols of radioligand bound to
the receptor can be calculated from the radioactivity assuming 80, 70, and 50%
efficiency of counting for 125I, 35S, and 3H, respectively.

For 125I (2200 Ci/matom): 2200 � 2.2 � 0.8 � 3,872 cpm/fmol.
For 3H (29 Ci/matom): 58 � 2.2 � 0.5 � 66 cpm/fmol (assuming two 3H

atoms per mol).
For 35S (1500 Ci/matom): 1500 � 2.2 � 0.7 � 2,310 cpm/fmol.
For 125I-ligand, the affinity for the receptor should be in the sub-nM range,

and the typical expression level of the receptor should be about 25,000 receptors
per cell, which will correspond to about 100 fmol receptor/mg of protein. Assum-
ing under optimal assay conditions with 10 µg of membrane per assay and 10%
occupancy of the receptor, a few thousand CPM of ligand will be detected. Simi-
larly, for 3H ligand, the affinity should be in the nM range, and a much higher
expression of receptor (about 250,000 receptors per cell) is required, which corre-
sponds to about 1000 fmol of receptor/mg protein. About 50 µg of membrane
per assay has to be used to detect a few thousand CPM of ligand bound. For 35S
ligand, the affinity should be in the nM range and may be used with 10 µg of
membrane per assay from recombinant cells expressing about 100,000 receptors
per cell.

In nonradioactive ligand–receptor-binding assays such as fluorescence-
based assays, a high affinity ligand is labeled with a fluorophore, which forms
a receptor-fluorescent ligand complex. Fluorescein-labeled ligands have been
used to bind GPCR receptors [23–29]. Also, a naturally occurring high-affinity
fluorescence ligand fluormone ES1 or fluorescein-labeled estrogen (ES2) was
used for a fluorescence polarization estrogen receptor-binding assay [30].



2. Assay Conditions

For a ligand–receptor-binding assay, the optimal assay buffer has to be deter-
mined. Normally, an isotonic or hypotonic buffer may be used. The pH optimum
for the binding reaction should be determined. The ligand stability also may de-
pend on pH. The requirements of monovalent cations such as Na� or K�, divalent
cations such as Mg2� or Mn2�, sulfhydryl reagents such as dithiothreitol (DTT),
and other cofactors should be determined. When peptide ligands are used, prote-
ase inhibitors and BSA are often included in the buffer to stabilize the peptide,
and the peptide stock solutions are stored in siliconized polypropylene tubes to
reduce the ligand binding to the tubes. BSA reduces the nonspecific binding of
the peptide ligand and also reduces the protease activity and increases the stability
of membranes or cells. BSA increases the NSB of hydrophobic and lipidlike
ligands by binding, and with these ligands BSA can be replaced with human
γ-globulin or gelatin in the buffer. The optimal temperature (4°, 20°, 25°, 30°,
37°C) for the binding reaction should be determined. Normally, for HTS, ambient
temperature will be advantageous. If there is a large variation of binding activity
with temperature for a receptor-binding assay, it is advisable to use a defined
temperature at which optimal binding activity is observed as the room tempera-
ture fluctuates. When whole cells are used for binding, to minimize internalization
of the ligand, the binding reaction is carried out at 4°C. The receptor concentra-
tion used in the assay ideally will utilize about 10% of the radioligand added in
the assay. However, receptor concentrations that utilize 50% of the radioligand
may just be acceptable. In general, the concentration of radioligand used in a
receptor binding assay is at about the Kd, except that with a very high-affinity,
high-specific radioactive ligand, a lower than Kd concentration is used, and when
low-specific radioactive ligand of very high affinity is used, a higher than Kd

concentration is employed in the binding reaction.

3. Analysis of Binding

Ligand–receptor binding in the simplest system is analyzed here (for other com-
plex systems consult Refs. 31–33). In a simplest case, the binding of labeled
ligand L* to receptor R is a simple bimolecular association reaction given by
the equation

R � L* B

k1

k�1
RL* (1)

where k1 is the association rate constant (on-rate) of the ligand–receptor interac-
tion, k�1 is the dissociation constant (off-rate) of the ligand–receptor complex,
and R and L* are the free concentrations of receptor and ligand. The rate of
change in the receptor–ligand complex with time is given by the difference be-



tween the rate of formation (k1 ⋅ R ⋅ L*) and breakdown (k�1 ⋅ RL*) of the ligand–
receptor complexes.

d(RL)
dt

� k1 ⋅ R ⋅ L* � k�1 ⋅ RL* (2)

At binding equilibrium, the rates of association and dissociation of the ligand–
receptor complex will be equal. Thus at equilibrium, the rate of change of concen-
tration of the complex becomes zero.
Then

d(RL*)/dt � 0 and k1 ⋅ R ⋅ L* � k�1 ⋅ RL* (3)

Thus

RL* �
k1

k�1

R ⋅ L* � K ⋅ R ⋅ L* (4a)

and

K �
k1

k�1

(4b)

where K is the affinity or association constant of the binding reaction and is the
ratio of the association to the dissociation rate constant. The dissociation constant
is the inverse of the association constant.

Kd �
1
K

�
k�1

k1

(5)

At equilibrium, the concentration of the ligand–receptor complex is given by the
Langmuir isotherm:

RL* �
R t ⋅ K ⋅ L*
1 � K ⋅ L*

�
R t ⋅ L*

Kd � L*
(6)

Where R t is total of the binding sites. A plot of occupancy RL*/R t against log10

free ligand concentration (log10 L*) generates a sigmoidal curve.
A plot of free ligand concentration against the bound ligand gives the con-

centration dependence of the equilibrium binding of a labeled ligand to a receptor.
A typical saturation curve shows at low concentration a linear dependence of
RL* on free ligand; as ligand increases, the slope of the curve decreases, and
eventually RL* reaches saturation at higher ligand concentrations.

A linear transformation of the equation RL* � R t ⋅ K ⋅ L*/(1 � K ⋅ L*)
gives RL*/L* � R t ⋅ K � RL* ⋅ K. The plot RL*/L* (bound/free) vs. RL* (bound)
is called the Scatchard plot. When making a Scatchard plot, specific binding and
free ligand cpm are used for RL*/L* ratio on the axis. A more rigorous alternative



is to express specific binding in sites/cell or fmol/mg protein and free ligand
concentration as nM providing correct units for the slope. Extrapolation of the
Scatchard plot to the x axis gives an estimate of R t (Bmax), and the slope gives
an estimate of K or 1/Kd (Figure 2B). A Scatchard plot for reversible binding to
a single population of receptors possessing a single affinity for ligand gives a
linear relation. The plot may deviate from linearity when there is positive cooper-
ativity between binding sites in an oligomeric structure (convex upward curve)
or negative cooperativity within an oligomer due to multiple binding sites with
different affinities for the ligand (concave upward). These deviations can also
result from many artifacts. Another data transformation of saturation binding data
that is frequently employed to determine whether ligand–receptor interactions
occur via a bimolecular reaction that obeys the mass action law is the Hill plot.
In the Hill plot, log (LR*/(R t � LR*)) is plotted against log L*. The Hill coeffi-
cient (nH slope factor) of 1 suggests that ligand is binding to a single species of
receptor via a simple reversible bimolecular reaction, and if nH is � 1, this sug-
gests positive cooperativity; nH � 1 suggests negative cooperativity or heteroge-
neity of the binding sites. Since Hill plots are usually not completely linear, the
data gathered over the range of 30–70% occupancy is considered in calculating
the nH value.

4. Quantitation of the Potency of Competing Agents

In the competition-binding assay, the ability of various concentrations of the test
compound (6–12 concentrations differing by log, 1/2 log or increments of double)
in competing a single fixed concentration of ligand (1–2 � Kd) at a particular
receptor concentration is determined. The potency of compounds is calculated
as the concentration of competitor that effectively competes for 50% of the spe-
cific ligand binding (IC50) and is calculated from the competition-binding curve
(Fig. 6). The IC50 values of competitors can be obtained by indirect Hill plots,
logit-log analysis, computer-based nonlinear regression analysis, or visual inspec-
tion. The relationship used in the indirect Hill plots is

log B l/(B � B l) � n log[I] � n log IC50 (7)

where B is the amount of binding in the absence of competitor, B l is the amount
of binding in the presence of competitor I, and [I] is the concentration of competi-
tor. When percent control specific activity is plotted on the y axis against log10

competitor concentration on the x axis, the IC50 is given by the competitor concen-
tration corresponding to 50% control specific binding, and the slope gives the
apparent Hill coefficient. A slope of �1 suggests that the radioligand and the
competitor interact with a single receptor population. The IC50 determined in the
competition-binding studies depends on the radioligand concentration [L], and



Figure 6 Competition of ligand receptor binding by drug compounds. IC50, the concen-
tration of compound required to inhibit binding activity by 50%, is determined by plotting
the percentage control activity against log concentration of the compound. IC50 determined
for the compound is 0.81 nM. The data is fitted with nonlinear regression curve fit analysis-
sigmoidal fit.

with the Cheng and Pursoff equation we can calculate the K i value for the com-
petitor:

IC50 � K i
1 � [L]

Kd

or K i �
IC50

1 � [L]/Kd

(8)

Where K i is equilibrium dissociation constant for the competitor I, and Kd is the
equilibrium dissociation constant for the radioligand L. Thus when [L] is at Kd,
IC50 � 2 � K i, and when [L] is present at trace concentrations ([L] �� Kd),
IC50 � K i. In the presence of an increasing concentration of competitive antago-
nists, fewer and fewer receptors are available for occupancy by the ligand. Thus
competitive antagonists suppress agonist-mediated responses by blocking access
of the agonist to its specific receptor. The dose–response relationship of an ago-
nist is shifted to the right in the presence of increasing concentrations of an antag-
onist, giving a series of parallel curves if the antagonist interacts in a truly com-
petitive and fully reversible fashion (Fig. 7A). Kd for the competitive antagonist
can be determined by Schilid equation,

[A′]
[A]

� 1 �
[B]
KdB

(9)



Figure 7 Determination of the Kd for the receptor interaction with a competitive antago-
nist. (A) Dose–response relationship of antagonist in the absence (control) or presence
of increasing concentration of a competitive antagonist. (B) Schlid plot of the data in
panel A to calculate Kdb. Competitive antagonists suppress agonist-mediated responses
by blocking access of the agonist to its specific site on the receptor.



[A′]/[A] is the ratio of agonist concentrations that elicits an equal response in
the presence [A′] or absence [A] of antagonist and denoted as X. Equation 9 can
be rewritten by substituting X for [A′]/[A] and taking logarithms:

log(X � 1) � log[B] � log KdB
(10)

A plot of log (x � 1) against log antagonist permits the determination of KdB

from the x intercept (Fig. 7B).

B. Receptor Preparations

The source of receptor may be whole tissue membranes, cultured cells, cell mem-
branes, solubilized receptors, or soluble receptors. Some of these methods of
receptor preparation are detailed below.

1. Whole Tissue Membranes

Plasma membrane fractions are prepared from a tissue of interest. The tissue is
homogenized in cold buffer either in a Potter–Elvehjem homogenizer (soft tis-
sues) or in a Polytron homogenizer (tough tissues) and filtered through two layers
of cheesecloth. The filtered tissue homogenate is centrifuged at 600 � g for 10
min, and the supernatant is centrifuged at 100,000 � g for 1 h at 4°C. The super-
natant is discarded, the membrane pellet washed twice by suspending in buffer,
and centrifugation, to remove endogenous receptor effectors such as nucleotides,
ions, and proteolytic enzymes. Protein in the washed membrane pellets is deter-
mined, aliquoted into cryotubes, and frozen immediately and stored at �80°C.
Prior to the availability of the cloned receptor targets, receptors obtained from
animal tissue homogenates have been utilized for screening, which had the disad-
vantages of heterogeneity, nonhuman pharmacology, and lower receptor expres-
sion levels. Membrane fraction may be a preferred approach for receptor binding
assays to increase specific activity of low-capacity receptors and decrease NSB.

2. Cultured Cells

Human receptors are preferred as drug targets because the receptors from nonhu-
man sources may have different pharmacological properties. Mammalian cells
over-expressing human or mammalian receptors are preferred for receptor assays
as the receptors can be expressed at very high levels (10–1000 K receptors/cell)
suitable for automated HTS assays. Most of the cDNAs of human receptors are
intellectual property (IP) and cannot be used freely without paying large sums
of money. This limits the use of the recombinant receptors. Alternately, clonal
cell lines of tumor origin which have higher expression of the receptors than



the wild-type cells or receptor bearing natural cell lines as adherent or in suspen-
sion cultures provide a more physiological system.

Cultured cells either as adherent or suspension cells can be used for receptor
binding and functional activity. Cells grown to near confluency in flasks are
plated to the required cell density in 96-well microplates and grown for 1 or 2
days. The growth medium in the plate is removed and incubated with medium
without fetal calf serum for 2 to 4 h. Cells are washed with PBS and used for
receptor binding. The disadvantages include internalization of radioligand using
whole cells, and in these cases the binding reaction can be performed at 5°C.
When using suspension cells, cells grown in flasks are dissociated with a dissocia-
tion medium (GIBCO), taken into a medium with low fetal calf serum (� 1%),
and plated into assay-ready plates (microplates with the compounds) at the cell
density optimized for the assay and incubated with labeled ligand and compound
for binding assay or with compound for functional assay and processed.

3. Cell Membranes

Cultured cells over-expressing the receptor are harvested by scrapping or treating
with dissociation buffer, and the cell suspension is centrifuged. The cell pellet
is suspended in hypotonic buffer for 30 min followed by 1 to 3 freeze-and-thaw
cycles to break the cells, or they are homogenized in a Potter–Elvehjem or
Dounce homogenizer or Polytron homogenizer. The plasma membrane fraction
is prepared from the cell homogenate as described for whole-tissue membrane
preparation. The membrane fraction is aliquoted into cryotubes and stored at
�80°C. For the best pharmacology of the receptors, cell membranes are preferred
to whole cells, as the ligand can be internalized in cells and may have higher
nonspecific binding.

4. Solubilized Receptors

Solubilized receptors can be obtained by treating the membranes with appropriate
detergent followed by centrifugation [34]. Receptors with single transmembrane
spanning domains can be solubilized best with nonionic detergents like Triton
X-100, n-octylglucoside, or Nonidet P-40. These detergents break weak protein–
protein interactions and remove endogeneous lipids. The critical micellar concen-
tration for these detergents is relatively low (0.3 mM) and form 90 kDa micelles,
making removal of the detergent difficult. Solubilization of ion channel receptors
like nAChR, GABAAR, and glyR can be achieved with sodium cholate or deoxy-
cholate. As (the micellar weight is relatively low (1–4 kDa), can be removed by
dialysis. Some GPCRs can be solubilized using zwitterionic detergents like
CHAPS, CHAPSO, digitonin, and digitonin–cholate mixtures. GPCRs solubi-
lized with Triton X-100 or sodium cholate loose receptor activity. Binding ligand
to the receptor prior to solubilization can increase retention of the receptor activ-



ity. The maximum solubilized receptor activity under optimal conditions does
not exceed 35%. The solubilized receptors are utilized mostly in the purification
of the receptor protein by one-step affinity chromatography; they are used to
determine the protein sequence and in structure studies. Simplicity of solubilized
receptor preparation is an advantage. The disadvantages are assay difficulties and
conformational uncertainty. Usually, the assays using the solubilized receptor are
tedious and not practical for multiple-well plate assays and hence are not widely
used.

5. Soluble Receptors

The receptors of the nuclear receptor superfamily are cytoplasmic receptors and
can be purified by one-step affinity chromatography if engineered with an appro-
priate fusion protein such as glutathione-S-transferase (GST), maltose binding
protein (MBP), or histidine(6–12) (His6–12) tag. Ligand binding domains (LBDs) of
cytoplasmic receptors have been expressed in E. coli, and receptor activity has
been shown in the bacterial extract and in the purified receptor preparations.
Receptors can also be expressed in insect cells using bacculo virus expression
systems such as GST, MBP, and His6–12 fusion proteins with a signal sequence
to enable them to be produced as recombinant soluble extracellular receptors.
LBD expressed as fusion protein is purified by appropriate affinity chromatogra-
phy depending on the protein tag. The purified protein is concentrated to concen-
trations of 1 mg/mL or higher in storage buffers containing required cofactors,
aliquoted and stored at �80°C until use.

6. Expression of Human and Mammalian Receptors

Before the availability of cloned receptors, drug-screening programs used mam-
malian tissue homogenates, which have the disadvantages of heterogeneity of
the receptors, low levels of receptor expression, and nonhuman pharmacology.
With the advances in recombinant DNA technology, now the human receptor
subtypes can be cloned into appropriate mammalian cell lines along with signal
transduction proteins to have functional receptor proteins. Stable expression of
a single human receptor subtype in a cell line permits selective pharmacological
screening and to develop highly selective drugs that discriminate between various
receptor subtypes. These recombinant receptor proteins generally have the same
ligand binding characteristics as that of the native receptor. If a recombinant
receptor expressed in a cell line is linked to the signal transduction mechanism,
the functional activity can also be monitored in addition to the receptor binding
activity, which enables determination of the binding affinity of lead compounds
and rapid characterization of agonist and antagonist activity. Although human
receptors expressed in human or mammalian cells show essentially the same
binding properties as the native receptor, the receptor pharmacology is shown to



be host-cell-specific, making pharamcological characterization difficult in heter-
ologous systems.

Several receptor studies suggested that ligand binding and signal transduc-
tion properties when expressed in heterologous systems depend upon the host
cell and the expression level of the receptor (receptor density). When a receptor is
expressed in different cells, with each type of cell having few specific functional
proteins, the binding characteristics may be somewhat similar, but the functional
coupling may be different, resulting in different functional properties. As far as
possible it will be advantageous to find a null cell for that receptor, which will
not complicate the receptor pharmacology of the subtype being expressed. Al-
though a high level of membrane expression of GPCRs in insect cells using the
bacculo virus system is achieved, showing appropriate receptor pharmacology for
antagonists, agonists showed low-affinity binding (uncoupled) and lacked high-
affinity binding (functionally coupled) [2]. When the receptors are expressed in
yeast, they showed low-affinity binding and lacked high-affinity binding due to
a lack of functional coupling, and thus they are not comparable to that expressed
in mammalian cells. Coexpression of the recombinant receptor and the appro-
priate G-proteins combined with mutation of the endogenous yeast G-protein α-
subunit were able to produce functional coupling (detailed in Chap. 6). Construc-
tion of chimeric receptors has helped in the identification of functional domain
and cytoplasmic domains involved in the signal transduction of many receptors.
The critical amino acids involved in ligand binding and signal transduction have
been identified by point mutations. These molecular approaches together with
molecular modeling approaches will identify the structural determinants of drug
binding and allosteric sites on the receptor for drug interactions.

In drug discovery, the receptor of choice is a human receptor subtype from
appropriate tissue. If there are no IP issues, the human receptor subtype of interest
is expressed in human cells closely resembling the tissue target. Due to IP issues
with many human receptors, heterologous expression of the human receptors is
not always possible. To avoid infringement on patents of those receptors and to
get around this problem, instead of human receptors, receptors from other animal
species or chimeric receptors wherever possible may be expressed. However,
caution should be exercised when using other nonhuman receptor subtypes, as
compounds may be species specific, compounds effective in one species may not
be effective on human receptor subtypes in appropriate human cells. To obtain
a cell line with the best ligand binding and signal transduction properties, the
receptor is usually expressed in several human and mammalian cell lines and
screened for optimal binding activity and functional activity. The best receptor
expressing cell line that is more representative of the native human receptor phar-
macology, and the expression is reproducible from passage to passage, should
be selected for use. When a cell line is selected, several clones of the recombinant
cells will have to be screened for best expression and stability of the expression.



Some important characteristics to look for in selecting a cell line are discussed
in Chap. 3.

All the members of a superfamily of nuclear receptors (cytoplasmic recep-
tors) consist of functional domains of transactivation, DNA-binding, and ligand
binding [21]. These individual domains have been expressed in bacteria as fusion
proteins of GST, MBP, or (His)6 and shown to be active. This enables the produc-
tion of large amounts of purified active LBD of the receptor to study the high-
resolution receptor structure by physical methods such as x-ray crystallography,
NMR, and electron microscopy, which will help in understanding the ligand bind-
ing sites and precisely define drug–receptor interactions [35]. LBDs have been
expressed in E. coli as fusion proteins with a protein tag, often with a protease-
sensitive peptide sequence in between. The crude cell extracts have shown good
LBD activity and may be used without further purification for screening of bind-
ing assays. E. coli with expressed LBD is grown in the presence of agonists or
antagonists to increase the stability of the receptor, purified by affinity chromatog-
raphy; the protein tag is removed with appropriate protease treatment, and the
pure LBD with or without agonist/antagonist is used for crystallization to deter-
mine the structure and binding pockets (regions) of the receptor.

C. Ligand-Receptor Binding Assays

Most of the earlier receptor drug discovery used radioligand-binding assays in
which receptor-bound ligand is separated from free ligand. To increase the
throughput and to be able to automate the receptor-binding assays, homogeneous
assays are being explored.

1. General Separation Methods for the Bound from
Free Ligand

a. Radioligand Assays. Filtration and centrifugation are the common
methods of separation when cell suspension or membrane preparations are used
with radioligand. If solubilized receptor is used, the methods of separation are
gel-filtration, precipitation by poyethyleneglycol, or charcoal adsorption. In the
case of adherent cells, after incubation of cells with radioligand in a microtiter
plate, the unbound radioligand is removed and the plate is washed (�5) with
buffer, the cells are extracted with 0.5 M NaOH, and scintillant is added and
plate is counted in a scintillation counter.

filtration assay. The filtration assay is the most common assay format
used with receptor membranes or whole cells. The binding reaction is performed
in a 100 µL volume in a 1.2 mL tube in 96-well racks (Marsh tubes in racks).
The reaction contents are filtered rapidly onto a 96-well GF/C, GF/B, or GF/F



plate (pretreated with 0.1% polyehyleneimine to reduce NSB) in a cell harvester
(Packard) or a 96-well plate filtration unit from another manufacturer, and washed
(4 � 1 mL buffer). The washed plate is air-dried; the bottom of the plate is
sealed, and scintillant is added and counted in a scintillation plate counter. The
filtration assay only gives medium throughput and cannot be used in the high-
density plate format as the filtration devices are not yet available to increase the
throughput for HTS.

centrifugation assay. The binding reaction is done in a 100 µL vol-
ume in a 96-well microtiter plate. The reaction is terminated by adding 50 µL
reaction to 1 mL washing buffer in a 1.2 mL tube 96-rack. The tube rack is
centrifuged immediately, and the supernatant is aspirated. If the radiolabel is 125I,
the tube is placed in a 15 � 75 mm tube and counted in a gamma counter. If
the radiolabel is 3H, 100 µL Soluene 350 is added to each tube and solubilized
overnight by agitation on a shaker. Scintillant is added; the contents are mixed,
placed in plastic scintillation vials, and counted. The centrifugation assay is labor
intensive, low throughput, and not adaptable to HTS.

gel-filtration assay. The gel-filtration method is used for receptor
binding assays for soluble receptors, and detergent solubilized receptors. The
LBD of NRs can be expressed in E. coli as a fusion protein with GST, myelln
basic protein, or His6 tag. The NR LBD purified by affinity chromatography can
be used for binding with radioligand by the gel-filtration method. After incubation
of LBD with 3H-radioligand (at a concentration of Kd) in a microtiter plate in a
100 µL volume, 50 µL of the reaction mixture is applied on the top of 1.0 mL
Sephadex G-25 in a 96-well gel block (Edge Biosystems) (precentrifuged to re-
move the excess of liquid) placed on top of a clean 96-well collection plate and
briefly centrifuged. The unbound radioactive ligand stays in the gel, and the
receptor bound radiolabel is excluded from the gel. To the filtered samples,
Microscint-40 (Packard) is added, mixed for 1 h, and the radioactivity bound
to the LBD is measured in a TopCount (Packard) or MicroBeta (Wallac). Be-
cause of the centrifugation and scintillant addition steps, this assay is only me-
dium throughput; it generates radioactive waste, and the per assay cost is very
high.

precipitation by polyethylene glycol. This method is used for the
assay of binding to soluble receptors. The binding reaction is done in 100 µL
volume in a 1.2 mL tube in a 96-rack. At the end of incubation, 7.5 µL of 3.3%
(w/v) bovine γ-globulin followed by 42.5 µL of 36% (w/v) poyethyleneglycol
(6000–8000) are added. The contents are mixed thoroughly, incubated for 30–
60 min on ice, and centrifuged at 10,000 � g for 10 min. The supernatant is
removed, the pellet is dissolved in the buffer, and scintillant is added and counted
in a counter. Alternatively, the protein precipitate is filtered onto a GF/C filter
plate in a harvester and washed in 5 � 1 mL buffer with 7.5% PEG. Scintillant



is added and counted for radioactivity. This is a low-throughput assay and is not
useful for HTS.

charcoal adsorption. This method is used for the assay of binding to
soluble receptors. The binding reaction is done in a 100 µL volume in a 1.2 mL
tube in a 96-rack. At the end of incubation, 300 µL of charcoal suspension in
buffer is added, mixed vigorously, incubated on ice for 30 min, and centrifuged.
The free ligand binds to charcoal, and the receptor-bound ligand stays in solution.
About 100 µL of supernatant from each is transferred into another microtiter
plate. Scintillant is added, mixed, and counted. This is a low-throughput assay
and is not useful for HTS.

adherent cell assay. The cells grown fresh in a 96-well plate are
washed with phosphate buffered saline (PBS), and cells are incubated with reac-
tion components in a total volume of 100 µL. After incubation, the reaction mix
is removed, washed (5 � 300 µL), and extracted with 50 µL of 0.5 M NaOH.
To the solubilized cell extract scintillant is added, mixed, and counted. The assay
has low throughput and is not adaptable for HTS.

b. Heterogeneous Binding Assays with Nonradioligands. Receptor bind-
ing assays have also been developed with nonradioligands using ELISA and TRF
assays.

elisa assay. Nonradioactive solid-phase ELISA has been used in HTS
as a receptor binding assay. A sensitive HTS assay used for type 1 interleukin-
1 receptor binding consisted of immobilizing the ligand, IL-1Ra, in the wells of
a 96-well plate, incubating with receptor sIL-1R with or without compound,
washing the plate with PBS buffer, incubating with antibody to the extracellu-
lar domain of IL-1R, washing 4� in buffer, and developing with o-phenylene-
diamine [36]. The signal increased with increasing binding of receptor to the
immobilized ligand. Similarly, a sensitive solid-phase ELISA was developed for
screening biotin-labeled PDGF (PDGF BB), by coating PDGFR onto a 96-well
plate, followed by incubation with PDGF BB, washing excess unbound biotin-
PDGF BB, further incubation with neutravidin-horseradish peroxidase, and the
ligand bound is quantitated by developing color [37]. The signal is proportional
to the amount of receptor binding.

time-resolved fluorometric (trf) assay. A TRF assay has been
reported for human galanin receptor, subtype 1 (hGalR1) with adherent mono-
layer cells or cell membranes using europium-labeled galanin (Eu3�-galanin)
[38]. Eu3�-galanin has the same affinity as that of unlabeled galanin to galanin
receptor. The recombinant cells expressing galanin receptor are incubated with
Eu3�-galanin, the reaction is terminated by washing 5� in cold buffer, DELFIA
enhancement solution is added, and the amount of ligand bound to the receptors
is measured by time-resolved fluorometry. The TRF assay is a sensitive nonradio-
active assay and gives appropriate pharmacology to that previously described for



hGaIR1. This TRF assay can be used for HTS for finding small molecule or
peptide agonists and antagonists for a wide variety of receptors.

2. Homogeneous (Nonseparation) Receptor–Ligand
Binding Assays

The traditional radioligand binding assays involve separation of free ligand from
receptor-bound ligand by filtration or centrifugation when membranes are used
and with solubilized receptor protein gel filtration, precipitation, and charcoal
adsorption assays. All these radioligand binding assays involve several steps,
generating large volumes of radioactive liquid waste, and are very tedious and
labor intensive for screening. These assays are at best low-to-medium throughput
assays. In the homogeneous assay formats, the free ligand (unbound) need not
be separated from the bound ligand, unlike the heterogeneous assays. Some of
the homogeneous assays that have been used for receptor-binding assays include
assays based on the scintillation proximity assay (SPA), FlashPlate, fluorescence
polarization (FP), fluorescence confocal microscopy (FCS), TR-FRET, Alpha-
Screen, chemiluminescence, and others.

a. Radioactive Homogeneous Binding Assays
spa screen. SPA has been successfully applied to receptor-binding

assays by immobilizing receptors directly to SPA beads by a number of coupling
methods (SPA principles are detailed in Chap. 4). When the radioligand binds
to the receptor immobilized on the SPA bead, it will be in close proximity to
stimulate the bead to emit light, whereas the unbound radioligand is too distant
from the bead to transfer energy and goes undetected and need not be separated
from the receptor-bound radioligand (Fig. 8). The SPA method is generally appli-
cable to 3H- and 125I-labeled ligands, and several labeled ligands are available
for a large spectrum of receptors from vendors. When labeled natural ligands
are not available, high-affinity agonist or antagonist is radiolabeled by custom
radiolabel synthesis groups within or outside the organization.

Two generic beads, wheat-germ agglutinin (WGA)-PVT SPA beads and
polylysine(PL)-YS SPA beads, have been used for receptor assays. The WGA-
PVT bead (density 1.05 g/cm3, capacity 10–30 mg membrane protein per mg
bead, binding to N-acetyl-b-d-glucosamine residue in membranes) has been
widely used for receptor assays. With the PL-YS bead (capacity 10 mg per mg
bead), the interaction is a nonspecific electrostatic interaction between the posi-
tively charged PL-YS bead and negative charges of membranes. If the recombi-
nant receptor is expressed with GST or (His)6–12 tags, the glutathione SPA bead or
the copper SPA bead can be used, respectively. Neuropeptide Y (NPY) receptor is
a GPCR, and several subtypes based on the pharmacology of binding have been
identified. In addition to heterologous expression of these receptors in mamma-
lian cells, some cell lines have been characterized of selectively expressing a



Figure 8 Schematic presentation of an SPA receptor ligand binding assay. A membrane
receptor through the N-acetyl b-D-glucosamine residue in the membranes binds to wheat
germ agglutinin (WGA) coated on the SPA bead. When the radiolabeled ligand binds to
the receptor attached to the SPA bead, it will be in close proximity to the scintillant on
the bead, generating photons, which can be measured in a TopCount or MicroBeta plate
counter. When a compound competes with radiolabeled ligand in binding to the receptor,
the radiolabel is displaced by the competitor and will have a reduced signal. The radiolabel,
which is not bound to the SPA bead, will not be in close proximity of the scintillant and
will not give any signal.

particular subtype of NPY receptor, such as SMS-KAN cells expressing NPY-
Y2 receptors and SKNMC cells expressing NPY-Y1 receptor. 125I-NPY binding
to membranes by filtration assay is compared with SPA assay using the WGA-
PVT SPA bead and NPY agonists (NPY analogs) for competing the binding to
NPY-Y2 receptor (Fig. 9). Though the signal-to-noise ratio is higher in a filtration
assay than in an SPA assay, the profiles of competition of 125I-NPY binding by
NPY analogs were similar, the IC50s obtained were similar, and the rank order
of potency for the agonists was the same in both assays. This suggests that the
SPA assay can substitute for the conventional radioligand-binding assay; as it is
a homogeneous assay, the throughput can be increased, and the assay can also
be automated.

Solubilized receptor approaches involving antibodies or biotinylation have
also been used. Biotinylation of receptor can be achieved by chemical methods
[39] or the enzymatic method [40,41]. In the enzymatic biotinylation, a unique
proprietary biotinylation sequence (Avidity, Denver, CO) is engineered at the



Figure 9 Comparison of NPY receptor competition binding assays by (A) filtration and (B) SPA methods. The IC50 values obtained
using NPY-Y2 R membranes for various agonists and antagonists were similar in both methods, and the rank order potency of the
compounds was the same in both methods, suggesting that the SPA method can substitute for the traditional filter binding assay.



end of a receptor that can be biotinylated with biotin ligase in the purified prepara-
tion or by coexpression of biotin ligase in the cell. With biotinylated receptor,
streptavidin SPA beads can be used to capture the receptor, and the radioligand
bound to the receptor due to close proximity will stimulate the scintillant on the
bead to emit a light signal. Purified PPARγ-LBD is biotinylated nonenzymati-
cally and assayed with 3H-agonist and the SPA-streptavidin bead [39]. A recep-
tor-binding assay by SPA also can be done with LBD of a NR expressed with
a His6 tag using a SPA-copper bead and 3H-ligand. LBD-His6 is incubated with
radioligand (at about Kd concentration) and an SPA-copper bead, and the mi-
croplate is counted in a plate counter. These SPA receptor-binding assays are
robust homogeneous assays adaptable to HTS.

It is important to confirm that there is little or no nonspecific interaction
of the radioligand with the bead. Nonspecific interactions can be reduced by the
addition of BSA or detergent or by variation of the ionic strength of the buffer
or antagonist. There are three possible formats of addition of the SPA bead:
addition of a bead precoupled to the receptor membranes (or receptors), addition
of beads at the time of radioligand addition, or delayed addition of the bead after
radioligand and membranes or receptors have attained equilibrium. The optimum
bead-to-membrane ratio has to be determined at a fixed concentration of radioli-
gand, usually at or around Kd, to obtain highest specific binding. Optimal concen-
tration of the ligand is determined to maximize the signal-to-noise ratio.

flashplate assays. The FlashPlate is a 96-well polystyrene microplate
with plastic-scintillant-coated wells. The FlashPlate is precoated with polyethyl-
ene imine (0.1%) for 24 h at 4°C, washed with buffer, and coated with recombi-
nant receptor (5 µg protein/well) for another 24 h [42,43]. The nonspecific bind-
ing sites are blocked by treatment with 1% BSA, and the plates can be stored
for 6 weeks or longer at 4°C. The binding assay is done in the receptor-coated
FlashPlate by adding the radioligand, competitor, and buffer, incubating, and
counting the plate in a TopCount. Washing with PBS or assay buffer after incuba-
tion can reduce background. Although the assay can be a homogeneous assay,
the plates have to be coated with receptor, which may not be uniform batch to
batch. A new generic WGA coated FlashPlate is now available that can be used
for receptor-binding assays with receptor membranes and 125I-ligands.

b. Nonradioactive Homogeneous Receptor-Binding Assays. The homoge-
neous radioactive methods reduce the radioactive waste generated compared to
conventional radioactive receptor-binding assays. However, these assays still use
environmentally sensitive radioisotopes and thus create handling problems. Some
homogeneous nonradioactive methods that obviate this problem are described
below.

fluorescence polarization (fp) receptor-binding assay. The
throughput for receptor-radioligand-binding assays is generally low except for



SPA assays. The FP is a very robust homogeneous assay platform that has been
gaining prominence in the receptor-binding assay field (the principles of FP are
described in Chap. 4). Though the utility of this technique for cell-surface recep-
tors was demonstrated with fluorescein-labeled ligands by analytical methods
[23–27], the FP assay was not used for screening compounds in HTS of mem-
brane receptors until recently. With new advances in FP measurement with sensi-
tive fluorescence plate readers (LJL’s Analyst and Acquyest, PolarStar from
BMG, Polarion from Tecan, Victor2V from Wallac) that can measure in 96-,
384-, or 1536-well plates, it is now possible to extend FP to membrane receptors.
Indeed, recently, FP receptor ligand-binding assays have been demonstrated for
GPCRs, e.g., vasopressin V1a, δ-, κ-, and µ- opioid receptors, β1-adrenocep-
tor, 5-HT3, neurotensin, and melanocortin-3,4- and 5 receptors [28,29]. For suc-
cessful application of the FP method to HTS receptor-binding assays, the mem-
brane receptor has to be expressed in a high copy number (� 100,000 per cell
or 0.5–2.0 pmol per mg membranes) in each cell. In addition, the fluorescent
ligand has to be very high affinity for the receptor (� 1 nM), and a substantial
amount of tracer ligand (� 20%) has to bind to the receptor to be able to see
changes in FP values.

The FP method has been successfully used for nuclear receptors [30]. Nu-
clear receptors are a superfamily of ligand-induced transcription factors that are
regulated by binding of lipid-soluble ligands. NR-LBD can be recombinantly
expressed as a fusion protein and purified by affinity chromatography retaining
the ligand-binding activity. FP assays amenable for HTS using purified NR pro-
tein and a fluorescent ligand have been developed for estrogen receptors ERα
and ERβ using full-length recombinant receptors [30] and Fluormone ES1 (a
naturally occurring intrinsically fluorescent nonsteroid estrogen) or Fluormone

ES2 (fluorescein-labeled estrogen) as ligand. When using fluorescein derivatives,
the sample is excited with polarized light at λ 495 nm, and the emission at λ
530 nm parallel and perpendicular to the plane of excitation is measured. The
ligand is incubated with the receptor protein for 1 h, and the FP signal is measured
in a plate reader. The kinetics of binding can also be measured easily. The assay
produced a robust signal of 200 milli P. The ERα-FP competition assay gave the
same rank order of potency (estradiol � rolaxifen � tamoxfen �� testosterone) as
was observed with the radioactive estradiol gel-filtration assay (Fig. 10). The FP
ligand-binding assay can be extended to other NRs using fluorescein, Bodipy, or
rhodamine-labeled agonists.

fluorogenic assay. 1-Anilinonaphthalene-8-sulfonic acid (ANS) is ex-
tensively used as a fluorescent probe that interacts with hydrophobic pockets of
proteins and is used for the identification of competitive inhibitors of fatty acid
binding protein [44]. ANS is nonfluorescent in aqueous solutions but becomes
appreciably fluorescent when bound to hydrophobic pockets of proteins and other
molecules. ANS binding to NR-LBD resulted in an increase in fluorescence, and



Figure 10 Fluorescence polarization competition binding assay for estrogen receptor
α. Flurmone ES2 (estrogen labeled with fluorescein) was used as the ligand. The results
showed that the rank order of potency of Estradiol (�) � Raloxifen (�) � Tamoxifen
(�) �� Testosterone (�).

the bound ANS is competed with agonists and antagonists (Fig. 11). The ANS
fluorogenic assay is a homogeneous assay adaptable to HTS. The disadvantages
of this assay are that it requires relatively large amount of protein and that ANS
binds to hydrophobic pockets not necessarily in the active binding site. Even
when the screening of a compound library is done with this assay, the hits have
to be confirmed by another suitable method.

fmat receptor–ligand-binding assays. FMAT is fluorescence-
based, homogeneous cell and bead based nonradioactive assay (described in
Chaps. 3 and 4). FMAT can be used for G-protein coupled receptors and other
membrane receptors on intact whole cell with peptide/protein ligands. Ligand
labeled with Cy5 dye is coated on the bead surface and incubated with cells in
a 96-, 384-, or 1536-well plate. The binding of fluorescent ligand to the whole cell
receptor on the plate is measured in mm2 without interference from background
fluorescence. Different size beads can be labeled with different CY5-dye-labeled
ligands for different receptors, and the cells expressing these receptors are incu-
bated with these beads. The fluorescence associated with each receptor-bound
fluorescent ligand can be measured, thus enabling a screen for more than one
receptor binding (multiplexing). Other receptors tested by FMAT include sub-
stance P, Neuropeptide Y, galanin, neurokinin A, bradykinin, somatostatin, an-
giotensin, and nuclear receptors [45].



Figure 11 A fluoregenic assay using anilinonaphthalene sulfonic acid (ANS) for an
orphan nuclear receptor. ANS in aqueous solution is nonfluorescent, and when it binds
to protein it yields fluorescence. (A) Dose-dependent response to receptor concentration.
Fluorescence signal increased with increasing ANS and receptor concentrations. (B) Com-
petition binding of ANS by agonists. The known agonists competed ANS binding to the
receptor, but some of them competed only partially, whereas they competed fully in a
gel-filtration binding assay with a 3H-agonist, suggesting that ANS also binds to other
hydrophobic pockets in addition to the agonist binding pocket.

htrf screen. To generate a HTRF signal for a membrane receptor with
a peptide ligand, a semidirect labeling method can be used. The ligand can be
labeled with europium cryptate [(Eu)K], and a monoclonal antibody against a
nonbinding region of the receptor is labeled with XL665. In the competition-
binding assay the signal is reduced with agonists and antagonists binding to the
receptor. A HTRF competition-binding assay for epidermal growth factor (EGF)
receptor using EGF- [(Eu)K], anti-EGFR antibody labeled with XL665, and A431
cell membranes containing EGFR was described [46]. In another HTRF receptor–
ligand assay, recombinant human interleukin 2 (IL-2) and a monoclonal antibody
(nonneutralizing antibody) against the human IL-2 receptor α-chain were labeled
with europium chelate and Cy5, respectively [47]. When the Eu3�-labeled ligand
is incubated with crude hIL-2Rα membranes from recombinant bacculo virus-
infected Sf9 insect cells, a ligand–receptor complex is formed allowing FRET
to occur between Eu3� and Cy5 upon excitation of the donor, and the FRET
signal is measured. The FRET assay showed that it could be used for measuring
the binding kinetics and for HTS.



vesiclelike particle technology. Evotec’s new vesiclelike particle
(VLiP) technology can be used for GPCR binding assays. Specific tags attached
at the C-terminus of GPCR interact with Gag with high affinity and result in
cotransport of GPCR with Gag to the cell membrane and incorporation into the
membrane. When Gag concentration is high enough, VLiPs start budding and
are released from cells, with each VLiP containing up to 100 functional GPCRs.
Binding of a fluorescently labeled ligand to GPCR-embedded VLiPs can be di-
rectly monitored in a confocal fluorescence plate reader as a homogeneous assay.
TAMARA-labeled endothelin-1 (ET-1) binding to VLiPs containing human
ETAR has been measured by fluorescence intensity distribution analysis in a con-
focal fluorescence plate reader [48]. This assay when compared to CHO mem-
branes containing ETAR assay is more sensitive, and the profile was identical.

VLiP-based orphan receptor homogeneous assays were also developed,
wherein the VLiPs loaded with orphan receptor when binds a putative agonist
or antagonist, the GPCR undergoes conformational change exposing thiol groups
that can interact with a specific dye, and the signal can be measured [48].

amplified luminescent proximity homogeneous assay screen
(ALPHAscreen). ALPHAScreen is a homogeneous assay (described in
Chap. 4) and has been applied for a TNFα competition receptor-binding assay
using streptavidin donor beads, biotin-TNFα, and soluble subunits of TNFR1
and anti-sTNFR1 antibodies conjugated to acceptor beads. Using this assay, IC50s
measured for TNFα and TNFβ were 6.6 nM and 780 nM, respectively [49].

electrochemiluminescence (ecl) assay. ECL technology was devel-
oped by IGEN International as ORIGEN technology (described in Chap. 4). An
ECL binding assay for granulocyte colony stimulating factor receptor (GCSFR)
has been described using ruthenylated GCSF (Ru-GCSF) and paramagnetic beads
coated with antiGCSFR antibody or beads coated with sheep anti-mouse IgG
complexed with anti-mouse GCSFR [50]. IgG-precoated beads complexed with
anti-mouse GCSFR gave a better signal than beads coated only with anti-mouse
GCSFR. AntiGCSFR antibody-coated IgG beads were incubated with test com-
pound for 30 min, Ru-GCSF was added and incubated for 1 h, ORIGEN assay
buffer containing tripropylamine was added, and the signal was determined in
the ORIGEN analyzer. The magnetic beads with antibody to receptor were cap-
tured on the surface by a magnet; receptor bound Ru-GCSF, TPA was introduced
into the flow cell, and voltage was applied. Both TPA and Ru2� were oxidized.
TPA by losing a proton becomes a reducing agent and transfers an electron to
Ru3� and is promoted to an excited state Ru2� and decays to a ground state Ru2�

producing a photon, which is measured in ORIGEN analyzer. In the assay, the
magnet retains the beads and TPA washes the free ligand, reducing the back-
ground; no separation steps are required. ORIGEN M-8 with 8 modules can be
used for HTS.



D. Receptor Binding for Different Classes of Receptors

1. GPCRs

Different ligand binding modes may exist for different subfamilies of GPCRs.
For example, receptors for small molecules (amines, nucleotides, eicosanolds,
and lipid moieties), peptide hormone (PTH, GLP-1, glucagon, calcitonin, vaso-
active intestinal peptide [VIP]) receptors, protease activated (thrombin) receptors,
glycoprotein hormone (LH, FSH, hCG, TSH) receptors, and neurotransmitter
(Ca2�, glutamate, GABA) receptors have different binding sites. [125I]-Ligands
have been used in filtration assays with cell or tissue membrane preparation of
receptors. Fluorescent peptide ligands have been used in receptor-binding assays
by the FP method [28,29].

The small molecule ligands (biogenic amines, nucleotides, eicosanoids, and
lipid moieties) bind primarily in the TM core and exoloops by several distinct
mechanisms. Small peptide ligands (N-formyl met-leu-phe and GnRH peptide)
bind in the TM core and exoloops of the receptor. The C-terminal region of
angiotensin II enters the TM core of the receptor, and the N-terminal amino acids
seem to pair with exoloops 2 and 3.

Glucagon, calcitonin and VIP are 30–40 amino acid peptide hormones,
and their receptors have a 116–147 amino acid N-terminal segment. Though the
N-terminal segment is primarily responsible, the exoloops also are required for
high-affinity binding of the ligand.

Protease ligands such as thrombin bind and cleave the N-terminal seg-
ment of the receptor. The new N-terminal segment acts as a tethered ligand and
interacts with exoloops to generate a signal. The released peptide Met-Arg
binds to platelets and stimulates aggregation. The new NH2 terminus generated
acts as a tethered ligand, which in turn activates the receptor. The thrombin re-
ceptor activating peptide (TRAP), and other peptides containing a similar se-
quence as the tethered ligand, mimic its action. Activation of the human platelet
thrombin receptor can occur without prior cleavage of the receptor by peptides
mimicking TRAP sequence SFLLRR or SFFLRR (human and rodent re-
spectively). The binding assay consists of competition of binding of 3H-SFLLRR,
a hexamer TRAP to human platelet thrombin receptor in a filtration-binding
assay.

A two-step interaction was proposed for PTH, wherein the receptor first
forms a transient PTH-N-terminal segment of the receptor; next this complex
interacts with the membrane domain of the receptor to generate a signal.

Glycoprotein hormones (TSH, FSH, LH, hCG) bind to the very long N-
terminal segment (� 350 amino acids), which in turn interacts with exoloops to
generate a signal. Primarily, [125I]ligands have been used in receptor binding
assays by the filtration method (described in Sec. III.C.1.a). Wherever possible,



receptor binding with fluorescent peptides by FP assay have been used in a homo-
geneous format.

2. Nuclear Receptors

The ligand binding to the cytoplasmic receptors can be assayed in whole cells
or with the soluble receptor. When employing native or recombinant mammalian
cells expressing the nuclear receptor, the ligand binding to the receptor can be
assayed using radiolabeled ligand (3H-ligand) by filtration assay (see Sec. III.
C.1.a). When using cell-free extracts of LBD expressed in E. coli or purified
LBD, the radiolabeled ligand to the receptor can be assayed by a gel-filtration
assay, which separates the bound ligand from free ligand (see Sec. III.C.1.c).
With LBD expressed as fusion protein with His6 or GST, radiolabeled ligand, and
copper-SPA bead or GST-bead, respectively, a HTS SPA assay can be devised
for ligand–receptor-binding (see above, ‘‘SPA Screen’’). FP ligand–receptor-
binding assays with appropriate fluorescent ligand (or agonist or antagonist) have
been used in HTS (see above, ‘‘Fluorescence Polarization’’).

IV. FUNCTIONAL (SIGNAL TRANSDUCTION) ASSAYS

Receptor-binding screens can identify molecules interacting with receptors at
binding sites or allosteric sites. To identify the lead compounds from the binding
screen that are of interest, to subject them further to in vivo testing, they have
to be successful in the cell-based functional assays. Upon ligand binding to recep-
tor, a series of signaling pathways is activated, leading to downstream intracellu-
lar interactions. Different classes of receptors may be coupled to different signal
transduction pathways, however; there may be some common functions in differ-
ent classes of receptors. Some functional screens are described in Chap. 8. An
attempt will be made to discuss many of the known functional assays.

A. G-Protein Coupled Receptor Superfamily

Agonist binding to GPCRs may result in some combination of the following
cellular responses: stimulation or inhibition of adenyl cyclase (AC), activation
of phospholipase C (PLC) and generation of inositol triphosphate (IP3), activation
of protein kinase C (PKC) and an increase in intracellular Ca2�, activation of
phospholipase A2 (PLA2) and the generation of the arachidonic acid as second
messenger, activate phospholipase D (PLD), act on MAPK pathway through ras
signaling cascade and JNK pathway through rac 1/Cdc42 dependent biochemical
route, and activation of inwardly rectifying K� channels or voltage-dependent
N-type as well as P/Q type Ca2� channels (Fig. 12).



Figure 12 Signal transduction mechanisms involved in G-protein coupled receptors
(GPCRs). GPCRs of each subfamily may be coupled to different G-proteins and may
activate certain pathways. The pathway connecting GPCRs to low molecular weight
GTPases and kinase cascades is not yet fully known.

GPCRs have 7 transmembrane (TM) helices; the intracellular loops that
connect these helices form the G-protein binding domain. Binding of ligand to
GPCR causes changes in 3 and 6 TM helices, which effects conformation of G-
protein-interacting intracellular loops of the receptor and activates the G-protein
binding site, which are previously masked. Binding of agonist to a stimulatory
receptor induces coupling of heterotrimeric G-protein, and induces GDP release
from GDP-Gαs protein (Fig. 13). GTP binding to Gαs protein leads to the dissoci-
ation of Gαs-GTP subunit from the Gβγ complex and activation of downstream
effectors by both Gα-GTP and free Gβγ subunits. Sixteen α subunits have been



Figure 13 G-protein regulatory cycle showing that the activated receptor interacts with
heterotrimeric G-protein complex and induces GDP release from the G-protein. The G-
protein activation leads to GTP-binding to the Gα-subunit. The βγ subunits of heterotrim-
eric G-proteins enhance receptor interaction with the α subunit. Free Gβγ formed after
Gα-GTP dissociation from Gβγ is an activator of many effectors. The Gα-GTP after
GTPase action forms Gα-GDP, which on reassociation with Gβγ forms inactive G-protein
complex.

cloned, which are divided into four families αs, α i, αq, α12, and α13; eleven β
subunits and five γ subunits have been identified [10]. In the GTP-bound active
conformation, a new surface is formed on Gα* subunits, and they interact with
effectors 20–100-fold higher affinity than in their GDP-bound state. Gα*s acti-
vates AC, Gα*i inhibits AC, effects ion channels, phospholipases and phosphodi-
esterases, Gα*t activates photoreceptor cGMP phosphodiesterase, and Gα*q acti-
vates phospholipase C-β [18,51]. GTPase intrinsic to Gα-subunit hydrolyzes
GTP from Gα-GTP to GDP, deactivating the G-protein. G-protein deactivation
is rate limiting for turnoff of the cellular responses.



1. GTPγS Binding Assay

GPCRs are 7TM-spanning domains with 3-extracellular and 4-intracellular loops.
In the resting state (receptor unoccupied), the G-heterotrimeric protein is in an
inactive state with GDP bound to Gα, and in this state there is low (basal) rate
of GDP-GTP exchange. Binding of agonist to GPCR induces coupling of hetero-
trimeric G-protein to the receptor and induces GDP release from GDP-Gαs pro-
tein. This allows GTP binding to Gαs protein to a great extent. Using [35S]GTPγS,
a nonhydrolyzable GTP analogue, its binding to agonist-induced receptor is seen
as an increase in radioactivity associated with the receptor.

[35S]GTPγS binding to agonist-activated GPCR membranes can be mea-
sured by incubation of receptor membranes with [35S]GTPγS in the presence of
10 µM GDP (to reduce the basal binding) followed by filtration onto a filter plate
using a cell harvester to separate the reaction mixture. SPA assay can be used
with wheat germ agglutinin coated SPA bead, which captures the GPCR, and
[35S]GTPγS bound to the receptor will be in close proximity to scintillant on the
bead and give a signal. In FlashPlate technology, a membrane fraction is incu-
bated with [35S]GTPγS in wells of microplate and centrifuged after incubation;
the supernatant is discarded and the plate is counted in a microplate counter
[52,53]. This assay has a low signal-to-noise ratio of 1.2 to 3. Nevertheless, the
data correlated with the ligand binding assay and functional assays suggest that
this assay can be used as a functional assay for G-protein activation. The results
obtained by conventional filtration, FlashPlate technology, and SPA assay corre-
lated very well, suggesting that SPA and FlashPlate technology provide rapid
HTS methods for measuring [35S]GTPγS binding.

This [35S]GTPγS binding assay can be used for orphan GPCRs where li-
gand and signaling pathways are not known, and for other GPCRs for which
signal transduction mechanisms are not well characterized.

2. Adenyl Cyclase Assay

AC is regulated by the G-proteins Gαs, Gα i and Gαq and Ca2�-calmodulin [54].
A number of techniques are available to measure AC activity, the simplest assay
being measurement of the product of the reaction, cAMP. The other methods
involve incubation of membranes with 3H-adenine or [α-32P]-ATP, isolating 3H-
cAMP or [α-32P]-cAMP, respectively, by chromatography and quantitation by
counting the cAMP fraction [55,56]. However, these methods are tedious and
the throughput is low, so that these methods are not suitable for HTS.

a. Intracellular Cyclic AMP Assays. The classical cAMP assay proce-
dures are involved in isolating cAMP fraction (by chromatography) and determi-
nation of cAMP levels by competition for 3H-cAMP binding to the regulatory



subunit of cAMP-dependent protein kinase [57], competition of radio labeled
cAMP standard by radioimmunoassay, ELISA assay, or SPA assay [58]. Recent
cAMP assay kits developed based on rdioimmunoassays or ELISA assays are
able to determine cAMP levels in cell supernatants or extracts in microtiter plate
format in multisteps. Further advances in cAMP assay development has made it
possible now to determine cAMP levels in cells following drug treatment in fewer
steps as a homogeneous assay. The homogeneous cAMP kits include Biotrak

SPA based cAMP assay (Amersham), FlashPlate adenyl cyclase assay kit
(NEN), HEFP cAMP assay kit (LJL Biosystems), and ALPHAScreen cAMP
assay (BioSignal, Inc.) (Table 4).

A one-step Biotrak cAMP screen assay is described here. Cells expressing
a GPCR of interest are plated in 96- or 384-well plates overnight, the medium
is removed, the cells are treated with compound in buffer for 60 min, and the
cells are lysed with lysis buffer; a solution containing 125I-cAMP tracer, cAMP
antiserum, and SPA anti-rabbit serum is added and incubated overnight. Different
standard amounts of cAMP in assay buffer containing lysis buffer served as stan-
dard curve. On each plate, six wells without compound serve as blanks (B0), and
six wells with standard agonist (at a concentration that gives the maximum effect)
serve as Bmax. The plates are counted (each well for 2 min) in the TopCount
(Packard) or Microbeta (Wallac). Plotting B/B0 as a function of log cAMP con-
centration generates a standard curve. From the standard curve the amount of
cAMP in the unknown samples is calculated, converted to percentage of maximal
response (% max response) (Fig. 14) and plotted against log agonist concentra-
tion, the curve is fitted by a sigmoidal equation, and EC50 is determined. For
accurate calculation of the EC50, the cAMP levels % max response have to be
plotted against the compound concentration in the radioimmunoassay, SPA assay,
FP assay, or APHA screen assay. Instead, if the raw radioactive counts or fluo-
rescence counts are plotted, the EC50 curve shifts to the left, resulting in a 10-
to 100-fold lowering of the EC50 concentration (10- to 100-fold higher efficacy).
The competition curve is a semi log curve, and hence the first 50% competition
of counts is not equivalent to a 50% change of cAMP levels. This artificial EC50

will not correlate well with other receptor parameters and will pick up low active,
poor agonists as good agonists. So caution must be exercised in processing the
data. The assay can also be performed as a two-step assay with removal of the
medium after treating the cells with compound. In cell suspension assay cells
are added to the wells of a microplate, and compound is added and incubated
for 60 min. Lysis buffer is added and to the dissolved cell extract, SPA-bead,
antibody, and cAMP tracer are added and incubated over night. The microplate
is counted to determine the amount of cAMP in the samples. The assay can also
be miniaturized to 384-well plates to increase throughput. The conventional
cAMP assays because of low throughput were used at best as secondary assays to
confirm the lead compounds. With the development of the homogeneous cellular



Table 4 Cyclic AMP Assays

Assay Rad/nonrad Assay type Reagents Readout Provider

ELISA assays Nonradioactive Heterogeneous cAMP-ab, 2°-ab-coated Colorimetric, fluores- Sigma and sev-
plate, cAMP conju- cence plate reader eral other ven-
gated with HRP or dors
alk. phos.

Radioimmuno assay Radioactive Heterogeneous [3H] or [125I]-cAMP, Radioactive counting γ- Amersham, NEN
cAMP-ab coated counter or β-plate
bead counter

FLISA assay Nonradioactive Homogeneous biotin cAMP, cAMP-ab CY5 Fluorescence PE Biosystems
coated bead, Cy5- based FMAT reader
streptavidin

Fluorescence Polariza- Nonradioactive Homogeneous Fluorescent cAMP, FP-plate reader LJL
tion assay cAMP-ab

SPA assay Radioactive Homogeneous [125I]cAMP, cAMP-ab, Radioactive counting β- Amersham
2°-ab-SPA bead plate counter (Top-

Count or MicroBeta)
Electrochemilumines- Nonradioactive Homogenous cAMP-ab coated mag- Bead-based, chemilumi- IGEN

cence assay netic bead, ruthenyl- nescence ECLM8
cAMP reader

AlphaScreen Nonradioactive Homogeneous Biotin-cAMP, streptavi- Bead-based, fluores- BioSignal
din donor bead, cence reader
cAMP-ab-acceptor AlphaQuest
bead

FlashPlate Radioactive Homogeneous cAMP-ab coated Flash- Radioactive counting β- NEN
Plate, [125I]cAMP plate counter

Classical cAMP assays involved isolation of cAMP in acid extracts from cells (by first preparing cell extracts) and quantitation by ELISA assays. Now,
several homogeneous and heterogeneous cAMP kits are available based on different technologies from different vendors. Some of those are given here.



Figure 14 SPA cAMP assay for screening signal transduction via adenyl cyclase.
(A) Cyclic AMP standard curve. (B) Activation of adenyl cyclase by agonist of GPCR.
CHO-K1 cells expressing GPCR, when treated with agonist activates Gαs and adenyl
cyclase and consequently increases intracellular cAMP. There is a good dose–response
of agonist in stimulating cAMP levels.



cAMP assays (Table 4), it is possible to use this assay as a primary HTS screen
for finding lead compounds from screening compound libraries.

When an agonist binds to receptors coupled to Gα i activation results in the
inhibition of AC, which cannot easily be detected in normal cells because the
basal cAMP levels are in the lower range of detection. To detect the agonist
activity (inhibition of AC activity), first AC activity is stimulated in the cells by
forskolin, isoproterenol, or suitable agonist treatment that increases cAMP levels
to detection levels and then the agonist induced AC inhibition can be measured.
NPY, and galanin receptors are coupled to Gα i receptors, and cells expressing
these receptors are treated with forskolin to stimulate AC before the ligand in-
duced AC inhibition is measured [59].

A reporter (luciferase) based cAMP assay was described [60] wherein CHO
cells stably expressing human β2-AR were transiently transfected with reporter
plasmids containing luciferase gene under transcriptional control of 6 or 12
cAMP response elements (CREs). In these cells, stimulation of β-AR with 20
µM forskolin resulted in a 35-fold induction of luciferase activity. This CRE-
directed luciferase reporter gene assay has been used for functional assay of
GPCRs that involve activation of AC such as dopamine D1, D2 receptors, adeno-
sine receptor, and calcitonin receptor [60–62] and for GPCR agonists that inhibit
AC activity as in the case of 5HT-receptor [61]. The EC50 values obtained for
agonist activation are the same and for a stimulatory GPCR are about 10-fold
higher using a cell-based inhibitory GPCR CRE-directed luciferase reporter gene
assay, compared to cAMP accumulation assays, and the rank order of potency
of drugs is preserved between these assays [61]. Also, a 100-fold amplification
of the signal was found with a reporter assay compared with a direct cAMP
accumulation assay, suggesting that the reporter assay offers greater sensitivity.
This reporter gene assay for cAMP is a rapid nonradioactive assay, more sensitive
and adaptable for HTS. Thus this assay is an excellent alternative to traditional
methods of cAMP measurement in the functional evaluation of agonists and an-
tagonists for GPCRs that involve cAMP in their signal pathways.

3. Melanophore-Based Receptor Functional Activity

A bioassay monitoring receptor-mediated pigment dispersion in an immortalized
Xenopus laevis melanophore cell line has been used as a functional assay for
GPCR and RPTKs [63]. The amphibian melanophores contain melanosomes that
are filled with melanin pigment and are regulated by the hormones α-melanocyte
stimulating hormone (α-MSH) and melatonin. The GPCRs and RPTKs when
expressed in the melanophores can use the endogenous cell signaling system
within the melanophore to mediate cell darkening or lightening due to pigment
dispersion or aggregation, respectively (Fig. 15). In cells expressing Gs-linked



receptors, ligand binding activates AC and activates pigment dispersion and cell
darkening similar to α-MSH [63–66]. RPTKs that are functionally linked to acti-
vate protein kinase C (PKC), such as bombesin and PDGF, also stimulate pigment
dispersion [66]. The pigment dispersion can be read in a microtiter plate reader
as an increase in absorbance. In melanophores expressing Gα i-linked receptors,
stimulation with an agonist causes inhibition of AC and causes pigment aggrega-
tion and cell lightening and is measured as a decrease in absorbance as in the
case of melatonin. The melanophore assay was also extended to erythropoietin
receptor, a cytokine receptor [63].

Thus a rapid microtiter-based functional assay for screening compounds
that interact with GPCRs, RPTKs, and cytokine receptors has been developed
either by transient or stable expression of the receptors in a melanophore cell
line derived from X. laevis [63,66]. Melanophores do not appear to express many
mammalian receptors and may represent null cells for human membrane recep-
tors; hence they can be transiently or stably transfected with the receptor cDNA
of interest and can be assayed rapidly. Transiently or stably expressed receptors
in amphibian melanophores are plated in a 96-well microtiter plate (20,000/well)
in Leibovitz medium (L-15) and incubated at 26°C. For those receptors that acti-
vate pigment dispersion, the cells are preincubated with 1 nM melatonin for 2 h
in L-15 medium at room temperature to allow complete aggregation of the pig-
ment, and the absorbance is read before the addition of drugs (Ai). Drugs are
added to the wells and A620 is measured after 30 min (Af ).

For receptors that activate pigment aggregation, the cells are preincubated
for 2 h in light at room temperature to allow complete dispersion of the pigment,
and the absorbance is read. Various concentrations of ligand or drug are added,
and the pigment aggregation is measured after 30 min by reading A620nm in a
microtiter plate reader. NPY1 R is a GPCR which is coupled to Gαq, and ligand
stimulation inhibits AC. Melanophores expressing hNPY1R transiently showed
ligand-dependent aggregation which was abolished by a nonpeptide antagonist
(Fig. 16A–C). A stable melanophore cell line expressing the hNPY1R also
showed ligand-dependent pigment aggregation and correlated very well with li-
gand binding to the receptor (Fig. 16D). The receptor expressing melanophores
can be reused after washing out the test compounds and allowing reequilibration
with L-15 medium overnight, and these cells responded to ligand and drugs.
The correlation between ligand binding and melanophore pigment dispersion or
aggregation and other functional signals suggests that the melanophore bioassay
can be used to screen for ligands to GPCRs, RPTKs, and cytokine receptors.
This is a rapid homogeneous functional bioassay and can be used to distinguish
antagonists and agonists. Some of the disadvantages of this system include incon-
sistent transfection in melanophores with cDNA of the receptor of interest, very
slow growth of melanophores (long doubling time, � 2 days), and loss of pigment
after a few passages requiring periodic replacement with new cells.



Figure 15 Schematic illustration of melanophore activation by GPCRs. Melanophores
are transfected with a plasmid vector containing cDNA encoding GPCR. Activation of
Gi-coupled GPCR in melanophores inhibits adenyl cyclase and consequently phosphoryla-
tion, resulting in aggregation of melanosomes. Activation of Gs- or Gq-coupled GPCRs
in melanophores activate adenyl cyclase and activate either PKA or PKC, increasing phos-
phorylation, which results in dispersion of melanosomes. Melanophores can be brought
to the aggregated state by activating the endogenous melatonin receptor with melatonin
or can be brought into the dispersed state by exposing them to light.

4. Inositol Triphosphate Measurements

Following activation of GPCR by agonist binding, G-protein-mediated signal
transduction activates phospholipase C (PLC) to hydrolyze the lipid precursor
phosphatidylinositol 4,5-bisphosphate to give second messengers diacyl glycerol
(DAG) and inositol (1,4,5)-triphosphate (IP3). DAG activates protein kinase C
(PKC) and regulates cellular functions. IP3 is a second messenger that controls
many cellular processes by generating internal Ca2� signals. IP3 binds to an IP3

receptor (that resembles the Ca2� mobilizing ryanodine receptors of muscle) to
mobilize stored Ca2� and to promote an influx of external Ca2�. A radioreceptor
IP3 assay (a competitive ligand binding assay) was developed by NEN Life Sci-
ence, in which the sample containing IP3 competes a fixed amount of tracer (ra-



dioactive IP3) for a fixed number of receptor binding sites. The IP3 is extracted
from the cells with trichloroacetic acid (TCA), and the TCA is removed by extrac-
tion with TCTFE-trioctylamine. IP3 in the aqueous phase is assayed by incubation
with [3H]-IP3 tracer and IP3 receptor membranes. The contents are centrifuged,
the supernatants are removed, and the radioactivity associated with membranes
is counted.

Conventional methods of measuring phosphatidylinositol (PI) turnover in-
volved a low-throughput method of treating cells grown in a 6- or 12-well plate
with compound, separating IPs from inositol in the cell extract by ion exchange
chromatography in mini columns, and counting the eluted IPs after mixing with
scintillant in a 5 mL vial. This method was labor intensive and low throughput and
at best could be used for confirmation of the lead compounds. Agonist-induced PI
turnover can be measured by measuring inositol phosphate (IPs) accumulation
in cells expressing the selected GPCR in a 96-well format [67,68]. Approximately
10,000–50,000 cells/well are plated in a 96-well plate and incubated overnight
with [3H]-inositol to label the intracellular pool; the medium is removed and
incubated with agonist for 60 min. Cells are washed with PBS, and cold 5% TCA
is added and incubated for 30 min. The TCA extract is then added to AG1-X8
resin (Bio-Rad) in a 96-well fiberglass multiscreen filter plate, washed (3�) with
5 mM myoinositol and eluted with 50 µL of 1 M ammonium formate–0.1 M
formic acid into an opaque 96-well plate. Scintillant is added, the contents are
mixed, and the radioactivity is counted in a TopCount (Packard) or Microbeta
(Wallac) plate counter. The throughput by this method has been increased sub-
stantially from the conventional assay to medium throughput so it can be used
as a secondary assay.

A simple nonradioactive liposome lysis assay for quantification of IP3 using
specific IP3 monoclonal antibody has been described [69]. The assay is specific
for IP3. The assay is homogeneous with simple addition of reagents to a microtiter
plate and mixing and reading in a fluorescence plate reader. The levels of IP3 in
CHO-IR stimulated with insulin measured by a liposome lysis assay are compara-
ble with that determined by the conventional radioactive assay. The sensitivity
of this liposome assay is low, and it has to be improved for use for quantification
of IP3 in small samples [69].

5. Phospholipase C Assay

PLC is a key enzyme in the signal transduction of many cell-mediated responses.
At least three families of PLC enzymes, β, δ, and γ, are present. The β and δ
are regulated by the GPCR pathway and the receptor-mediated tyrosine kinase
pathway, respectively. PLCs hydrolyze phosphoinositide lipids giving rise to sec-
ond messengers IP3 and DAG. DAG is a potent activator of protein kinase C.
IP3 acts as a second messenger in stimulating the intracellular release of Ca2�



stores from the endoplasmic reticulum through its specific interaction with IP3

receptor. FlashPlate (NEN) is coated with phospholipid substrate, [1-3H-inositol]-
phosphatidylinositol 4,5-bisphosphate (PIP2) [70]. Control cells or cells express-
ing the receptor are added in the wells of the FlashPlate and incubated with
agonist or test compounds at 37°C. The radiolabeled substrate bound to the plate
is hydrolyzed in the assay with enzyme activity releasing radioactivity, which
can be monitored over a period of 2 h by counting in a TopCount or MicroBeta
plate counter. This is a negative assay wherein the SPA signal is reduced with
enzyme activity. The assay is homogeneous and can be adapted to HTS.

6. PKC Assay

At least 12 isotypes of PKCs have been characterized and can be grouped into
three groups [71]: (1) the conventional PKC isotypes, α, β1, βII, and γ, are Ca2�

dependent and activated by DAG and phosphatidylserine (PS); (2) novel PKCs,
δ, �, η, and θ are Ca2� independent and regulated by DAG and PS; (3) atypical
PKCs, ζ and ι/λ, are Ca2� independent and do not require DAG but are regulated
by PS. PKC is a single polypeptide with a C-terminal catalytic domain and an
N-terminal regulatory domain. These isoforms differ in structure, substrate re-
quirement, expression, and localization. The phosphorylation of proteins on ser-
ine and threonine by PKC is essential for the regulation of several biological
functions. PKC activity is altered in different disease states. Activation of GPCRs
coupled to Gαq stimulates PLC, which produces the second messengers IP3 and
DAG. DAG is a potent activator of PKC. There are few in vitro PKC-specific
pharmacological agents (over other kinases) and fewer have good selectivity for
individual PKC isoforms. LY333531 is a PKCβ-specific inhibitor that shows po-
tential for therapeutic use in cardiovascular disease and cancer [71].

The conventional assays utilize the transfer of radiolabeled phosphate from
[32P or 33P]-[ATP] to a peptide (specific phosphorylation sequence) or protein
followed by separation of radiolabel ATP from the phosphorylated peptide or
protein. A homogeneous SPA assay has been developed in which a biotinylated
peptide substrate is incubated with 33P-ATP, PKC, and streptavidin-coated SPA
bead in the presence of Ca2�, PS, and DAG [72]. The 33P-phosphorylated biotinyl-
ated peptide binds by affinity to streptavidin SPA bead and comes in close prox-
imity to the scintillant coated on the SPA bead emitting light. The signal is mea-
sured in a Topcount or MicroBeta plate counter. A homogeneous FlashPlate assay
for PKC has been described. Recently, FP assays have been reported [30,73] in
which a selective ser/thr containing peptide is phosphorylated by incubation with
ATP and PKC in the presence of Ca2�, PS, and DAG. Reaction is stopped with
the addition of EDTA, fluorescent phosphopeptide (tracer), and a specific mono-
clonal anti-posphoserine antibody, further incubated and read in a FP plate reader.
The phosphorylated peptide competes with the binding of tracer to antibody, and



thus activity is inversely proportional to the FP signal. Several recombinantly
expressed PKC isoforms are available from PanVera, and FP-PKC assay kits are
commercially available from PanVera and LJL Biosystems and other vendors.
A new method of measurement of different kinase activation in single mamma-
lian cells has been described [74]. In this technique, fluorescent substrate peptides
for different protein kinases are microinjected into mammalian cells. The final
cellular concentration of different fluorescent peptide substrates in the cell was
0.01–1 µM using a laser–micropipette system. Kinase substrate loaded cells
when treated with pharmacological or physiological stimuli and subjected to cap-
illary electrophoresis to analyze different products formed thus accessing the ki-
nase activities. This technique simultaneously measures several enzymes within
the same cell [74].

7. Phospholipase A2 (PLA2) Assay

Two classes of PLA2 based on their cellular localization have been described,
namely cytosolic (cPLA2) and secretary (sPLA2). PLA2 hydrolyzes sn-2-acyl
bond of sn-3-phosphoglycerides giving rise to equimolar amounts of free fatty
acid and lysophospholipid. A homogeneous PLA2 SPA assay is available from
Amersham. This is a signal-decrease assay format wherein the SPA substrate is
radiolabeled phosphatidyl-ethanolamine biotinylated on the ethanolamine head
group binds to streptavidin-coated SPA beads generates SPA signal due to the
proximity of the radiolabel to the scintillant of the SPA bead [75]. PLA2 activity
hydrolyzes the substrate removing the radiolabel group from the substrate
attached to the SPA bead, which results in a decrease in SPA signal proportional
to the enzyme activity. Thus the activity of enzyme is inversely proportional to
the SPA signal.

8. Ca2� Assay

Agonist activation of GPCRs, which can couple to the Gαq/11 class of G-proteins,
often increases transient cellular Ca2� concentrations. Although calcium concen-
tration of mammalian cells is very high (1 mM), the cytosolic Ca2� is low (10–
100 nM) and stimulation of a receptor can increase it to 400–1000 nM Ca2� and
activate calcium responsive events. Ca2� can be measured by fluorescence-based
dyes or bioluminescence methods.

a. Fluorescence-Based Calcium Assays. The fluorescent calcium dye fura-
2 is a dual wavelength ratiometric dye that exhibits a shift in fluorescence intensity;
the excitation peak shifts between 335 nm for the bound calcium and 362 nm for
the free calcium form of the dye. Ratiometric calcium dyes are better for quantita-
tive measurements of intracellular calcium but are not well suited for HTS.

Fluo-3, fluo-4, and calcium green-1 are single (visible) wavelength calcium
dyes essentially nonfluorescent unless bound to Ca2� and undergo � 100-fold



Figure 16 Functional bioassay for hNPY1R in Xenopus melanophores. (A) PYY-in-
duced pigment aggregation in a ligand-controlled manner in NPY-Y1 melanophores. The
effect of PYY on aggregation reached a maximum within 30 min and remained unchanged
thereafter up to 120 min. Mock transfected melanophores (control) did not respond to
PYY. (B) Dose–response of PYY on pigment aggregation and 125I-PYY binding in mela-
nophores expressing NPY-Y1R transiently. (C) The effect of antagonist on pigment aggre-
gation induced by PYY and 125I-PYY binding. The aggregation induced by 0.1 nM PYY
was abolished by the NPY-Y1-specific antagonist in a dose-dependent manner with an
IC50 of 0.4 µM. Antagonist also competed 125I-PYY bound with an IC50 of 0.4 µM. Both
curves are superimposable, suggesting that the compound is a true antagonist of hNPY1R.
(D) Effect of PYY on aggregation and 125I-PYY binding to melanophore stables expressing
NPY-Y1R.



increase in fluorescence upon binding Ca2�. These dyes are used in the majority
of intracellular calcium determinations. Some receptor classes and/or cell types
give better response to fluo-3, while others respond to calcium green-1. Both
dyes excite at 488 nm and the emission is 500–560 nm.

The Fluorescent Imaging Plate Reader (FLIPR) (Molecular Devices,
Sunnyvale, CA) was developed to perform high-throughput quantitative optical
screening for cell-based fluorescent assays [76,77]. The FLIPR can be used for
measurements of intracellular calcium, intracellular pH, intracellular sodium, and
membrane potential. The FLIPR measures fluorescence signals in all the wells
of a 96- or 384-well plate simultaneously by imaging, with kinetic updates in
the subsecond range. Ca2� transients can be measured both in adherent cells and
in suspension cells. Typically, recombinant cells or natural cell lines expressing
the receptor of interest are grown as monlayers in 96- or 384-well plates. The
medium is removed and buffer is added. Cells are loaded for 1 h at 37°C with
Ca2�-sensitive fluorescent dyes calcium green-1, fluo-4, or fluo-3 AM and extra
cellular dye is washed out. With cells in suspension, plates have to be centrifuged
for washing out medium or dye. A plate is read in the FLIPR for blank readings
of the cells. Agonistic compound is added to each well simultaneously in the
FLIPR, and the dye released is measured, which is proportional to transient in-
creases in the intracellular Ca2�. The FLIPR reads in all the wells of a plate
simultaneously by imaging, which enables the study of real-time kinetics. Typi-
cally, a plate is read every 1 sec for the first 2 min and every 6 sec later up to
10 min. The Ca2� transients depend on the cell type and are generally completed
in 10 min. The Ca2� spikes are predictable for each type of receptor and cell and
hence for calculation of Ca2� response the counts between certain time periods
are measured and blank is subtracted. The antagonist activity can be measured
after loading cells with the dye and incubating with antagonist followed by the
addition of standard agonist. The antagonist decreases the Ca2� transient due to
the standard agonist (Fig. 17, top). The data in ASCI form is imported to an
appropriate database, and the percentage of maximal response with a standard
agonist is calculated and plotted against agonist concentration to obtain EC50 or
plotted against antagonist concentration to obtain IC50 (Fig. 17, bottom). Real-
time kinetic data gives additional pharmacological information for ranking rela-
tive potencies of drugs and gives information on the kinetics of the drug–receptor
interaction. Measurement of functional response provides data on affinity, effi-
cacy, and function of each drug, and also full agonists, partial agonists, and antag-
onists can be distinguished within a single assay.

b. Luminescence-Based Calcium Assays. The intracellular [Ca2�]i mea-
surements have been mostly done with fluorescence-based assays. Luminescence-
based assays are being developed for HTS with the advances in imaging instru-
ment technology. Intracellular [Ca2�]i also can be measured using bioluminescent



Figure 17 Measurement of intracellular Ca2� using a fluorescent imaging plate reader
(FLIPR). Cells from a natural cell line expressing the desired GPCR are loaded with cal-
cium sensing dye Fluo-3 incubated with various concentrations of antagonist compound;
agonist is added, and the transient Ca2� is measured at 3 sec intervals for 3 min. The
transient Ca2� levels are measured as counts either under the curve or maximum minus
minimum peak height. (Top) Dose–response curve of an antagonist on a Ca2� signal. The
IC50 obtained for the antagonist compound was 33-nM. (Bottom) The transient Ca2� re-
sponse traces are given. The Ca2� curves line up well and decrease with increasing concen-
tration of antagonist.



aequorin in a luminometer [78,79]. Aequorin is produced in the jellyfish Ae-
quorea victoria. It is a photoprotein composed of the apoaequorin protein bound
to the prosthetic group coelenterazine and molecular oxygen. It has three EF-
calcium binding sites, and when calcium binds to these sites coelenterazine is
converted to coelenteramide, which results in the emission of blue light (470
nm). The signal in mammalian cells occurs within 30 s, and the intensity of the
aequorin flash is proportional to the Ca2� concentration. Ca2� measurements by
aequorin assay have been validated for many GPCRs and calcium channels and
the dose–responses are similar to the values obtained with fluorescent dye meth-
ods. HEK293 cells stably expressing apoaequorin are cotransfected with serotinin
receptors 5HT2a and 5HT2c; when treated with ligand 5HT dose-dependently
stimulated the luminescence of aequorin.

Calcium-regulated reporter assays are being developed by constructing
transcription factors (NFAT, CREB) that become activated when there is a rapid
rise in [Ca2�]i. The calcium-regulated promoter is fused to reporter gene lucifer-
ase, β-lactamase, or β-galactosidase. These transcription factors on activation
bind to unique promoter and stimulate transcription of the reporter protein.
CHO-K1 cells transfected with CCK1 receptor, a Gαq-coupled GPCR along
with NFAT-luciferase reporter gene, produced a dose–response signal curve
with CCK-8 that was similar to that obtained using a fluorescent dye [78].

9. Microphysiometer Assays

When a ligand binds to a GPCR for which signal transduction like AC stimulation
is poorly coupled may also couple to other signal pathways. Microphysiometry
detects receptor activation and other physiological changes in live cells by moni-
toring the activity of energy metabolism. The Cytosensor microphysiometer mea-
sures the cellular acidification rate as a reliable index of the integrated functional
response to receptor activation [80]. Activation of a receptor is followed by an
increase in acidification rate within a few minutes that can be measured in a
microphysiometer. Microphysiometry requires functional coupling to ligand/re-
ceptor binding, but it is not necessary to have the details of the mechanism of
that coupling. This may have special use for functional assay for orphan receptor
for which knowledge about function and transduction is assumed and a natural
ligand is missing.

Cells expressing the recombinant receptor in suspension culture in a 96-
well plate are stimulated with the addition of agonist in the medium. The acidifi-
cation rate is measured every 2 min by picking a 4 µL sample into an LAPS
array system by pumping through eight fluid channels. The LAPS chip is micro-
machined to form four sensor sites in each of eight parallel fluid channels. Adher-
ent cells are attached to the underside of a coverslip that forms the ceiling of
the fluid channels. The throughput for the Cytosensor microphysiometer is low



(� 104 assays/day) and cannot be used for HTS; nevertheless it is useful for
optimizing cell lines with transfected receptor, for agonists and antagonists in a
variety of receptor assays.

10. Phosphoinositide 3-Kinase (PI 3-Kinase)

PI 3-kinases are a subfamily of lipid kinases that catalyze the addition of phos-
phate at the 3-position of the inositol ring of phosphoinositides, phosphatidyl
inositol (Ptdlns), Ptdlns(4)P, and Ptdlns(4,5)P2. Only about 0.25% of the total
inositol containing lipids is phosphorylated at the 3-position, and these lipids are
hypothesized to regulate cell functions, 5% phosphorylated at the 4-position and
5% at the 4- and 5-positions [81]. Nine members of the PI 3-kinases are found
so far, which can be grouped into three classes according to the substrate mole-
cules. PI3-kinase is involved in many different cellular functions including
growth, differentiation, apoptosis, and cytoskeleton rearrangement in response to
a variety of different signals [81]. Wortamannin and LY294002 are two powerful
PI3-kinase inhibitors and have been utilized in determining the role of PI3-kinase
in cellular functions in cells over expressing the activated form of PI3-kinase
[82]. A homogeneous FlashPlate assay has been described for PI3-kinase. PI3-
kinase is incubated with [γ-33P]ATP in a FlashPlate coated with PI3-kinase sub-
strate, phosphatidylinositol 4,5-bisphosphate (PIP2) at 30°C for 60 min. Follow-
ing incubation, the reaction mixture is aspirated and washed twice with PBS to
decrease background. Due to the PI3-kinase reaction, 33PO4 is transferred to PIP2

immobilized on the surface of the FlashPlate forming PI-3,4,5-P3. The bound
radioactivity is determined by counting in a TopCount or MicroBeta plate
counter. The FlashPlate assay is comparable to the conventional solution phase
assay, and the IC50 values obtained for Wortamannin and LY294002 (1.6 nM
and 0.44 µM respectively), which agreed with the values obtained in solution
phase assay and with the literature values reported [83].

B. RTK Receptor Family

Ligand binding to RTK family receptors lead to dimerization of monomeric re-
ceptors or conformational changes in heterotetrameric receptors resulting in auto-
phosphorylation of specific tyrosines in the cytoplasmic domain (Fig. 18). Tyro-
sine autophosphorylation stimulates the intrinsic receptor tyrosine kinase activity
and/or generates recruitment sites for downstream signaling proteins contain-
ing phosphotyrosine-recognition domains such as the Src homology 2 (SH2)
or the phospho-tyrosine-binding (PTB) domain [84]. Efficient phosphorylation
of the substrates by RTK also requires association of the substrate to the acti-
vated RTK. The PTB domain of insulin receptor substrate 1 (IRS1) binds at
pTYR972 of activated IR, and the pleckstrin homology domain targets IRS-1 to



Figure 18 Schematic illustration of signaling cascades for the cellular responses to insu-
lin–insulin receptor (IR) interactions. Insulin binding to its receptor activates tyrosine
kinase activity resulting in autophosphorylation followed by binding of IR substrate (IRS),
Shc, and STAT5b to specific PY residues of the receptor through SH2 domains. IRS-1
is a docking protein that induces various signaling pathways like MAPK through the Grb-
2-SOS pathway, PI3 kinase, and Akt pathway. STAT5b binds to PY residues of IR and
gets phosphorylated, followed by dimerization and translocation into the nucleus, where
it induces gene expression.

the plasma membrane enabling IR kinase to phosphorylate several tyrosines in
IRS-1 [85].

1. PTK Assays

Signal transduction of RTK family receptors can be monitored by assaying for
PTK activity. PTK activation has been used as the primary screen for various
receptors in this family. Several different PTK assays including both radioactive
methods and nonradioactive methods have been used for screening (Table 5). In
the conventional radioactive PO4 transfer protein kinase assay, the radioactive
phosphate from [γ-32P] or [γ-33P]-ATP is incorporated into tyrosine of a protein/
peptide substrate and is measured by binding the protein/peptide to phospho-
cellulose (P-81) filter discs or precipitating with TCA and filtration [86,87].



Table 5 Common Tyrosine Protein Kinase Assays

Assay type Properties Special reagents required Comments

Filtration assay Radioactive, heterogeneous [γ-33P]-ATP, biotin peptide, strep- Radioactive waste, laborious, het-
tavidin, or phosphocellulose fil- erogeneous, medium throughput
ter plates not suited for HTS

ELISA assay Nonradioactive, heterogeneous PY antibody, secondary antibody, Laborious, heterogeneous, medium
substrate coated on microtiter throughput not suited for HTS
plate

TRF-ELISA assay Nonradioactive, heterogeneous Eu-PY antibody Laborious, heterogeneous, medium
throughput not suited for HTS

SPA assay Radioactive, homogeneous [γ-33P]-ATP, biotin peptide, strep- Radioactive waste, homogeneous,
tavidin SPA bead suitable for HTS

FlashPlate Assay Radioactive, homogeneous [γ-33P]-ATP, biotin peptide coated Radioactive waste, requires pre-
on to streptavidin FlashPlate coating of the peptide to microti-

ter plate, homogeneous, suitable
for HTS

Fluorescence polarization Nonradioactive, homogeneous Fluorescent phosphopeptide, PY Homogeneous, tracer is fluorescent
assay antibody labeled, suitable for HTS and

uHTS
HTRF/Lance assays Nonradioactive, homogeneous Biotin peptide, APC-streptavidin, Homogeneous, two labeled re-

Eu-PY antibody agents are used, CY5 or XL665
labeled generic acceptors avail-
able, suitable for HTS

Electrochemilumnescence Nonradioactive, homogeneous Biotin peptide, streptavidin mag- Homogeneous, two labeled re-
netic bead, ruthenyl PY anti- agents are used, suitable for
body HTS with multichannel reader

ECLM8
Alpha Screen Nonradioactive, homogeneous Biotin peptide, streptavidin donor Homogeneous, two labeled beads

bead, PY-antibody receptor bead are used, suitable for HTS

A normal PTK reaction needs kinase, Mg2�-ATP, and a kinase substrate. In the methods here, other special reagents required for that method are given.



Biotin-labeled peptides have been used as kinase substrates, and the 32P-phos-
phorylated peptides are captured on high-capacity streptavidin-coated membranes
[88]. In the solid-phase radioactive phosphate transfer assay the substrate
(peptide/protein) is bound to a ScintiStrip microplate (Wallac); or a FlashPlate
(Dupont NEN) coated with scintillant is used for HTS [89,90]. Alternatively,
nonisotopic ELISA-type assays have been used in which a microtiter plate is
coated with the peptide substrate, kinase reactants are incubated, excess reagents
are washed, further incubated with a PY antibody, washed, incubated with a
secondary antibody conjugated to alkaline phosphatase or horseradish peroxidase,
washed, finally incubated with the color or fluorescence developing reagents and
read in a plate reader [91]. A sensitive ELISA microtiter plate assay using euro-
pium cryptate (EuK) labeled PY antibody has been described [92]. A HTRF PTK
assay has been described in which biotinyl peptide is phosphorylated by PTK
and immunocomplexed to EuK-PY antibody [93,94]. The biotin peptide binds
to XL665 (allophycocyanin, APC) labeled streptavidin. The two flurophores are
brought into close proximity and the energy from donor Eu is transferred to ac-
ceptor APC and the signal is read in a time-resolved fluorometer. In the SPA-
based PTK assay, biotinyl peptide is 33P-phosphorylated by PTK and binds to
streptavidin-coated SPA beads [95]. In the PTK assay based on the electrochemi-
luminescence method, the phosphorylated biotinyl peptide complexes to Ru2�-
PY antibody and binds to streptavidin-coated magnetic beads brought to the elec-
trode by a magnet where due to the redox reaction it produces light and is mea-
sured in an Origen analyzer [86].

Recently, a nonradioactive immunological PTK assay based on fluores-
cence polarization (FP) was described [97,98]. In this direct FP-PTK assay, a
fluorescenylated peptide substrate is incubated with the kinase, ATP, and PY
antibody. The phosphorylated peptide product is immunocomplexed with the PY
antibody, resulting in an increase in the polarization signal. A FP competition
immunoassay in which the kinase phosphorylates a peptide or protein and the
phosphorylated peptide or protein will compete with fluorescent tyrosine phos-
phorylated peptide tracer that forms an immunocomplex with PY antibody as in
a typical immunoassay was described [98,99]. The advantages of these FP-PTK
assays over the other kinase assays include the use of inexpensive nonisotopic
substrate; it is a homogeneous assay with no separation, precipitation, or washing
steps, and it can be miniaturized for a 384-well microtiter plate to increase
throughput. The simplicity and speed and homogeneous nature of this method
make it ideal for HTS in a small molecule drug discovery program.

2. Mitogen Activate Protein Kinase (MAPK)

MAPKs are serine/threonine kinases that are activated by phosphorylation by
MAPK kinase (MAPKK) on threonine and tyrosine, and MAPKK in turn is acti-



vated by MAPK kinase kinase (MAPKKK). MAPKs play prominent role in medi-
ating intracellular responses to various physiological stimuli including growth
factors, cytokines, and stress conditions. The MAPKs can be divided into three
subgroups: p38MAPK (p38MAPK), stress-activated protein kinase/c-Jun N-termi-
nal kinase (SAPK/JNK), and extracellular-regulated protein kinases (ERKs).
MAPK pathways regulate the activities of a variety of transcription factors and
other cellular proteins involved in gene expression.

As MAPK is activated by phosphorylation, quantitation of phosphorylation
of MAPK is a measure of MAPK activity. SDS-PAGE followed by immunoblot-
ting for phosphorylated MAPK (electrophoretic mobility shift due to phosphory-
lation) measures MAPK activity under different responses. This is a low-
throughput assay, and a higher throughput cell-ELISA in a 96-well plate has been
reported [100]. The cells grown in 96-well plates are treated with stress reagents
or growth factors; the cells are washed and fixed on the plate, treated with primary
antibody, washed, treated with biotinylated secondary antibody, washed, horse-
radish peroxidase coupled streptavidin, washed, and color developed and read in
a plate reader. The transient phosphorylation due to H2O2 or PDGF treatment is
in agreement with the SDS-PAGE results. Inhibitors (pyridinyl imidazole com-
pounds) of p38MAPK have been shown to bind to the ATP binding site and inhibit
p38MAPK kinase activity. A filtration binding assay using a radiolabeled pyridinyl
imadazole compound that binds to p38MAPK has been developed [101]. Small mol-
ecules competing in this binding assay have been found to inhibit p38MAPK activ-
ity. Using biotinylated peptide substrate, homogeneous SPA bead [102], SPA
FlashPlate [103], and AlphaScreeen [104], MAPK assays have been developed.
A high-throughput SPA for the Raf/MEK/ERK kinase cascade has been de-
scribed [105]. When purified components are incubated together, cRaf-1 phos-
phorylates and activates MEK1. Activated MEK1 phosphorylates and activates
ERK2. Activated ERK2 phosphorylates the biotin peptide. The assay detects in-
hibitors of cRaf-1, MEK1, and ERK2, and the specific target of inhibition has
to be determined in further specificity assays.

3. Dimerization Assay

Dimerization of growth factor, cytokine, or erythropoietin receptor is a prerequi-
site for all downstream effects. A high-throughput dimerization assay for erythro-
poietin receptor was described [106]. The extracellular domain of the erythropoie-
tin receptor (rEpoR) was expressed in E. coli. A modified version of this protein
with protein kinase A substrate site (33P-rEpoR) incorporated into rEpoR was
also expressed in E. coli and phosphorylated in vitro using PKA and [γ-33P]ATP.
The dimerization assay consists of coating rEpoR to a 96-well high-binding plate,
the addition of 33P-rEpoR along with or without erythropoietin mimetic peptide
(EMP-1), which induces dimerization, and incubation for 16 h at 4°C. After wash-



ing the plate, scintillant was added and counted in the TopCount. In the absence
of EMP-1, no dimerization was seen, and EMP-1 induced dimerization was com-
peted by cold rEpoR. This dimerization assay can be used to identify compounds
that promote dimerization. Based on this assay, a dimerization assay can be devel-
oped for other receptors.

A protein-fragment complementation assay (PCA) was developed for quan-
titative characterization of protein–protein interactions in vivo in mammalian
cells based on the murine enzyme dihydrofolate reductase (DHFR) [107] (Fig.
19A). Fragments of DHFR F[1,2] correspond to 1–105, and F[3] corresponds to
106–186 amino acids of murine DHFR and are fused to a fragment containing
extracellular and transmembrane-domain of erythropoietin receptor (EpoR) via
a 5-amino acid linker resulting in EpoR (1-270-F[1,2] and EpoR (1-270)-F[3].
These constructs when cotransfected into CHO DUKX-B11 cells were treated
for 30–60 min with Epo or with a peptide agonist EMP1 and DHRF substrate
fluorescein-conjugated methotrexate (fMTX). The cells were washed to remove
the unreacted fMTX and reincubated for 30 min in select medium to allow for
the efflux of unbound fMTX. When EpoR(1-270-F[1,2] and EpoR (1-270)-F[3]
dimerize, induced by ligand or agonist, DHRF enzyme activity results from asso-
ciation-folding of two fragments. The enzyme activity can be measured in a flow
cytometer, or a fluorescence reader. EP showed saturable binding isotherms with
Kds of 164 pM and 168 nM respectively. This assay can be used for HT-drug
screening and quantitative analysis of induction or disruption of protein–protein
interactions.

An in vivo large-scale library-versus-library screening strategy for identi-
fying optimally interacting pairs of heterodimerizing polypeptides has been re-
ported [108]. The murine DHFR (mDHFR) was genetically designed to two com-
plementary fragments. Two leucine zipper libraries were fused semirandomly
at the positions adjacent to the hydrophobic core to either of the mDHFR and
cotransformed to E. coli. When the library peptides interact, the interaction recon-
stitutes DHFR enzyme activity allowing bacterial growth. The two libraries
formed heterodimers with varying stability. To isolate polypeptides that interact
with greater stability, stringency of selection was increased by using more weakly
associating mDHFR fragments. Multiple passages and selection of the pooled,
selected colonies in liquid culture produced the best heterodimer(s) that can be
used for further in vivo strategies.

In another approach for monitoring protein–protein interactions, chimeric
proteins composed of proteins of interest were fused to nonfunctional comple-
menting β-galactosidase (β-gal) ∆α, ∆ω peptides [109] (Fig. 19B). When the
proteins interact to form a complex, the β-gal ∆α, ∆ω peptides associate produc-
ing functional activity of the enzyme. Thus the protein interaction can be moni-
tored by assaying for β-gal activity in the lysates by chemiluminescence detec-



Figure 19 (A) Schematic representation of a murine dihydrofolate reductase (DHFR)
protein complementation assay. Erythropoietin receptor (Epo R) extracellular and trans-
membrane domains [EpoR(1-270)] are fused to each of the two complementary fragments
of DHFR, F[1,2] or F[3], and stably cotransfected in CHO cells. Contransfectants grown
in the presence of 2 nM Epo in nucleotide-free medium are selected and incubated with
DHFR inhibitor fluorescein-conjugated methotrexate (fMTX). In the presence of Epo or
peptide agonist EMP1, dimerization of EpoR(1-270)-F[1,2] and EpoR(1-270)-F[3] recon-
stitutes DHFR to which fMTX is bound and can be detected in FACS or fluorescence
spectroscopy. (B) Schematic representation of β-galactosidase protein complementation
assay in intact eukaryotic cells. (1) When the β-gal mutants ∆α and ∆ω are fused to
proteins that do not dimerize, the association to active β-gal is not favored. (2) When the
∆α and ∆ω mutants are fused to proteins-that can dimerize, the formation of active β-gal
results. β-Gal activity can be measured by chemiluminescence.



tion. This method can be used for the assessment of specific protein dimerization
interactions and for screening compounds that effect dimerization.

4. Reporter Gene Assay

Upon stimulation of insulin receptor (IR), insulin receptor kinase is activated by
autophosphorylation. Major substrates for IR kinase include IRS-1, Shc and sig-
nal transducer and activator of transcription-5 (STAT5), which interact via the
Src-homology-2 (SH2) domain with phosphorylated tyrosine residues of IRβ
[110]. STAT5 after phosphorylation by IR dimerizes and translocates to the nu-
cleus resulting in gene induction. A cellular assay has been developed with a
luciferase gene reporter construct under control of a STAT5-inducible promoter,
which showed insulin-mediated induction of STAT5-dependent luciferase activ-
ity. This cellular bioassay monitors IR kinase activity in a simple luciferase read-
out system in insulin-responsive cells like fibroblasts and is adaptable to HTS
for insulin-mimetic compounds and IR kinase antagonists.

5. SH2 Interactions

Tyrosine phosphorylation regulated by tyrosine protein tyrosine kinases and pro-
tein tyrosine phosphatases plays an important role in cellular regulation, growth,
and proliferation. A critical step in the tyrosine phosphorylation signal transduc-
tion pathways involves molecular recognition in protein–protein interactions via
SH2 domains. SH2 domains are approximately 100 amino acid noncatalytic mo-
tifs that specifically bind to phosphotyrosine. SH2 domains and their associated
catalytic and noncatalytic proteins constitute critical signal transduction targets
for drug discovery, for example, SH2 domains of Src, Grb2, Shc, P85/PI3K, Gap
for cancer targets, Hck for immune disease, Syk for allergy and asthma, STATs
for inflammatory disease targets.

A SPA-based assay for antagonists of binding interaction between [125I]-
diphosphorylated peptide corresponding to the human T-cell receptor ζ-1 immu-
noglobulin receptor family tyrosine-based activation motif (ITAM) with the tan-
dem SH2 domain of the ZAP-70 protein tyrosine kinase has been reported [111].
The ZAP-SH2 domain expressed in E. coli was purified and biotinylated. The
assay consists of incubation of biotinylated ZAP-SH2 with streptavidin SPA bead
and [125I]-ζ-1 ITAM in the presence or absence of a test compound and measuring
radioactivity in a TopCount. A FP assay was developed by PanVera with Src-
SH2 domain fused with GST and interacting fluorescent phosphorylated peptide.

6. Receptor Internalization Assays

Membrane receptors upon ligand activation are recruited to clathrin-coated pits,
internalized to an early-endosomal compartment. From endosome a fraction of



the receptor is either recycled back to the plasma membrane and majority of the
receptor is degraded in lysosome. EGF-induced activation and phosphorylation
of EGFR is followed by down-regulation of EGFR. The phosphorylated ligand-
bound EGFR is recruited to clathrin-coated pits and the activated receptor is
internalized and transported to early endosome. To measure the internalization
of EGFR, the cells are exposed to biotin-EGF, the cells are washed, the membrane
receptor associated biotin-EGF is removed by acid wash, the cells are fixed and
incubated with horseradish peroxidase conjugated streptavidin, and the internal-
ized EGFR is determined by measuring the absorbance at 490 nm [112]. The
internalization of EGFR in HER14 cells was time and EGF-dose dependent. The
internalization of EGFR was inhibited by H2 O2 in a dose-dependent manner. This
assay is adaptable for HTS.

Many GPCRs undergo ligand-dependent homologous desensitization ac-
companied by aggregation of the receptor followed by internalization. When a
ligand binds to GPCR, a specific GPCR-kinase (GRK) phosphorylates GPCR
and the phosphorylated GPCR binds to arrestin, which leads to uncoupling of
GPCR from G-protein, resulting in loss of sensitivity to ligand (desensitization).
The uncoupled GPCR aggregates in clathrin-coated pits and internalized to an
early-endosomal compartment. From endosome the GPCR is either recycled back
to the plasma membrane or degraded in lysosome. Internalization of PTH-recep-
tor or β2-adrenergic receptor (β2 AR) stably expressed in HEK 293 cells as green
fluorescent protein (GFP) fusion conjugates in presence of their respective ligands
was studied using ArrayScan (cellomics, Pittsburgh, PA) using an algorithm
capable of measuring internalization [113]. ArrayScan II has a unique optical
path that allows rapid automated scans through the bottom of clear-bottom mi-
croplates by high content screening. ArrayScan software identifies and measures
individual features and structures within each cell in a field of cells and is capable
of analysis of several hundreds of cells in parallel. The internalization of GFP-
labeled receptor is dependent on the ligand concentration and time of incubation.
Before treatment of the cells with ligand, the GFP-PTHR was present on the cell
periphery with little intracellular staining. Rapid internalization occurred within
minutes and was dependent on the PTH concentration. Similarly, with GFP-β2
AR isoproterenol promoted a concentration- and time-dependent internalization.
High content screening is a homogeneous format that can be used for the study
of intracellular events, and subcellular localization.

C. Receptor Protein-Tyrosine Phosphatases

The mechanism by which the receptor-phosphatases (PTPases) initiate transmem-
brane signaling in response to external ligands is not well understood. The physio-
logical ligands for RPTPs have not been identified. PTP-specific inhibitors are
being sought for understanding the role played by PTPs in signaling pathways.



Vanadium in a proper oxidation state has a similarity to phosphate and complexes
within the PTP catalytic site and is an effective PTP Inhibitor. CD45 is essential
for T-cell receptors to couple to second messenger pathways, IL-2 production,
and antigen specific proliferative response in response to specific antigen. CD45
activates TCR-associated tyrosine kinase (src-family protein kinases) by depho-
sphorylating the regulatory phosphotyrosine residues. Thus the main function of
RPTPs is to dephosphorylate regulatory phosphotyrosine residues. Antagonists
to RPTPs have been shown to increase tyrosine phosphorylation levels of many
cellular proteins and increase the intracellular Ca2� levels and T-cell activation.

PTPase activity can be assayed essentially with methods that are the reverse
of the protein kinase assay in that a phosphorylated peptide/protein serves as
substrate and dephosphorylated product or phosphate released is measured.
PTPase activity can be determined by estimating the inorganic phosphate re-
leased, disappearance of the substrate using SPA, FP, HTRF, dephosphorylation
as in the case of protein kinase can be employed for finding inhibitors. PTPase
assays using hydrolysis of p-nitrophenyl phosphate, 4-methyl-7-hydroxycoumari-
nyl phosphate are also commonly used at pH � 7 which is above the optimal pH
for PTPases. A sensitive fluorogenic and chromogenic assay using 3,6-fluorescein
diphosphate (FDP) has been described for CD45, protein tyrosine phosphatase-
1B at pHs � 7 [114]. The substrate FDP has no absorption � 330 nm and when
hydrolyzed by PTPase forms fluorescein monophosphate which absorbs maxi-
mally at 445 nm and further hydrolysis of FMP produces fluorescein which ab-
sorbs maximally at 490 nm. The assay is a very simple, homogeneous, and sensi-
tive method that can be used for HTS. Ligand-induced dimerization plays an
important role in the regulation of tyrosine kinase receptors by autophosphoryla-
tion and activation of tyrosine kinase activity. However, ligand-induced dimeriza-
tion also plays an important role in the RPTPs but CD45 is negatively regulated.
The phosphatase domain forms a symmetrical dimer in which the catalytic site
of one molecule is blocked by specific contacts with a wedge from another [115].

D. Cytokine Receptors

Cytokine receptors are associated at the intracellular domain of the receptor with
soluble cytoplasmic tyrosine kinases called JAKs [116]. Upon binding a ligand,
a cytokine receptor will dimerize and result in the activation of receptor-associ-
ated JAK1 and JAK2 by transphosphorylation (Fig. 20). The activated JAKs
phosphorylate tyrosine in the endodomains of the receptor distal to the JAK bind-
ing domain. These receptor phosphotyrosines and the 4–5 carboxy proximal
amino acids constitute the SH2 binding/recognition domain for SH2 domains of
STATs. Appropriate STATs are recruited to the phosohorylated receptor forming
a complex with receptor. At the receptor, JAKs phosphorylate STATs on a con-
served tyrosine. Activated (phosphorylated) STATs are released from the recep-
tor and dimerize through the interaction of the SH2 domain of one STAT with



Figure 20 Schematic illustration of cytokine signal-transduction pathways. Upon ligand
binding, the cytokine receptor dimerizes and activates Jak kinases associated with the
receptor, which phosphorylated tyrosine residues of the receptor. STAT proteins are re-
cruited to the receptor and bind through SH2 domain where they are phosphorylated on
tyrosine by JAKs. Activated STATs are released and dimerize by interacting with SH2
one with the PY of the other and vice versa. The STAT dimer translocated into the nucleus
where it binds to the enhancer and activates transcription.

phosphotyrosine of the other STAT. These dimers are translocated to the nucleus
where they bind to members of IFN-gamma activation site (GAS) family of en-
hancers and activate transcription of the target genes [15,116]. The polypeptide
ligands that activate the JAK-STAT pathway bind to PTK-receptors, non-PTK
receptors, and GPCRs. The dimerization assay is described above in Sec. IV.B.3.

E. Ion Channels

HTS for ion-channel function requires sensitive assays that report ion channel
activity in living cells. Electrophysiology is the gold standard functional assay



that gives information on the state-dependence inhibition. The patch clamp assay,
which involves clamping either voltage or current across a cell membrane, per-
mits a detailed characterization of ion-channel gating, permeability, and drug
metabolism. This assay is a low-throughput assay (100–150 assay points/week)
and cannot be used for HTS. Because of the wealth of information obtained by
the patch clamp technique, it is used as a secondary assay to provide unequivocal
biophysical data regarding the activity and action of hits from primary screens
[117–120]. Fully automated patch clamp assays are being developed that will
increase the throughput. Radioactive flux assays measuring ion flux through the
channel can be used for K�, Na�, and Cl� channels. This end-point assay
throughput is medium and is amenable to automation.

Optical readout assays using fluorescent probes to measure ion-channel-
dependent changes, either intracellular ion concentration or membrane potential,
are desirable for miniaturization and automation. These assays can report the
activities of all pharmacologically active functional sites of the target. Intracellu-
lar Ca2� can be measured using fluorescent indicators in a FLIPR (Molecular
Devices, Sunnyvale, CA), which allows kinetic measurements. The membrane
potential can be measured with commonly available lipophilic, negatively
charged BIS-Oxonol dyes, e.g., DiBAC4 [117,120]. The FRET-based membrane
potential assay using voltage sensor dyes was developed by Aurora Biosciences
(San Diego, CA). This improved membrane-potential sensor is based on FRET
between voltage-sensing oxanol dyes and voltage-insensitive donor fluorophores
associated with cell membranes. The FRET assay has been shown to retain the
oxonol probes reporting real kinetics of the membrane potential [117,120].

F. Nuclear Receptors

Members of the NR superfamily regulate gene expression by binding to cis-active
elements in target genes and either activating or repressing transcription. Ligand
binding to NRs modifies the DNA-binding and transcriptional properties of these
receptors resulting in the activation or repression of target genes. Ligand binding
induces conformational change in NRs and promotes association with diverse
nuclear proteins that may function as coactivators of transcription through a con-
served sequence motif present in the coactivators (Fig. 21). The coactivator pro-
teins that associate with NRs in a ligand-dependent manner varied from 2 for
estrogen receptor (ERAP) to 12 for vitamin D receptor (DRIPS). In addition to
the receptor binding assays, transcription, DNA binding, and coactivator binding
assays are in use for functional screens of NRs.

1. Transcription Assays

The ligands for NR, on entering the cells, bind to their cognate receptors with
high affinity and induce a conformational change that activates the receptor. In



some cases, the receptor may dissociate from heat shock proteins and conforma-
tional changes that allow the receptor to bind with other proteins involved in
transcriptional regulation. Activated receptors bind to specific DNA sequences
called hormone response elements (HRE) and increase transcription of the linked
downstream gene [121]. High-throughput transcription assays have been devel-
oped in which the NR is expressed in a cell line under a certain selection of
antibiotic, and in the same cell a plasmid-containing reporter gene like luciferase
under the control of a promoter containing appropriate HRE is expressed under
selection of a second antibiotic. Incubation of the cell with a ligand activates the
expressed NR receptor, dimerizes and translocated into nucleus where it binds
to the HREs in the reporter plasmid and induces the expression of the reporter
gene (Fig. 21). The agonist-induced expression of the reporter gene results in the
increased production of the reporter gene-product, which can be quantitatively
assayed. The common reporters used for this purpose include firefly luciferase

Figure 21 Schematic illustration of the regulation of gene expression by a nuclear re-
ceptor (NR). Upon binding of ligand, NR undergoes conformational changes and is trans-
located into the nucleus, where it binds to HRE as a dimer and activates gene expression.



enzyme, secreted alkaline phosphatase (SEAP), β-lactamase, and β-galactosi-
dase. Luciferase activity can be assayed as a homogeneous assay by the LucLite
kit from Packard, the LucScreen kit from Tropix, the SteadyGlo kit from
Promega, or other kits. Similarly, SEAP enzyme kits such as attophos, and for
β-galactosidase, fluorescence detection kits, are available. β-Lactamase is a pro-
prietary reporter assay technology from Aurora Bioscience and the assay can be
automated. The reporter assays are described in Chapter 4.

2. Binding of NR to NR Response Element

When ligand binds to the NR, the complex translocates into the nucleus where
it acts as a transcription factor binding to NR responsive elements NRRE in the
DNA and modulates cellular functions. About 50 base pair double stranded DNA
to which fluorescein attached is used as substrate for binding to NR in FP assay.
Binding of an increasing concentration of estrogen receptor to 1 nM fluorescein-
labeled estrogen response element increased the signal from 60 to 260 milliP
with a Kd of 4.5 nM for estrogen receptor. This is a homogeneous assay that can
be miniaturized to high-density plates.

NRs interact with transcriptional coactivators regulating transcription. The
conserved sequence motif LXXLL (where L is leucine and X is any amino acid)
of coactivators is a signature sequence that facilitates the interaction of different
proteins with NRs [122,123]. The interaction between NRs and coactivators are
traditionally measured in vitro by a pull-down assay using 35S-coactivator protein
or by a nonradioactive pull-down assay with GST-coupled coactivators [124].
These pull-down assays are not amenable to screening large number of agonists
and antagonists. A homogeneous HTS FP assay was described wherein rhoda-
mine-labeled LXXLL peptide is incubated with GST-fused ligand domain of NR
and FP signal is read [125]. Compounds that possess agonist activity will increase
the FP signal. This homogeneous FP assay can be used for screening agonists
for orphan NRs in HTS mode for which the coactivators are not known.

V. CONCLUSIONS

More than half of the drug discovery targets comprise receptors including mem-
brane receptors, soluble receptors, and ion-channel receptors. Receptors have
been grouped into superfamilies based on sequence and structural similarities.
Several subtypes and isoforms have been identified by molecular biology ap-
proaches, which define the structure and function of receptor families. The recep-
tor subfamilies within a superfamily may have different ligand binding and signal
transduction properties. Receptor-subtype-specific drugs have been identified by
HTS using human receptor subtypes expressed in human or mammalian cells.
Drugs with therapeutic activity coming from HTS will give information of molec-



ular specificity of a subtype of receptor that can effectively be used for subtype-
specific targets in discovery efforts. Multiple receptor subtypes with unique
pharmacological characteristics have been discovered that have specific tissue
distribution. These cloned and expressed human receptor subtypes provide mo-
lecular targets for the development of tissue-specific novel subtype-selective
drugs that will be devoid of the side effects associated with nonselective drugs.

With the completion of the sequencing of the human genome, new gene
sequences are being discovered. Several orphan G-protein coupled receptors, nu-
clear receptors, and single transmembrane tyrosine kinase receptors have been
identified in the human genome whose functions are unknown. These orphan
receptors are useful for drug discovery only if their functions are defined, but
elucidation of function by genetic methods is not an easy task. Some of these
orphan receptors are of immediate interest as potential drug discovery targets,
as they represent novel receptor subtypes of subfamilies that have members that
are therapeutically important drug targets. With the advances in new technologies
and experimental strategies and an increase in throughput by miniaturization it
is possible to identify ligands that activate or inhibit the orphan receptors. Several
sensitive biophysical methods have been developed that are capable of monitor-
ing molecular changes within a single cell. New biochemical approaches and HT
assay systems for receptors that modulate gene expression can be used in identi-
fying the ligands binding to orphan receptors. The current challenges will be to
determine the molecular functions of the orphan receptors so that the usefulness
of the receptor in a disease target can be determined. The advances in genomics
and proteomics will present opportunities for the development of better drugs
targeted to specific receptor subtypes and new drugs for diseases that were not
possible before. The signal transduction pathways are very complex, and these
pathways for each receptor subtype are not well defined. The progress in assay
technologies and instrumentation will permit rapid measurements of signal events
in the single cell, and it may be possible to elucidate the signal transduction
mechanisms with more precision, enabling the development of specific drugs for
specific receptor targets.
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I. INTRODUCTION

The rapid pace of gene discovery in the 1990s has accelerated the innovation
and application of related discovery sciences: medicinal chemistry and high-
throughput screening (HTS). To understand a gene product’s function and defini-
tively ascertain its therapeutic potential, more targets are screened against ever-
expanding collections of small molecules than before. It is now commonplace
to describe compound collections in the millions and the throughput of a screen
in hundreds of thousands per week. The numbers are staggering, but the process
of target discovery, lead discovery, lead optimization, and development of a drug
candidate demands testing numerous and diverse molecules against newly identi-
fied gene products to ascertain their biological, and potentially pathological, roles.

As the pace of screening accelerates, there is an increasing need for func-
tional assays on living cells. However, some of the most important kinds of these
cellular assays, including those for receptor and ion-channel activity, have been
difficult to adapt to high-throughput applications. Because of the molecular diver-
sity, complexity, and extra- or intracellular locations of target molecules, the
multiple signaling pathways, and the downstream intracellular interactions, the
approaches one must employ to the discovery of activating or inhibiting mole-
cules has also evolved. Traditional approaches often involve using radioactive
or fluorescent ligands, in the presence and absence of the test molecule, to monitor
the inhibition or activation of the target receptor or enzyme, respectively. These
approaches most often utilize a recombinant human molecule expressed in a null
cell or expressed cell-free. The signals or ‘‘readouts’’ are robust and specific,



and because of the nature of the assay, they have well-defined mechanisms of
action. These types of screens have been the basis of the pharmaceutical indus-
try’s approach to HTS. However, some targets, such as cytokines or growth factor
receptors, involve protein–protein interactions and complex or undefined signal
pathways. These targets are often of great therapeutic interest but have not yielded
quality leads through standard cell-free screening approaches. The reasons for
this are many, including the relative lack of high-affinity small molecules in our
present-day compound collections, but we have speculated that alternate ap-
proaches may yet yield desirable small molecule leads. Indeed, cell-based func-
tional assays that recapitulate the endogenous cellular cascade have been success-
ful in several screens run at Pharmacopeia. The readouts in such assays often
involve the measurement of a downstream cell function such as chemotaxis, or de
novo expression of a cell surface molecule or of a particular cytokine. Typically,
specificity must be carefully controlled by counter-screening against related, but
distinct, target molecules, and the mechanism of action of putative leads meticu-
lously evaluated.

Advances in molecular cloning and expression, fluorescent labeling, mea-
surement of ion fluxes, transcription-based reporters, fluorescent antibodies, im-
aging, and miniaturization techniques have led to the development of several
cell-based approaches to HTS. This chapter will review some recent advances
and applications in functional approaches to HTS. In addition, we will discuss
several recent innovations in recombinant technologies that underlie many ad-
vances in signal generation, signal amplification, and specificity critical to func-
tional screening.

II. APPLICATION OF RECOMBINANT TECHNOLOGY
TO CELL-BASED HTS

A. Episomal vs. Integrated Expression of Cloned Genes

The accelerated pace of drug screening has led to an increased need for rapid
generation of stable cell lines expressing suitable concentrations of the cloned,
recombinant targets for the screening efforts. Classical methods for generating
stable cell lines have generally relied on the integration of the recombinant gene
into random locations within the genome of the host cell. The integrating gene
is subjected to unpredictable rearrangements [1,2], and expression is strongly
influenced by flanking chromosomal sequences and variations in gene copy num-
ber [3]. Following selection, only 5–30% of the resulting clonally derived cell
lines functionally express the recombinant protein of interest [4,5]. Methods that
use lox-cre, locus control regions, or IRES (internal ribosome entry sites) to cir-
cumvent these problems have been described, but these solutions still require



integration of the DNA and subsequent isolation of clonally derived populations
of cells for reliable long-term expression [5–7].

More recently, episomal vectors have been used for rapidly generating
stable cell lines. These vectors do not integrate into the host cell chromosome
and are therefore not subject to variability of expression due to position effects
that are typical of integrating constructs. The need for the clonal isolation of
expressing cells is therefore obviated, and the entire population of transfected
cells can be pooled and used in approximately two weeks. The transfection effi-
ciency of these replicating vectors can be several orders of magnitude higher
than with integrating vectors [8–10] contributing to the speed and efficiency with
which the stable cell lines can be made.

Often, in order to obtain sufficiently high levels of recombinant protein,
efforts are taken to amplify the copy number of transfected recombinant gene.
These methods, such as the use of methotrexate to select for coamplification of a
recombinant gene with a dihydrofolate reductase selectable marker, are generally
cumbersome and can require many months to accomplish [11]. Analysis of cell
lines generated using episomal vectors reveals that the steady-state levels of re-
combinant RNA present often equals or exceeds the concentration of GAPDH,
an abundant housekeeping gene product that typically represents approximately
0.8–3.6% of the poly(A�) species present in the cell (Fig. 1) [10,12]. Furthermore,
EBV-based vectors are generally maintained at 2–50 copies per cell, but most
often at between 5 to 10 copies per cell (Fig. 2) [13–16]. Since this class of
vector can therefore be considered already amplified, and because the level of
RNA is so elevated, additional gene amplification is generally not necessary. The
nature of the factors that govern episomal copy number are not yet understood,
but it is thought that the particular combination of host cell background and epi-
somal vector are key determinants. Cell lines transfected with the identical epi-
somal construct but using very different transfection conditions will nonetheless
stabilize at approximately the same number of gene copies and steady-state RNA
per cell [10].

B. Use of Single vs. Multiple Episomes

Among targets for drug discovery, the need to express two or more recombinant
proteins is frequently encountered. For example, numerous receptors, transport-
ers, and ion channels are composed of multiple subunits that must be present in
stoichiometric quantities for functional activity. In addition, signal transduction
cascades contain many potential targets of interest for drug intervention. Tradi-
tionally, integrating vectors have been used in order to express multiple gene
products. The cointegration and concomitant coexpression with desired stoichi-
ometry of two or more genes is a rare, labor-intensive event to obtain and exploit



Figure 1 Northern blot analysis. Concentration of steady-state RNA of CAM, a recom-
binant cell adhesion molecule, is compared to the housekeeping gene, GAPDH (glyceral-
dehyde-3-phosphate-dehydrogenase). RNA from the hygromycin resistance marker (Hyg)
is also visible. CAM, transcribed from a CMV promoter, and hyg, transcribed from a
weak herpes simplex virus thymidine kinase (tk) promoter, are both contained on the
episomal vector. Numbers to the left of the figure correspond to transcript length (in kilo-
bases). Lanes A and B represent RNA isolated from untransfected and transfected
293EBNA cells (Invitrogen), respectively. Based on densitometer scans of several differ-
ent exposures, the RNAs in this figure are represented at approximately the following
ratios: 2:1: �0.1 for CAM:GAPDH:Hyg, respectively.

[17]. The use of a single episome for the high-level production of multiple genes
has also proven somewhat difficult. When using the strong cytomegalovirus
(CMV) immediate early promoter twice on one construct, we have encountered
the phenomenon of promoter occlusion [18] in which transcription from one of
the two promoters has been significantly dampened (R.A.H., unpublished obser-
vations). Furthermore, cloning multiple expression cassettes into one episome
produces exceptionally large constructs that are cumbersome to generate and re-



Figure 2 Genomic Southern blot analysis. The lane contains DNA isolated from
293EBNA cells 8 weeks after transfection with pE3hyg containing the coding sequences
of the rat Giα2 gene. The probe used, Giα2, illuminates 2 bands, one at 8.5 kb representing
the genomic Giα2 copies endogenous to 293EBNA cells, and the other at 5.8 kb represent-
ing the episomal copies. The parental cell is hypotriploid with a modal chromosome num-
ber of 64 [15,16]. Therefore the genomic band is most likely derived from a triploid chro-
mosome and represents three copies. Scanning densitometer measurements of several
exposures indicate that the episomal band is represented at seven or eight copies per cell.

quires a separate construct for each combination of genes to be employed. There-
fore, in order to accelerate the development of assays requiring simultaneous
expression of multiple recombinant targets, we have used multiple independently
replicating episomes (Fig. 3). We have found that the addition of a second, third,
or fourth episomal construct does not affect expression, copy number, or steady-
state RNA concentrations from episomes already contained within the cell
(R.A.H., unpublished observations). By using multiple episomes, each containing
a single recombinant gene of interest, one can transfect any combination of vec-
tors at will in a procedure that we term ‘‘combinatorial transfections.’’

The choice of an appropriate cell line that contains characteristics desirable
or even essential to a HTS format is an important part of the assay development
process. Considerations such as the lineage from which the cell line was derived,



Figure 3 Schematic representation of episomal vectors described in this work. Vectors
exist as a set of nearly identical constructs that differ only in selectable marker. Construct
pE3hyg contains the hygromycin antibiotic resistance coding sequence, pE3pur confers
puromycin resistance, etc. Resistance markers are abbreviated as follows: Zeo, zeocin;
bla, blasticidin; oua, ouabain; and gpt, xanthine-guanine phosphoribosyl transferase. In
cases where multiple episomes are used, pE3hyg contains ‘‘gene 1,’’ pE3pur contains
‘‘gene 2,’’ pE3zeo contains ‘‘gene 3,’’ etc.

adherent properties, absence of interfering receptor subtypes or protein isoforms,
or the presence of necessary ancillary protein subunit or signal transduction com-
ponents are all fundamental. Various cell lines such as HEK293 (293EBNA),
CV1, the somatic cell hybrid line D98/raji [19], the osteosarcoma line 143 [19],
and numerous EBV� or EBNA1� lymphoid cells that already express EBNA1
can be readily obtained from Invitrogen or the American Type Cell Culture [16].
In the event that a cell type not already expressing EBNA1 is preferred, one need
only simultaneously introduce into the cell line of choice two episomes, one
encoding EBNA1 and a second encoding the desired recombinant gene. In this
case, it is important that EBNA1 be transcribed from a strong promoter so that
sufficient concentrations of EBNA1 will be reached rapidly enough to enable the
cell to maintain both episomes before they are lost from the cell population or
integrated into the host chromosome. Commercially available vectors generally
do not contain a recognizable promoter driving expression of EBNA1, and we
have observed instability of expression when using these constructs. The use of
multiple episomes permits even further flexibility in the choice and use of cell
lines for drug discovery. For instance, T-antigen can be introduced via one of
the episomal complements in order to immortalize a desired cell type, or the
coding sequence for the macrophage scavenger receptor can be introduced in
order to confer a strongly adherent phenotype to cells in culture [20]. In all cases,



we find that cell lines are stable and ready for use in high-throughput assays in
2 to 3 weeks.

Lastly, one can exploit the effects of signal transduction cascades on activa-
tion or repression of gene transcription by using appropriate response elements
cloned upstream of reporter genes such as luciferase to generate functional high-
throughput drug screening assays. The consensus sequences of many different
types of response elements have been described in detail. Synthetic oligonucleo-
tides comprising these sequences can be concatenated and cloned adjacent to a
minimal promoter-reporter gene expression cassette to produce convenient read-
outs sensitive to changes in transcription factor activity. Alternatively, promoter
regions from cellular genes containing appropriate response elements can be used
in place of synthetic constructs. The signal transduction responsive expression
cassette can be cloned onto an episomal vector and used combinatorially with
any of a number of receptors to provide stable cell lines rapidly. Rate-limiting
proteins in the signal transduction cascade can also be added to increase the
magnitude of the signal (R.A.H., unpublished observations).

III. FUNCTIONAL SCREENING BY USING
CALCIUM MOBILIZATION

A. General Model for Calcium Mobilization

Activation of cells by numerous and varied extracellular stimuli modulates the
intracellular levels of several ions, including sodium, potassium, hydrogen, and
calcium. Calcium is used as an index of cellular activation. For example, activa-
tion of leukocytes by chemokines leads to a rapid and transient increase in the
intracellular level of free calcium that is dependent to varying degrees on both
influx of calcium from outside the cell and release of calcium from intracellular
stores [21]. Because changes in the intracellular calcium concentration constitute
an early and transient signaling event following cell activation, it has been diffi-
cult to monitor. However, recent advances in detection capabilities and automa-
tion have improved the measurement of calcium mobilization and have fostered
the use of cell-based screening for calcium changes.

The fundamental feature of calcium as a signaling element is its mainte-
nance in an extreme state of disequilibrium. Indeed, mammalian cells, whose
total concentration of calcium is about 1–2 mM, maintain their intracellular con-
centration of free cytoplasmic calcium in the range of 0.1–0.2 µM despite a large
unfavorable electrochemical gradient. This sets the stage for the requisite large,
rapid, and transient change in the concentration of free cytoplasmic calcium that
characterizes the activation of most cells. Intracellular calcium is distributed
among several pools that include free, lipid or protein bound, and calcium that
is accumulated in various storage compartments. For purposes of the application



discussed here, one can assume that the free cytoplasmic calcium is regulated
by exchanges between intracellular storage pools and with the extracellular mi-
lieu, which typically contains about 1–2 mM of calcium [22].

The mechanism responsible for the release of calcium from intracellular
storage pools in nonmuscle cells has been linked to the phospholipase C-mediated
generation of inositol triphosphate. Cell stimulation is also accompanied by in-
creases of extracellular calcium through channels that differ from other (voltage-
dependent) calcium channels. These specialized channels are known as calcium
release-activated calcium channels or CRAC [23]. The nature of the linkage be-
tween the depletion of intracellular stores and the activation of CRAC is still
conjectural. Cells sense that calcium storage pools have been depleted and re-
spond by allowing calcium to flow in from the external milieu [23]. Thus, there
are at least three parameters of calcium mobilization that can be monitored as
indices of activation by chemokines and other cell stimuli factors: (1) changes
in the concentration of free cytoplasmic calcium, (2) discharge of calcium from
the intracellular storage pools, and (3) influx of calcium [19]. Below, we will
concentrate on the ways that measurement of free cytoplasmic calcium, as an
indication of activation by chemotactic factors, is employed for high-throughput
functional screening for small molecule antagonists or agonists.

B. Methods for Measuring Intracellular Calcium

We will review direct methods of intracellular calcium measurement, i.e., those
in which some form of calcium sensor is incorporated into a cell. The response
of the sensor is compared with responses observed in the presence of calcium
standards, so that the detection signal can be converted into an intracellular cal-
cium concentration. To date, three such direct methods have been used success-
fully. The first method is that of phosphoproteins. These substances are obtained
from luminescent organs of coelenterates and emit light in a reaction that is cata-
lyzed by calcium. Since the first use of this method in the mid-1960s [24], two
other major techniques have been developed. One of them employs calcium-
sensitive microelectrodes. These are similar to the glass microelectrodes used for
conventional electrical recording from cells, but with the important addition of
a calcium ‘‘sensor’’ dissolved in an organic phase in the electrode tip. The sensor
makes the electrode specifically permeable to calcium, so the electrode potential
(after correction for the membrane potential) varies with the intracellular calcium
concentration and hence can be used to measure it. The last method uses calcium-
sensitive dyes (metallochromic indicators). This method has a long history, but
the first dyes to be used, such as murexide, were too insensitive to be of much
use for intracellular calcium measurement. During the mid-1970s, several groups
demonstrated that the ‘‘azo’’ dyes (arsenazo III has been the most used dye in
this family) could be used to measure intracellular calcium in a variety of prepara-



tions [25]. More recently, other suitable dyes have been described, and some of
these undergo a change in fluorescence (i.e., re-emission of photons, following
absorbance of photons of shorter wavelength) on binding calcium. Fluorescence
has proven to be one of the most efficient and sensitive methods to measure
changes in intracellular levels of free cytoplasmic calcium.

C. Fluorescent Calcium Indicators

The commonly available fluorescent indicators for calcium fall into two opera-
tional classes: single-wavelength intensity-modulating dyes and dual-wavelength
ratiometric dyes, which are referred to as single-wavelength (SW) indicators and
ratiometric indicators, respectively. For SW indicators, changes in calcium con-
centrations bring about changes in the intensity of their fluorescence excitation
and emission spectra, whereas the spectral maxima remain essentially unchanged.
Ratiometric indicators exhibit not only intensity changes with fluctuating calcium
concentration but the calcium-free and calcium-bound forms of the indicator have
distinct spectra, the maxima of which are located at different wavelengths. The
two ratiometric dyes most commonly used are Fura-2 and Indo-1 [26]. The two
most commonly used SW indicators, Fluo-3 and calcium-green, incorporate fluo-
rescein chromophores and are therefore excited at wavelengths typical for fluo-
rescein. They both exhibit the largest intensity changes in their transition from
calcium-free to calcium-bound forms (40- to 1000-fold [27,28]). This change can
be an advantage because, compared with other SW indicators, similar changes
in calcium concentrations result in larger changes in brightness for fluo-3 and
calcium-green-2. Because fluorescence quantum efficiency can range only from
0 to 1, the large intensity difference between calcium-bound and calcium-free
forms implies that the unbound forms of the two indicators must be only very
weakly fluorescent. This would result in a low resting fluorescence background
in the cells, thus providing another advantage to the use of these dyes.

D. Imaging Systems

The use of commercially available fluorescent imaging systems has become rou-
tine in HTS. One commercially proven fluorescent imaging plate reader currently
available for calcium-based HTS is the FLIPR, developed by Molecular Devices
[29]. The salient features of FLIPR are that it detects fluorescent signals rapidly,
in real time, and with precision. Using a combination of standard and nonstandard
integration of optics, fluidics, and temperature control, FLIPR is fit for homoge-
neous, kinetic, cell-based fluorometric assays such as the measurement of intra-
cellular calcium, membrane potential, and intracellular pH. The key advantage
of the system is that it simultaneously stimulates and reads all 96/384 wells of



a microplate within 1 to 2 seconds. Although under ideal conditions FLIPR can
be used for both adherent and nonadherent cell lines, we have found that its use
for HTS is practical with adherent cell lines only (B.D., unpublished observa-
tions).

FLIPR is powered by an argon laser that is used to excite a fluorescent
indicator dye. The emitted light is detected using a proprietary optical scheme.
The use of an argon laser as a source of light limits the use of fluorescent calcium
dyes that are currently available to only two: Fluo-3/AM and calcium-green. A
cooled CCD camera is used as an integrating detector, accumulating the fluores-
cent signal during the period in which it is exposed to the image, making it
extremely sensitive. A data point is taken from each of the 96 wells within one
second. Sensitivity is further enhanced by proprietary cell-layer isolation optics
that permit signal discrimination on cell monolayers. This eliminates the undesir-
able extracellular background fluorescence found in most fluorescent assays.
Conventional optical detection based on viewing living cells at the bottom of a
microplate well also detects fluorescence from the fluid above the cells, leading
to a high level of background fluorescence that tends to obscure the cellular sig-
nal. Other artifacts caused by temperature fluctuations and fluid mixing can also
lead to inaccurate results.

The key advantage of the FLIPR system is the ability to perform calcium
mobilization assays in a high-throughput fashion. There are several disadvantages
to the current format, however. Among these are (1) the substantial base price,
which precludes its access to many investigators, (2) the argon laser light source,
which limits the choice of dyes to just two fluorescent dyes, (3) the present optical
system, which functions best with adherent cell lines, and (4) that the argon laser
needs special installation for extensive cooling, thus requiring its own designated
space.

IV. TRANSCRIPTION-BASED SCREENING
WITH REPORTER GENES

Alteration in gene expression levels is an indicator of cellular activation. Concen-
trations of a particular mRNA in a cell can be measured, but such methods are
not suitable for HTS. The methodology for measuring changes in gene expression
for HTS was facilitated by the advent of both synthetically constructed and natu-
rally derived inducible promoters and response elements. These cis-acting DNA
regions respond to intracellular signals, such as changes in levels of cAMP, by
increasing transcription of covalently linked, downstream reporter genes.
Changes in transcription rates from a particular promoter serve as an index of
activation of a cellular pathway. Reporter gene technology has evolved over the
past five years to the point that there are now many vectors with different combi-



nations of response elements, promoters, and reporter genes commercially avail-
able. This section will highlight the use of several inducible response elements
and promoters, and reporter genes, and discuss the issues that underlie the best
choices for HTS.

A. Inducible Promoters and Response Elements

Inducible promoters and response elements are critical tools for the use of reporter
gene technology, as they provide the ultimate on-switch that activates transcrip-
tion of the reporter gene. Promoter activity is controlled or modulated by regula-
tory regions of the DNA that are usually, but not always, found in the 5′ end of the
gene. These regulatory regions encode the response elements that act as sensors of
activation of a cell signal pathway. Ideally, for screening purposes, the promoter
should be strong but controlled by the desired response element in a way that
maintains baseline transcription at low levels in the absence of the cell activation.
The cytomegalovirus promoter is a strong promoter, but constitutive expression
of the reporter gene often leads to high background. The herpes virus thymidine
kinase, SV40, and growth hormone promoters have been used in many constructs.

The response elements used in HTS depend to a large extent on what signal
pathway is activated. Genes that are transcriptionally regulated by cAMP contain
one or more copies of the octameric sequence TGACGTCA [30,31] or cAMP
response element (cre). Binding of the agonist isoproterenol to β-adrenergic re-
ceptors causes an increase in the cAMP levels, which activates protein kinase A
(PKA). Activated PKA translocates to the nucleus and phosphorylates the tran-
scription factor known as cAMP response element binding protein (CREB),
which in turn binds to cre elements in the DNA. A similar but distinct heptameric
sequence, TGACTCA, encodes a response element activated by tumor-promoting
phorbol esters, such as 12-O-tetradecanoylphrobol 13-acetate (TPA). TPA acti-
vates protein kinase C and induces similar changes in cell morphology and gene
expression via the intracellular signaling molecule diacylglycerol [32]. The TPA
response element (tre) binds the Jun homodimer or the Jun/Fos heterodimer
[33,34]. More recently, a response element identified in the interleukin-2 gene
promoter that binds the nuclear factor of activated T cells (NFAT) has been used
to drive reporter genes [35–37]. NFAT is a member of a family of transcription
factors. NFAT is a multicomponent transcription factor found in the nucleus of
activated T cells. The immunosuppressant drugs cyclosporin and FK506 inhibit
NFAT activity by inhibiting dephosphorylation of the NFAT component proteins
by calcineurin and preventing nuclear translocation [38,39]. Although each of
these response elements generally monitors different intracellular signals, provid-
ing the potential to couple the activation of different pathways to a reporter gene,
the best studied is cre, and much work is needed to understand and utilize addi-
tional cis-acting elements to induce gene transcription for HTS.



B. Reporter Genes

The most critical considerations for HTS are that the gene product be easily
detected and stable in the assay system. Detection is limited by the constitutive
expression of a gene raising the background; thus many reporter genes for use
in mammalian systems encode for nonmammalian enzymes. This allows for ro-
bust signal generation over low background. For example, parathyroid hormone
(PTH) binds to the extracellular PTH receptor and activates the adenylyl cyclase
pathway in osteoblast-like UMR-106 cells. Transfection of UMR-106 cells with
a firefly luciferase reporter gene under the control of cre led to a 40-fold increase
in luciferase activity [40]. The most commonly used reporter genes are luciferase,
choramphenicol acetyltransferase (CAT), secreted alkaline phosphatase (SEAP),
β-galactosidase (β-Gal), β-glucuronidase (β-Gus), and green fluorescent protein
(GFP). Most of these reporters have been reviewed in detail recently [41,42],
and only luciferase will be discussed below.

Luciferase from Photimus pyralis (firefly) has become the most widely used
reporter as it offers great sensitivity over an essentially null background in mam-
malian cells [43,44]. Commercially available reagents allow for longer assay ki-
netics enabling the luminescent reaction to be measured as a glow reaction. The
dynamic measurement range is �7 orders of magnitude, and the ability to conduct
plate imaging is especially attractive as assay miniaturization occurs and screens
are conducted in 384-well and 1536-well formats [45]. Several mutant luciferases
are available and emit light over a wavelength range of 548–612 nm [46]. This
allows the investigator to use two different constructs if an internal control is
desired. An early limitation was the requirement for cell lysis; lysis is no longer
essential with a naturally secreted luciferase from Vardula hilendorfii [47].

V. CELL-BASED SCREENS

A. Cell-Based vs. Mechanism-Based Screens

Cell-based screening, in which an intact cell is used to measure a particular re-
sponse, had been a primary screening strategy prior to the broad use of recombi-
nant technologies. Recombinant technology has made reagents readily available
for use in assays as components of the cell and thus facilitated the focus on
mechanism-based or target-based screening. This allowed for a focused approach
targeting specific biological molecules. One could define the potency of a new
drug at a molecular interaction site and reduce nonspecific side effects. A disad-
vantage of mechanism-based screening, however, is that a cell pathway or cell
function may be known but the precise molecular target may be unclear. In addi-
tion, target-based screening does not take into account cell permeability, and
while this is not disadvantageous for cell-surface targets, this issue is substantive



Figure 4 Schematic representation of cell-based assay for TNF-α. Culture media of
THP-1 cells.



for intracellular targets. Cell-based approaches broaden the target horizon and
assure the identification of compounds with desirable cell permeability. The two
largest disadvantages with cell-based screening are the absence of a defined
mechanism of action and the need for more numerous specificity controls. In
the following section, we will discuss a cell-based screen and compare it to a
mechanism-based screen.

B. Case Study: Screen for TNF-� Expression Inhibitors

An example of a cell-based expression screen run at Pharmacopeia is that for
inhibitors of tumor necrosis factor-α (TNF-α) production. In a search to identify
inhibitors of TNF-α expression, we adapted an assay to a high-throughput screen
that measured TNF-α concentration in the culture media from stimulated THP-1
human monocytic cells (Fig. 4). Compounds were screened at a final concentra-

Figure 5 Inhibition curves showing effect of PS200981 on p38α,β,γ kinases.



Table 1 Kinase Selectivity of
PS200981

PS200981
Kinase (IC50 in µM)

P38α 1
P38β 1.3
P38γ �50
ERK-2 �50
PKA �50
Src pp60 �50
Jak3 �50

tion of 1–5 µM in a multiplexed format. Thus 20 compounds per well were
evaluated in the primary screen. Using these conditions, cytotoxicity and nonspe-
cific effects were not observed, and 100,000 compounds were screened per day.
Screening of approximately 2 million compounds led to the identification of a
series of compounds from a combinatorial library that demonstrated a clear syn-
thon preference and structure–activity relationship. Compound PS200981 inhib-
ited TNF-α expression in THP-1 cells with an IC50 of 0.25 µM.

Recent work had shown that the p38 kinase regulated production of TNF-
α and other proinflammatory cytokines [48–50]. p38 kinases are members of the
mitogen-activated protein kinase family that includes the extracellular signal-
regulated kinases (ERKs) and c-jun N-terminal kinases (JNKs). MAP kinases
transduce extracellular stimuli in the regulation of such diverse cell functions as
proliferation and stress response. The role of p38 kinase in cytokine regulation
was confirmed by scientists at SmithKline Beecham using a class of bicyclic
imidazoles that are specific for the p38 kinase [51]. These observations prompted
us to examine the effect of PS200981 on p38 kinase as a potential target in the
cell-based assay of TNF-α production. PS200981 inhibited p38 but not other
protein kinases examined (Fig. 5, Table 1) with the exception of the highly related
isoform p38β. Thus a novel molecular class of p38 kinases inhibitors was identi-
fied through a cell-based screen for TNF-α production.

VI. CONCLUSIONS

Advances in molecular cloning and expression, fluorescent labeling, measure-
ment of ion fluxes, transcription-based reporters, fluorescent antibodies, imaging,
and miniaturization techniques have led to the development of cell-based high-
throughput screens. Targets such as cytokines, growth factors, ion channels, and
GPCRs have been interrogated using cell-based screening with good success.



The issues in these screening approaches are whether the readouts are amenable
to HTS and the specificity of the response. Improved technologies and tools, and
attention to utilizing counter-screens against related, but distinct, target mole-
cules, have made cell-based screening a viable alternative for lead identification.
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I. INTRODUCTION

The targeting of specific enzymes of metabolic pathways, lipid metabolism, sig-
nal transduction, protein processing, and inflammatory cascades that are shown
to be involved in disease processes is a proven method used in drug discovery.
Many marketed medicines such as Rheumatrex (methotrexate), Mevacor (lo-
vostatin), Capoten (captopril), Zovirax (acyclovir), Cipro (ciprofloxacin),
fluorouracil, Retrovir (zidovudine-AZT), clavulinic acid, Proscar and Pro-
pecia (finesteride), and disulfuram have resulted from this strategy. There are
also examples of up-regulation of key regulatory enzymes or the use of specific
enzymes themselves as therapeutics (e.g., streptokinase as an antithrombolytic).

The identification of enzymes as potential targets for drug discovery has
been facilitated by the increasing breadth and depth of available public and com-
mercial DNA sequences (e.g., Expressed Sequence Tags), transcriptional finger-
prints, and protein sequence and protein structure databases. In some cases, a
new enzyme is found to be related by both sequence and structure to another
enzyme or family of enzymes already established as valid drug targets, such as
the ADAMS family of proteases [1,2]. Sometimes high-resolution crystal struc-
tures of both free and inhibitor bound enzymes are available, and homology mod-
eling of the putative target against the known reference structure affords early
guidance for the design of inhibitors and an understanding of the structure–
activity relationships (SAR) of inhibitors. Furthermore, the ability to genetically
modify, deregulate, or knock out the target enzyme gene in bacteria, yeast, and



small transgenic animal models has facilitated the experimental validation of the
enzyme as a target, once identified by sequence comparisons.

As an increasing number of enzymes are identified, cloned, expressed, and
validated, pharmaceutical companies are challenged to mount drug discovery
campaigns rapidly against these enzyme targets. Rational design approaches have
proven their merit where much structural data on target enzymes and several
‘‘privileged structural’’ classes of known inhibitors existed. Comprehensive high-
throughput screening (HTS) of large chemical collections, including novel ran-
dom and targeted combinatorial libraries, is a proven complementary method for
rapidly identifying novel compounds as starting points for chemical syntheses and
drug design programs, or to provide potential inhibitors to aid in target validation.

General assay development, HTS hit selection processes, assay statistics,
and other operational issues common to most HTS practitioners are covered else-
where in this book. This chapter instead provides guidance on the advantages
and disadvantages, the strategies and tactics, and the principles and practices used
by several practitioners of HTS as applied to enzyme screens. It also highlights
some of the exceptions from the ‘‘ideal’’ kinetics that make assay development
and execution a real technical challenge. The definition restricts itself to screens
where an enzyme is assayed in a relatively isolated in vitro context, rather than
as part of a cell-based pathway or reporter screen. An HTS must be appropriately
designed (strategy) and properly configured (tactics) to maximize both efficiency
and effectiveness. An improperly designed HTS may fail to detect the desired
classes of inhibitors even if it is trivial to execute with automation, consume too
much reagent, take too long to complete, or cost too much to execute. A success-
ful enzyme HTS requires skills and knowledge in chemistry, enzymology, phys-
ics, automation, and engineering, which often best result from cross-functional,
interdepartmental teams. Finally, properly designed and configured high-
throughput enzyme assays are often robust, precise, and accurate enough to pro-
vide IC50 determinations for lead optimization activities that follow.

II. PROS AND CONS OF ENZYME SCREENS

Enzyme-based screens offer advantages due to the measurement of a clearly de-
fined enzyme activity. The development of SAR is more tractable as off-target
activities are not confounding (e.g., in whole cell screens the inhibitor must tra-
verse membranes, so permeability and active transport confound potency SAR).
Often there is considerable knowledge of active sites or the relevant contact sur-
faces. In vitro systems allow independent manipulation of conditions to tune the
‘‘sensitivity’’ of an assay to detect desired classes of inhibitors. These choices
define the downstream follow-up of potential inhibitors. Also an in vitro system
permits adjustment of the fluxes in a multienzyme pathway to allow detection



of cumulative weak inhibition at several loci and to screen an entire pathway (vide
infra). Additionally, cell-free systems allow the ability to prepare a single lot of
enzyme and store aliquots for the entire screen, rather than relying on living cells
grown in tissue culture or obtained in relatively small batches from whole tissue.

However, in vitro enzyme screens are inherently artificial systems that can
only approximate the relevant true physiological state. There is the possibility
that key regulatory and feedback mechanisms are missing that affect binding to
the target. Also they require some level of isolation and purification of the enzyme
from some recombinant or natural source, which always raises the possibility
that critical component(s) may be purified away or that contaminants may add
undesired activities or mask desired ones. Finally, while new pharmacophores
may be found from the increased accessibility of the target in vitro, they may
prove to be intractable with regard to permeability properties on the target organ-
ism. Historically, this has been the case in antibacterial drug discovery.

III. PRINCIPLES, STRATEGIES, AND TACTICS
FOR ENZYME SCREENS

When an HTS scientist accepts a research-level enzyme assay for implementation
into an HTS campaign, there are several guiding principles that should be consid-
ered before deciding on final configuration, format, and implementation. There
should be as thorough a knowledge of the relevant biological, physical, and enzy-
mological properties of the enzyme target as possible [3].

First, the biological properties of the enzyme would ideally be known. Its
role in metabolism, coupling to other enzymes, site of expression, occurrence
and distribution in species and tissues, intracellular location, genes, precursors,
existence of isozymes, and the effects of its deficiency must be considered in
evaluating whether the enzyme is a viable, accessible target for the ultimate treat-
ment modality. All these factors weigh in evaluating the risk of assaying the
enzyme in an in vitro versus an in situ environment. In the test tube an enzyme’s
environment is very different from its natural environment in the cell, and these
differences may affect its behavior and hence the ability to find inhibitors that
affect the relevant reactions. An intracellular enzyme that ‘‘cross-talks’’ with
many other enzymes (e.g., as part of a serial pathway, at a branch point, or part
of an amplification cascade) may be difficult to inhibit specifically without unde-
sirable effects on related pathways (e.g., MAP kinases).

Historically, biochemists have studied soluble cytoplasmic enzymes or cir-
culating proenzymes and approximated the physiological Na�, K�, and Cl� con-
centrations and the pH of the cytosol or serum. However, many target enzymes
are membrane bound. An enzyme that is loosely associated with the outer or
inner leaflet of a membrane, or rapidly cycles between cytosol and the inner



leaflet, will affect the configuration of the final assay. Diacyl glycerol kinase is
a good example: the rate-limiting step was in part the transbilayer diffusion of
diacyl glycerol from the outer leaflet to the inner cytoplasmic leaflet [4]. Some
integral membrane enzymes require membrane components, in-plane membrane
dimerization, or association with membrane-bound coproteins for proper activity.
These would clearly need to be taken into consideration in assay design. If an
enzyme is post-translationally modified or modified in vivo upon external signal-
ing, and these modifications affect the enzyme activity, stability, or localization
of the enzyme, it may be difficult to supply biologically relevant enzyme from
recombinant sources, and ‘‘natural’’ sources may be the only alternative.

Second, what relevant physical properties are known about the target en-
zyme, such as homogeneity, isozymes, molecular weight, isoelectric point, and
stability to various conditions of storage and assay? The gene and amino acid
sequences, tertiary and quaternary structures, prosthetic groups, cofactors, and
essential catalytic and structural residues are relevant to the physical and enzy-
matic properties of the target enzyme. A clear understanding of the level of purity,
cofactors, or associated proteins should be obtained. The enzyme must be of
sufficient purity that it reflects the relevant biochemistry. If the enzyme prepara-
tion is contaminated with other enzyme activities that interfere with the primary
signal generation, divert substrate to other paths, or modify potential inhibitors
or substrate, the observed signals will be misleading. Nonenzyme protein contam-
inants may also be problematic if they are capable of low-affinity, high-capacity
binding of potential inhibitors. This can be assessed by obtaining reference values
of Ki or IC50s of inhibitors with known protein binding at several concentrations
of serum proteins (e.g., HSA or BSA). There is of course the potential difficulty
of losing relevant accessory protein factors, cofactors, coenzymes, or essential
trace components during an attempted purification [5]. Also structural cellular
components may be necessary for activity such as a lipid containing membrane,
e.g., 3-hydroxybutyrate dehydrogenase requires lipid for activation [6]. In some
cases purification actually alters properties of enzyme due to partial solubilization
or proteolytic modification, e.g., lactate dehydrogenase [7]. In some cases the
enzymatic activity being monitored is completely lost at some step of purification,
and systematic reconstitution experiments need to be done. In other cases the
effect may be a more subtle loss of specific activity or a change in mechanism
without the relevant cofactor, and these could be missed if the specific activity
is not carefully monitored during purification. Such was the case for calcium-
calmodulin where Ca�2 was identified as the essential cofactor only after arduous
‘‘add-back’’ experiments of chromatographic washes. Reconstitution of a multi-
subunit enzyme can be difficult, if the purification alters the relative abundance or
stoichiometry of their subunits [8]. For topoisomerases and polymerases, specific
protein factors increase the processivity of the polymerase [9–12], and thus an



imprudent choice of the enzyme preparation could bias a screen to detect elonga-
tion versus initiation inhibitors.

The crystallinity of an enzyme is no guarantee of purity as it is not uncom-
mon that the first crystals obtained are often only 50% pure. However, even in
utilizing ‘‘pure’’ enzymes to characterize the kinetics of an enzyme, one must
be alert to additional reactions that may indicate low levels of contaminating
activity when high concentrations of enzyme are used. Practically for HTS, what
is desired is some measure of ‘‘kinetic purity or competence’’ of the enzyme
before HTS commences. Generally the kcat/Km or turnover number must be rea-
sonable as compared to the literature. Recombinant proteins can often be ex-
pressed as fusions with peptide and nonpeptide tags, which can serve as the basis
for ensuring a selective and specific detection. For example, in vivo biotin-tagged
recombinant topoisomerase expressed into crude nuclear extracts was sufficient
for a generation of a selective signal [13] using strepavidin-scintillation proximity
beads (SPA).

Third, the enzymatic properties should be known in some detail: the reac-
tion sequence, coenzyme or prosthetic group involvement, stereochemical, sub-
strate, and inhibitor affinities and specificities, reversibility of inhibitors, the na-
ture of chemical conversion, the number of active sites, and the mechanism of
action. One ideally begins with a relatively detailed knowledge of the enzyme
kinetics, since this is the foundation for understanding how an enzyme works in
chemical terms and in designing inhibitors. Kinetic characterization, such as spe-
cific activity, allostery, pH, temperature, and ionic and solvent effects must be
in hand from the literature, therapeutic group collaborators, or internal studies.
The key strategic point is to determine the kinetically predominant form(s) of
the enzyme under the HTS conditions. This will largely dictate the kinds and
classes of inhibitors identifiable by the enzyme screen. Asked another way, are
the conditions chosen to maximize the chance of finding desired inhibitors? In
order to make these choices rationally, correct values of the relevant kinetic con-
stants such as kcat, Kms, and pKas of all relevant substrates should be obtained
as well as the pH, ionic strength, solvent, and temperature profiles for the overall
reaction.

Before a screen can be sensibly configured, basic kinetic behavior and
steady-state parameters for the isolated enzyme preparation need to be obtained.
One must ascertain whether the enzyme turns over substrate and functions in a
catalytic cycle, simply reacts stoichiometrically, or progresses to a dead-end com-
plex. With some multistep, multifunctional systems one substrate may indeed turn
over while another does not. For example, bacterial RNA polymerases elongate
progressively by adding nucleotide triphosphates to the 3′ end of the growing
transcript. However, in the absence of termination sequences, the RNA polymer-
ase complex does not release from the template DNA, so the transcription reac-



tion does not reinitiate on new DNA templates but is ‘‘trapped’’ on the first
template. Additional nucleotide triphosphate turns over but DNA template does
not [14,15].

The HTS scientist must make rational guesses at the forms of all free and
substrate bound forms of the enzyme in assay design. As a specific example,
many protein kinases have been screened using radiolabeled ATP at total ATP
concentrations at or below Km, and most of the inhibitors found were competitive
to the ATP binding site and were often ATP analogs. However, recently available
nonradioactive electrochemiluminescent detection chemistry allows high ‘‘physi-
ological’’ ATP concentrations in the HTS assay [16]. Screening in this format
opens the possibility of uncovering novel classes of protein kinase inhibitors.

IV. PRACTICAL ENZYMOLOGY AND BASIC
KINETIC CHARACTERIZATION

A. Measurement of Initial Velocity

The progress curves of most well-behaved enzyme reactions are of the general
form of Figure 1. Substrate depletion and product formation are of course mirror
images of each other [43], and the curves can sometimes be modeled by a first-
order kinetic decay. However, the fall-off in velocity with time is most often not
first order, as will be described below. Therefore they do not often fit to equations
of standard homogeneous chemical reactions [18]. The usual approach adopted
is to study the enzyme under initial velocity conditions where these various ef-
fects have not yet had time to operate and the conditions are accurately known.
This ‘‘initial rate’’ is the tangent to the progress curve passing through the origin.
Experimentally, one usually finds that the curves are practically straight lines as
long as the amount of signal change does not exceed 10–20% of the total during
this period (inset Fig. 1 and Fig. 3, curve a).

It would be kinetically rigorous to determine progress curves from continu-
ous monitoring of a sample. Nevertheless, for most HTS applications, the man-
date of rapid data accumulation and large numbers of compounds to test usually
makes a single point estimation of an initial rate at a fixed time point after initia-
tion the preferred format. Therefore, it is critical during the initial HTS assay
development that full progress curves are obtained over the range of substrate
and enzyme concentrations for which kinetic parameters will be estimated. Only
then can one be certain that initial velocity is correctly estimated from the linear
region of the progress curve. Figure 2 illustrates the point for three progress
curves that show increasing curvature at higher activity levels (by increasing
enzyme, substrate, pH, or coenzyme). If a longer end point, t2, is used instead
of t1 there would be a severe underestimation of the initial velocity for the faster
progress curve. One might think, therefore, if the end point were taken for the



Figure 1 Typical example of progress curve showing loss of substrate (—) and forma-
tion of product (----). Inset displays linearity of initial rate period.

linear portion of the fastest progress curve, that all slower progress curves would
give accurate initial velocity estimates. However, progress curves are often not
first order for many reasons such as a lag period (Fig. 3, curve b) or initial bursts
(Fig. 3, curve c). If an enzyme is unstable or a component of the assay is inhibitory
or inactivates the enzyme during turnover, the progress curve will show a time-
dependent loss of enzyme activity, eventually flattening out completely (Fig. 3,
curve d). Occasionally, factors can cause an increase in velocity during the first
part of a reaction yielding S-shaped or autocatalytic curves (Fig. 3, e). It is not
easy to decide whether initial velocity, maximal velocity, or the slope at some
time is the best measure of enzyme activity for these complex progress curves.
In these cases, it is best to determine the cause of the lag or acceleration and
then modify the test procedure to eliminate it. For example, d-aminoacid oxidase
requires a flavin coenzyme that combines slowly, so the amount of active enzyme
increases for a short time until the enzyme–coenzyme complex can be formed
[19]. This was eliminated by preincubation of enzyme with coenzyme and then
starting the reaction with the addition of substrate. This is consistent with the
concept that one must know the forms of the enzyme to make sense of what one



Figure 2 Effect of choice of time points t1 and t2 from progress curves to estimate initial
rate from a single point determination at 4 (—), 2 (----), and 1 (⋅⋅⋅⋅) units of enzyme
activity.

is screening against. Another case is where a concentrated stock solution of en-
zyme may be partially aggregated and needs time to dissociate to a fully active
form upon (not instantaneous) dilution into the assay (Fig. 3, curve b). This can
be resolved by preincubating the enzyme after dilution into reaction buffer and
then adding substrate after a period determined to eliminate the lag phase (Fig.
3, curve a). Enzymes can also be reversibly complexed with an inhibitor (e.g.,
a metal complex) that can dissociate upon dilution. In this case activity decreases
with increasing [E]tot. The main factors that determine the initial velocity of a
reaction are enzyme and substrate concentrations, pH, temperature, and the pres-
ence of activators or inhibitors in the assay. All of these must be carefully con-
trolled and maintained uniformly within an assay plate, across all plates, and for
the screening period of an HTS campaign.

With a soluble, single enzyme it is straightforward to adjust the enzyme
concentration to achieve a linear reaction over a convenient time window. This
is necessary whether running a continuous or a discontinuous (end point) assay.
To follow a linear reaction it is best, if possible, to take initial and final time
points. This is because two points determine the line and thus the slope, and



Figure 3 Nonideal progress curves from typical enzyme assays: normal linear (a), lag
(b), initial burst (c), unstable enzyme (d), and autocatalytic (e).

therefore interfering compounds can often be weeded out because they would
affect only the intercept and not the slope. This requires that the compound shifts
the initial and final signal by the same absolute amount, which is not necessarily
the case with fluorescence detection. It is also of value to examine the initial time
point to see if there is a dramatic effect of the compound on the assay signal
when there is minimal product formed.

B. Linearity of Initial Velocity with Enzyme Concentration

For the great majority of actual cases studied, the initial rate of enzyme reaction
increases linearly with increasing enzyme concentration, as in Figure 4 (curve
a) [20]. Indeed, this is necessary for modeling the effect of different levels of
inhibition of an enzyme on an assay. However, this relationship must be experi-
mentally verified, since departures from linearity are warning signs to look for
artifacts in the assay system and many of them can be rectified experimentally.
Some of the more common examples are

Displaced linear curve (Fig. 4, curve b): a toxic impurity poisons enzyme
until free E overcomes the level of toxic impurity.



Figure 4 Examples of initial rate versus enzyme concentration plots with upwards cur-
vature. Normal (a), toxic impurity (b), activator (c), active aggregated subunits (d), and
complex subunit aggregation and activation (e).

Upward curvatures: a reversible coenzyme or activator is part of the en-
zyme preparation. v is proportional to the square of [E]tot, until the enzyme is
saturated with coenzyme or activator at high [E]tot, whereupon a linear rate depen-
dence obtains (Fig. 4, curve c). This behavior is observed with proteinases known
to need some activator, such as in benzoyl-arginineamide hydrolysis by ficin [20].
Suboptimal amounts of thiols in the enzyme preparation give upward curvature
with or without cyanide activator. When thiogylcollate is added, the curvature
disappears (e.g., Fig. 4, curve a). Another example is phosphofructokinase, which
is active only in its aggregated form [20], so velocity increases as some power
of the concentration of the enzyme (Fig. 4, curve d). AMP binds to the aggregated
active form, whereas ATP favors the dissociated form [21], so as ATP is hy-
drolyzed the enzyme becomes increasingly active. However, the behavior is more
complicated with ATP, as ATP binds to both aggregated and dissociated forms
of the enzyme, acting both as an activator of activity and a modulator of aggrega-
tion state. Its profile is a displaced activation curve with a different linear terminal
rate at high enzyme concentration (Fig. 4, curve e).

Downward curvatures: are a more common occurrence. They can result



Figure 5 Examples of initial rate versus enzyme concentration plots with downwards
curvature. Normal (a), limiting coupling enzyme or assay component (b), addition of more
limiting enzyme or assay component (c), and time-dependent inactivation or presence of
inhibitor in enzyme preparation (d).

from exceeding the linear range of a method, rather than true decrease in enzyme
activity. If a test method depends upon a second enzyme or limiting reagent (post-
reaction detection or coupled enzyme assays), it may become limiting as the
concentration of the first enzyme increases (Fig. 5, curve b). In this case, increas-
ing the concentration of the second enzyme or reagent will extend the linear
portion of the curve, and the plateau will be observed at a higher signal level
(Fig. 5, curve c). In the case of optical detection methods, deviations from the
Beer–Lambert law are pronounced when absorbance measurements are greater
than 2.0, since the transmitted light that the photometer measures is now only
1% incident light. Instrumental noise is often a limiting factor at these low light
levels. With fluorescence, inner filter effects can occur at high concentrations of
a fluorescent substrate or product, and these can actually lead to decreasing signal
with increasing concentration (see Fig. 6, curve b). This can be diagnosed by
checking the proportionality of the fluorescence of a sample after a large dilution
(e.g., a 20-fold dilution yielding only 5-fold less fluorescence). These effects can
also be corrected if the absorption of the sample is known at the excitation and



Figure 6 Ideal versus nonideal V versus S behavior. Normal hyperbolic kinetics (a),
solubility or method limitations (b), interfacial partitioning (c), and positive coopera-
tivity (d).

emission wavelengths used in the fluorescence measurement [22]. These effects
are distinct from the simple systematic underestimation resulting from a poor
choice of an end point estimation of the initial rate from a nonlinear region of
the progress curve (as in Fig. 2).

In a multienzyme system, if a very high concentration of ‘‘pure enzyme’’
is used and this enzyme has an appreciable affinity for a requisite coenzyme, the
other enzyme could be inhibited, slowing down the overall rate.

If one of the assay components introduces a low level of reversibly com-
plexed inhibitor whose concentration also increases as enzyme concentration in-
creases (Fig. 5, curve d) premature plateauing occurs. Dialysis or further purifica-
tion of the enzyme or assay components will remove this artifact (Fig. 5, curve
a). If however the enzyme is aggregated, but only the dissociated form of the
enzyme is active, dialysis would not remove this inhibition, e.g., reversible aggre-
gation. The enzyme could be unstable with time, and the effect is more pro-
nounced at higher enzyme concentration [20] (Fig. 5, curve d).



Trivial reasons, such as change in actual pH or ionic strength, or water
activity as very high enzyme concentrations are used, especially if the concen-
trated enzyme stock has high salt or glycerol.

In summary, the concentration of enzyme used must be within its linear
range, and the assay method must also be within its linear range for detection.

C. Enzyme Stability

The stability of an enzyme target must be determined for all conditions that the
enzyme will be exposed to during the development, validation, and execution of
an HTS. Obviously, all assays must operate over a region of pH, temperature,
ionic strength, and solvents where the enzyme is reasonably stable during the
determination of initial rates. Enzymes often denature at surfaces, so it is impor-
tant to avoid froth during additions of assay components, and to be cognizant of
the surface-to-volume of various microplate well geometries, especially when
detergents of any sort are used to solubilize a component of the reaction mixture.
The stability or solvent tolerance of an enzyme must be checked over the concen-
tration range that the enzyme will be exposed to during assay setup. Often, to
avoid a prolonged mixing step for an assay, the enzyme may be exposed to a
higher than final concentration of solvent during preincubation of compound with
enzyme.

If linear progress curves are not obtained over the 10–20% conversion
range, the stability of the enzyme must be verified from its preincubation under
the final conditions of the assay without substrate. The stability of the enzyme
under the conditions of storage of the ‘‘working dilution’’ of enzyme on the
robotic platform must also be determined, since this will control the throughput,
the reagent waste, and the length of unattended operation and size of a batch run
of screening plates. It is important to determine stability of the enzyme under
conditions chosen for long-term storage (e.g., days, weeks, or months), especially
if a screen is to run over an extended period, or if a screen is resurrected for a
second campaign after a chemical collection has grown significantly. This stabil-
ity should be ideally monitored by measuring activity and physical integrity (e.g.,
SDS-PAGE). It is worth noting that while it is empirically possible to preserve
the total signal by adding a larger volume of stock, a significant specific activity
change is a warning sign for potential artifacts due to a changing preparation.

One may also need to tune the reaction conditions in the case of an enzyme
that inactivates rapidly (�10 min, e.g., the 5-lipoxegenases [23] and cyclooxy-
genases [24]). Here one must add sufficient concentrations of enzyme to achieve
detectable signal before turnover-dependent inactivation.

During storage of enzyme for HTS it is most preferable to have one large
single or combined lot that is aliquotted in sufficient quantity for each batch run,



rapidly frozen down as a concentrated stock to be stored in deep freeze (�20°C
to �80°C). The freeze–thaw stability of an enzyme stock should be checked
early on over several cycles and storage periods. In general, freezing and thawing
should be as fast as possible, with gentle mixing to avoid the formation of pH
and concentrations gradient in situ. In some cases, enzymes do not freeze well
as solutions, so stabilizers such as BSA, gelatin, glycerol, sucrose, or cyclodex-
trins can be added, or the enzyme can be stored as a salt pellet (e.g., ammonium
sulfate) [25,26].

D. Substrate Effects on Initial Rates and Choice
of Substrate

Knowledge of the Km of the substrate of an enzyme is necessary to set the concen-
trations desired in an assay. To find both competitive and noncompetitive inhibi-
tors, one does not want to be too far above Km, subject to having enough substrate
to give adequate rate and final signal. With soluble substrates it is often desirable
to manipulate the assay conditions to bias the hits from screening to a particular
binding site. If one does not want to miss competitive inhibitors, set the substrate
concentration less than 3 times Km, so that the 1 � [S]/Km term does not get too
large in the relationship for competitive inhibitors:

IC50 � Ki�1 �
[S]
Km
�

If, on the other hand, one wishes to exclude competitive inhibitors (e.g., mole-
cules that bind at the ATP site of kinases) then one should set [S] � 10 � Km.

While most treatises of Michaelis–Menten kinetics use single substrate re-
actions, the vast majority of enzyme-catalyzed reactions involve more than one
substrate. Figure 6 (curve a) is a typical rectangular hyperbolic plot of v versus
[S], which is used to determine the Km of substrate. [S] is estimated by [S]tot,
since usually [S] �� [E]. However, other methods such as a Dixon plot must be
used to determine the Km (or Ki) of very high affinity substrates (or inhibitors),
since the low range of concentrations used are often of the same magnitude as
[E]tot [27]. It is worthwhile to point out that the assumptions of steady-state of
all enzyme–substrate intermediates used to derive Michaelis–Menton kinetics fit
experimental fact but do not prove mechanism. In fact, the Langmuir isotherm
and chain reaction mechanism will give the same equations. Normalized concen-
tration curves are rectangular hyperbolas, and the semilog plot looks like a classic
IC50 [28] or Langmuir absorption isotherm [29]. For enzymes with more than
one substrate the apparent Km of each substrate will vary, depending upon the
saturation level of the other substrates. An estimate of one should be made at



saturating levels of the other. However, if these concentrations are not achievable,
the apparent Km must be estimated for the conditions of the assay with some
knowledge of the mechanism (random, ordered, or ping-pong) [30].

Nevertheless, the v vs. [S] plot can fall off sooner than predicted by the
rectangular hyperbola. This occurs for several reasons that must be kept in mind
and dealt with experimentally.

Substrate insolubility can account for a premature drop-off. If the solubility
of a substrate is not very great in comparison to its Km, the v vs. [S] plot plateaus
earlier (Fig. 6, curve b). The drop-off in rate can be more abrupt than shown
if the substrate solubility isotherm is very steep. This was observed with liver
carboxyesterase acting on the related homologs ethyl butyrate and tributyrin.
However, the opposite effect can be observed with amphiphilic substrates. For
optical measurements of rate, the apparent drop-off can be due to optical artifacts
(inner-filter effects, breakdown of Beer–Lambert relationship), as mentioned
above. An enzyme that exhibits product inhibition would also yield a plot much
like curve b in Figure 6. The presence of inhibitors or low levels of contaminating
product in the substrate preparation that can form abortive or dead-end complexes
may also give a premature plateau in the Michaelis plot.

Pancreatic lipase [31,32] does not act on dissolved substrates but is only
active when adsorbed at an ester–water interface, as apparently the active center
is only exposed therein. In this case a hydrophobic water insoluble substrate in
an emulsion gives a typical Michaelis curve (Fig. 6, curve a). However, a more
soluble substrate such as methyl butyrate gives no activity until some of it parti-
tions into the interface phase after the aqueous phase is saturated, which results
in a Michaelis curve with a ‘‘lag’’ (Fig. 6, curve c).

The presence of more than one enzyme in a partially purified enzyme prepa-
ration that acts on the same substrate would give deviations from classical hyper-
bolic kinetics, and if this is observed, additional purification of the enzyme may
be necessary.

Finally, multimeric enzymes that bind substrate cooperatively, display
complex nonhyperbolic kinetics that can be modeled by the modification of the
classic Michaelis–Menton equation:

V �
Vmax[S]n

K′ � [S]n

For positive cooperativity, binding of substrate to one active site increases
the affinity of the remaining site(s), resulting in a positive Hill coefficient, n, and
K′, which is related to Km but also contains terms related to the effect of substrate
occupancy. For a Hill coefficient of 2, the v vs. [S] plot shows an initial lag
and then a much more rapid increase in rate, followed by a much more rapid
plateau (Fig. 6, curve d). Negative cooperativity behaves similarly to having in-



hibitors in the substrate, but with much more pronounced downwards initial cur-
vature.

E. Catalytic Efficiency of the Substrate

For many in vitro HTS targets, the natural substrate is not available in sufficient
quantities, and often a surrogate substrate or modified substrate is used. Often
the choice of substrate determines the technical feasibility of an assay as well as
the detection methodology of choice. Therefore some work must be done to as-
sure that this artificial substrate recapitulates most of the significant interactions
of the real substrate with the enzyme. For large substrates, kcat/Km gives a measure
of whether the substrate mimics the physiological one. For small active sites,
where recognition involves only active site interactions, small model substrates
are often reasonable mimics of the natural substrate. The substrate with the lowest
Km is not necessarily the best for an assay; using it at subsaturating levels may
not yield enough product for detection. If a substrate is very poor in terms of
both binding and catalytic rate, one must question if critical enzyme substrate
interactions are missing for binding, and that the kinetic mechanism or critical
chemical residues are different for the studied substrate. The concern is that the
measured inhibition by compounds may be working in a completely different
way from what was expected. With a very poor substrate, it would be difficult
to characterize the inhibition class of a compound, as well as obtain detectable
products levels.

F. Effects of pH, Temperature, Ionic Strength, and Solvent

Figure 7 gives a typical behavior of an enzyme as a function of pH. The apparent
pH optimum for the activity of an enzyme can be due to reversible effects on
the velocity, an effect on the affinity of a substrate, or an effect on enzyme stabil-
ity [33,34]. These can be distinguished experimentally. Stability can be measured
by preincubation of the enzyme at different pHs before assaying activity after
standardizing the pH to that in the assay. This effect would be time dependent
and nonreversible and can be eliminated by short incubation times. A reversible
ionization that affects catalytic groups but does not affect enzyme stability would
give the same activity after readjustment to the optimal pH.

Effects of pH on substrate affinity can be eliminated by using a sufficiently
high concentration of substrate to saturate the enzyme at all pHs used. But this
does require a check of the Km as a function of pH to ensure that at the assay
pH the substrate is still several fold Km. At high [S], all enzyme is complexed
as ES, so changes in the state of ionization of the free enzyme or free S will not
affect Vmax, only Km.



Figure 7 pH dependence of enzyme activity with acidic and basic titratable groups
affecting velocity.

The pH effects on velocity [54] are more complex and depend upon the
ionizing groups, their proximity to the active center, and the breakdown path and
rates of each ionized species. Velocity measurements at saturating substrate (Vmax

conditions) yield pKas of the ES forms. Velocity measurements at subsaturating
substrate (Vmax/Km conditions) yield pKas of both free E and S.

Inhibition of enzymes may be greatly affected by pH in both the reversible
and irreversible case if an ionizable group is involved in the binding or inactiva-
tion. The pH chosen for a screen can also have direct effects on the apparent
inhibitory potency of compounds being screened. In the case of stromelysin, the
inhibitory potencies of peptide phosphonamidates were highest at lower pH (pH
6), so a screen run at the typical ‘‘physiological’’ pH 7.4 would have missed this
class of compound [35].

Temperature can affect the stability of the enzyme, Vmax, Km, or the pKa

of functional groups. It can also affect activators or different enzymes in the
assay. While this might suggest that the effects of temperature are extremely
complex, actually they can be readily distinguished experimentally. Stability ef-
fects can be studied by preincubation at temperatures prior to assaying. Effects



on Km and Vmax can be determined by usual methods. Effect on the pKas of the
components can be separately determined. In a multienzyme system, each en-
zyme can be studied separately.

The rate of inactivation of enzymes in solution increases rapidly with the
temperature. In nearly all cases, inactivation becomes virtually instantaneous at
temperatures well below 100°C, with most below 70°C (excepting thermophilic
enzymes). The inactivation of enzymes by heat is nearly always due to denatur-
ation of the enzyme protein. Unfolding followed by aggregation leads to irrevers-
ible inactivation [36]. However, inactivation rates vary considerably with condi-
tions of solution, e.g., pH, protein concentration, protective action of substrate,
inhibitors, and other substrates. A heat-coagulated O-methyl transferase can also
be restored to full activity refolding from 8 M urea or 6 M guanidine [37].

While cooling enzymes usually stabilizes them, there have been several
reports of cold labile enzymes, such as mutant E. coli inorganic pyrophosphatases
[38], a rabbit muscle skeletal AMP deaminase [39], and E. coli glutaminase B
[40]. In each of these cases, there is an isomerization, oligomeric association, or
prosthetic group dissociation favored in the cold.

V. ASSAY VALIDATION CHECKS

In addition to the standard assay validation criteria, such as signal reproducibility
and stability, the ability to detect known hits on several days, etc., there are
several additional checks that must be considered for enzymatic assays.

During the initial assay development it is also critical to obtain the ‘‘pla-
teau’’ or limit value for the measured signal, and then to determine if that value
makes physical sense with the expected equilibrium position for product conver-
sion. For instance, if the progress curve at plateau indicates that less than 1% of
total substrate is consumed, there is clearly a more complicated set of kinetic
processes going on. The initial rates of conversion should be consistent with the
literature values and mechanism for the class of enzyme, if known. Additionally,
at the point of plateau, addition of additional substrate should yield additional
reaction, unless the enzyme is tied up in a dead-end complex or the system has
severe product inhibition. Product inhibition can be directly tested by addition
of the known product to the assay.

One component of assay validation is to reproduce literature Kis or IC50s
(if conditions are identical for assays) and to check effects of the order of addition
of inhibitor versus substrate. If no compounds are available, the best that can be
done is to model an inhibition curve by using enzyme concentrations determined
to yield 90%, 50%, 10% activity of the enzyme used in the standard assay. How-
ever, information about the onset and duration of inhibition (biphasic progress
curves) is lost by this method. If the time chosen to estimate the initial rate is



too short, slow-onset inhibitors might be lost since the apparent activity will be
underestimated.

VI. EXAMPLES OF CHALLENGING SYSTEMS

A. Membrane Utilizing Enzymes

Soluble enzymes, which act on membranes, are particularly challenging for de-
veloping and interpreting HTS assays and results. The best studied enzymes in
this class are the phospholipases, in particular phospholipase A2, because of its
ability to release arachidonic acid, which is metabolized to cytoactive prostaglan-
dins and leukotrienes [41–45]. This enzyme has proven to be problematic because
dissociation of the enzyme from the membrane surface, which separates enzyme
from substrate, functionally inhibited it [46–50]. Nonspecific membrane active
agents (e.g., amphiphiles) often produce this behavior [51–60]. They are useless
as drug leads, however, since they do not bind to the enzyme and could not be
used in a clinical application. Jain and collaborators have devised an ingenious
assay system for the low molecular weight phospholipases A2 that overcomes
this problem [46,61,62]. These enzymes have a cationic surface that adsorbs to
the membrane. Jain took advantage of this feature by utilizing an anionic phos-
pholipid as the substrate (e.g., phosphatidyl methanol derivatives). Combination
of the cationic enzyme with the anionic membrane leads to a functionally irrevers-
ibly bound enzyme (Kd � 10�15); typical amphiphiles are unable to dislodge the
enzyme. Once bound, only compounds that actually bind to the enzyme inhibit
the reaction. In cases where it is not possible to bind the enzyme to the membrane
irreversibly, probes for simple dissociation of the enzyme from the membrane
need to be used (e.g., HDNS [60,61], dansylated hexadecylphosphoethanolamine)
to weed out artifacts that desorb the enzyme [63–65]. An alternative and nearly
definitive method is to utilize protection of the active site histidine from alkylating
agents [52,66]. If a compound is binding at the active site, then the rate of inacti-
vation is slowed.

B. Multitarget or Balanced Pathway Screening

A novel strategy was used in finding inhibitors of the biosynthesis of cell wall
components [67]. Because all of the murein biosynthetic enzymes are valid tar-
gets, there was no a priori way of determining which was best. The pathway was
reconstituted in vitro to assay simultaneously six of the soluble expressed en-
zymes (MurA-MurF). At subsaturating substrate (near Km), the concentration of
each enzyme was optimized empirically to equalize the fluxes of substrates
through each enzyme, so that an inhibitor of any one of the enzymes in the path-
way is equally likely to be detected. The assay required the preparation of only



the first substrate, since the product of each enzyme serves as the substrate for
each subsequent downstream enzyme. The kinetics observed was consistent with
a sequential buildup of each intermediate to a concentration sufficient to support
the next catalyzed reaction in the pathway. This methodology increases the effi-
ciency of screening several targets simultaneously, but more importantly, it may
uncover inhibitory compounds that are more effective at inhibiting a pathway by
modest simultaneous inhibition of several enzymes of the pathway than by having
a potent inhibitor of a single enzyme. Resistance to such inhibitors would be
expected to be negligible, as mutations at several target genes would have to
occur concurrently in a single generation. Technically, this assay required the
careful monitoring of at least two products.

C. Coupled Systems, Unfavorable Equilibrium

If there is an unfavorable equilibrium for a particular reaction of interest, coupling
to a favorable reaction can drive the overall reaction to completion [68]. Ideally
the second reaction generates products that also yield a usable detection signal
(e.g., an irreversible formation of a gas, or colored precipitate, or strong fluoro-
phore). In coupled systems one must make sure that the overall rate of the down-
stream coupling reactions is greater than the enzyme reaction of interest, i.e., the
reaction of interest is the rate-determining step. This can be determined empiri-
cally by increasing the amount of coupling enzymes at a fixed concentration of
target enzyme and primary substrates, until the observed rate plateaus (as in Fig.
5, curves b and c). At that point any increased relative amount of coupling enzyme
will not increase the rate. The fold increase of coupling enzymes and substrates
that can be achieved above this plateau break point will give the HTS scientist
a guide to the insensitivity of the coupling system to potential inhibitors. For
example, if one arranges the coupling system to proceed at a rate 100 times
faster than the rate of product formation from the primary enzyme of interest,
the coupling system can be inhibited 99% by an inhibitor but still not affect the
apparent rate of the overall reaction. This will give confidence that any inhibition
will be due to direct inhibition of the primary enzyme.

For a coupled assay, this increase of downstream rate cannot always be
practically achieved because enzymes or substrates of the coupling system, or
their solubility, stability, or availability, may limit enzymatic reaction. In such
cases, the assay must be set up with as high a ratio of secondary to primary
enzyme as is practical, with an awareness of the effect of inhibitors changing the
rate-determining step.

Note also that for a coupled system, if the downstream enzymes and sub-
strates are partially rate limiting, there will be a lag in the progress curve until
the system reaches steady state. The lag phase will be more pronounced as the
coupling enzymes limit a greater portion of the rate.



VII. PREFERRED AUTOMATION COMPATIBLE HTS
FORMATS, SIGNAL GENERATION, AND DETECTION

In a general sense enzyme assays have an inherent advantage over simple binding
assays that make them easier to automate. Enzymes catalytically turn over mul-
tiple molecules of substrate into product. This inherent amplification improves
the sensitivity of enzyme assays over stoichiometric binding assays. Chromo-
genic and fluorogenic enzyme assays that use appropriately labeled substrates
are very amenable to HTS, as they are often homogeneous mix-read or mix-
stop-read, requiring very few operations. There are multiple examples of assays
and commercially available labeled substrates suitable for many fluorescent and
colorimetric-based signal detection and generation technologies. Colorimetric,
chemiluminescent, fluorescence resonance energy transfer (FRET), homoge-
neous time-resolved fluorescence (HTRF), and fluorescence polarization (FP)
assays have been described. There are FRET [69,70] and colorimetric [71] assays
for HCV protease. FRET assays have been reported for metalloproteases [72,73],
trypsin [74], and aspartyl proteases [75]. Colorimetric assays exist for HIV prote-
ase [76], which replaces an earlier radiometric assay [77]. Fluorogenic [78] and
colorimetric [79] assays exist for beta-glucan synthase. FP assays have been con-
figured for tyrosine kinases [80–82] and proteases [83]. A homogeneous chemilu-
minescent assay for telomerase has been reported [84]. There are also post-reac-
tion capture methods to detect reaction products or remaining substrate for
stopped reactions. Homogeneous HTS detection of ligand induced c-fos mRNA
expression by hybridization capture with branch DNA oligonucleotides [85] or
biotin-linked oligonucleotides. These homogeneous post-reaction analysis meth-
ods sometimes are preferred despite an increased automation burden. Often la-
beled primary substrates are difficult to make, the enzyme is fastidious in its
acceptance of any modified substrates, or labeling introduces additional artifacts.

Automation of a filtration assay is cumbersome [86] and likely will not
miniaturize well. However, even classical radioactive TCA assays can be con-
verted into homogeneous scintillation proximity-based (SPA beads or Flash-
plates) (e.g., HCV helicase [87]) or nonradioactive fluorescence-based formats,
as discussed above. Even where homogeneous assays are not possible, there are
many sensitive nonradioactive post-reaction technologies based on solid phase
capture of product and signal amplification [88] such as classical enzyme-linked
signal amplification (ELISA) [89,90], lanthanide chelate-labeled substrate, detec-
tion antibody [91], or hybridization capture [85].

As a rule of thumb, the fewer steps and manipulations the better for steady
signal and automation friendliness. A homogeneous nonseparation method is
preferable. If separation is necessary, ELISA washing is easier to automate than
filtration. Nonradioactive separation is still preferable to nonseparation radioac-
tivity, and nonradioactive is preferable to radioactive. Robocon Incorporated (Vi-



enna, Austria) has automated centrifugation for HTS with a ‘‘smart’’ centrifuge,
but it is slow and has limited throughput. However, recently a 96-array of minia-
turized zonal centrifuge rotors [97] has been reported. Even where ‘‘automation’’
is possible, the pragmatic throughput needs must be considered. For instance, a
centrifugation assay may be made that takes 10 min/plate on the robot, but only
2 min of manual manipulation. One has to judge whether the turnkey automation
really increases throughput or whether there are alternative formats that can be
implemented. In our experience, a significant proportion of HTS assays are criti-
cally limited by the stability of key reagents in short supply. Therefore in such
cases a fully integrated robotics system with a long cycle time for a critical re-
agent addition made it impossible to achieve serial treatment of each plate. In
addition, there is considerable ‘‘dead volume’’ in many robotics stations. For
these, a batch process utilizing addition of the critical enzyme to as many plates
as possible in as short a time is preferable, using 96- or 384-head pipetting stations
with low dead volume reservoirs.

Minimization of pipetting steps is preferable. For most enzyme assays, re-
actions can be started by addition of substrate or enzyme. The common practice
is usually to add enzyme to compounds to be tested, then add substrate to initiate
reaction after some preincubation period. This in theory allows interrogation of
slow-binding inhibitors. In HTS assays, additional mixing steps increase the time
taken to make additions. Additionally, if crossover contamination is to be mini-
mized, tips have to be washed or disposed of and then new tips reseated on a
pipetting head, creating an increased waste stream and manipulation time. A prac-
tical solution for many robotic or workstation systems is forcefully to pipette a
relatively large fraction of total volumes of an assay (20–50 µL) in each step,
wherein the addition step mixes the contents in the well of a microtiter plate very
efficiently. This also allows the use of a more accurate ‘‘to deliver’’ rather than
‘‘to contain’’ dispensing mode on most multichannel 96-well pipetting heads.

VIII. SCREENING FOR NEW ENZYME ACTIVITIES

While most of this review has focused on HTS of enzymes in search of inhibitors,
HTS for enzyme activity is also being pursued on an industrial scale. The primary
goal is the discovery of new biocatalysts [93], but it should not be long before
pharmaceutical screening for particular activities is undertaken to circumvent the
problem of DNA sequence with no assignable function. Screening for proteases,
kinases, or phosphatases, which have major roles in signal transduction, would
have the ability to find novel targets that have no DNA or primary sequence
homology to known classes of enzymes.

High-throughput screening for enzyme activity has been successfully done
by the technique of expression cloning, where genes from thermophilic [94] or



hyperthermophilic organisms [95,96] are subcloned into a garden-variety expres-
sion system. Screening searches for activity against a particular substrate or panel
of substrates. The assays must be robust enough to work in the presence of the
host cell contents, and thus substrates that generate strongly absorbent and fluo-
rescent products are typically used. The other area in which HTS is utilized in
enzyme screening is in directed evolution in which a library of mutant enzymes
is assayed for changes in activity/stability from wild type [97–99]. As is the case
with functional screening, each colony (ideally) contains a different clone, and
an independent measure of activity for each clone is desired.

IX. CONCLUSIONS

The transition of a research bench assay to a sustainable automation-compatible
HTS that still preserves the essential features of the research assay is the goal
of all HTS labs. Enzyme HTS is a proven and preferred methodology for drug
discovery. Assay development is straightforward for ideal enzymes and detection
methods. When, however, deviations from simple kinetic behavior are encoun-
tered, the HTS scientist must carefully assess these behaviors to identify their
causes and find creative means to adapt HTS assays to accommodate them. This
review details some of the more common deviations from ideal behavior and their
experimental resolution. Additionally, the process of appropriate assay strategy,
design, and configuration have been exemplified to yield more efficient and effec-
tive HTS campaigns. Finally, these principles are useful in the discovery of new
inhibitors and new enzymes.
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I. INTRODUCTION

Ion channels play a central role in human physiology by helping regulate cellular
ion homeostasis, shaping the electrical activity of nerve and muscle cells, and
controlling the release of transmitters and hormones. The application of molecu-
lar biology and genetic approaches coupled with electrophysiology techniques
has greatly facilitated the characterization of ion channel function. One important
outcome of these advances has been the ability to understand a growing list of
nervous system, cardiovascular, and metabolic disorders as specific defects in
ion channel function [1–3]. The corollary of this observation is that modulation
of ion channel activity represents an effective therapeutic strategy for a wide
variety of disorders. Although small molecules and peptide toxins [4] that interact
with ion channels have been known for some time, the technology for identifying
new classes of lead compounds by high-throughput screening (HTS) has lagged
behind the rapid advances in ion channel characterization. This review will sum-
marize established as well as recently developed technology for configuring, val-
idating, and running HTS campaigns for ion channel targets. However, continuing
discoveries in ion channel function and the desire for further miniaturization and
expedited sample screening means that utilizing the emerging technologies in
fluorescent reporters and cell-based functional assays will be critical to the suc-
cess of future lead discovery efforts.



II. ION CHANNEL FUNCTION

Transport of ions and small molecules across the cell membrane is accomplished
by several classes of integral proteins, including ion channels, passive transport-
ers, and active transport pumps that establish chemical ion gradients. The action
of ion pumps, e.g., the Na�-K� ATPase, consumes up to 30% of the energy
expenditure of cells and allows the cell to store potential energy in the form of
an ion gradient. This energy can then be used to transmit electrical signals, e.g.,
the action potential, or to drive the transport of small molecules. A fundamental
property of ion channels is their ability to form a narrow aqueous pore spanning
the membrane that selectively allows the passage of one or a few classes of ions,
e.g., Na�, K�, Ca2�, or Cl�. Because ion flux is passive, the rate and direction
of the ion flux is determined by the electrochemical gradient, a combination of
the ionic chemical gradient and the membrane electrical potential. The membrane
potential, typically �50 to �80 mV at rest, is determined by the relative conduc-
tances across the membrane for individual ions. An important feature of ion chan-
nels is that they are gated pores, allowing controlled, rather than continuous, ion
flux. An exception appears to be inward rectifiers and ‘‘leak channels,’’ which
provide tonic low-K� conductances and establish a negatively charged (hyperpo-
larized) resting membrane potential [5]. Gating mechanisms typically involve
ligand binding (ligand-gated) or a voltage-dependent mechanism (voltage-gated)
[6] but can also include mechanical activation [7,8]. Ligand-gated mechanisms
are quite diverse and range from binding of extracellular ligands to intracellular
regulation by G proteins [9], ATP [10] and cyclic nucleotides [11], and Ca2�

ions and phosphoinositides [12]. A subset, most notably NMDA receptors, ex-
hibit dual gating mechanisms regulated by both ligand binding and membrane
potential.

A critical aspect of the opening and closing of ion channels is the resulting
change in membrane potential that occurs as ion conductances across the mem-
brane rapidly change. Rather than bulk charge movement, the flux of relatively
few ions through open channels can generate relatively large changes in mem-
brane potential. In simplified terms, as channels open for a particular ion, the
membrane potential changes in the direction of the equilibrium potential for that
ion. A classic example is that of the action potential in nerve and muscle where
the sequential opening and closing of voltage-gated Na� and K� channels results
in a self-propagating depolarization and repolarization of the surface membrane
[13]. The Na� channel also exemplifies another important feature of ion channels,
their ability to adopt an inactive or desensitized state that closes the channel and
temporarily prevents reactivation. In the case of the action potential, this permits
discrete electrical signals to be propagated and prevents continuous electrical
stimulation. However, this rapid desensitization feature can pose a serious hin-
drance to assay development for HTS.



III. CHANNEL STRUCTURE AND
ALLOSTERIC MODULATORS

Ion channels are typically homomeric or heteromeric assemblies of subunits.
Transmembrane peptide segments determine ion selectivity, and terminal peptide
domains often serve to inactivate the channel by blocking the transmembrane
pore. Channel subunits typically exist as structurally related members of a large
gene family, e.g., K� channels [14], but also neurotransmitter receptors for
GABA [15], acetylcholine [16], and glutamate [17]. Highly diverse arrays of
potential channel configurations can result from either structural variants gener-
ated by alternative mRNA splicing or the assembly of different subunits into
heteromeric channels. Furthermore, the various combinations of subunits often
differ pharmacologically or functionally, exhibiting differences in channel con-
ductance properties or desensitization [18]. In addition, phosphorylation by cyto-
plasmic kinases is a major post-translational mechanism for regulating channel
function. The multisubunit composition of ion channels and the existence of mul-
tiple functional states make these ideal targets for allosteric modulators. In many
cases, ligand binding sites appear to exist at subunit interfaces, or between sepa-
rate lobes contained with a single subunit [19]. An extension of this principle
implies that allosteric sites also are likely to exist at subunit interfaces, including
the segments forming the channel pore [20]. Allosteric modulators have been
characterized for a number of ion channels, including the ionotropic glutamate
[21], nicotinic [22], and GABAergic [23] receptors. Indeed, benzodiazepines are
well-known allosteric modulators of GABAA receptors and have proven to be
valuable therapeutic agents. Although novel agonists and antagonists of ion chan-
nels are common HTS goals, allosteric modulators represent an important addi-
tional class of molecules.

IV. ION CHANNEL–RELATED DISEASES

Defects in ion channels are either responsible for or strongly implicated in a
growing number of diseases, a reflection of their ubiquitous expression and cen-
tral role in cellular homeostasis. In some cases, the molecular characterization
of an ion channel has led to the discovery of genetic defects in channel structure/
function. In other cases, genetic investigations of human disease, or more typi-
cally mouse and fly mutants, have led to the identification of new members or
classes of ion channels. Because there are a number of excellent reviews of
‘‘channelopathies’’ [3], it is sufficient to mention briefly some prominent exam-
ples of human disease linked to channel dysfunction. It also is worth noting that
although many such diseases are relatively rare, they represent an entry point for
understanding more prevalent diseases [24,25]. For example, long-QT syndromes



are defects in cardiac K� channels that occur in only 1 in 15,000 individuals and
result in cardiac arrhythmia and sudden death. However, understanding long-QT
may lead to improved therapeutic strategies for ventricular arrhythmia, a more
common cause of sudden death [25]. Other diseases associated with channel de-
fects include deafness and hyperinsulinemia [26] (K�), cystic fibrosis [27] and
myopathies [28] (Cl�), hereditary hypertension [29] and periodic paralysis [30]
(Na�), and malignant hyperthermia [31] (Ca��) and congenital myasthenic syn-
drome (nAChR) [32]. It is likely that the number of ion channels as drug targets
will continue to grow as channel function and dysfunction are better understood.

V. PRIMARY ASSAY STRATEGIES

Ion channels possess a variety of biophysical properties that include single chan-
nel conductance, directionality, ion selectivity, gating dependence on the binding
of a ligand or membrane potential, and desensitization. Assay strategies can be
devised to detect modulation of any of these properties. Often, however, assay
development is simply guided by the activation mechanism and ion selectivity
of the target channel. For example, ligand-gated ion channels are amenable to
assay formats that detect specific ligand binding events. In some cases, allosteric
modulators exist for ligand- and voltage-gated channels, and these molecules may
be used as surrogates for developing a ligand binding assay [33]. In general,
voltage-gated ion channels or channels gated by cytoplasmic ligands pose greater
hurdles in assay development. Assays that report changes in ion flux across the
membrane or changes in membrane potential would appear to be the formats of
choice for these targets. In particular, cell-based functional assays of ion channel
activity are well suited to identify allosteric modulators.

Perhaps the greatest challenge in assay development is overcoming rapid
desensitization and inactivation, a common feature of voltage-gated and ligand-
gated channels. The use of blockers of desensitization, e.g., cyclothiazide for
AMPA glutamate receptors or concanavalin A for kainate glutamate receptors
[34], can prolong channel open time sufficiently either to measure bulk ion flux
or to allow changes in membrane potential to be recorded. Of course, if the
screening goal is the identification of novel blockers of desensitization, ‘‘clamp-
ing’’ the channel is unnecessary. It is particularly difficult to develop an assay
for a target channel when the resting membrane potential is near the equilibrium
potential for the conducting ion. HTS methods, such as fluorescent voltage sen-
sors, may have inadequate sensitivity to detect these responses and may require
artificially shifting the resting potential in order to provide an increased signal
‘‘window.’’ For some assay formats, valinomycin can be used to increase K�

conductance and hyperpolarize cells [35], increasing the driving force on inward
ion flux and allowing a larger change in membrane potential with the opening



of depolarizing channels. Alternatively, expression of additional channels could
serve to hyperpolarize cells without significantly decreasing input resistance. Ad-
ditional challenges arise for ion channels whose activation is use-dependent or
which have a voltage-dependent component coupled with ligand-mediated activa-
tion. Finally, cases exist where the target of interest is the site of action of an
endogenous effector [36], and successful assay validation may require the optimi-
zation of each functional element in a manner that preserves the known pharma-
cological profile of the targeted channel.

An important aspect of the screening strategy involves the source of ion
channel target and, more specifically, the use of either primary or recombinant
cell lines. The use of primary cell lines in a HTS campaign suffers from problems
related to the level of expression of the target channel, although methods exist
for engineering expression even in post-mitotic neurons [37,38]. Problems also
can be encountered in the scale-up of cell or membrane preparations, especially
from neuronal material. In addition, primary cells may express a variety of heter-
ologous ligand-gated or voltage-gated channels, confounding the confirmation of
compound activity at the target of interest. Nonetheless, there is intrinsic value
in assaying channel function in its native cellular background and in the presence
of potentially critical accessory proteins.

More commonly, cDNAs are used to express recombinant ion channel pro-
teins either in insect cells for ligand binding [39] and biochemical isolation [40]
or in immortalized mammalian cell lines for functional assays [41]. One potential
drawback is that heterologous expression in insect cells, frog eggs, or a mamma-
lian cell line may deprive target channels of interactions with in situ proteins
important for normal function. Preferably, the host cells exhibit limited endoge-
nous expression of other ion channels. For example, HEK293 cells are common
hosts for screening ligand-gated ion channels because of the lack of extensive
expression of endogenous channels [42]. Additional published reports include
the human IRK-1 and influenza virus M2 channels expressed in yeast [43] or in
Xenopus oocytes [44], AMPA receptors expressed in kidney cells [45], sodium
channels expressed in CHO cells [46,47], and GABAA/Benzodiazapine receptors
expressed in Xenopus oocytes [48]. However, in some cases it may be necessary
to ‘‘isolate’’ pharmacologically the ion channel of interest, and biochemical
blockade of competing channels to isolate the channel of interest has been used
in experimental pharmacology for many years. Screens using such techniques
most commonly involve measurement of radioactive ion flux (typically 22Na,
45Ca, or 86Rb) in cultured cells or vesicle preparations stimulated by agonist treat-
ment, field stimulation, or depolarization with potassium ion. As increasingly
selective channel blockers are discovered, these agents can be used to isolate
more precisely the poorly characterized channels for study and assay develop-
ment. In principle, biochemical blockade may allow HTS of channel targets in
complex biological preparation, e.g., primary neurons, thereby avoiding the need



for generating engineered cell lines and, in some cases, providing a work-around
for potential patent issues.

Standard methods of expression include transient plasmid transfection [49]
and stable expression using plasmid [50] or viral [38,40] vectors, with the goal
of high-level channel expression for ligand binding and ion flux assay formats.
However, it should be noted that channel overexpression may be unnecessary
for assay formats employing voltage sensors. This is because relatively large
changes in membrane potential can result from the opening of relatively few
surface channels. Flow-activated cell sorting also can be employed, where a fluo-
rescent assay of channel activity is feasible, to isolate clones or subpopulations
of cells with improved channel responses. The validation of the recombinant cell
line typically depends on its exhibiting an appropriate pharmacological profile
for known compounds that have been previously characterized by whole-cell or
patch-clamp electrophysiology.

Since many ion channels are heteromeric assemblies, especially ligand-
gated channels in the nervous system, configuring an assay for the target often
involves choosing to express either a single subunit or multiple subunits for the
screening of homomeric or heteromeric forms of the channel, respectively [49].
Some, but not all, single subunits are able to form a functional channel, and the
most straightforward approach is to screen against the homomeric assembly. For
heteromeric channels, it is rather easy to engineer cell lines that coexpress two
or more cDNAs, although it can be difficult to achieve the optimal expression
level for each subunit. Furthermore, it is important to determine the composition
of the channel populations expressed on the cell surface, i.e., the proportion of
homomeric channels or the stoichiometry of the heteromeric species, an issue
most commonly addressed using electrophysiology. Finally, deconvoluting the
active compounds in terms of the interactions with the various channel popula-
tions may be problematic. Nonetheless, a reasonable strategy is to screen cell
lines expressing heteromeric channels and devise appropriate secondary assays,
including electrophysiology, to characterize the specific site(s) of compound ac-
tivity.

The choice of chemical diversity to be tested in ion channel screens will
not differ greatly from other types of drug targets. Most sizeable organic chemical
libraries may provide sources of peptidomimetics, amino acid analogs, and other
compounds having significant three-dimensional structure that may interact spe-
cifically with channel proteins. The list of plant-derived products known to inter-
act specifically and potently with ion channels is long enough to provide a com-
pelling case for natural product screening for such targets [51]. Toxins produced
by arthropods, insects, snakes, and other animals have long provided useful tools
for the study of ion channel function and may be legitimate sources of drug
development leads [4,52–56]. Since some assays, such as animal studies and
ADME/tox profiles, tend to require much larger amounts of compound than oth-



ers, the involvement of chemistry resources must then be anticipated in the design
of the screening funnel. Ion channel screens may be particularly sensitive to inter-
ference by ionophoric compounds, agents that disrupt cell membrane integrity
or effectors of endogenous channels, or receptors interacting with ion channels.
In the case of screening formats using fluorescent readouts, substances having
intrinsic fluorescence or quenching properties, or agents capable of disrupting
FRET-pair interactions, can result in false positive results.

VI. SECONDARY ASSAY STRATEGIES

In practice, the primary assay format will give rather imprecise answers to ques-
tions about channel behavior. For example, assays based on changes in bulk ion
flux measured with a radioactive ion will not distinguish between agents capable
of changing agonist affinity or its voltage dependence from those affecting the
desensitization mechanism of the channel. Further, changes in cell membrane
potential measured with fluorescent indicators will not provide information re-
garding the specific conductances involved in the response. In nearly every case,
the active compounds identified in the primary screening format must be tested in
a series of secondary assays before their actions can be considered target specific.

A key factor in the choice of secondary assays and how they fit in the
screening funnel is the exact criteria for a compound worthy of extended testing,
often referred to as a ‘‘lead’’ compound. Such criteria may describe a profile of
potency and selectivity for the target channel, limited toxicity and activity in a
correlative animal model. Some of the secondary assays performed may be defin-
itive with respect to these criteria, while others may serve to add information
about candidate molecules, but may not provide a go/no-go result. Since large
drug discovery operations are likely to be involved in screening entire series of
related channels or channel subtypes, cross-over studies may provide important
selectivity and perhaps cytotoxicity information without the development of new
assays. However, caution must be exercised in using biochemical measures of
selectivity to prioritize candidate molecules from the screen hit list. In some cases,
preclinical or clinical data will be available to show that compound activity at
related ion channels will likely produce unacceptable side effects. Most often,
however, such data are simply not available and the use of activity at a related
channel as a strict selectivity criterion is little more than guesswork. Of course,
in the fortunate instance where a long list of interesting hits is available, the
discovery team can perhaps afford to be more demanding in its use of such selec-
tivity measures.

The secondary assay strategy applied to ion channel screens will not differ
fundamentally from other types of drug targets. Often an initial confirmatory
assay using the same methodology as the primary screen will be run using mul-



tiple compound concentrations to determine a crude potency value. The second-
ary assays for confirmed actives may be designed to (1) demonstrate that the
activity of the hits discovered in the primary screen are in fact target dependent
and not due to interactions with other endogenous channels, (2) assess the selec-
tivity of the hits for the target channel compared with related channels, (3) dis-
cover mechanistic information, (4) identify hits with activity in a tissue-based
assay dependent on the targeted ion channel, or (5) rank hits based on cytotoxicity
or gross pharmacokinetic parameters. Because these secondary assays need not
have the throughput of the primary screen, they may use any of the traditional
techniques available to the pharmacologist. The most important of these is con-
firmation of activity by electrophysiology, often in primary cell preparations
where the compound can be tested against the target in a native cellular environ-
ment. Nevertheless, the choice of secondary assays and the order in which they
are performed is rarely trivial. In particular, the complex nature of cell-based
assays of ion channels demands careful planning of the secondary assays in order
to focus chemistry efforts on the compounds with authentic activity at the target.

VII. DISCOVERY TECHNIQUES NOT SUITED FOR HTS

Without question, electrophysiological methods have revolutionized our under-
standing of the properties and behavior of ion channels and their interactions
with drugs [57]. Patch clamp electrophysiology refers to a technique for forming
a tight seal on the cell surface with a pipette containing a small electrode. This
allows the current flow through this small patch (several µm2) to be recorded for
analysis of single-channel properties or whole-cell electrical properties. However,
traditional electrode-based methods clearly fall short of a testing rate of thousands
of compounds per day, owing to challenges involved in providing suitable biolog-
ical preparations, establishing stable recordings with the desired characteristics,
and delivering test compounds in a controlled manner. Several studies have, how-
ever, introduced extensions of the traditional methods with the aim of providing
sufficient throughput. One study employed capillary electrophoresis for the deliv-
ery of putative antagonists across a patch pipet recording NMDA-induced cur-
rents from rat brain olfactory bulb membranes [58]. Another involved the devel-
opment of multielectrode arrays useful for simultaneous multisite recording [59].
Efforts of this sort will stimulate electrophysiologists to devise medium-to-high-
throughput applications for their methods. In general, however, electrophysiolog-
ical methods, although indispensable to our understanding of detailed channel
behavior and drug interactions, have not yet taken a prominent role in HTS ef-
forts, except as confirmatory and secondary assays. A variety of creative alterna-
tive approaches for detecting ion channel activity have been reported, including



increased fluorescence of GFP fused to channel subunits [60], ion flux across
planar bilayers [61], capillary electrophoresis [62], site-directed incorporation of
a fluorescent dye to report conformational changes [63], and measurement of cell
activation using microphysiometer recordings [43]. These technologies are worth
monitoring, but in general are at the proof-of-principle stage and require signifi-
cant further development to become applicable to HTS operations.

VIII. LIGAND-BINDING FORMATS

Binding assays for compounds that interact with ligand-gated ion channels are
well tailored for HTS and have been used extensively in discovery programs
directed toward GABA-, glutamate-, purine-, serotonin-, inositol-1,4,5-triphos-
phate-, and nicotine-responsive channels. In addition, voltage-gated ion channels,
although lacking endogenous ligand activation, have been studied using binding
paradigms. This has been possible where radio- or fluorescence-labeled drugs or
toxins bind to the channel at pharmacologically significant sites, such as ligands
commonly used for calcium [64], sodium [65], and potassium channel proteins
[66–71]. Binding methods have also been useful in the study of coagonist and
allosteric sites on channel proteins. Examples include the binding of TBPS or
TBOB to benzodiazepine sites on GABA receptors [72,73] and ligands for the
glycine binding site on NMDA receptors [74,75]. Screening paradigms where
the affinity of the radioligand may depend on the state of channel activation may
be viewed as functional assays and thus provide more information than standard
radioligand binding studies.

IX. ION FLUX: RADIOTRACERS PLATFORMS

Assays based on the passage of ions through channels are unbiased with respect
to the specific sites of action of prospective drugs that modulate channel behavior.
Radiotracer ions have been used widely in drug screening and have the potential
to provide a high-throughput format with a functional readout. However, major
drawbacks include safety concerns and the relatively high cost of purchasing
reagents and disposing of radioactive waste. Applications of direct radiotracers
used in drug screening include (22Na) uptake to measure action-potential channels
in neuroblastoma cell lines [76], (42K) efflux via Na/K pump activity in astrocytes
[77], and GABA receptor activation measured using (36CI) [78] and (45Ca) trans-
port as a measure of channel activity and to study channel antagonists [79,80].
The specificity of such assays is generally validated and controlled by the use
of selective agonists [47] or by selective blockade of nontarget conductances



[77]. As an alternative to the radiolabeled ‘‘native’’ ion, surrogate ions also are
commonly used and applications include (86Rb) as a potassium substitute [77,81]
and (14C-guanidinium) as a sodium surrogate [46,47,82]. Additional studies have
involved, for example, lucifer yellow spreading via gap junction channels as a
measure of their function [83,84] and induction of mitogenesis by lithium uptake
through cation channels [85]. These techniques share the advantage of measuring
channel function in a potentially high-throughput format without the development
of special technologies. Radiotracer screening platforms are sufficiently well es-
tablished that contract screening companies employ them to test small and large
collections of substances [86–88].

X. TRANSPORTER TARGETS

Transporters are a class of drug targets closely related to ion channels and are
amenable to HTS by ligand binding and radiotracer accumulation assays. Com-
petitive binding assays using high-affinity radiolabeled substrates provide a sensi-
tive method for detecting blockade of transport and take advantage of current
improvements in radioligand binding and detection methodologies. These assays
are available from contract screening companies and have been used to target
transporter systems for serotonin [89], dopamine [90,91], adenosine [92], norepi-
nephrine [93], choline [94], and GABA [95]. Although binding assays for uptake
proteins have been used to discover useful inhibitors, accumulation assays have
the benefit of measuring function, facilitating the discovery of second-site or
‘‘catalytic’’ effectors of uptake activity. Accumulation assays have been devel-
oped to monitor the cloning of transporter genes, and for biochemical, kinetic,
and pharmacological studies of transporter properties. Examples include trans-
porters for glutamate [96], serotonin [97,98], epinephrine [99,100], dopamine,
glycine [101,102], proline [103], and GABA [104]. Accumulation assays have
been applied to cells expressing cloned transporters and endogenously expressed
transporters, and they generally involve incubation of cells with a radiolabeled
substrate, washing, solubilization of the cells, and liquid scintillation counting.
This format is very well suited to HTS operations where multiwell pipettors,
washers, and plate readers can be employed in semihomogeneous assays using
the Cytostar-T [105] or Flashplate [106] technologies.

It is also interesting to note that many transporters, e.g., neurotransmitter
transporters, are weakly electrogenic, since they utilize ion concentration gradi-
ents to cotransport small molecules. Most of the neurotransmitter transporters can
be studied using traditional electrophysiological methods [102,107,108]. Indeed,
recent work indicates neurotransmitter transporters are capable of adopting a
channellike state exhibiting enhanced ion and transmitter flux [109,110]. This



allows the design of HTS formats based on either the ion conductances accompa-
nying transmitter transport or changes in membrane potential (see below) [111].

XI. ION FLUX: FLUORESCENCE FORMATS

Ion channel targets are increasingly being developed for HTS as functional assays
with fluorescence readouts, a trend observed more generally throughout HTS
operations. Fluorescent dyes are available for monitoring Na� [112] and Cl�

[113,114] ion concentration, although sensitivity problems limit their application
for HTS. However, fluorescent dye–based assays for intracellular Ca2� mobiliza-
tion have provided important tools for the study of ion channel physiology [115],
particularly by nonelectrophysiologists, and have been widely adapted to HTS
assays [35]. Calcium-sensitive dyes have been most commonly used to monitor
GPCR-activated signal transduction leading indirectly to calcium flux from intra-
cellular stores [116,117] or directly via coupling to surface Ca2� ion channels.
However, voltage-gated calcium channels (VGCCs) and many ligand-gated chan-
nels pass sufficient Ca2� to be easily assayed by fluorescent dyes. Alternatively,
VGCCs also can be employed as reporters for target channels that do not pass
sufficient Ca2�, e.g., depolarizing ligand-gated channels [117,118]. Surprisingly,
fluorescent detection of intracellular Ca2� can be more sensitive than electrophys-
iological methods in cases where channels pass small Ca2� currents, but inactivate
very slowly [35]. The dyes of choice for discovery and flow cytometry applica-
tions tend to be the radiometric dyes Fura-2 and Indo-1, while Fluo-3, a single-
excitation-wavelength dye, is commonly used for developing HTS assays.

Increasingly sensitive and versatile instrumentation has expedited assay de-
velopment and screening throughput in recent years. It is not our purpose to
review comprehensively the entire scope of the instrumentation available for
fluorescence-based cell readouts; we shall only describe the instruments most
suitable for HTS. Light or laser-scanning fluorescence microscopy coupled either
with a photomultiplier or a camera to collect light can be very powerful for the
discovery or characterization of dynamic changes in cell calcium, but they suffer
from insufficient throughput to support HTS. Likewise, flow cytometry has been
effectively applied to study calcium responses, but its throughput is currently
limited by the complexity of sample delivery, although attempts are being made
to automate flow systems [119]. Newer instruments possessing sophisticated op-
tics, configuration for high-density plate formats, and integrated multichannel
pipetting are allowing screens based on calcium- and voltage-sensitive dyes to
achieve much higher throughputs. HTS of target channels using Fura-2 measure-
ments of Ca2� have been performed on a custom plate-imaging fluorimeter from
SIBIA Neurosciences/Science Applications International Corporation [35]. Intro-



duced in 1996, the fluorometric imaging plate reader (FLIPR) [120] was de-
signed specifically to allow accurate measurement of changes in cell fluorescence
in high-density plate formats and has been widely used for calcium-based [121]
and voltage-based [122] assays in HTS campaigns. The FLIPR utilizes an argon
laser for dye excitation, integrated liquid handling, and CCD detection optics to
provide real-time kinetic data on cell responses to compounds and ligands. Be-
cause the entire plate, rather than individual wells, is imaged, throughput is in-
creased significantly in moving from a 96-well to a 384-well format. One power-
ful application of this technology is the use of multiple solution additions coupled
with kinetic profiling of target activity to identify agonist, antagonist, and alloste-
ric modulators in a single test well.

XII. MEMBRANE POTENTIAL: FLUORESCENCE FORMATS

Assay formats that detect changes in membrane potential are valuable alternatives
to formats that measure ligand binding or ion flux events. The appeal of this
approach is that relatively small changes in ion conductance generate relatively
large changes in membrane potential. One prerequisite for successful assay devel-
opment is that the sensitivity of the indicator is adequate over the predicted dy-
namic range of the assay. This approach typically employs fluorescent indicators
and is desirable from an HTS standpoint because of the relatively low cost and
the potential for incorporating automation. However, past work with single-
wavelength fluorescent dyes has revealed problems adapting this approach to
HTS. Impermeant dyes that rapidly change their distribution within the mem-
brane in response to changes in membrane potential suffer from low sensitivity,
typically a 2–10% change in fluorescence per 100 mV change in membrane po-
tential [123]. Conversely, permeant dyes that partition into the surface membrane
and cytoplasm in response to cell depolarization are reasonably sensitive, yet
have response times in minutes rather than milliseconds. Nonetheless, HTS
screening of channel targets using potential-sensing dyes have been performed
using instrumentation such as the FLIPR.

An important recent improvement has been the development of fluores-
cence resonance energy transfer (FRET) dyes as sensors exhibiting increased
voltage sensitivity over traditional single-dye oxonols [124], fast temporal re-
sponse, and radiometric output [125]. The FRET-based voltage sensor is com-
posed of two partners, a fixed energy donor and a mobile energy acceptor. The
most sensitive FRET pair are a coumarin-tagged phospholipid (CC2-DMPE) do-
nor, which binds to the outer leaflet of the plasma membrane, and a negatively
charged oxonol [DiSBAC2(3)] acceptor, which partitions across the plasma-
lemma as a function of membrane potential. The coumarin and oxonol pairs are
chosen so that the emission spectrum of the coumarin donor overlaps with the



excitation spectra of the oxonol acceptor. As with all FRET systems, proximity of
the two dyes allows excitation of the acceptor dye by the donor dye. At negative
membrane potentials (hyperpolarized), typical of most resting cells, the oxonol
is localized on the outer surface near the coumarin donor. Excitation of coumarin
results in energy transfer and elevated emission from oxonol (red wavelength).
At depolarized or more positive membrane potentials, e.g., as a result of the influx
of Na� ions, the negatively charged oxonol rapidly (� 0.4 ms) moves to the inner
leaflet. The breaking of the FRET pairing results in a decreased oxonol emission
and increased emission from coumarin (blue wavelength). Data analyzed as a
change in the ratio of blue fluorescence to red fluorescence is particularly valuable
in assay conditions where cell number is difficult to control. The sensitivity of
voltage sensor dyes has been determined in various cell lines using calibration
curves obtained with voltage ramps. Ratio changes per 100 mV change in mem-
brane potential are typically in the range of 40–60% per 100 mV, but they can
be as high as 80%, representing the largest voltage-sensitive optical signal re-
ported to date. These levels of sensitivity and response time are sufficient for the
development of assays for most depolarizing ion channel targets and, conceiv-
ably, electrogenic transporters. More problematic is the application to hyperpolar-
izing channels, e.g., Cl� channels, because of the difficulty of engineering cell
lines that produce a strong hyperpolarization response. However, THP-1 cells,
which have a relatively high resting membrane potential [126], have been assayed
on FLIPR using single oxonol dyes to examine both depolarizing and hyperpolar-
izing channel function. Aurora Biosciences also has developed the voltage ion
probe reader (VIPR), an instrument for measuring the voltage sensor dyes, to
facilitate HTS of ion channel targets in 96-well plates [127].

XIII. AUTOMATION CONSIDERATIONS

Moving from a bench-top ‘‘analytical’’ scale to HTS requires a moderate to high
level of process automation. The elements requiring automation will depend on
the desired throughput, but may involve (1) the delivery of test samples, (2) plate
handling, (3) liquid handling, (4) readout, and (5) data processing. These elements
may or may not be highly integrated, but in either case they require accurate
scheduling and sample tracking. The constraints that automation places on
screens directed toward ion channel targets will not necessarily differ from other
types of drug targets. Because ion channels function within the context of biologi-
cal membranes, many ion channel assays will be cell based and will require prop-
agating cell lines, scheduling transfections, and maintaining quality assurance.
Nevertheless, decisions regarding the use of modular or integrated robotics and
the use of 96-, 384-, or higher order multiwell formats will depend more on the
specifications of the assay itself than on the nature of the target.



XIV. CONCLUSIONS

Defects in ion channel function clearly underlie a variety of clinically and eco-
nomically important human diseases. The corresponding importance of ion chan-
nels as drug targets is reflected in the heightened attention these proteins have
received in drug screening programs in recent years. Unfortunately, electrophysi-
ology is the technology of choice for the detailed characterization of ion channel
behavior but is not well suited for HTS. Instead, traditional methods that have
less sensitivity and elegance, including radioligand binding and radioactive/sur-
rogate ion uptake, are most commonly used in large-scale ion channel screening
campaigns. More recent functional assays based on fluorescent dyes for measur-
ing ion concentration and fluorescent membrane voltage sensors promise to pro-
vide richer data on active compounds. All of these methods are being improved
as the demands of drug screening are focused on ion channel targets, and new
techniques are emerging that will allow more detailed questions to be asked at
the level of the high-throughput screen. These latter techniques include gene re-
porters of ion channel activity, microfluorimetry, various miniaturization technol-
ogies, and a new level of sophistication in measuring cell fluorescence. In prin-
ciple, the HTS campaign strategy for ion channel targets does not differ from
other types of target. The primary screen will commonly be followed by a battery
of confirmatory and secondary assays, including electrophysiology, with the aim
of identifying compounds that most closely match the hit/lead criteria established
for the project. Unique properties of ion channels such as rapid desensitization
and voltage dependence, however, may require unusual manipulation of the target
in order to generate a robust signal. The combination of high technology, molecu-
lar biology, biochemistry, and pharmacology has driven the current advances in
the field and will continue to bring unique strategies, approaches, and success to
ion channel screening efforts. The ingenuity with which investigators apply these
tools likely will determine the number and quality of the lead compounds to
emerge from the screening project and, ultimately, the success or failure of the
drug discovery efforts.
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I. INTRODUCTION

On average, about one-third of the human genome is actively transcribed. How-
ever, the identities of the transcribed genes differ in various cell types and at
distinct stages of differentiation and development [1]. The quantitation of gene
expression at the cellular level is of central importance for understanding cellular
biology and its role in human disease. Recent advances in DNA sequencing, and
a variety of other techniques to examine the differential expression of mRNA
levels in different cell and tissue types, together with advances in microarray
technologies, have contributed to the identification of novel genes and their roles
in cellular physiology and disease processes [2–4].

A number of pathological processes have been shown to result from inap-
propriate gene expression. For example, the over-expression of the selectin family
of genes and their regulation by a host of cytokines (for example, interleukin 1
and tumor necrosis factor) are implicated in acute and chronic inflammation [5].
The over-expression of immunoglobulin IgE leads to hypersensitivity responses
to specific allergans, which result in allergic diseases [6]. Amplification of a num-
ber of oncogenes such as bcl-2 and erb-2, or the inhibition of tumor suppressor
genes, leads to the development of a variety of cancers [7–9]. Finally, expression
of the genomes of pathogenic viruses such as human immunodeficiency virus
(HIV) lead to chronic and fatal infection [10]. The ability to monitor the product
of in vitro transcription reactions and mRNA expression in intact cells in a simple
automated format would make possible the development of high-throughput



screening (HTS) assays that permit the identification of small molecules that
function as transcriptional regulators.

II. RNA DETECTION METHODS

A. Techniques Used for Detection of the RNA Product
of In Vitro Transcription Reactions or RNA Isolated
from Cells

Traditional RNA detection methods involve ethidium bromide staining following
gel electrophoresis, RNA (Northern) blotting techniques, RNase protection, and
direct radiolabeling of RNA [11]. None of these traditional methods for RNA
detection are suitable for automation and HTS. More recently, a number of novel
methods have been developed to detect small amounts of specific RNA. The most
commonly used methods involve the polymerase chain reaction (PCR) [12,13]
and include amplification of the specific RNA product and subsequent quantita-
tion of that product using fluorescence, chemiluminescence, or radioactivity [14–
18]. All of these techniques involve RNA isolation, reverse transcription-PCR
(RT-PCR) amplification, and subsequent detection by gel-based or ELISA-type
assays. While certain steps of these assays can be automated, the entire proce-
dures are cumbersome and therefore not ideally suited for HTS.

RNA amplification can also be achieved with the use of nucleic acid se-
quence based amplification (NASBA) [19]. The NASBA technique, unlike assays
involving PCR, is isothermal and uses the concurrent enzymatic activities of re-
verse transcriptase, RNase H, and T7 RNA polymerase, along with two com-
plementary o-nt primers. NASBA-amplified RNA can then be detected by heter-
ogenous methods, such as an enzyme-linked gel assay (ELGA) [20], or
electrochemiluminescence [21], or by homogenous methods such as fluorescence
correlation spectroscopy [22] or molecular beacon probes [23].

A number of available methods for RNA detection do not involve product
amplification prior to detection. For example, Wu et al. [24] described an in vitro
transcription HTS filtration assay that incorporates multiple radioactive labels in
the product transcript. This assay was used to perform a HTS of nonspecific
transcriptional elongation by E. coli RNA polymerase (RNAP). In addition, sev-
eral sandwich hybridization methods have been described that use chemilumines-
cence or bioluminescence detection [25,26]. One variation of the sandwich hy-
bridization technique is the sensitive branched DNA (bDNA) signal amplification
assay for RNA detection [27]. The bDNA assay utilizes a DNA hybridization
probe that is linked to a branched o-nt complex whose ends are labeled with
alkaline phosphatase (AP). Thus the readout signal is amplified by the presence
of multiple AP labels per hybridization probe. This technique, while automatable,
is time-consuming and expensive.



Assays

A number of homogenous methods have been described for RNA detection.
One such method is the combination of RNase protection and scintillation prox-
imity assay technology [28]. Other homogenous techniques include nucleic acid
binders used in the development of assays that allow quantitation of RNA using
either fluorescence (e.g., thiazole orange and oxazole yellow) [29,30] or chemilu-
minescence detection using acridinium esters [31]. RNA synthesis can also be
measured by incorporating fluorescently labeled nucleotides into the nascent tran-
script [32].

B. Techniques Used for RNA Quantitation
in Cell-Based Assays

The most commonly used methods for cell-based HTS of mRNA expression
involve reporter gene assays. Typically, the promotor region and other DNA
sequence elements thought to be important for appropriate regulation of the gene
of interest are linked to a reporter gene. This reporter gene construct is either
stably or transiently introduced into a suitable cell line. This type of assay has
the drawback that the construct may not contain all of the essential endogenous
elements that regulate the gene of interest in its physiological milieu. Stable
knock-in cell lines remedy this shortcoming by inserting a reporter gene into the
intact endogenous gene. However, the generation of these knock-in cell lines is
extremely tedious and often not possible. Furthermore, establishing stable cell
lines is a time-consuming process, and appropriate gene regulation is not guaran-
teed in transformed cell lines.

Commonly used reporter genes used to monitor gene expression are those
encoding proteins for which substrates yielding luminescent products are avail-
able, and include luciferase, β-galactosidase, chloramphenicol acetyltransferase,
and AP [33]. In most cases, the choice of reporter gene is dictated by the nature
of the host cell and the level of sensitivity required in the assay. One of the most
exciting recent developments in the development of reporter genes has been the
use of green fluorescent protein (GFP) from the jellyfish Aequorea victoria [34].
GFP emits green light upon exposure to UV or blue light. Unlike other biolumi-
nescent molecules it does not require other cofactors or substrates, hence simpli-
fying the assay and making it more amenable to HTS. Besides the wild-type
GFP, a number of mutants are now commercially available that emit light at
different wavelengths, making it possible to perform multiple gene expression
assays from the same cells or mixture of cells [35]. Furthermore, because detec-
tion of GFP is noninvasive it is well suited to monitor kinetics of gene expression.

Radioactive and nonradioactive in situ hybridization (ISH) is widely used
to measure cellular mRNA abundance and localization [36,37]. However, current
ISH methods are technically not suitable for high-volume applications, due to
the extensive sample manipulation involved. Recently, Harris et al. [38] described



a microtiter plate ISH assay utilizing radiolabeled riboprobes that is more sensi-
tive than conventional Northern blots. However, the assay requires a number of
steps and is time-consuming (overnight incubation is required for hybridization
of the riboprobe to the target mRNA). This protocol is thus not ideally suited
for HTS.

Despite these tremendous advances in the field of nucleic acid detection,
very few assay formats allow the sensitive detection of RNA in an automated,
high-throughput manner. In general the available methods for RNA detection
generally lack sensitivity, require extensive manipulation, and are quite expen-
sive. There is clearly a need for methods that allow direct monitoring of mRNA
expression in a HTS format without RNA amplification or the introduction of
reporter genes.

A novel, sensitive, and simple assay for the detection of specific in vitro
transcription reaction products and a facile ISH assay using anti-RNA:DNA hy-
brid antibodies for the direct detection of mRNA in intact cells is described below.
Anti-RNA:DNA antibodies have been widely used for the detection of nucleic
acids, particularly in clinical applications [39–41]. Recently, Tropix Inc. has in-
troduced a commercial mRNA HTS assay that utilizes anti-RNA:DNA antibodies
to detect specific mRNA expression in cells, which does not need amplification,
purification of mRNA, or the development of stable cell lines, which is required
with reporter assays. This method involves cell lysis and denaturation, and subse-
quent hybridization of the target mRNA to complementary DNA-probe (biotiny-
ated o-nt). The DNA/RNA complex is then captured in a sterptavidin-coated
microplate. An AP conjugated anti-RNA:DNA antibody is added, which binds
to the RNA/DNA complex. AP activity is detected using chemiluminescent AP
substrate.

Various strategies have been employed to raise monoclonal and polyclonal
antibodies that specifically recognize RNA:DNA heteroduplexes independent of
the nucleic acid sequence, while not binding to single-stranded or double-
stranded RNA or DNA [42–45]. Information from these studies was used to
develop the HTS assay for RNA detection described herein.

III. DETECTION OF PURIFIED RNA BY
ANTI-RNA:DNA ANTIBODIES

RNA detection assay was optimized and validated by quantifying purified RNA
generated from the in vitro transcription of interlukin-8 (IL-8 plasmid containing
the human IL-8 cDNA IL-8) and G-less cassette encoding plasmids (G-less plas-
mid and LTR#5 plasmids contain the HIV LTR promotor with TAR sequences
followed by a 450 nucleotide (nt) G-less cassette). The procedure used for mea-
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suring the purified in vitro transcribed RNA is optimized for a number of parame-
ters, including hybridization buffer contents, hybridization time, o-nt concentra-
tion, antibody concentration, and wash buffer. Luminescence signal is measured
by reading the plates in a luminometer (Victor from Wallac Inc., Gaithersburg,
MD).

Data that validate the assay procedure and show that it can detect specific
RNA sequences is shown in Figure 1. Panel A shows that the maximum lumines-
cence signal was obtained only when both the target RNA and its corresponding
complementary DNA (cDNA) oligonucleotides (o-nts) were added to the reaction
mixture. When either the target RNA or o-nts were omitted, the signal was elimi-
nated. Treatment with RNase A, after hybridization of the o-nts to the target
RNA (panel A, column 4) resulted in a very small loss in signal relative to no
RNase A treatment (column 1). However, treatment with RNase A prior to addi-
tion of the o-nts (column 5) completely eliminated the signal as RNase A is
known to degrade selectively single-stranded RNA and not RNA:DNA hetero-
duplexes. These results indicate that RNA:DNA heteroduplex formation is neces-
sary for signal detection. Figure 1, panel B shows that the assay detects specific
RNA sequences. The maximum signal was obtained when the target RNA was
hybridized to its DNA o-nts (columns 1 and 3); no signal is detected when non-
complementary DNA o-nts were used (columns 2 and 4).

The dose–response curve obtained with IL-8 RNA (Fig. 2) shows that the
assay is sensitive enough to detect as little as 100 attomoles and is linear up to
at least 100 fmoles of RNA (data for the upper end of the range is not shown).
The sensitivity and linearity range of the assay make it highly suitable for quanti-
tating the RNA product of in vitro transcription reaction. The yield of an in vitro
transcription reaction is typically in the low attomole to fmole range. Assay sensi-
tivity is presumably dependent on the amount of RNA:DNA heteroduplex
formed, as this creates binding sites for the anti-RNA:DNA antibody. The extent
of RNA:DNA heteroduplex formation is dependent on the length and sequence
of the target RNA and DNA o-nts, and on the hybridization conditions. RNA
sequences typically have extensive secondary structure, which could prevent ef-
fective hybridization at temperatures below the melting temperature (Tm). The
total number of distinct DNA o-nts used and the regions of the target RNA to
which they hybridize were found to be critical for maximizing signal intensity.
In order to achieve the maximum signal and yet not have to optimize the se-
quences of the DNA o-nts used for each target RNA, a number of short DNA
o-nts (35-mers) that were contiguous and complementary to the target RNA se-
quence, and spanned at least three-quarters of the target RNA sequence, are used.
Another parameter found to be important for maximizing signal was the hybrid-
ization temperature. The hybridization reactions for all of the in vitro transcription
experiments are carried out at room temperature, to avoid extra steps of placing



Figure 1 Dependence of specific target RNA detection on cDNA o-nts. These data
represent the detection of purified IL-8 or G-less RNA under various assay conditions.
(A) Column 1, both the IL-8 RNA (5 fmoles) and IL-8 cDNA o-nts (o-nts) present; column
2, IL-8 RNA (5 fmoles) alone with no cDNA o-nts present; column 3, IL-8 o-nts alone
with no IL-8 RNA present; column 4, hybridization of the IL-8 cDNA o-nts to IL-8 RNA
(5 fmoles) and subsequent treatment with RNase A; column 5, treatment of the IL-8 RNA
(5 fmoles) with RNase A prior to hybridization with the IL-8 o-nts. (B) Column 1, both
the IL-8 RNA (5 fmoles) and IL-8 cDNA o-nts present; column 2, IL-8 RNA (5 fmoles)
and cDNA G-less o-nts present; column 3, G-less RNA (5 fmoles) and cDNA G-less
o-nts present; column 4, G-less RNA and IL-8 cDNA o-nts present.
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Figure 2 Dose–response of purified IL-8 RNA. Error bars represent the standard devia-
tion of three experiments.

the samples in an incubator to automate the assay for increased throughput of
the screen.

IV. IN SITU mRNA DETECTION BY
ANTI-RNA:DNA ANTIBODIES

This ISH technique was applied for direct detection of mRNA expression in per-
meabilized cells. The assay was validated by measuring the expression of the
IL-8 gene in uninduced and IL-1-induced endothelial cells. A schematic of the
assay procedure is given in Figure 3. The assay takes about 4 hr to complete and
is readily automatable for HTS. Figure 4, columns 1 and 2 show the signal ob-
tained for uninduced and IL-1-induced cells, respectively. The luminescence sig-
nal in IL-1-treated cells was increased nearly threefold over that of uninduced
cells. When IL-8 o-nts were omitted from the hybridization step of the assay
(column 3), the IL-1-treated cells yielded a signal identical to that obtained for
uninduced cells. Clearly, the IL-8 o-nts are required for detection of the IL-1-
induced signal, indicating that formation of RNA:DNA hybrids is necessary for



Figure 3 Schematic diagram of the HTS cell-based mRNA detection assay. Dotted line
and thin solid line, mRNA besides IL-8 mRNA; thick line, IL-8 mRNA; TX-100, triton
X-100; Oligos, IL-8 cDNA o-nts.

signal production. Luciferase reporter gene assays, and Northern (RNA) blot
analyses [46] typically show a tenfold induction of IL-8 mRNA after treatment
with IL-1. The lower level of induction observed here with the RNA:DNA duplex
assay method (3-fold induction by IL-1) is most likely a result of lower sensitivity
of the assay. The observation that there is no difference between the signal ob-
tained for uninduced cells and the background signal level (no IL-8 cDNA o-nts
in the hybridization step) indicates that the assay is unable to detect any IL-8
mRNA produced by uninduced cells. Hence the fold stimulation seen in the pres-
ence of IL-1 may not be a true quantitative reflection of IL-8 RNA levels follow-
ing IL-1 stimulation.

The assay was validated further with respect to the need for RNA:DNA
hybrid formation (Fig. 4, column 4). When the cells were treated with RNase A
prior to the addition of IL-8 o-nts, the IL-1-induced signal was at background
levels. RNase A presumably degraded the single-stranded IL-8 mRNA, thus pre-
venting the formation of RNA:DNA hybrids. The assay specifically detects the
desired target mRNA, as adding a control o-nt unrelated in sequence to IL-8
mRNA (Fig. 4, column 5) to the IL-1-treated cells yielded no signal.
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Figure 4 Detection of IL-8 mRNA in endothelial cells. Column 1, uninduced cells;
column 2, cells treated with the cytokine IL-1; column 3, cells treated with IL-1, and no
IL-8 cDNA o-nts; column 4, cells treated with IL-1 and subjected to RNAseA treatment
prior to incubation with IL-8 cDNA o-nts; column 5, cells treated with IL-1 and incubated
with control cDNA o-nts. Unless otherwise mentioned, all the experiments were performed
with 30,000 cells. Error bars represent the standard deviation obtained from four experi-
ments.

The assay was optimized for a number of parameters, such as cell per-
meablization conditions, hybridization conditions, assay steps, and incubation
times. Figure 5A shows the result of permeablizing uninduced and IL-1-induced
cells by incubation in (1) 2X SSC for 10 min, (2) 100% methanol for two min,
(3) 0.5% Triton X-100 in 2X SSC for 10 min. The largest IL-1-induction was
observed in cells treated with Triton X-100 (0.5%). Figure 5B shows the effect
of temperature (25 to 55°C) on hybridization of IL-8 o-nts to IL-8 mRNA. Be-
cause RNA is known to contain extensive secondary structure, an increase in
the hybridization temperature might be expected to enhance RNA:DNA hybrid
formation and hence increase the sensitivity of the assay. However, increasing
the hybridization temperature � 37°C increased hybridization of induced mRNA



Figure 5 Optimization of cell permeablization conditions (panel A) and cDNA o-nt-
mRNA hybridization temperature (panel B). IL-8 mRNA expression was monitored for
uninduced cells (right inclined stripes), IL-1-induced cells (solid) and IL-1-induced cells
that were not treated with IL-8 cDNA o-nts (left inclined stripes). (A) column 1, cells
were incubated with 2X SSC for 10 min during the permeablization step; column 2, cells
were incubated with 100% methanol for 2 min; column 3, cells were incubated with 0.5%
(v/v) Triton X-100 in 2X SSC for 10 min. (B) The effect of variation of hybridization
temperature on signal production.

and also increased the background signal level. The maximal fold induction by
IL-1 was obtained at hybridization incubation temperature of 37°C.

An increase in the cell number yielded a nearly linear increase in the IL-
1-induced signal, while the uninduced signal remained unchanged (curve A,
Fig. 6) at cell numbers above 5000. Below 5000 cells in the assay the increase
in IL-8 mRNA upon IL-1 induction was not detectable, and optimal signal of
threefold induction of the signal was observed with IL-1 stimulation with 30,000



Assays

Figure 6 Dose–response obtained with increasing numbers of cells. Curve A, unin-
duced; curve B, IL-1 induced.

cells. Increasing the number of cells beyond 30,000 did not increase significantly
the IL-1-induced signal.

Using a HTS luciferase reporter gene assay, a selective inhibitor (com-
pound T339142) of IL-8 mRNA expression induced by IL-1 was identified. This
inhibitor was further characterized by Northern blot analysis. The inhibition by
T339142 of IL-1-induced IL-8 mRNA expression was compared with the lucifer-
ase reporter gene assay (Fig. 7, curve B) and the direct IL-8 mRNA detection
method described in this review (Fig. 7, curve A). Both methods revealed similar
inhibitory properties of the compound. This data further validates the technique
described herein and illustrates that it is suitable for the identification of inhibitors
of gene expression.

This assay measures directly endogenous gene transcription and therefore
can be used for identifying drugs that regulate the expression of selected genes.
In addition, the method eliminates some of the key disadvantages associated with
the more commonly used HTS cell-based assay formats (reporter gene assays
and knock-in assays). The assay is sensitive enough to measure moderate- to
high-abundance mRNA.



Figure 7 The effect of increasing concentrations of T339142 on IL-8 mRNA expres-
sion. IL-8 mRNA expression was monitored by the luciferase gene expression assay (curve
A) and the direct anti-RNA:DNA antibody method described in this chapter (curve B).
T339142 was added to the reaction mixture about 1 hr prior to IL-1 treatment. The com-
pound was added in 10 µL aliquots containing 2% DMSO in phosphate-buffered saline
to about 30,000 plated cells in 90 µL of media to yield the final desired compound concen-
tration in 0.2% DMSO.

V. HTS ASSAY FOR DETECTION OF IN VITRO
TRANSCRIPTION REACTION PRODUCT
BY ANTI-RNA:DNA ANTIBODIES

This RNA:DNA duplex formation assay was further developed for a HTS assay
to measure the product of a eukaryotic in vitro transcription reaction. HIV-1 basal
and activated transcription was used as a test system. HIV-1 and other related
lentiviruses encode an essential regulatory protein called Tat [47]. Tat is a tran-
scriptional elongation factor that activates the expression of HIV-1 genes by bind-
ing to the transactivation-responsive region (TAR), a stem-loop structure at the
5′ end of all HIV-1 mRNA transcripts. Tat consists of a basic RNA binding region
and a transcriptional activation domain that interacts with RNA polymerase II
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(RNAPII) and possibly other cellular proteins. Small molecules that inhibit the
activity of Tat would likely be effective drug candidates for the treatment of HIV
infection. The complete assay procedure is shown schematically in Figure 8.

Figure 9 shows the signal obtained for RNA product generated by in vitro
transcription from the HIV LTR promotor using crude HeLa cell nuclear extracts
[44]. The sequence and number of steps in the assay were optimized to achieve
maximum throughput. Figure 9A shows that the product transcript G-less RNA
obtained from (1) basal transcription, (2) Tat-activated transcription, and (3) treat-
ment with the RNAPII inhibitor α-amanitin. Generation of the signal was com-
pletely dependent on the presence of complementary DNA o-nts, indicating that
RNA:DNA heteroduplex formation is necessary for detection of the RNA prod-
uct. The signal obtained from the basal transcription reaction was � 1.5-fold
greater than that obtained from a sample treated with the RNAPII inhibitor α-
amanitin (defined as background). Addition of Tat to the in vitro transcription
reaction resulted in a six-fold increase in signal over the basal level. When the

Figure 8 Schematic diagram of the HTS in vitro transcription assay. Activator, Tat;
General factors, general transcription accessory proteins; Antibody, anti-RNA:DNA; PK,
proteinase K; Oligos, DNA o-nts complementary to target RNA.



Figure 9 The figure shows data for three different transcription reactions: (1) basal
(right inclined stripes), (2) Tat-activated (solid), and (3) α-amanitin treated (left-inclined
stripes). (A) Dependence of the in vitro transcription signal on the addition of cDNA
o-nts. (B) Dependence of the Tat-activated signal on RNase T1. First set of columns,
RNase T1 was added to the reaction mixture after transcription took place; second set of
columns, RNase T1 was added to the reaction mixture prior to the addition of nuclear
extract and Tat; third set of columns, RNase T1 was omitted from the reaction. Error bars
represent the standard deviation of three experiments.

G-less cDNA o-nts were not added to the reaction mixture, the signals obtained
for both basal and Tat-activated transcription were identical to background levels
(that is, the α-amanitin treated sample).

Tat activates the transcription of HIV-1 genes by binding to the TAR se-
quence present at the 5′ end of nascent HIV-1 transcripts. Therefore degradation
of TAR-RNA by RNAse T1 treatment should abolish transcriptional activation
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by Tat. RNase T1 degrades the RNA at guanosine residues. Figure 9B shows
that the Tat signal is dependent on the presence of the TAR element. Addition
of RNase T1 to the in vitro transcription reaction after transcription took place
yielded the maximal Tat-induced signal, and addition of RNase T1 before the
transcription reaction reduced the signal to basal transcription level. In the ab-
sence of RNase T1, the overall basal and Tat-activated signals were reduced. This
signal reduction presumably results from the formation of secondary structure in
the RNA transcript, which interferes with hybridization to the cDNA o-nts. Thus,
in order to achieve the maximal signal, all assays were performed with RNase
T1 treatment following the transcription reaction. Further confirmation of the
dependence of the Tat signal on the TAR element was obtained by measuring
the signal generated with a mutant version of the LTR promotor from which the
TAR element was removed. Transcription from this mutated promotor yielded
a signal equivalent to basal levels.

Tat induced transcription to maximal levels at about 100 nM, and this signal
was completely abolished by α-amanitin in the reaction (Fig. 10A). The Tat con-
centration chosen (40 nM) for the HTS assays was in the linear region of the
curve. The nucleoside analog DRB (panel B), which is a well-characterized inhib-
itor of Tat activation [45], inhibits the Tat signal with an IC50 of 1 µM (Fig. 10B).
A similar IC50 has been obtained with a gel-based transcription assay. Maximal
Tat-activated and basal signals were obtained with 150 µM of each of the four
NTPs (Fig. 10C). The signal obtained in the absence of NTPs was identical to
the background levels observed with α-amanitin-treated samples. All HTS assays
were performed with 250 µM of each NT. The signal reached saturation when
the DNA template (LTR#5) amounts greater than 0.25 µg were added to the in
vitro transcription reaction (Fig. 10D). For the HTS assays, 0.75 to 1 µg of the
DNA template was used.

A. Robotic Assay of RNAPII In Vitro Transcription

After optimization of the assay conditions, a HTS robotic assay designed to iden-
tify specific inhibitors of Tat function was performed. The robotic assay was
performed on a Zymark robot. The assay consists of seven reagent addition steps
and one wash step. The additions were performed by the Zymark pipettor arm,
the Zymark RAS-RAM unit, or a Titertek multidrop from ICN (Costa Mesa,
CA). The wash was performed with a 96-well microtiter plate washer from Bio-
Tek Instruments (Winooski, VT). During all incubation steps, the microtiter reac-
tion plate was placed on a shaker. About fifty 96-well plates could be assayed
in less than 10 hr.

Figure 11 shows representative data obtained from a single robotic run.
The signals observed in the first eight wells of the microtiter plate corresponded



Figure 10 Effect of various assay parameters on Tat activation of HIV-1 in vitro tran-
scription. (A) Dose–response of Tat with and without α-amanitin. (B) Inhibition by DRB
of basal and Tat-activated (40 nM) transcription signal. (C) Dose–response of NTP mix
(mix of ATP, CTP, GTP, and UTP) on basal and Tat-activated (20 nM) transcription.
(D) Dose–response of the DNA template (LTR#5) on basal and Tat-activated (20 nM)
transcription.

to basal transcription reaction. The signal observed in the last eight wells (wells
89 to 96) corresponded to α-amanitin-treated samples. The other 80 wells re-
ceived all of the reagents necessary for Tat-activated transcription, along with a
different test drug compound in each well at a concentration of 10 µM (dissolved
in DMSO). The DMSO concentration in all the wells was 5%. Typically, a five-
to tenfold window was observed between the wells with (activated) and without
(basal) Tat. The standard deviation from the mean was generally less than 20%
for assays containing pure chemicals. These features make the assay suitable for
automated HTS. Over 200,000 chemicals were screened using this technology.
The assay format described herein is a general one and is completely independent
of the transcriptional apparatus. Therefore it can in principle be used to develop
a HTS assay for any transcriptional system.
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Figure 11 Robotic data obtained from in vitro transcription reactions performed in a
96-well microtiter plate containing 80 random pure chemicals. Columns 1 to 8 correspond
to basal transcription reactions; columns 89 to 96 correspond to α-amanitin-treated sam-
ples. The other 80 columns correspond to wells that received all of the reagents necessary
for Tat-activated transcription along with a pure chemical at a concentration of 10 µM.
The DMSO concentration in all the wells was 5%.

VI. CONCLUSIONS

Recent advances in functional genomics are providing a wide variety of novel
targets for drug discovery. The regulation of these novel genes at the transcrip-
tional level is an important strategy for identifying drug lead candidates. HTS
formats for transcription processes that are simple, quick, and inexpensive will
likely play an increasing role in the identification of novel lead compounds. Ex-
isting RNA detection formats suffer from a number of drawbacks that make them
less than ideal for HTS. These include lack of sensitivity and the use of cumber-
some, slow, and expensive formats. In this review a novel RNA detection assay
that is suitable for automation and HTS is described. The format has been vali-
dated for the detection of in vitro transcription reaction products in the subfemto-
mole region, as well as for direct measurement of mRNA in cells.
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I. INTRODUCTION

The filamentous soil bacteria actinomycetes are a rich source of natural product
antibiotics. The structural variety and broad range of associated biological activi-
ties of the molecules isolated from these organisms are astonishing. The diverse
geographical locations from which these organisms have been isolated, exotic
and not so exotic, attest to the keen interest the pharmaceutical industry has for
these soil bacteria [1]. Over the past 50 years natural product antibiotics have
revolutionized the practice of modern medicine so that it is difficult to imagine
a world without them. Surprisingly, the actinomycetes (family: Actinomycetales)
are a relatively small and closely related group of bacteria given the molecular
diversity of the compounds they produce.

In the past, researchers combed the world to discover greater microbial and
molecular diversity. Screening actinomycetes isolated from soil samples from
Easter Island and Puerto Rico resulted in the discovery of immunosupressant
rapamycin and erythromycin, respectively. A strain from Texas yielded tetracy-
cline. Other strains that produced penicillin N, clavulonic acid, and the enediyne
antitumor agent esperamycin A1 were found in South America (Fig. 1).

Over time, this traditional approach to natural products discovery became
perceived as one of diminishing return due to inherent problems associated with



Figure 1 Structure of some actinomycete natural products.



primary environmental isolates, namely, the isolation of active compounds from
complex fermentation mixtures, the arduous dereplication necessary to prevent
rediscovery of known compounds, and production instability in primary environ-
mental isolates. The emergence of high throughput screening (HTS), genomics
technologies, and combinatorial chemistry allows the rapid screening of large
collections of structurally diverse synthetic compounds against a variety of novel
disease targets [2]. This combination seems to provide a diversity of natural prod-
ucts but without their inherent problems. In light of these significant changes in
the pharmaceutical industry, newer approaches for natural products discovery
were clearly necessary.

A hint of a potential new approach occurred as a result of the search for
novel structures [3]. Actinomycetes could be used to biotransform structurally
complex pharmacophores. Indeed, actinomycetes are used in a variety of impor-
tant biotransformations. They have been used to functionalize carbon skeletons,
transfer amino sugars, and modify other structures that they do not naturally
produce [4–6]. This implies that many of the enzymes involved in natural product
biosynthesis do not necessarily have absolute substrate specificity and can modify
a range of structures beyond those they naturally produce. This observation sug-
gests that it may be possible to produce structurally novel secondary metabolites
by combining enzymes from different biosynthetic pathways. Thus by applying
genetic methods for combining biosynthetic enzyme activities from different acti-
nomycetes, it may be possible to do exactly this [7,8].

The intervening 50 years have shown that the vast majority of bacteria
present in the environment are ‘‘uncultivable’’ [9]. By uncultivable we mean
that under standard laboratory conditions these organisms will not grow and are
therefore unavailable for screening. This is particularly important among the soil
bacteria, where less than 1% from a given soil sample appear to be cultivable.
This implies that there is the potential for a 100-fold increase in microbial and
molecular diversity, if the biosynthetic potential present in uncultivable organ-
isms could be accessed (Table 1).

The tools necessary to exploit these potential sources of diversity have been
developed in the fields of molecular biology and microbial genetics. It is a matter
of routine to clone and heterologously express genes. In fact, enzymes of entire
pathways have been cloned and heterologously expressed. Thus, the genes from
a variety of pathways can be combined, cloned, and expressed in a host organism.
This is equivalent to combining biosynthetic enzymes from a variety of biosyn-
thetic pathways and has the potential of allowing these biosynthetic enzymes
to modify substrates that are not their natural ones. Additionally, genes from
uncultivable organisms can be cloned and heterologously expressed, resulting,
paradoxically, in the production of natural products from hosts that can not be
cultivated. The application of modern genetic techniques to the field of natural
products drug discovery has the potential to revolutionize the field [7,8].



Table 1 Estimated Percentage of
Cultivable Microorganisms from Selected
Environmental Samples

Habitat Cultivability

Seawater 0.001–0.1
Freshwater 0.2
Mesotrophic lake 0.01–1
Unpolluted estuarine waters 0.1–3
Activated sludge 1–15
Sediments 0.2
Soil 0.3

Source: Ref. 9.

II. MOLECULAR BIOLOGY AND HIGH-THROUGHPUT
SCREENING (HTS)

Modern molecular biology has significantly changed the practice of natural prod-
ucts drug discovery through the introduction of high-throughput screening (HTS).
Genetic manipulation is routinely employed to provide defined molecular and
cell-based assay targets. These targets can be produced cheaply and in such abun-
dance that it is possible to engage in HTS. If an assay is dependent upon a difficult
to isolate enzyme, then one need only clone and overexpress the DNA that en-
codes the enzyme of interest to render the once precious enzyme quite abundant.
It is now a matter of routine to generate essentially unlimited amounts of desired
enzymes, receptors, and other screening targets in isolated molecular form or in
an engineered cellular environment for HTS.

Over the past 15 years, the field of molecular biology has dramatically
advanced our genetic, molecular, and biochemical understanding of natural prod-
uct biosynthesis. The approaches described in this chapter embrace and apply
these advances to the field of natural products drug discovery. This new approach
to natural products discovery is called combinatorial biology [7,8]. In this pro-
cess, new sets of biosynthetic genes are generated by deliberately ‘‘shuffling’’
genes from distinct biosynthetic pathways. In addition, it is now possible to obtain
biosynthetic genes from previously inaccessible microbial sources, such as uncul-
tivable organisms or symbionts. These gene sets are cloned and heterologously
expressed to yield libraries of recombinant organisms bearing novel sets of bio-
synthetic enzymes. This genetic process is called combinatorial biology. Comple-
mented by an integrated bioassay system to identify and isolate recombinant
clones efficiently, we can produce natural products with a wide range of biologi-
cal activities and a high probability of structural novelty.



III. COMBINATORIAL BIOLOGY

As previously mentioned, Streptomyces and other actinomycetes produce an
amazing variety of natural product structures with remarkable structural diversity
and a broad array of important biological activities. Numerous actinomycete-
derived natural product drugs have been successfully developed over the past 50
years and are currently in use as human and veterinary pharmaceuticals. Since
the actinomycetes are a closely related group of filamentous bacteria, it is very
likely that genes from actinomycetes will be expressed in heterologous actinomy-
cete hosts. Given this and the importance of actinomycete-derived natural prod-
ucts in pharmaceutical discovery, our initial combinatorial biology efforts are
focused on actinomycetes to capitalize upon the growing understanding of actino-
mycetes and to harness their tremendous biosynthetic diversity and potential.

A. Molecular Genetics and Biochemistry of Natural
Product Biosynthesis

Cubist’s combinatorial biology technology involves genetic manipulation of ge-
nomic DNA from microorganisms that synthesize natural products. The starting
collection of microorganisms can include fully characterized microbial isolates,
partially characterized or uncharacterized collections, or DNA isolated directly
from marine or terrestrial environments [7]. In order to understand the essential
concept of combinatorial biology, some basic molecular genetic features of natu-
ral product biosynthesis must be appreciated.

An essential general characteristic of the natural product biosynthetic path-
ways in bacteria that facilitates combinatorial biology is the clustering of genes
that provide all genetic instructions for production of the specific metabolite
(Fig. 2) [10,11]. A typical natural product biosynthetic pathway is comprised of

Figure 2 Natural product biosynthetic gene clusters.



5 to 100 linked genes (or more, depending on the complexity of the molecule) that
together regulate expression and encode the biosynthetic enzymes responsible for
natural product assembly and structural modification. In addition, natural product
gene clusters include one or more genes that encode enzymes for cellular self-
protection and extracellular drug transport. Typically, a complete pathway in-
cludes a cluster of genes encompassing 20–150 kilobases (kb). In actinomycetes,
such as Streptomyces, the typical genome is about 8 megabases [12,13]. For
combinatorial biology to successfully generate novel natural products, it must
be possible to transfer efficiently rather large segments of DNA (�40 kb) from
natural product-generating donor microorganisms into an appropriate engi-
neered expression host. That is an essential aspect of Cubist’s technological
proficiency [7].

B. Combinatorial Biology: General Features of a New
Drug Discovery Technology

Combinatorial biology is a proprietary leading edge drug discovery technology
that was developed recently from advances made in molecular genetic manipula-
tion and enzymology of natural product biosynthesis in actinomycetes, fungi,
and other microbial systems [14]. This technology involves transfer of metabolic
pathways from natural secondary metabolite-producing microorganisms (e.g.,
Streptomyces, Micromonspora, Actinomodura) to an engineered host (e.g., S.
lividans) that allows control over timing and level of expression of natural product
biosynthetic genes [7].

There are several ways that new natural products are created by combinato-
rial biology approaches. (1) It is now possible to transfer entire metabolic path-
ways from a donor strain to an engineered host using diverse molecular genetic
tools (e.g., mobilizable vectors) [14]. This process allows a single pathway to be
isolated and manipulated genetically to create libraries of recombinants capable
of producing modified forms of a particular natural product. (2) Transfer of meta-
bolic pathways from a natural donor strain to an engineered host can lead to
expression of ‘‘silent’’ pathways that are not normally expressed under the cul-
ture conditions used to grow the donor strain [14]. Thus combinatorial biology
can harness previously undetected metabolic pathways that result in discovery
of new natural products. (3) Cubist has developed proprietary technology that
involves efficient reassembly or ‘‘shuffling’’ of natural product biosynthetic path-
way genes in a process of ‘‘combinatorial pathway’’ construction [7].

C. Combinatorial Biology Technology

The starting point for library construction is high molecular weight genomic DNA
isolated from cultured donor strains or directly from the environment. Once geno-



mic DNA is isolated and suitably prepared, it is used to create two basic types
of libraries. The first type of library, the natural pathway library (Fig. 3), provides
metabolic pathways wherein the genes that comprise the pathway have their na-
tive linear configuration. This allows production of the same or similar molecules
prescribed in the original donor strain [7]. Natural pathway library clones provide
rapid access to the desired biosynthetic gene cluster and an immediate strategy
for construction of ‘‘biased’’ combinatorial libraries and for screening such li-
braries using an engineered Streptomyces expression host in conjunction with
the macrodroplet screening system (Fig. 3). The second type of library involves
prior enrichment for DNA that contains natural product biosynthetic genes, fol-
lowed by ‘‘shuffling’’ of the genes associated with donor biosynthetic pathways
in a process that mimics natural processes of genetic recombination [7]. In both
library construction approaches, DNA specifying production of natural products
is introduced into an expression vector and transferred through conjugation or
transformation into an appropriate host that provides effective production of
natural products. The recombinant microorganisms created in this way can be
screened directly by encapsulation in a gel macrodroplet that contains a target
organism or reporter-based assay system. The integration of combinatorial biol-
ogy expression libraries and HTS relieves a significant bottleneck in the natural
product drug discovery process (Figs. 3, 4).

In addition to the examples of combinatorial biology library formats de-
scribed above, other approaches for the discovery of novel natural products are
available. An important example involves generation of ‘‘biased’’ combinatorial
libraries (Fig. 5) [8]. In this library format, a selected group of microorganisms is
chosen for their specific ability to produce an important class of natural products.
Through genetic manipulation, a library of recombinant microorganisms is gener-
ated that produce variously modified forms of the particular natural product chem-
otype. This approach is the recombinant version of enzymatic biotransformation
and akin to medicinal chemistry on a known pharmacophore. However, since
libraries are efficiently generated and screened in an engineered, characterized
expression host, new natural products may be discovered more quickly and sub-
jected to immediate fermentation scale-up once a promising lead has been discov-
ered (Fig. 5).

D. Vector Systems for Expression of Natural Products

Combinatorial biology technology development programs involve construction
of advanced molecular and genetic tools that provide increasingly efficient access
to natural products for different donor and expression host systems. Toward this,
two basic types of vector expression systems that accommodate a broad size
range of DNA fragments to be cloned, mobilized, and expressed have been devel-
oped for several systems. One type of vector expression system includes shuttle



Figure 3 Natural pathway library construction.



Figure 4 Combinatorial pathway library construction.



Figure 5 Combinatorial pathway biased library for lead optimization and ‘‘biological
medicinal chemistry.’’

cosmids. These allow efficient cloning of up to 50-kb fragments of DNA from
a diverse range of microbes. These vectors have the capability to be mobilized
(via interspecies conjugation), from E. coli directly into a broad range of potential
expression hosts, and many are designed for efficient integration within the host
chromosome. This strategy is being pursued in order to enhance long-term genetic
stability of the cloned biosynthetic pathways. This capability is particularly im-
portant when high-level production of a combinatorial biology-derived natural
product is required.

A second type of vector expression system derived from bacterial artificial
chromosome (BAC)-based plasmids is a key combinatorial biology genetic tool
[15]. These vectors are designed for cloning of DNA fragments greter than 120
kb. This feature is important because many complex natural product biosynthetic
pathways are large clusters of genes that cannot be accommodated on cosmids
due to the size limitation imposed by lambda packaging. Here again, flexible
features are being built in to these vectors to allow facile mobilization, gene
expression, and chromosomal integration.

E. Bacterial Expression Hosts

A critical aspect in development of the genetic toolbox for combinatorial biology
involves the use of engineered bacterial host systems for stable expression of
donor DNA containing genes for natural product biosynthesis. Engineered host
systems have been developed (or are under development) for Streptomyces liv-
idans, Streptomyces fradiae, and Myxococcus xanthus. For Streptomyces, a series
of advanced-engineered strains are being developed in which indigenous meta-
bolic pathways (e.g., actinorhodin, undecylprodigiosin for S. lividans) have been



disabled or deleted from the genome. This simplifies the potential baseline prod-
uct profile and removes competing endogenous pathways that may drain meta-
bolic flux potential away from the desired heterologous system. Further modifi-
cations to these expression hosts will include genetic manipulation of regulatory
genes involved in antibiotic production to increase yields from the heterologous
pathways [16–18].

IV. SCREENING NUMBERS

The combinatorial biology approaches described above differ significantly from
other more directed practices for pathway manipulation. The random elements
of pathway isolation and gene shuffling in combinatorial biology that allow the
merger of rare and unexpected biosynthetic capabilities also, by necessity, gener-
ate a large number of clones. To make combinatorial biology a practical method
of natural products drug discovery, a screening system that could screen large
numbers of recombinant organisms has to be developed. First, consider the num-
ber of clones that need to be screened in order to isolate a single biosynthetic
pathway in an actinomycete. This calculation is based upon the work of Clarke
and Carbon and is summarized in the equation N � ln[(1 � p)/ln(1 � (o/g)]
where N is the number of clones necessary to guarantee, with a probability of
p, that at least one of the N clones contains an intact pathway of size W cloned
into a vector whose insert size is W� an overhang of o base pairs [19]. The size
of the genome of the source organism is g. A number of cloning vectors that can
handle inserts of varying sizes have been developed. For statistical purposes p �
0.95 is considered to be acceptable, a typical overhang is 10–15 kb, and the sizes
of some sequenced biosynthetic pathways (W) are shown in Table 2. Table 3

Table 2 Size of Sequenced
Biosynthetic Pathway for
Selected Actinomycete-Derived
Natural Products

Pathway Size (kB)

Rapamycin 120
Rifamycin 95
Erythromycin 60
Methymycin 55
Narbomycin 55
Tetracyline 30

Source: Refs. 20–25.



Table 3 Number of Clones Needed to be Screened to
Insure at Least One Will Possess a Complete Biosynthetic
Pathway Based Upon the Size of the Overhang and the
Confidence Level

Overhang
(kb) p � 0.5 p � 0.75 p � 0.95

1 5500 11,000 24,000
5 1100 2,000 4,800

10 550 1,100 2,400
15 370 740 1,600
20 280 550 1,100
25 220 440 960
50 110 220 480

summarizes these values for several probabilities and overhang sizes. Typically,
between 2,000 and 3,000 clones must be screened to isolate a single pathway
from a single actionmycete, provided the cloning vector can accommodate an
insert of size W� 10–15 kb.

Early in the development and conception of combinatorial biology, it was
evident that screening would be an essential component of the technology
[7,8,26]. The preceding example quantifies this observation for a single organism.
The numbers soon become daunting, considering that a typical soil sample con-
tains hundreds or thousands of individual bacterial species. Thus, adequately to
assay a natural pathway expression library derived from a single soil sample
involves screening at least hundreds of thousands of clones. This effort will yield
the raw genetic material in the form of expressed pathways producing biologi-
cally active natural products, which in turn may be combined and manipulated
to produce combinatorial biology libraries of greater complexity. Experience has
shown the difficulty in predicting exactly how these combined pathway genes
and their resultant biosynthetic enzymes will interact. This further emphasizes
the need for efficient screening systems.

V. SCREENING OF NATURAL PRODUCTS

The potential of combinatorial biology was evaluated in a pharmaceutical discov-
ery environment [27,28] with 34 actinomycete strains. The natural products pro-
duced by each of these donor strains under defined culture conditions were well
characterized with respect to their chemical properties and biological activities.



DNA from each donor species was isolated, pooled, cloned, and transferred into
the expression host S. lividans. Both natural (vide supra) and combinatorial (vide
supra) pathway expression clones were constructed for the project. A total of
10,400 isolated combinatorial biology expression clones representing both natural
pathway (8,200 clones) and combinatorial pathway (2,200 clones) formats were
generated and screened using a traditional approach.

Each clone was screened independently and individually cultivated on a
small scale for approximately two weeks, the culture medium was extracted
with butanol, butanol solution was removed, and the resulting residue was redis-
solved in a small volume of DMSO. The resulting DMSO solution was screened
for activity in antimicrobial plate assays against a panel of eight target micro-
organisms. Of the 8,200 natural pathway clones screened 205 (2.5%) clones
produced metabolite(s) that had significant biological activity when compared
to control cultures of S. lividans harboring cloning vector without donor inserts.
Initial dereplication analysis of an early subset of natural pathway clones indi-
cated the presence of at least 5 known natural products produced by several do-
nor strains. This early result supported the original project premise for facile
heterologous expression of biosynthetic pathways in these closely related micro-
organisms.

For the combinatorial pathway format set of clones, 71 (3.2%) of 2,200
clones produced biologically active compound(s) relative to controls. Many of
the active clones from both the natural and the combinatorial pathway sets of
clones produced potentially novel natural products based upon their biological
activity profiles and chemical properties. Twenty-one natural pathway clones and
19 combinatorial pathway clones were selected for dereplication and chemical
analysis based upon specific criteria. The results from dereplication and structural
elucidation included two novel compounds, BMS-246784 and BMS-240777, a
known but unusual metabolite (BMS-246781), and two known but unusual pro-
digiosins.

The effort to screen the combinatorial biology clones for this early project
required considerable resources. The 10,400 250-mL flasks needed for the initial-
culture of this number of clones fill a space of 10 cubic meters. Furthermore,
more than 1000 liters of medium and 500 liters of butanol were required for the
primary fermentations and extractions. Butanol solvent had to be removed from
each of the 10,400 from each extraction. Considerable additional resources and
effort were required for scale-up and analysis of selected active clones.

Over the years, pharmaceutical companies have developed an encom-
passing traditional process to screen fermentation broths [28]. Of necessity, this
process reflects an expected diversity of growth and production requirements
learned from screening soil isolates composed of organisms that have distinct
inherently unpredictable biological properties. The natural products screening ap-



proach used reflected this historical experience. Combinatorial biology library
clones do not share these characteristics, as each clone is genetically identical
except for the relatively small amount of donor DNA that has been introduced.
This important property of these approaches can be taken advantage of to develop
high throughput for screening combinatorial biology library clones. At Cubist,
an encapsulation approach to primary biological activity screening was developed
to exploit the uniform growth properties and temporal production characteristics
of clones and facilitate the natural products drug discovery process. In this HTS
system recombinant expression library clones are encapsulated to generate indi-
vidual assay units that serve as culture flask, medium, and extract on a millimeter
scale.

VI. HTS USING ALGINATE MACRODROPLETS

Sodium alginate is the water-soluble salt of alginic acid, a copolymer of 1–4
linked α-d-mannuronic and β-l-guluronic acids, which are extracted from vari-
ous seaweeds. Sodium alginate solutions have the desirable property of gelling
upon contact with divalent cations, such as Ca2� [26,29]. Ca-alginate has been
used as a convenient means of encapsulating cells and enzymes. The physical
properties, such as gel strength and porosity, can be controlled by appropriate
formulation of the starting alginate solution and the choice and concentration of
Ca2�.

Ca-alginate gel spheres were used in the screening program. The spheres,
called macrodroplets, are formulated by adding sodium alginate to a solution
containing growth medium and then adding this formulation dropwise to a solu-
tion containing Ca ions. The slightly viscous Na-alginate/medium solution be-
comes a solid gel upon contact with Ca2� (Fig. 6). The macrodroplets are quite
firm, yet they are permeable to atmospheric oxygen, small molecules, and pro-
teins according to the pore size of the gel. Permeability is primarily determined
by the alginate concentration. In practice, a 1% Na-alginate solution is permeable
to all essential medium components.

In order to encapsulate actinomycete cells, actinomycete cells are added in
the form of spores, protoplasts (cells enzymatically treated to remove cell walls),
or mycelial fragments to an alginate solution containing growth medium [30].
The alginate solution and cells are thoroughly mixed to ensure a uniform cell
suspension. This cell suspension is placed in a reservoir and extruded through
an appropriately sized orifice. The cellular suspension leaves the orifice in the
shape of a teardrop and becomes spherical as it falls. Upon contact with the
solution of calcium ions, the suspension instantly gels to form a rigid sphere that
gently encapsulates the cells and retains their viability.



Figure 6 Formation of macrodroplets.

A. Development of Macrodroplet Bioassays

A wide variety of cells, among them mammalian, fungal, bacterial, and actinomy-
cete, were encapsulated. All remain viable after encapsulation, so that this ap-
proach is useful for a wide range of bioassay applications. The precise formula-
tion, diameter, and configuration of macrodroplets vary and are dependent upon
the desired bioassay. The number of cells encapsulated within an individual ma-
crodroplet is determined by the initial density of the cell suspension and the
volume of the generated macrodroplet. Though various size macrodroplets can
be generated, those in the range of 2 to 4 mm in diameter are found to be the
most useful. After sieving to remove them from the CaCl2 solution, the macro-
droplets are placed on a grid in a plastic tray to separate them from one another.
The tray is placed in a humid incubator at an appropriate temperature for an
empirically determined length of time (Fig. 7). For actinomycete combinatorial
biology library clones, a 10 to 14 day incubation period at 30°C is typically
used. During this time, the actinomycetes grow into fully developed colonies and
produce natural products. Importantly, natural products produced by the encapsu-
lated colonies accumulate and are retained within the matrix of the macrodroplet.



Figure 7 Time course of growth for Streptomyces lividans in macrodroplets (diameter
1.5 mm) from initial encapsulation to 1 week (right to left, bottom to top).

The macrodroplet screening system is a remarkably flexible assay format,
and three specific formats were tested. The plate assay format involves placing
a number of macrodroplets, which encapsulate 1 or 2 actinomycete clones, on a
plate. The clones are allowed to ferment and grow for a period of 7 to 14 days.
After the fermentation period, the entire plate is overlaid with soft nutrient agar
that contains the desired assay organism (Fig. 8). In the double encapsulation
format, macrodroplets containing actinomycete clones are fermented in the same
way as the plate assay (Fig. 8). Once the fermentation period has passed, the
macrodroplets are encapsulated in a second layer of Ca-alginate that contains
the desired assay organism. In this way the assay lawn is wrapped around the
macrodroplet. The third format is coencapsulation, where we take the actinomy-
cete clone and encapsulate it in a macrodroplet with the assay organism (Fig. 8).
In this way the macrodroplet contains the assay lawn. Examples of each of these
formats will be discussed below.

B. Uses of the Plate Assay Format

Recently we isolated the heterologously expressed genes for the tetracycline path-
way [31,32]. Genomic DNA was prepared from Streptomyces avellaneus, an acti-



Figure 8 Three macrodroplet assay formats.

nomycete known to produce tetracycline, to generate a cosmid library. This natu-
ral pathway library was transferred to S. lividans, and recombinant spores were
encapsulated for activity screening. The size of the tetracycline pathway is about
30 kb, and the size of the insert for vector is 40–45 kb, resulting in one producing
clone per 2,000 clones screened. Approximately 12,000 clones were screened
using the macrodroplets in a plate assay format. Each macrodroplet contained
1 or 2 clones, and about 10,000 macrodroplets were screened. About 150–200
macrodroplets were placed on each plate (9 � 13 � 2 cm), and about 60 of
these plates were used. Each plate was incubated at 30°C for 10 days in a humid
atmosphere (to prevent the macrodroplets from drying out). After this period of
fermentation, the plates of macrodroplets were overlaid with a soft nutrient agar
containing a strain of E. coli. After an overnight incubation at 37°C, the plates
were examined for the presence of clearing zones, which indicate the presence
of a clone, which produces tetracycline (Fig. 9). The plates contained 12 recombi-
nant clones that produced clearing zones. Six were selected for further analysis,
which confirmed the heterologous production of tetracycline. The isolation of
these six clones demonstrated the power of the macrodroplet approach to screen-
ing. The entire screening of 10,000 macrodroplets occupied a portion of a shelf



Figure 9 Assay plate showing clearing zone (center bottom) due to an encapsulated
clone producing tetracycline on a lawn of E. coli.

of a standard laboratory incubator, in contrast to the effort to screen the 10,400
clones from our previous combinatorial biology experiment [27,28].

Alginate encapsulation could also be used to encapsulate photocleavable
resins [33]. A resin bound penicillin V was prepared, which upon illumination
of light at 365 nm will be cleaved. This wavelength of blue light does not interfere
with normal growth of E. coli. The resin bound penicillin V in an alginate matrix
was encapsulated, and the macrodroplets were placed on lawns of E. coli prepared
in soft nutrient agar. Without illumination the lawns grew luxuriantly around the
macrodroplets. With illumination the lawns grew luxuriantly on the plates but
showed zones of clearing around the macrodroplets. The zones increased in size
as the time of illumination increased. Since the light source was directed from
above, approximately half of the resin remained unexposed to the light and re-
tained the bound antibiotics. These macrodroplets were dissolved with sodium
citrate and the resin was recovered. The resin was washed and exposed to blue
light at 365 nm, which resulted in the liberation of penicillin V as measured by
UV absorption and verified by mass spectrometry.



C. Double Encapsulation

Already formed macrodroplets can be encapsulated in a second, outer layer of
alginate. In this way a macrodroplet containing a developed actinomycete colony
can be coated with an outer layer that contains an assay organism such as E. coli
(Fig. 10). If the actinomycete produces an antibiotic, that kills E. coli, then it
will diffuse into this added outer layer and kill the E. coli. In this case, the outer
layer will remain clear. If the actinomycete does not produce an antibiotic, then
the E. coli in the outer layer will grow and the outer layer will be cloudy. This
approach is a further miniaturization of the lawn assay (Fig. 10).

An advantage of this approach is that it allows organisms with very differ-
ent growth rates to be assayed in the same macrodroplet. Double encapsulation
was used to make macrodroplets containing actinomycetes in the core and E. coli,
fungi, or mammalian cells in the second layer of alginate. Those actinomycetes in
the core of a doubly encapsulated macrodroplet that produced antifungal com-
pounds killed the fungi in the outer layer and it remained clear. In doubly encap-
sulated macrodroplets with an actinomycete in the core that produced antibiotic
compounds, the E. coli in the outer layer was killed and it remained clear. Those
actinomycetes in the core of a doubly encapsulated macrodroplet that produced
no antibiotics failed to kill fungi or E. coli and their outer layer was filled with
fungal or E. coli colonies. In principle, enzymes could also be included in the
outer layer as well. The diffusion of the antibiotic out of the macrodroplet during
the application of the second layer may limit the usefulness of this approach.
Preliminary work measuring the diffusion of tetracycline from macrodroplets en-

Figure 10 Doubly encapsulated macrodroplet.



capsulating tetracycline producing clones suggests that the amount of antibiotic
lost in the time it takes to doubly encapsulate 10,000 macrodroplets is not signifi-
cant enough to affect the assay.

D. Coencapsulation: The Screening of Chemical Libraries

Based on these results, another, less potent, antibiotic naladixic acid was bound
to the same resin and tested on E. coli lawns as described earlier. Again, the
lawns grew luxuriantly around the macrodroplets. Upon illumination, the lawns
grew luxuriantly on the plates and around the macrodroplets. Analysis of a sample
of the unilluminated naladixic acid bound resin after exposure to blue light at
365 nm showed that naladixic acid was cleaved from the resin in relation to the
length of exposure to the light. Clearly, the concentration of naladixic acid was
insufficient to prevent the growth on the plates.

Instead of encapsulating the antibiotic bound resin in alginate and then
placing in on an assay lawn compared with coencapsulation them in the same
alginate matrix and illuminating the resulting macrodroplet. A suspension of resin
bound naladixic acid was prepared in 1% Na-alginate in LB medium, E. coli,
and an indicator that turns blue (X-gal) in the presence of live E. coli and galac-
tose. This suspension was added dropwise into a solution of 135 mm CaCl2 in
LB broth to yield a number of calcium alginate macrodroplets which coencapsu-
lated E. coli and resin bound naladixic acid. The macrodroplets were divided
into six groups. Each group was placed on a plastic petri plate and illuminated
by light at 365 nm for varying lengths of time. Those macrodroplets illuminated
for less than 10 min turned blue, which indicated the presence of live bacteria.
Those macrodroplets illuminated for more than 15 minutes remained clear, indi-
cating that there were no live bacteria in the macrodroplet. Encapsulated E. coli
can be illuminated by this light source for 45 minutes without affecting the growth
of E. coli. This work illustrates the power of the macrodroplet as a ‘‘closed’’
assay vessel.

The possibility of coencapsulating an actinomycete and a target organism
in the same macrodroplet was investigated. In this way the macrodroplet replaces
flask, medium, extraction solvent, and assay lawn. Actinomycete colonies and
E. coli were successfully coencapsulated in the same macrodroplet. These macro-
droplets were incubated over night at 37°C and examined. Those macrodroplets
containing developed colonies that came from actinomycetes that produced anti-
biotics resulted in macrodroplets that had no E. coli colonies. Those macro-
droplets containing developed colonies of actinomycetes that produced no antibi-
otics were filled with E. coli colonies. We did analogous experiments with fungi
and obtained the same results. Unfortunately, actinomycetes are slow growing
and typically take 3 or 4 days to begin producing antibiotics, and E. coli colonies
are fully developed in the macrodroplets long before the actinomycete begins to



produce the antibiotics. This difference in growth rates makes coencapsulation
less attractive for a simple killing assay.

VII. ENCAPSULATING MACROORGANISMS

In addition to a number of microorganisms, we have encapsulated several macro-
organisms. The eggs of the commercially important insect pests Plutella xylos-
tella and Helicoverpa zea were successfully encapsulated. The sterilized eggs
were encapsulated in an alginate macrodroplet and were placed in an incubator
(Fig. 11). A similar number of unsterilized and unencapsulated eggs were placed
in the same incubator. Both groups of eggs hatched in similar numbers. This is
a clear demonstration of the potential of the macrodroplet to encapsulate macro
as well as microorganisms.

The insect eggs can be used in the coencapsulation assay format. It is not
difficult to imagine screening a combinatorial chemistry library, synthesized on

Figure 11 Growth of encapsulated Helicoverpa zea from eggs to larvae (right to left,
bottom to top).



the photocleavable resin, in the macrodroplets for compounds that are larvicidal,
inhibit hatching, or inhibit feeding. When bacteria and larvae were coencapsu-
lated in the same macrodroplet, both grew. The small molecule source in this
case is a clone, rather than a member of a chemical library. Alternately, the clone
can be part of an engineered library designed to produce proteins such as variants
of BT toxin. In this case the screen would be to look for larvae affected by
consumed bacteria, for those bacteria would be producing biologically active
protein. About 100,000 of these macrodroplets would fill only two shelves of an
incubator. This same approach can be applied to other macroorganisms in the
form of seeds or spores in an analogous manner.

Insect eggs in a plate assay format were explored by suspending the steril-
ized eggs in soft agar and overlaying this egg-containing lawn on a petri plate.
Larvae hatched at the same frequency on the lawn as those not grown on the
lawn. Now macrodroplets with actinomycete clones can be placed and one can
assay these clones for their ability to interfere with the hatching or life cycle of
an insect larva. The same could be done with a library of synthetic compounds
bound to a photocleavable resin. In principle this approach can be extended to
lawns of plant seeds.

VIII. ENCAPSULATING OTHER ORGANISMS

The three macrodroplet formats are shown to work effectively with actinomy-
cetes. Application of this approach to other ‘‘biosynthetically talented’’ organ-
isms such as fungi and myxobacteria is explored. Both are useful sources of
chemical diversity and much is known about their genetics. We have done some
preliminary combinatorial biology on both types of organisms. Since both types
are used to produce natural products through fermentation, the macrodroplet ap-
proach is adopted to screen the combinatorial clones.

To supplement the E. coli–based assay targets, encapsulation of actinomy-
cetes has been used in the plate assay format to produce zones of clearing on
lawns of fungal spores. We have used lawns of other prokaryotes in the plate
format including Staphylococcus aureus, various engineered E. coli strains, En-
terococcus faecalis, Sarcina aurantica, and Bacillus subtilis. In addition, engi-
neered mammalian cell lines were also used in the plate assay format in this way.
The macrodroplets can be used to screen clones or chemical libraries against a
range of lawns from enzymes to insects and almost anything in between.

IX. FUTURE DEVELOPMENTS IN SCREENING

Given the capacity for modern molecular genetic tools and methods to generate
recombinant DNA libraries, it was appreciated at an early stage that the efficient



practice of combinatorial biology would require the screening of large numbers
of clones. For example, a single genomic library from a single donor strain may
contain greater than 105 individual clones. In view of such sample numbers, cost,
miniaturization, and throughput become critical factors for screening technology
development. Having demonstrated the macrodroplet approach for a variety of
microbial target and producer systems, consideration of additional uses of encap-
sulated organisms in screening is of interest. From a conceptual and practical
standpoint, automation quickly becomes an important element for generating ma-
crodroplets and scoring activities. Additional applications include screening of
chemical libraries in alginate matrices and encapsulating macroorganisms such
as insect pest larvae.

Large numbers of macrodroplets of near uniform size and shape are rou-
tinely made. In manipulating these macrodroplets, a number of labor-saving de-
vices are constantly being devised, and we explore the role of automation in this
area. Macrodroplets are essentially storage spheres for any secondary metabolites
that the encapsulated organism should produce. Currently, each clone is screened
against a single target and extended to screen each against a number of targets
by the use of robotics to move plates of macrodroplets on and off different lawns
simultaneously. In this way a set of macrodroplets (between 96 and 384) is lifted
from the incubation plate, placed on an assay lawn, and allowed to stand for
between 5 and 15 minutes to allow a portion of any secondary metabolites to
diffuse out. This process can be repeated a number of times but is limited by the
amount of secondary metabolite present in the macrodroplet. In practice this can
be done for three lawns at most.

Three parameters are selected to optimize in order to obtain maximal sec-
ondary metabolite production. The simplest is to make larger macrodroplets and
determine if they hold more secondary metabolites. Then the fermentation me-
dium is optimized. Lastly, optimization of the host’s ability to produce secondary
metabolites is explored. Ideally, we would like to use each macrodroplet in eight
assays. In this way, each clone could be assayed with a number of targets, and
we could use the results to aid in dereplication. This work is in progress.

X. CONCLUSION

Cubist recognizes the essential role of screening in its practice of combinatorial
biology. Using encapsulated clones, it was shown that the process of preliminary
screening could be miniaturized dramatically. The bulk of the screening efforts
were focused in the more challenging and rewarding arena of dereplication and
structure elucidation. The near genetic uniformity of clones and the consequent
near uniform chemical background were exploited to simplify dereplication. Sim-
plification of the process of exploring natural products diversity was achieved
by streamlining and miniaturizing the initial screening and simplifying the de-



replication process through the use of clones. These methods complement the
natural products drug discovery process.
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Higher-Throughput Screening
Assays With Human Hepatocytes
for Hepatotoxicity, Metabolic
Stability, and Drug–Drug
Interaction Potential

Albert P. Li
In Vitro Technologies, Inc., Baltimore, Maryland

I. INTRODUCTION

Besides pharmacological activity, pharmacokinetic and toxicological properties
are critical to the success of a drug candidate in the clinic. As the time and
cost involved in clinical studies is substantial, it would be ideal if the human
pharmacokinetic and toxicological properties could be determined during the pre-
clinical phase of drug development. In the past, preclinical studies were predomi-
nantly performed using (nonhuman) laboratory animals as surrogates for humans,
yielding mixed results. The frequent inability of studies with laboratory animals
to predict human clinical findings is consistent with the known species differences
in pharmacological and toxicological effects of xenobiotics and is often attributed
to species differences in biotransformation [1–4].

A major factor for species differences in xenobiotic biotransformation is
the difference in drug metabolizing enzymes, especially the cytochrome P450
(CYP) isoforms [5–7]. As the liver represents the major organ for drug metabo-
lism, human liver–derived experimental systems have been used extensively for
the evaluation of human-specific drug properties. Experimental systems derived
from the liver include systems with intact viable cells (intact cell systems) such
as hepatocytes and liver slices, as well as cell-free systems such as liver homoge-



nates, postmitochondrial supernatants (S9), and microsomes. The strengths and
limitations of these different in vitro hepatic models have been reviewed recently
[8,9]. The intact cell systems, with full complements of enzymes and cofactors
at physiological levels and natural spatial orientations, should be more representa-
tive of the liver in vivo than cell-free systems with disrupted membranes and
incomplete cofactors and enzymes. The presence of the intact plasma membrane
allows for the modeling of differences between intracellular and extracellular
concentrations, potentially resulting from active uptake and excretion. Further-
more, cytotoxicity studies can be performed with the intact cells, allowing investi-
gations on toxic mechanisms, including the relationship between metabolism and
toxicity [8].

Human hepatocytes therefore represent a physiologically relevant experi-
mental model for the evaluation of liver-related human drug properties such as
hepatotoxicity, metabolism, and drug–drug interaction potential [8–11]. As rela-
tively few laboratories have access to fresh human livers for hepatocyte isolation,
human hepatocytes are not yet a universally available experimental system. Cryo-
preservation, if successful, would greatly enhance the availability of human hepa-
tocytes. For instance, hepatocytes can be routinely prepared from one laboratory
that has access to fresh human livers, stored as cryopreserved cells, and shipped
as needed to other laboratories for experimentation.

II. XENOBIOTICS AND THE HUMAN LIVER

The liver is the key organ for biotransformation of xenobiotics that enter the
human body, either intentionally (e.g., pharmaceuticals) or unintentionally (e.g.,
environmental pollutants). All blood-borne xenobiotics are firstly metabolized by
the liver, a process known as first-pass metabolism. The major consequence of
the metabolic transformation is the formation of water-soluble metabolites that
are removed from the body. In general, the xenobiotic is firstly oxidized (phase
I metabolism) and then conjugated to highly polar molecules such as glucose,
sulfate, cysteine, and glutathione (phase II metabolism). The highly polar metabo-
lites are then transported directly from the hepatocytes into the biliary canaliculi
(phase III metabolism) to be excreted as bile, or are released back into the blood-
stream to be excreted into the urine via the kidneys. In the intestine, the metabo-
lites may be deconjugated by gut bacterial flora and reabsorbed, leading to a
repeat of the metabolic processes (enterohepatic recirculation). The sequential
oxidation–conjugation of xenobiotics is commonly known as metabolic detoxi-
fication, a process that should rid the body of xenobiotic toxicants. However, it
is now also known that many innocuous chemicals can be metabolically ‘‘acti-
vated’’ into highly reactive metabolites with toxicological consequences. The



liver, being the organ where this metabolic ‘‘activation’’ occurs, is therefore
often the target organ of chemical toxicants.

The major enzymes for biotransformation pathways, phase I oxidation and
phase II conjugation, are present in the liver in significant amounts. It is now
known that human drug metabolizing enzymes, especially those related to CYPs,
can be substantially different from those for nonhuman animals. This species
difference in xenobiotic metabolism is one of the major reasons that results from
laboratory animals may not be directly applicable to man. Human hepatocytes,
which contain most of the drug-metabolizing enzymes present in the human
liver, represent an experimental system with which human-specific drug metab-
olism can be studied. The key CYP isoforms in human liver include CYP1A2,
CYP2A6, CYP2C9, CYP2C19, CYP2D6, CYP2E1, and CYP3A4. Of these iso-
forms, CYP3A4 is the isoform present in the highest quantity and is believed to
catalyze a large number of xenobiotics [12]. It is generally believed that over
50% of current human pharmaceuticals are substrates of CYP3A4.

III. ISOLATION AND CULTURING OF
HUMAN HEPATOCYTES

The liver is estimated to be approximately 2.6% of the human body weight, con-
sisting of both parenchymal and nonparenchymal cells. The parenchymal cells,
commonly known as hepatocytes, comprise the majority of cells of the liver (ap-
prox. 60% by cell number and 80% by weight). These cells are the major sites
of xenobiotic metabolism and often are the cells injured by chemical toxicants.
The nonparenchymal cells include the endothelial cells, which line the sinusoidal
space; kupffer cells, which are the stationary macrophages believed to be respon-
sible for the scavenging of endotoxins, and lipocytes or Ito cells, which normally
serve as vitamin A storing cells but upon liver injury differentiate into collagen-
producing and rapidly proliferating fibroblasts, leading to fibrosis and, upon
chronic injury, cirrhosis. Endothelial cells and kupffer cells are also cytokine-
producing cells believed to play major roles in both the regeneration of the liver
and the progression of liver diseases.

Procedures for the isolation of human hepatocytes are well established and
are not significantly different from those used to isolate hepatocytes from labora-
tory animals. The major difficulty is the availability of fresh human livers to
allow hepatocyte isolation. Liver is treated by a two-step collagenase digestion
procedure that has been previously reported in detail [13]. The entire lobe or a
three-side encapsulated liver segment is perfused with an EGTA-containing iso-
tonic solution at physiological pH (pH 7.2–7.5) to clear the blood. The EGTA
serves to bind divalent ions and thereby prevent clotting. Also, EGTA loosens



cell junctions to facilitate the subsequent enzyme digestion step. After the first
perfusion, the relatively blood-free liver segment is then perfused with a collage-
nase solution for cell dissociation. After dissociation, the digested liver is dis-
sected and agitated or combed to release the dissociated cells. The fibrous connec-
tive tissue is separated from the dissociated cells by filtering through either a
nylon screen or gauze. The hepatocytes can be harvested by low speed centrifuga-
tion (50 � g). Most of the nonparenchymal cells stay in the supernatant. If neces-
sary, the viable hepatocytes can be further purified from nonviable hepatocytes
and the nonparenchymal cells by density gradient sedimentation.

The critical factors for successful isolation of human hepatocytes are the
condition of the human liver, the collagenase employed, and the length of diges-
tion. In general, the longer the length of cold storage and the higher the fat content
of a liver, the lower the hepatocyte yield and viability. A liver that has a storage
duration of less than 24 hr with a fat content of less than 50% is preferred. It is
important to select a lot of collagenase that is not cytotoxic to human hepatocytes.
However, this has become less of a problem since commercially available colla-
genase now is in general noncytotoxic to human hepatocytes. The timing of the
digestion is critical. Both under- and overdigestion would compromise the yield
and viability of hepatocytes. In general, the viability of the isolated hepatocytes
is over 80%. The yield of hepatocytes is approximately 10 million cells per gram
of human liver. For instance, liver biopsies weighing 10 g would yield approxi-
mately 100 million viable hepatocytes. A large segment of human liver weighing
500 g would yield approximately 5 billion viable hepatocytes. In Vitro Technolo-
gies Inc. is routinely able to procure relatively large liver segments that yield 5–
20 billion hepatocytes per isolation. This high yield of human hepatocytes is one
of the major motivating forces for the optimization of cryopreservation proce-
dures (described below).

After isolation, human hepatocytes can be used as a suspension culture for
short-duration (hours) studies or as attached cultures for longer term (days or
weeks) studies. In suspension, hepatocytes would rapidly loose viability: usually
50% after approximately 12 hr and over 90% after 24 hr. As adherent cultures,
hepatocytes remain viable for weeks. Most investigators culture hepatocytes on
collagen-coated surfaces. While basement membrane extract (e.g., Matrigel) can
be used to prolong the maintenance of differentiated properties for rat hepato-
cytes, it appears to have fewer effects on human hepatocytes than on rodent
hepatocytes. When cultured on collagen-coated substratum, hepatocytes exhibit
an epithelial morphology with prominent nuclei. The hepatocytes are often binu-
cleated. When cultured as confluent cultures or couplets, bile canaliculi can be
observed between hepatocytes. On Matrigel the cells remain rounded. Overlaying
hepatocytes attached on collagen with either collagen (collagen–gel sandwich)
or Matrigel is believed to maintain the liver functions of hepatocytes. Though



in earlier studies hepatocytes cultured on collagen were used, the collagen–gel
overlaying procedure is now routinely used [18].

IV. CRYOPRESERVATION OF HUMAN HEPATOCYTES

For obvious reasons, cryopreservation can significantly enhance the convenience
and ease of experimentation with human hepatocytes. During the past decades,
it was generally concluded that cryopreservation of hepatocytes was possible but
not reproducible. In earlier days, it was generally believed that rodent hepatocytes
were quite easily cryopreserved while human hepatocytes were more challenging.
Now we believe that it is just a matter of the quality of the hepatocytes. Human
hepatocytes isolated from fresh (less than 24 hr post-clamp time) livers can be
cryopreserved as well as hepatocytes from nonhuman animals. DMSO is the most
frequently used cryopreservant [14,15]. Frequently, after cryopreservation, viabil-
ity based on trypan blue exclusion remains high and the cells are metabolically
active as suspension cultures [16–18]. However, in general only a small percentage
(� 50%) of the cells attach, and in some cases the cells initially attach and detach
after overnight culturing. When the majority of the cryopreserved hepatocytes re-
main viable and able to attach after thawing, normal hepatocyte functions appar-
ently are retained. The functions retained include metabolic activation of promuta-
gens [14] and response to CYP inducers [17]. Efforts are underway in our laboratory
to improve the attachment efficiency of cryopreserved human hepatocytes.

For cryopreserved human hepatocytes to be used routinely, the cells should
have acceptable viability and metabolic activities. The cryopreserved human he-
patocytes after thawing consistently exhibit acceptable viability, though it is
slightly lower than the values of freshly isolated hepatocytes [18]. Also the viabil-
ity and yield of viable cells are not decreased with cryopreservation durations
for 12 months and longer [18]. Storage of cryopreserved hepatocytes is only
possible in the liquid or vapor phase of liquid nitrogen, at a temperature of 
150°
C. Storage of cryopreserved hepatocytes at higher temperatures (e.g., at �70°C)
leads to a rapid decrease in viability.

The major concerns about the use of cryopreserved hepatocytes in drug
metabolism studies are that the specific drug-metabolizing enzymes may be com-
promised by cryopreservation, and that cryopreservation may lead to the selection
of a specific subpopulation of hepatocytes that may have properties significantly
different from those of the freshly isolated hepatocytes. Results show that there
is no apparent basis for these concerns [18]. Hepatocytes isolated and cryopre-
served from multiple donors were shown to be competent in the major pathways
of drug metabolism. The major CYP isoforms (CYP1A2, CYP2A6, CYP2C9,
CYP2C19, CYP2D6, CYP2E1, and CYP3A4) as well as the phase II enzymes



Table 1 Viability and Drug-Metabolizing Enzyme Activities of Freshly Isolated (Fresh) and Cryopreserved (Cryo.) Human
Hepatocytes Isolated from 10 Donors

Viability
Lot No. Status (%) CYP1A2 CYP2A6 CYP2C9 CYP2C19 CYP2D6 CYP2E1 CYP3A4 7HC-G 7HC-S ECOD

72 Fresh 91 0.07 202 13 30.6 68 18 40 522 17 66
Cryo. 65 0.06 187 13 39.5 72 39 112 495 10 53

73 Fresh 97 0.31 119 30 30.5 54 17 59 474 14 43
Cryo. 73 0.43 95 19 21.5 42 35 93 277 16 32

74 Fresh 93 0.03 127 16 0.8 53 25 90 307 9 30
Cryo. 66 0.05 140 16 0.5 57 29 70 175 8 21

75 Fresh 96 0.01 78 21 6.3 29 114 47 316 56 56
Cryo. 85 0.02 55 25 6.0 33 150 44 235 28 40

76 Fresh 86 1.31 25 23 16.0 42 152 32 513 33 70
Cryo. 71 1.49 24 17 20.0 46 300 45 380 27 67

77 Fresh 96 0.20 62 23 2.4 42 8 101 517 53 33
Cryo. 56 0.22 74 20 2.2 36 11 90 388 25 24

78 Fresh 97 0.31 119 30 31.0 54 17 59 474 14 43
Cryo. 71 0.50 99 19 24.0 48 31 100 314 8 31

79 Fresh 96 0.03 185 47 9.1 49 122 — 315 109 85
Cryo. 76 0.04 175 69 9.4 51 156 — 265 140 79

80 Fresh 87 0.03 28 15 — 12 233 25 171 44 64
Cryo. 71 0.01 56 8 — 16 502 24 137 41 70

Mean Fresh 93 0.26 105 24 15.8 45 78 57 401 39 54
Cryo. 70 0.31 101 23 15.4 45 139 72 296 34 46

(Cryo./Fr) 75.57 122.61 96 94 97.1 100 178 128 74 87 85.10

Results of 10 sequential isolations are shown. Viability was determined based on trypan blue exclusion. Enzyme activities were CYP1A2, ethoxyresorufin
O-deethylation; 2A6, coumarin 7-hydroxylation, 2C9, tolbutamide 4-hydroxylation; 2C19, mephenytoin 4-hydroxylation; 2D6, dextromethorphan O-demeth-
ylation; 3A4, testosterone 6β-hydroxylation; UDPGT, umbelliferone glucuronidation; ST, umbelliferone sulfation; ECOD, 7-ethoxycoumarin-O-deethylation.
Activity units are pmol/min/106 viable hepatocytes.



UDPGT and ST are present in cryopreserved human hepatocytes. No consistent
differences in activities were found between freshly isolated and cryopreserved
hepatocytes (Table 1). The major drug-metabolizing pathways were not signifi-
cantly altered due to cryopreservation, which supports the validity of cryopreserved
human hepatocytes as an experimental system for drug metabolism studies.

V. APPLICATIONS OF HUMAN HEPATOCYTES IN
DRUG METABOLISM

A. Advantages of Primary Hepatocytes in
Drug Metabolism

Hepatocytes represent a physiologically-relevant experimental model of the liver
because of the following properties:

1. Physiological Enzyme, Cofactor, and
Substrate Concentrations

Freshly isolated hepatocytes contain complete, undisrupted enzymes and cofac-
tors at the same level as the liver in vivo, therefore allowing the generation of
data similar to hepatic metabolism in vivo.

2. Relevant Drug Concentrations

Hepatocytes in culture retain active uptake as well as biliary excretion similar
to hepatocytes in the liver in vivo. Drugs that are bioaccumulated will have a
higher intrahepatocyte concentration than plasma concentration, or be actively
excreted, and will therefore have a lower intrahepatocyte concentration than
plasma concentration would behave similarly in cultured hepatocytes. For these
drugs that have differential plasma and intracellular concentrations, values critical
to in vitro–in vivo extrapolation of drug–drug interaction, e.g., Ki values, derived
from hepatocytes, would be more relevant to those obtained with microsomes.

3. Inducible CYP

CYP inhibition and induction are the two major mechanisms of drug–drug inter-
actions. While CYP inhibition can be studied with microsomes and hepatocytes,
CYP induction can only be studied in a living cell, i.e., hepatocytes. Induction
protocols for CYP induction, especially for CYP1A and 3A, are well established
[19–21]. Known human in vivo inducers such as rifampin, phenobarbital, and
phenytoin are all potent CYP inducers in primary human hepatocytes. Hepato-
cytes in culture appear to retain species-specific response to CYP inducers. For
instance, rifampin, a potent CYP3A inducer for humans in vivo, induces CYP3A4
in human hepatocytes but not in rat hepatocytes. On the other hand, dexametha-



sone is significantly more potent in the induction of CYP3A in rat hepatocytes
than in human hepatocytes [22].

B. Limitations of Primary Hepatocytes

The limitations of the use of human hepatocytes are in general related to the use
of freshly isolated hepatocytes and can be overcome by the use of cryopreserved
cells. The use of isolated hepatocytes suffers disadvantages of all in vitro systems:
lack of host factors.

1. Limited Availability

The major limitation of primary human hepatocytes is that viable hepatocytes
can only be obtained from relatively fresh human livers, usually within 24 hr
after liver isolation. Human hepatocytes can be prepared in a laboratory that has
access to human livers, cryopreserved and then transported to other laboratories
for experimentation. However, freshly isolated hepatocytes are still required for
enzyme induction studies.

2. Limited Storage Options

Freshly isolated hepatocytes contain metabolism activities similar to the liver. After
culturing, due to the lack of endogenous CYP inducers, the activity of the inducible
isozymes such as 1A and 3A would decrease. While cultured hepatocytes are useful
for induction studies, only freshly isolated hepatocytes or cryopreserved hepato-
cytes are appropriate for the evaluation of metabolite profile and metabolic rate.

Because of intact cell properties, at least theoretically, the use of hepatocytes
should provide data more reflective of the in vivo data than cell-free systems such
as microsomes. After reviewing literature values of in vivo metabolic clearance data
and intrinsic clearance obtained using different in vitro hepatic systems, Houston
concluded that the best correlation with in vivo data was made using hepatocytes,
followed by liver slices, and then by liver microsomes [23]. Hepatocytes performed
better than liver slices, probably because of the artefactual presence of cell barrier
due to the multiple cell layers in the liver slices. The importance of the use of intact
cells is illustrated by the fact that both hepatocytes and liver slices perform better
than liver microsomes in the prediction of intrinsic clearance.

C. Sex and Species Differences in Drug Metabolism
in Hepatocytes

The validity of hepatocyte as a metabolic model is further substantiated by studies
on specific chemicals with known in vivo sex and species differences in metabo-
lism. In general, results with hepatocytes are consistent with in vivo results. Am-
phetamine (AMP) is metabolized by the liver into two major metabolites: para-
hydroxyamphetamine (pHA) via aromatic hydroxylation, and benzoic acid (BA)



via oxidative deamination. Species differences in AMP metabolism have been
established in vivo. The rate of metabolism is rabbit � rat � monkey � human.
In the rat, aromatic hydroxylation leading to pHA is the major pathway, while
in all other species, side chain oxidation leading to BA is the predominant path-
way. The results on AMP in primary hepatocytes from rat, rabbit, rhesus monkey,
and human also showed species differences in both rate of metabolism and path-
way preference, as with the in vivo observations [8].

Both sex and species differences in phase II metabolism found in vivo are
also reproduced by primary hepatocytes. In rodents, sex differences in hepatocyte
metabolism of acetaminophen (AAP) are known. The male rat has higher AAP
sulfotransferase activity than the female rat. The difference is believed to be a
result of the stimulatory influence of testosterone and the suppressive effect of
estrogen on one of the two AAP sulfotransferases. Upon AAP administration,
the male rat excretes more AAP sulfate conjugate and less AAP glucuronide
conjugate than the female rat. Both male and female humans excrete more gluc-
uronide than sulfate. Primary hepatocyte cultures from male and female human
and rat were found to reproduce accurately the known sex and species differences
[24,25]. Female rat hepatocytes produced similar quantities of glucuronide and
sulfate from AAP, while male rat hepatocytes produced predominantly more of
the sulfate than the glucuronide. Increasing AAP concentration led to increases
in glucuronide formation, while sulfate formation plateaued, suggesting the early
saturation of the sulfation pathway, which is a well-established phenomenon in
vivo [24]. In humans, this sex difference is not observed in vivo nor in cultured
hepatocytes. When male and female patients were administered AAP before ab-
dominal surgery, urine AAP metabolites were compared to metabolite generated
from hepatocytes from the same patients. Similar results were observed both in
vivo and in vitro; AAP glucuronidation predominated over AAP sulfation with
no sex differences [25.]

VI. APPLICATION OF HUMAN HEPATOCYTES IN THE
EVALUATION OF DRUG–DRUG INTERACTIONS

A. Mechanism and Clinical Significance of
Pharmacokinetic Drug–Drug Interactions

Multiple drug therapy is widely practiced either to treat a medical disorder or to
treat several concurrently existing ailments in the same patient. It is now known
that drugs may interact, resulting in serious pharmacological and/or toxicological
consequences. Drugs interact mainly by a phenomenon known as pharmacoki-
netic drug–drug interactions—alteration of the metabolic clearance of a drug by
a coadministered drug. While pharmacokinetic drug–drug interactions can occur
during absorption, metabolism, disposition, and elimination phases after initial
drug administration, interference with drug metabolism appears to be the predom-



inant mechanism. The interference can occur via inhibition or induction of the
metabolism of one drug by a coadministered drug. Both mechanisms of pharma-
cokinetic drug–drug interactions can have serious clinical consequences.

Inhibition of drug metabolism results in an increase in plasma/tissue drug
concentration, which, especially for drugs with a narrow therapeutic index, can
lead to toxicity. Pharmacokinetic drug–drug interactions via the inhibitory mech-
anism therefore are a safety concern. A well-established example of drug–drug
interaction via an inhibitory mechanism is the occurrence of torsades de pointes
ventricular arrhythmia in patients receiving concomitant therapy with the nonse-
dating antihistamine terfenadine and azole antifungals such as ketoconazole, itra-
conazole, clotrimazole, and macrolide antibiotics such as erythromycin [26,27].
Terfenadine is believed to be metabolized by CYP3A4 [28]. The adverse drug
interactions observed with terfenadine are related to the inhibition of its metabo-
lism by the coadministered drugs, leading to the accumulation of parent terfena-
dine to a cardiotoxic level [29].

Conversely, induction of drug metabolism can result in a decrease in drug
concentration to a level that is no longer efficacious. A significant drug–drug
interaction via an induction mechanism is the interaction between rifampin and
oral contraceptives [30–32]. Rifampin is an antimicrobial agent that is a known
inducer of CYP3A4 in human [33] and in human hepatocytes [12,19–21]. The
key active ingredients of oral contraceptives, estrogen and progesterone analogs,
are substrates of CYP3A4 [34]. Rifampin administration was found to lead to
uterine bleeding and pregnancies in women taking oral contraceptives, which is
believed to be due to the enhanced clearance of the active ingredients [35]. Be-
sides oral contraceptives, rifampin also was reported to decrease the therapeutic
effects and/or plasma concentration of other drugs, including verapamil [36],
cyclosporin [37], doxycycline [38,39], itraconazole [40], prednisolone [41], and
zidovudine [42]. While drug–drug interaction due to enzyme inhibition is a safety
concern, therapeutic failure is the major concern for drug–drug interaction due
to enzyme induction.

B. Mechanism-Based Approaches to the Evaluation of
Drug–Drug Interactions

In the past, drug–drug interaction potential for specific drugs was discovered
only because of the occurrence of adverse reactions in patients. It would be more
prudent to evaluate the drug–drug interaction potential of new drugs before the
drugs were used in humans. As it would be impossible to evaluate the potential
interaction of a new drug with all existing drugs, a more practical approach is to
define the drug–drug interaction potential of the new drug based on mechanistic
evaluations [9], followed by clinical trials specifically designed to further define
the mechanistic observations.

The key mechanism of pharmacokinetic drug–drug interactions is the abil-



ity of one drug to affect the metabolism of another drug. This can be due to
inhibition or induction of the drug-metabolizing enzymes. At present, emphasis
is placed on the induction and inhibition of CYP isoforms.

1. CYP Induction

Primary human hepatocytes represent the most relevant in vitro human system
in which pharmacokinetic drug–drug interactions can be studied via the induction
mechanism. Microsomes are nonliving, so induction studies are not possible. The
viability of liver slices cannot be maintained for the duration (usually over 48
hr) that is required for induction.

Induction of CYP1A by polybrominated biphenyl in primary human and
rat hepatocytes showed that the rat is the more sensitive species [43]. A 10–
1000-fold higher concentration of the inducer found to be inducing in rat hepato-
cytes was required to induce human hepatocytes, which suggests that human
hepatocytes are similarly less susceptible to the induction effects of polybromi-
nated biphenyl.

Using primary human hepatocytes, the effects of rifampin, a known CYP3A
inducer, on lidocaine, a known CYP3A substrate metabolism, have been reported
[44]. Treatment of primary human hepatocytes with rifampin led to a significant
dose-dependent induction of lidocaine metabolism. There was a significant in-
crease in Vmax with little effect in Km, an observation consistent with increased
expression of the CYP3A isozyme protein rather than a change in affinity for
the substrate. These results suggest that the dosage of lidocaine administration
to patients on rifampin should be altered from that designed for normal patients.
In a CYP induction assay using primary human hepatocyte cultures to evaluate
the rifamycin analogs rifampin, rifapentine, and rifabutin, it was found that rifam-
pin and rifapentine were more potent inducers of CYP3A than rifabutin, a finding
that reflects what was observed in humans in vivo [21]. This assay has been
extended to evaluate all CYP isoforms.

2. CYP Inhibition

Human hepatic microsomes are most frequently used as an experimental model to
evaluate the inhibitory mechanism of drug–drug interactions. The most effective
application is to use isozyme-specific inhibitors to determine which CYP iso-
zymes are responsible for drug metabolism. The principle is that drugs metabo-
lized by the same isozymes would have inhibitory effects on the metabolism
of each other. Primary hepatocytes represent an experimental system that can
substantiate findings with microsomes. For a drug to inhibit the metabolism of
another drug, it needs to be present in the hepatocytes in vivo. The intracellular
concentration is dependent on both membrane permeability and the activity of
the multiple drug resistance protein that actively pumps xenobiotics out of the



hepatocytes. It is therefore necessary to confirm findings in microsomes with an
intact cell system such as hepatocytes and liver slices.

Terfenadine has been associated with several adverse drug interactions. The
metabolism of terfenadine was studied using primary human and rat hepatocytes
and compared with results from an immortalized cell line, HepG2 [11,19]. While
all the three-cell systems extensively metabolize terfenadine, human hepatocytes
were found to produce both C-oxidation and N-dealkylation products. Rat hepato-
cytes and HepG2 cells produce only C-oxidation products. Further, the known
inhibitors of CYP3A, the isozyme believed to be mainly responsible for terfena-
dine metabolism: ketoconazole, erythromycin, and troleandomycin, inhibited ter-
fenadine metabolism in human but not in rat hepatocytes. These results suggest
that primary human hepatocytes represent a more appropriate experimental model
than rat hepatocytes or HepG2 cells for the evaluation of drug–drug interactions
[11,18,19]. Intact human hepatocytes are now routinely used for the evaluation
of the potential of xenobiotics to inhibit CYP isoforms. Results with known CYP
inhibitors provide the expected responses. The potent and specific CYP inhibitors
for intact human hepatocytes are furafylline for CYP1A2, quinidine for CYP2D6,
and ketoconazole for CYP3A4 [18].

VII. APPLICATIONS OF HUMAN HEPATOCYTES
IN TOXICOLOGY

A. Hepatocytes as a Critical Cell Population for
Hepatotoxicity Studies

A large number of naturally occurring and man-made chemicals are hepatotoxins.
In many cases, the toxicity is a function of the metabolic conversion (bioactiva-
tion) of the parent compound into highly reactive metabolites. AAP, carbon tetra-
chloride, dimethylnitrosamine, and halothane are examples of xenobiotics that
are ‘‘bioactivated’’ by CYP mixed-function monooxygenases in the liver. Species
differences in xenobiotic metabolism are therefore important factors contributing
to the known species differences in chemical toxicity. Most of the xenobiotic
metabolic enzymes of the liver reside in the parenchymal cells or hepatocytes.
The hepatocytes therefore are usually the first cell types that are damaged upon
hepatotoxic insult. Primary hepatocytes therefore represent a useful experimental
system to evaluate acute hepatic injury. The nonparenchymal cells are important
in the progression of pathological events. For instance, inflammation of the liver
is primarily a function of the cytokine production in the endothelial cells and
kupffer cells. Hepatic fibrosis and cirrhosis are believed to be due to the ‘‘activa-
tion’’ of lipocytes to collagen-synthesizing fibroblasts.

B. Advantages and Disadvantages

In vitro toxicology, the evaluation of toxicological properties of physical and
chemical agents using isolated cells and tissues, is an area that has evolved rapidly



in the past decade. The initial purpose is to achieve the so-called 3Rs: replacement
(of whole animals); reduction (of animal use); and refinement (of toxicity assays).
Pragmatically, in vitro toxicology is mostly useful in the rapid screening of chem-
icals and in the mechanistic evaluation of toxicological phenomena. Hepatocytes
are an ideal in vitro system to evaluate hepatotoxicity. The advantages are the
retainment of species-specific metabolism, the defined experimental conditions
common to most in vitro systems, and the requirement of relatively low amount
of test materials. Molecular approaches now are often coupled with hepatocyte
culture systems for mechanistic evaluation.

The disadvantages are the lack of host factors and the lack of nonparenchy-
mal cells. Classical toxicologists are often skeptical of in vitro data, probably
due to the years of practicing toxicology as an empirical science. The common
belief among ‘‘classical’’ toxicologists is that no matter how much we know
about the in vitro properties of an agent, we still will not know what toxicological
effects, especially upon chronic exposure, it would have in an animal in vivo.
This is a true and often valid concern. The in vitro–in vivo gap can only be closed
if the in vivo toxicological mechanisms behind the toxicological consequence can
be studied using primary hepatocytes. While in vivo toxicological studies are
often performed without any prior mechanistic knowledge, the application of in
vitro systems requires a thorough understanding of the limitations of the experi-
mental system used.

While in vitro systems, as of now, cannot yet replace most critical in vivo
toxicology assays such as the chronic bioassay, they are extremely useful for
mechanistic evaluations. This is probably the most important aspect of in vitro
toxicology. Via the elucidation of mechanisms one can extrapolate from high to
low doses, from one species to another, and from acute to chronic exposure. The
importance of in vitro systems such as the primary hepatocyte culture may not
be in the prediction of human toxicity per se, but in bridging the gap between
laboratory animals and humans to allow a better prediction of human toxicity
based on whole animal data (see reviews on the application of hepatocytes in
toxicology, Refs. 8, 20, 45, and 46).

VIII. HIGHER-THROUGHPUT SCREENING (HrTS)
WITH HUMAN HEPATOCYTES

Higher-throughput screening (HrTs) and human hepatocytes are not compatible,
due to the difficulty most laboratories have in procuring human livers for re-
search. The success in cryopreservation, however, has dramatically enhanced the
availability of human hepatocytes for research. Currently, cryopreserved human
hepatocytes are commercially available. Furthermore, as cryopreserved hepato-
cytes can be used at the convenience of the investigator, HrTS with human hepa-
tocytes is now a reality. The typical protocols for HrTS assays are given below
[18].



A. Thawing of the Cryopreserved Human Hepatocytes

As the HrTS assays all require the use of cryopreserved human hepatocytes, the
procedures for thawing of the cells are described here. This thawing procedure
needs to be followed carefully, as deviations may result in lowered viability. On
the day of assay, the vials containing the cryopreserved hepatocytes are removed
from liquid nitrogen storage. The cells are thawed by gently shaking the vials in
a 37°C water bath. As soon as the contents are thawed (approx. 75–90 sec), the
vials are transferred to an ice bucket. The hepatocyte suspensions (approximately
1 mL) are then transferred into a 50 mL centrifuge tube on ice. Cold medium
(15 mL) is then added to the cell suspension slowly. After dilution, the cells are
centrifuged at 50 � g for 3 min. The resulting pellet is resuspended in 2 mL of
medium. Viability in general can be determined based on trypan blue exclusion
[13,15].

B. HrTS for Metabolic Stability

The cryopreserved human hepatocytes are resuspended in an isotonic buffer at
physiological (e.g., Krebs–Hensleit buffer) pH of 7.2–7.5 in a cell density of
2 � 106 cells/mL and seeded onto 96-well filter plates (Millipore, MultiScreen)
in a volume of 50 µL (0.1 � 106 cells). Aliquots of 50 µL of buffer containing
2X concentrations of the chemical to be tested are added to the wells preseeded
with the hepatocytes to achieve a final 1X concentration. A pragmatic endpoint
is the quantification of the disappearance of the parent chemical (a final concen-
tration between 1 and 10 µM). The plates are incubated at 37°C for 4–6 hr. At
the end of the incubation period, 100 µL of ice-cold organic solvent (methanol
or acetonitrile) is added to each well to stop the reaction. The resulting samples
are filtered by centrifugation into a recipient 96-well plate for later analysis. At
present, LC/MS analysis is the most efficient. Incubation of test chemical with
killed hepatocytes (freeze–thaw cycle at �20°C or heat-inactivation) under iden-
tical conditions is used as control. Metabolic stability is expressed as a percentage
of parent disappearance using the equation

% Disappearance � � peak area (live hepatocytes)
peak area (dead hepatocytes)� � 100

C. HrTS for Cytotoxicity

Cryopreserved human hepatocytes are thawed and resuspended in incubation me-
dium at a density of 1.25 � 106 cells/mL. A volume of 40 µL/well of the cell
suspension is loaded into 96-well plates, followed by a 40 µL/well addition of



solutions of test chemicals containing twice the desired final concentrations. The
plates are incubated at 37°C for 4 hr, after which an assay for viability is initiated
by adding 20 µL/well of a solution of (3-[4,5-dimethylthiazol-2-yl]-2,5-diphenyl-
tetrazolium bromide (MTT, 5 mg/mL in incubation medium). The plates are
returned to the incubator for another 3 hr. After the incubation, 150 µL acidified
isopropanol (isopropanol containing 0.04 M HCl) is added directly into the wells
and incubated in an incubator with shaking (50 rpm) for the extraction of the blue
MTT product. The blue color developed is quantified at 570 nm with reference to
650 nm. Dead cells (killed by one freeze–thaw cycle at �20°C) treated with the
same concentrations of the test chemicals are used as negative controls. Results
are expressed as percent relative survival:

Relative survival � � Absorbance (treatment)
Absorbance (negative control)� � 100

D. HrTS for Inhibitory Drug–Drug Interactions

After thawing, the cryopreserved human hepatocytes are resuspended in KHB at
a cell density of 2 � 106 cells/mL. A volume of 25 µL of the cell suspension/
well is added into 96-well filter plates containing 25 µL/well of the CYP inhibi-
tors. The plates are incubated at 37°C for 15 min (preincubation). After the prein-
cubation, aliquots of 50 µL of each CYP isoform-specific substrate (see below)
are added to the samples and incubated for 2 hr. 100 µL of cold methanol is
added to the samples to stop the reaction. The resulting aliquots are filtered by
centrifugation into another 96-well plate for later HPLC analysis. Six known CYP
inhibitors [target isozyme(s)/final concentration] are used as positive controls:
diethyldithiocarbamate (2A6, 2E1/50 µM), furafylline (1A2/50 µM), ketocona-
zole (3A4/1 µM), quinidine (2D6/10 µM), sulfaphenazole (2C9/10 µM), and
tranylcypromine (2A6, 2C19/10 µM). The CYP isoform-specific substrates (tar-
get isozyme/final concentrations) used are phenacetin (1A2/100 µM), coumarin
(2A6/100 µM), tolbutamide (2C9/100 µM), (s)-mephenytoin (2C19/100 µM),
dextromethorphan (2D6/100 µM), chlorzoxazone (2E1/100 µM), and testoster-
one (3A4/100 µM). KHB is used as a negative control. Results are expressed as
% inhibition.

% Inhibition � �Activity (vehicle control)-Activity (treatment)
Activity (vehicle control) � � 100

IX. CONCLUDING REMARKS

Screening of new chemical entities for human pharmacokinetic and toxicological
properties using human hepatocytes should greatly enhance the drug develop-



ment process. Cryopreserved human hepatocytes retain adequate viability and
drug-metabolizing enzyme activities [18], and human hepatocyte-based HrTS
assays have been developed. A HrTS assay by definition should have a high
capacity and a rapid turnaround time and therefore is not possible with freshly
isolated human hepatocytes, as they have limited and unpredictable availability.
On the other hand, HrTS assays are compatible with precharacterized cryopre-
served human hepatocytes. HrTS assays in 96-well plates are being developed for
major drug properties that are critical to the clinical success of a drug candidate:
metabolic stability, toxicological potential, and inhibitory drug–drug interac-
tion potential. The use of the 96-well plate format allows automation and mini-
mizes the amount of experimental materials (both chemicals and hepatocytes)
required.

As HrTS for cytotoxicity requires live cells, of the several in vitro liver
models, hepatocytes, liver slices, and liver microsomes, only hepatocytes and
slices can be used. As liver slices require a fresh human liver, this experimental
system cannot be used routinely for screening. Cryopreserved human hepatocytes
represent the only human liver in vitro system that can be used in this application.
Experience so far shows that acute drug toxicity can be screened with this system
[18]. In our laboratory we are in the process of defining toxicological end points
(e.g., apoptosis, gene expression) that may reflect chronic hepatic toxicity and
hepatocarcinogenicity.

HrTS assays for metabolic stability studies are performed in some labora-
tories using human liver microsomes [47]. A major concern with the use of liver
microsomes is that only phase I oxidation pathways are evaluated. Results with
microsomes thus may not be relevant if enzymes that are not present in the micro-
somes, for instance, cytosolic phase II conjugating enzymes, are major pathways
of metabolism. Human hepatocytes, with their complete enzyme pathways and
cofactors, should represent a more appropriate system for the evaluation of meta-
bolic stability than microsomes.

Currently, evaluation of inhibitory pharmacokinetic drug–drug interaction
potential is routinely performed using human liver microsomes [48]. Results with
intact hepatocytes may be more relevant than those generated using microsomes
for evaluation of CYP inhibitory potential. The apparent Ki value for the inhibi-
tion of terfenadine metabolism by ketoconazole was significantly lower for intact
human hepatocytes than that for human liver microsomes [11,19]. This could be
due to the bioaccumulation of ketoconazole in the hepatocytes, thereby leading
to a lower apparent Ki value, and/or the nonspecific binding of chemicals to
microsomes, leading to a higher apparent Ki value. It was convincingly shown
that the effective free-drug concentrations would decrease with increasing micro-
somal concentration due to artefactual ubiquitous binding of drugs to microsomal
membranes [49].

CYP induction studies with human hepatocytes represent the most relevant
preclinical experimental system for the evaluation of human CYP induction. As



of this writing, all drugs known to induce CYP isoforms in humans in vivo are
also inductive in human hepatocytes. We have recently observed that rifampin
has induction potential towards the sulfation of ethynyl estradiol, the active ingre-
dient of oral contraceptives [50]. Our findings suggest that rifampin/oral contra-
ceptive interaction may involve the induction of estrogen sulfotransferase activ-
ity. This finding is consistent with the known extensive sulfation of ethynyl
estradiol in vivo. Our results also suggest that human hepatocytes can be used
to evaluate drug–drug interactions involving phase II metabolism pathways.

The HrTS assays with human hepatocytes described here are made feasible
because of the success in cryopreservation. The advantages of cryopreserved hu-
man hepatocytes over freshly isolated hepatocytes include the following:

1. Experiments with cryopreserved human hepatocytes can be planned,
unlike experiments with freshly isolated human hepatocytes. The need for a fresh
liver was a major drawback in the past for experiments with human hepatocytes.
With cryopreserved human hepatocytes this is no longer a problem.

2. Studies can be performed using hepatocytes that have been previously
characterized. That hepatocytes from specific individuals with desired drug-me-
tabolizing activities could be selected for experimentation from the cryopreserved
human hepatocyte bank is a definite advantage. A bank of hepatocytes from poor
metabolizers for polymorphic CYP isoforms such as CYP2D6 and CYP2C19 is
being created so that experiments can be designed for the comparison of meta-
bolic fate and/or toxicity between poor metabolizers and extensive metabolizers.

3. Assays can be performed at different times with cryopreserved hepato-
cytes from the same donor, thereby allowing repeat experimentation. This is not
possible with freshly isolated hepatocytes.

4. Hepatocytes can be pooled from multiple donors for experimentation.
Pooling of microsomes from different donors to provide a representation of a
‘‘generic’’ human is a common practice, and the same approach can be applied
to cryopreserved human hepatocytes.
The success in cryopreservation of human hepatocytes represents a major techno-
logical advance. It allows research on human drug metabolism and toxicity to
be routinely performed in various laboratories, including those that currently have
no access to human livers. The application of cryopreserved human hepatocytes
to the screening of new chemical entities using the HrTS assays described here
can be implemented with relative ease in laboratories dealing with drug metabo-
lism and toxicity and should improve the current practices in the selection of
drug candidates for development.

In our laboratory, research is currently underway to define limitations and
develop new applications of the applications of human hepatocytes in drug devel-
opment. Our latest findings include the definition of the effects of organic solvents
in xenobiotic metabolism [51], and the induction of Phase II conjugative metabo-
lism [50]. We believe that human hepatocytes represent an important experimen-
tal system for the evaluation of human drug properties.
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I. INTRODUCTION

The commercial success of a new drug entity (NDE) depends on its pharmacolog-
ical activity and several ADME (absorption, distribution, metabolism, and excre-
tion) properties. ADME properties influence the amount and frequency of NDE
administration and population variability in pharmacokinetics. One important
property is the ability of the NDE to cause metabolism-based pharmacokinetic
drug–drug interactions. In such an interaction the NDE inhibits the metabolism
of a comedication. As a result, the circulating concentrations of the comedication
are increased and, if the comedication has a narrow therapeutic index, an adverse
reaction can occur. A NDE which causes drug–drug interactions can be more
time-consuming and costly to develop, suffer decreased market acceptance, and
in some cases can lead to product withdrawal. As a recent example, shortly after
approval Posicor [1] (mibefradil) was withdrawn from the marketplace due to
drug–drug interactions at the level of cytochrome P450 (CYP) metabolism. Test-
ing for drug–drug interactions has been the subject of a recent FDA guidance
document [2]. These competitive and regulatory pressures have created a need
to move this testing into the lead optimization phase of drug development.

The kidney is a key organ in the clearance of xenobiotic molecules. Xeno-
biotic compounds that are too lipophilic to be filtered by the kidney are directly
metabolized by the body to more hydrophilic compounds by phase I and phase
II reactions. CYP enzyme system is the most important enzymes involved in



phase I reactions, though there are a number of other oxidative enzymes capable
of metabolizing xenobiotic compounds. The majority of drug–drug interactions
are metabolism based, i.e., two or more drugs compete for metabolism by the
same enzyme, and the majority of these interactions involve CYP [3,4]. The
CYP isoenzymes belong to a superfamily of membrane-bound, heme-containing
mixed-function oxygenases that are a principal enzyme system for the metabo-
lism of drugs. These enzymes are expressed in many tissues but in mammals are
found at the highest levels in the liver. The liver and many other tissues contain
several different CYP forms with different substrate specificities. CYP enzyme
system is pivotal in drug clearence. CYP principally function to introduce oxygen
into a molecule to increase the hydrophilicity of the product and hence the ease
with which the product can be eliminated from the body. If this metabolism is
rate limiting for the elimination of the drug, then inhibition of CYP metabolism
can inhibit elimination and increase circulating concentrations of the drug.

There are 11 xenobiotic-metabolizing CYPs that are expressed in a typical
human liver (CYP1A2, CYP2A6, CYP2B6, CYP2C8/9/18/19, CYP2D6,
CYP2E1, and CYP3A4/5). Comprehensive reviews of each of the CYP subfamil-
ies have been recently published [5]. A subset of these enzymes, CYP1A2,
CYP2C9, CYP2C19, CYP2D6, and CYP3A4, appear to be responsible for the
metabolism of most drugs [6,7]. The importance of these enzymes in drug metab-
olism is due to their mass abundance (e.g., CYP3A4 is the most abundant CYP
in human liver) and their preference for chemical structures commonly found in
drugs (e.g., CYP2D6 preferentially binds and metabolizes drugs with basic amine
functionalities). In addition, several of these enzymes (e.g., CYP2C9, CYP2C19,
and CYP2D6) are polymorphic in humans with a significant percentage of the
population either lacking the enzyme or carrying a variant form [8–10].

The rationale for in vitro screens is the single enzyme paradigm for drug–
drug interactions. In this paradigm it is assumed that if a NDE inhibits the metabo-
lism of one probe substrate for an enzyme then it inhibits all substrates of that
enzyme. Therefore potential drug–drug interactions can be tested on an enzyme-
by-enzyme basis with a limited number of probe substrates. The classical ap-
proach for in vitro CYP inhibition analysis is to use a drug as a probe substrate
and measure inhibition over a range of substrate and inhibitor concentrations.
Quantitative measures of inhibition potential, apparent Ki or IC50 at a given sub-
strate concentration, are calculated. In lead optimization, a higher throughput
mode of operation, it is not always necessary to determine an apparent Ki or IC50.
For example, as an initial screen, a single inhibitor concentration can be tested
as a means to identify potent (�1 µM) and/or weak inhibitors (�50 µM). More
detailed analyses would be performed in follow-up testing.

Traditionally, analysis of the metabolism of a drug probe substrate usually
involves HPLC separations that are by definition not high throughput. A number
of improvements and refinements to the assay methodology have been reported.



For example, Rodrigues et al. [11–13] have used a radiolabeled drug molecule
and measured the formation of the radiolabeled metabolites, either formaldehyde
or acetaldehyde. The simple sample workup (for example, charcoal extraction)
facilitates parallel processing in a multiwell plate. Similarly, Wynalda and
Wienkers [14] have reported the use of radiolabeled substrates with a rapid HPLC
analysis.

Much higher data acquisition rates (true high throughput) can be achieved
by using direct fluorometric CYP substrates in a multiwell plate format. However,
suitable substrates for most of the human drug-metabolizing cytochromes P450
were originally unavailable. Now, the great increase in understanding of the sub-
strate requirements of human CYPs made it possible to develop higher through-
put CYP assays. Recently, microtiter plate-based, fluorometric assays for the
activities of the five principal drug metabolizing enzymes, CYP1A2, CYP2C9,
CYP2C19, CYP2D6, and CYP3A4, have been reported [15]. These assays are
based on CYP catalyzed O-dealkylation reactions, which generate an easily de-
tectable fluorescent product. The CYP enzymes can be introduced into the assay
as a single cDNA-expressed enzyme or as enzyme mixtures (i.e., tissue fractions
such as human liver microsomes). If tissue fractions are to be used, the probe
substrate must be selectively metabolized by the enzyme of interest and not by
other enzymes.

Since our initial report [15] a number of new substrates and refinements
in the assay methodology have been achieved. A summary of the current fluoro-
metric assay methods is a focus of this article. (Note: The most recent information
regarding this assay can be found at the internet web site: www.gentest.com.)

II. HIGH-THROUGHPUT SCREENING (HTS)-CYP ASSAY

A. Substrates

The following CYP substrates are available with GENTEST Corporation (Wo-
burn, MA): 3-[2-(N,N-diethyl-N-methylammonium)ethyl]-7-methoxy-4-methyl-
coumarin (AMMC), 3-[2-(N,N-diethyl-N-methylammonium)ethyl]-7-hydroxy-
4-methylcoumarin (AMHC), 7-benzyloxyquinoline (BQ), 7-hydroxyquinoline
(HQ), 7-benzyloxy-4-trifluoromethylcoumarin (BFC), 7-hydroxy-4-trifluoro-
methylcoumarin (HFC), and 7-methoxy-4-trifluoromethylcoumarin (MFC). The
microsome preparations of CYPs also are available with GENTEST: CYP1A2
(catalog # P203), CYP2C9 (catalog # P258), CYP2C19 (catlog # P259), CYP2D6
(catlog # P217), and CYP3A4 (catlog # P202). The catalog numbers are provided
because these enzymes are available in multiple formats. The other chemicals,
7-ethoxy-3-cyanocoumarin (CEC), 7-hydroxy-3-cyanocoumarin (CHC), 7-benzy-
loxyresorufin (BzRes), furafylline, sulfaphenazole, and ketoconazole, are from
Ultrafine Chemicals (Manchester, UK).



B. Assay Design

Several different assay designs are possible and appropriate for different applica-
tions. The determination of an IC50 with eight inhibitor concentrations is de-
scribed below. However, in a screening mode with large numbers of chemicals
it may be desirable to test a limited number of inhibitor concentrations in order
to classify a potential NDE as either a potent or a weak inhibitor (for example
inhibition at 1 µM or no inhibition at 50 µM). Actual study design is influenced
by not only the number of potential NDEs to be tested and the available resources
but also the therapeutic area, likely comedications, and the inhibition potential
of competing medications. It may not be necessary to screen all five CYP en-
zymes. For example, there are currently few clinically significant drug–drug in-
teractions involving CYP2C19. Therefore a subset of these enzymes may be suf-
ficient to meet the goals of the program. In addition, for some therapeutic
indications (multidrug therapy with drugs of poor oral bioavailablity), drug–drug
interactions may be desirable as it can increase the bioavailability of comed-
ications.

The following general parameters affect assay and program design. In order
to detect competitive inhibitors, a substrate concentration should be chosen that
is close to or below the apparent Km. Assays should be conducted under initial
rate conditions, the formation of the metabolite should be linear with respect to
enzyme concentration and incubation time, and the total consumption of the sub-
strate should be less than 20%. All of the substrates can be used in a discrete
mode (stopped by the addition of acetonitrile and Tris base). All substrates except
AMMC can also be used in a continuous mode at pH 7.4 where the assay is
conducted at 37°C in the plate scanner with continuous data acquisition. This
approach assures assay linearity but occupies the instrument during the entire
incubation period (i.e., lowers throughput). The fluorescence of the AMMC me-
tabolite, AMHC, requires an elevated pH, which prohibits its use in a continuous
mode.

The user should be aware that some potential NDEs may bind extensively
to microsomal protein [16] and thus the free inhibitor concentration may be less
than the nominal concentration. Accordingly, the user may wish to keep the pro-
tein concentration as low as possible and standardize the protein concentration
by the addition of ‘‘control’’ microsomes (microsomes devoid of CYP). Some
potential NDEs may interfere with the assay by either fluorescing at the wave-
lengths being used to monitor metabolite formation or quenching the fluorescence
of the metabolite. In general, the substrates with higher excitation and emission
wavelengths are less sensitive to these interferences. However, concurrent (or
follow-up) testing for possible interference may be desirable.

Most organic solvents, especially DMSO, are inhibitory to cytochromes
P450 [17,18]. Therefore organic solvent concentrations should be kept as low as



possible. Use of up to 2% acetonitrile, 1% methanol, and 0.2% DMSO are com-
patible with the assays described herein. Some enzyme/substrate pairs (CYP1A2/
CEC, CYP2D6/AMMC, and CYP3A4/BQ) permit the use of higher DMSO con-
centrations (up to 0.5%) without substantial enzyme inhibition.

Finally, users should be aware that for CYP3A4 (unlike CYP1A2,
CYP2C9, CYP2C19, and CYP2D6) the extent of inhibition is substrate depen-
dent. For some inhibitors, up to 300-fold differences in IC50 values can be ob-
tained depending on the substrate being used in the assay. This property is not
fully understood, but it appears to be related to the unique ability of CYP3A
enzymes to bind multiple molecules often in their active site [19]. As a practical
matter, it is prudent to use multiple probe substrates in any screen for CYP3A4
inhibition, and some level of uncertainty will remain regarding the potential to
inhibit CYP3A4.

C. Plates and Equipment

96-well microtiter plates are currently the most common plate format. Denser
plate formats are also suitable with this assay. However, some adjustment in
assay parameters may be needed in order to achieve adequate signal-to-noise
ratios. With any in vitro methodology one should remain cognizant that properties
of the plates can influence the results. For example, some NDEs may bind to
some plastics, and this binding can reduce the free NDE concentration and hence
the apparent inhibition potency. In addition, the plate material can affect back-
ground fluorescence and hence the signal-to-noise ratio in the assay. In general,
black plates tend to have the best signal-to-noise ratio for coumarin derivatives,
while white plates have a slightly better signal-to-noise ratio for resorufins.

Liquid handling steps can be performed using most liquid handing systems.
We have established the IC50 methodology described below on a Packard
Multiprobe Ilex liquid handing station for plate setup. Initiation and stopping
the incubations can be performed with manual pipettors/liquid handlers (8 or 96
channel) which are more rapid than using the Multiprobe Ilex liquid handling
station. Small numbers of chemicals can be entirely tested as a manual operation
using multichannel pipettes. However, the repetitive nature of manual testing
quickly becomes tedious.

The model of fluorescence plate readers can dramatically affect assay per-
formance. Commercially available fluorescence plate readers vary substantially
in sensitivity (�10-fold) and price is a poor indicator of performance. In addition,
excitation and emission filters can vary in performance. These properties of the
instrumentation have a profound effect on assay sensitivity and hence reproduc-
ibility. Some current models of instruments from some manufacturers are unsuit-
able for this assay. The assay methods described in this article were initially
developed on a Cytofluor 2350 and have recently been adapted to a more sensitive



BMG Fluostar model 403. More sensitive fluorescence plate readers, Spectramax-
Gemini from Molecular Devices, HTS 7000 from Perkin Elmer, Analyst and
Acquyest from LJL biosystems, and many other fluorescence readers from differ-
ent vendors are available. Users of these methods are well advised to evaluate
the sensitivity of an instrument prior to purchase. As a practical matter, a signal-
to-noise ratio greater than 3 is required for adequate assay reproducibility.

III. IC50 DETERMINATION

The method for the determination of IC50 values using an eight-point curve is
given in Figure 1. The highest inhibitor concentration is an experimental variable,
but it is typically 	 100 µM if aqueous solubility permits. Other experimental
designs are possible and may be more desirable. Table 1 provides the assay pa-
rameters routinely used in our laboratory. The positive control inhibitors (highest
inhibitor concentration) for the different enzymes are as follows: CYP1A2, fura-
fylline (100 µM); CYP2C9, sulfaphenazole (10 µM); CYP2C19, tranylcypromine
(500 µM); CYP2D6, quinidine (0.5 µM); and CYP3A4, ketoconazole (5 µM).

The substrates are initially prepared in acetonitrile. The final concentrations
of the substrates were chosen to be approximately the apparent Km with the excep-
tion of BFC, where the apparent Km is above the limit of aqueous solubility and
hence the concentration chosen is below the apparent Km.

After addition of buffer, cofactors, and inhibitor (100 µL per well), the
plates are prewarmed to 37°C. Incubations are initiated by the addition of 100
µL prewarmed enzyme and substrate. For all enzymes except CYP2D6, the final
cofactor concentrations are 1.3 mM NADP�, 3.3 mM glucose-6-phosphate, and
0.4 U/mL glucose-6-phosphate dehydrogenase. For CYP2D6, the final cofactor
concentrations are 8.1 µM NADP�, 0.41 mM glucose-6-phosphate, and 0.4
U/mL glucose-6-phosphate dehydrogenase. The lower NADP� concentration is
required in order to avoid interference from the fluorescence of NADPH. Incuba-
tions are carried out for 30 min [CYP1A2, CYP2C19, and CYP3A4 (BFC and
BQ)] or 45 min [CYP2C9, CYP2D6, and CYP3A4 (BzRes)] and stopped by the
addition of 65 µM of 80% acetonitrile and 20% 0.5M Tris base. The CEC metabo-
lite CHC is measured using an excitation wavelength of 409 nm and an emission
wavelength of 460 nm. The AMMC metabolite AMHC is measured using an
excitation wavelength of 390 nm and an emission wavelength of 460 nm. The
BzRes metabolite resorufin is measured using an excitation wavelength of 530
nm and an emission wavelength of 590 nm. The BQ and BFC metabolites HQ
and HFC are measured using an excitation wavelength of 409 nm and an emission
wavelength of 530 nm. Data can be exported and analyzed using an Excel spread-
sheet. The IC50 values are calculated by linear interpolation. Figure 1 contains a
representative inhibition curve for tranylcypromine and CYP2C19.



Figure 1 Inhibition curve for tranylcypromine inhibition of CYP2C19. The assay was
conducted as described in Table 1. The experimental design can be varied as desired. The
12 wells in the row of a 96-well plate can be used for one inhibition curve. Wells 1 to
8 contain serial 1:3 dilutions of the inhibitors (50 µL transferred between wells containing
100 µL). Wells 9 and 10 contain no inhibitor, and rows 11 and 12 are blanks for back-
ground fluorescence (a stop solution is added before the enzyme). Data was acquired using
a Cytofluor model 2350 fluorescent plate scanner.

IV. REFINEMENTS IN THE METHODOLOGY

There are several important refinements to the assay procedure described in this
article relative to the originally published method [15]. The purpose of these
refinements was to increase the signal-to-noise ratio in the assay, which allowed
a reduction in the amount of enzyme necessary to obtain a robust signal. The
CYP2C9 and CYP2C19 enzyme preparations have been changed to contain the
CYP redox partner cytochrome b5. Cytochrome b5 stimulates the rates of metabo-
lite formation for some cytochromes P450 and was originally present with
CYP3A4. Incorporation of cytochrome b5 into the CYP2C9 and CYP2C19 micro-



Table 1 Summary of Assay Conditions

Enzyme CYP1A2 CYP2C9 CYP2C19 CYP2D6 CYP3A4 CYP3A4 CYP3A4

Substrate CEC MFC CEC AMMC BzRes BQ BFC
Substrate 5 µM 75 µM 25 µM 1.5 µM 50 µM 40 µM 50 µM

concentration
mole enzyme 0.5 2 1 1.5 5 5 1

per well
Pot phos buffer 100 mM 25 mM 50 mM 100 mM 200 mM 200 mM 200 mM

concentration
Metabolites CHC HFC CHC AMHC Resorufin HQ HFC
Ex/Em λ 409/460 409/530 409/460 390/460 530/590 409/530 409/530

some preparations increased the rates of CHC formation 4- to 6-fold. This allows
a reduction in the amount of enzyme needed in the assay. The presence or absence
of cytochrome b5 does not affect observed IC50 values.

The original assay method used 0.1 M Tris (pH 7.5) for CYP2C9 and 0.1
M potassium phosphate (pH 7.4) for the other enzymes. The optimal concentra-
tions are listed in Table 1. Optimization of the buffer concentrations increased
metabolite formation by 20 to 50% for CYP2C9, CYP2C19, and CYP3A4.

New substrates have been developed. These include (1) AMMC as a sub-
strate for CYP2D6. Relative to the original substrate, CEC, AMMC has threefold
better signal-to-noise ratio per unit enzyme. AMMC O-demethylation is CYP2D6
selective in human liver microsomes (CEC is not enzyme selective). Therefore
this substrate can be used with either cDNA-expressed CYP2D6 or human liver
microsomes (HLM). However, the low CYP2D6 content in HLM requires the
use of high protein concentrations. (2) BQ and BFC as substrates for CYP3A4.
Relative to BzRes, both BQ and BFC have higher aqueous solubility, and BFC
has a 15-fold better signal-to-noise ratio per unit enzyme. Both BQ and BFC are
highly selective for CYP3A in HLM. These substrates can be readily used with
either cDNA-expressed CYP3A4 or HLM as an enzyme source.

V. VALIDATION OF IC50 VALUES

For CYP1A2, CYP2C9, CYP2C19, and CYP2D6 enzymes, a good correlation
was observed between IC50 values obtained with the traditional method and with
the fluorometric substrates [20]. This has been observed both retrospectively with
a panel of 20 established inhibitors and in follow-up traditional testing of potential
NDEs, which showed high potency in the fluorometric assays. Similarly, Pala-
manda et al [21] have found that for 62 compounds, IC50 values determined with



cDNA-expressed CYP2D6 and the original fluorescent substrate CEC for
CYP2D6 were in good agreement with IC50 values determined with dextrometh-
orphan and HLMs. However, for 9 of the 62 compounds the difference between
the two systems was more than fivefold, and the authors recommend follow-on
testing using traditional methodology in HLMs.

The good correlation in IC50 values among fluorometric substrates and tra-
ditional substrates for CYP1 and CYP2 enzymes does not extend to CYP3A4.
This enzyme demonstrates marked substrate specificity in IC50 values among dif-
ferent probe substrates. This effect is observed from both traditional substrates
and fluorometric substrates. This poor correlation between substrates cannot be
easily attributed to differences in experimental conditions. For example, all sub-
strates were used at a concentration around the apparent Km, and the enzyme
was often present at identical concentrations. When BQ and BFC were used to
determine IC50 values with HLMs and cDNA-expressed CYP3A4, the IC50 values
obtained were in good agreement. Therefore these differences in IC50 values ap-
pear not to be related to the source of the enzyme.

Human CYP3A4 has been demonstrated to bind and metabolize simulta-
neously multiple compounds in its active site [19]. Cooperativity, activation, and
complex inhibition kinetics [22,23] are much more common with CYP3A4 than
with enzymes of the CYP1 and CYP2 families. For example, a common probe
substrate for CYP3A4, testosterone, does not inhibit but activates or stimulates
BzRes and BQ dealkylation. At this time, the full extent of the substrate depen-
dence in CYP3A4 inhibition is unknown, and additional research is needed. A
prudent approach would be to use multiple CYP3A4 probe substrates in a screen-
ing mode and follow-up studies with likely comedications.

VI. TEMPORAL CHANGES IN IC50 VALUES

Some CYP inhibitors covalently modify and inactivate the enzymes. Such mecha-
nism-based inhibitors may not be potent competitive inhibitors and thus may
not be detected in brief assays for competitive inhibition. Different experimental
approaches (typically time- and NADPH-dependent inhibition) are needed to
identify this class of inhibitors. Two aspects of the experimental design facilitate
the detection of mechanism-based inhibitors. First, the incubation times are rela-
tively long, therefore there is an opportunity for time- and NADPH-dependent
inactivation to occur. Second, most of the assays are direct, therefore the plates
can be scanned at multiple time points and temporal changes in IC50 analyzed.
With this approach, a 1000-fold decrease in IC50 values was observed for tienilic
acid [24] inhibition of CYP2C9 (Fig. 2). Such a substantial time-dependent de-
crease in IC50 values implies that mechanism-based inhibition is occurring. Simi-
lar time-dependent decreases were observed for CYP1A2 and furafylline, another



Figure 2 Time-dependent inhibition of CYP2C9 by tienilic acid. The assay was con-
ducted as described in the materials and methods section. Tienilic acid was dissolved in
water, and the highest concentration was 1 mM. At the indicated times the plate was
scanned and the IC50 value calculated. The values above the individual bars are the calcu-
lated IC50 values.

mechanism-based inhibitor [24]. This type of observation indicates that more
detailed studies may be appropriate.

VII. CONCLUSIONS

Inhibition of drug metabolism by cytochromes P450 (CYP) is a principal mecha-
nism for pharmacokinetic drug–drug interactions. In vitro methods for quantita-
tively measuring the extent of CYP inhibition have been utilized for several years.
Classical methods use drug molecules as substrates and time-consuming, HPLC-
based analysis. There has been a need to develop methodologies that do not re-
quire HPLC separations for data acquisition.

Considerable progress has been made in increasing the throughput of mea-
sured CYP-related properties of a NCE. This progress has come through novel
experimental designs like the development of sensitive fluorometric assays for
the drug-metabolizing CYPs. Microtiter plate-based, direct, fluorometric assays
for the activities of the five principal drug-metabolizing enzymes are now avail-
able, and parameters for the use of these substrates to measure CYP inhibition
have been established. This methodology is quantitative, rapid, reproducible, and
compatible with existing HTS instrumentation. Further refinements in the assays
are likely. In particular, a higher fluorescence output of the metabolite and more



rapid substrate turnover would further reduce the time and materials needed for
conducting these assays. The complexity of CYP3A4 inhibition analysis indicates
that the use of a single substrate is inappropriate. Therefore it is desirable to
identify additional fluorometric CYP3A4 substrates and an appropriate approach
for decision making based on the results of experiments with multiple substrates.
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I. INTRODUCTION

A. . . . And Now We Know Our ATCGs . . .

The publication of human and microbial genomic sequences has resulted in the
availability of large amounts of data that are directly relevant to the discovery
of novel and useful drug targets. The elucidation of the function of new genes
is not a simple matter and human genetic studies have been among the most useful
in identifying genes implicated in disease, although homologs, or orthologs, of
human genes in mouse, worm, fly, and yeast genomes have also been useful in
deciphering gene function. The advent of genomics has led to the study of protein
structure and function under the rubric of proteomics. Proteins function in a cell
mostly by interacting with other proteins, and protein interaction maps of cellular
circuits are now available. Screening strategies to address protein-protein interac-
tions are being developed, and many drug targets in the future are expected to
be directed towards these interactions. In addition to using genetic and analytical
approaches for finding new drug targets, chemical libraries can be used to inhibit
the activity of new proteins, and thus reveal function. The combination of high-
throughput screening with testing compounds for absorption, distribution, metab-
olism, and excretion (ADME) and toxicity will help in the early clarification of
clinical utility of both new drug targets, as well as drug candidates.

With the completion of the sequencing of the human genome, strategic
thinking relative to drug discovery has shifted towards expected clinical utility
of new targets that can be validated [1–3]. Many believe that knowledge of the
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sequences of the full complement of human genes has set a limit to the potential
number of new drug targets. However, any figure for the number of drug targets
derived from gene numbers is bound to be an underestimate, since a simple ex-
trapolation of the number of proteins from the calculated number of gene se-
quences does not take into account alternative splice variants, post-translational
modifications proteins undergo, or that some proteins simply function differ-
ently depending upon the identity of their interacting partners. Announcements
that the new genomic sequences will trigger a tsunami of new targets that will
overwhelm the research and development capabilities of drug discovery com-
panies are premature. It is also apparent that old fashioned biology will still be
required to identify and validate those genes that could represent novel drug
targets.

The risk involved in drug research and development is multiplied several-
fold when the target is novel, since each new target, in addition to the chemical
compound itself, must be validated in man. Even in the face of genetic evidence,
blocking a protein function with a drug could have different effects from blocking
gene function. Knockout mutants and regulated gene expression may not reveal
whether a gene represents a good target or not since drugs block proteins and
not genes. In addition, drugs do not generally block the function of the target
protein completely or permanently. A historically-informed perspective relevant
to this issue can be obtained from the study of the successful development of
angiotensin converting enzyme (ACE) inhibitors for the treatment of hyperten-
sion. Two isoforms of ACE are expressed from the same gene but from distinct
promoters, and knockout mutants of ACE are embryonic lethals, have severe
structural abnormalities in the vascular system and kidneys, demonstrate electro-
lyte imbalance, and cause male infertility; drugs that block ACE have, how-
ever, been proven to be safe and effective in man [4]. These discrepancies
between gene knockout and drug-action knockout effects can be explained by
the fact that drugs do not block gene function but reversibly block protein func-
tion, and during therapy not all of the protein is inhibited all the time. Therefore,
scientists have turned to studying protein structure and function as the means of
determining the utility of each new protein as a drug target [5,6]. Sequence ho-
mology, orthology, and divergence between the genome and protein sequence
of other organisms and humans can usefully be employed for determining func-
tion [7].

This chapter will cover methods for identifying drug targets from gene
sequences, aspects of validation of a new gene as a drug target, and explain how
new genes are being used in drug discovery with a special emphasis on deter-
mining protein-protein interactions and designing drugs to block protein-protein
interactions. In brief, the genomic/proteomics initiative in drug discovery
may be defined by three terms: opportunity, complexity, and expected clinical
utility.



II. METHODS FOR IDENTIFYING DRUG TARGETS FROM
GENE SEQUENCES

New genes are identified as potential drug targets based upon sequence similarity
and recognizable motifs compared with targets of known protein classes for
which drugs have been successfully developed. For example, many thousands of
sequences similar to G protein-coupled receptors (GPCRs), single transmembrane
tyrosine kinase receptors, and proteases have been identified in the human ge-
nome sequence. Although all of these paralogs and similar proteins may not be
useful as drug targets, it is assumed that a fair number will be as useful as their
predecessors.

Several issues need to be addressed before considering new gene targets
in drug discovery:

1. Which biochemical pathway is the target involved in?
2. Is there evidence of target malfunction in the particular disease?
3. Is there evidence of the target being organ- or tissue-specific?
4. Should the target protein be inhibited or activated?
5. Are there subtypes of the target protein that will need to be isolated

to obtain selective drugs?
6. Can the target protein be expressed?

Among the thousands of GPCRs identified many are involved with smell
and taste. They could have utility in improving the quality of life in aged patients,
but are not useful for discovering drugs against other acute or chronic diseases.
Many genes that have essential functions have redundant genes that can compen-
sate for the malfunctioning gene. Many target proteins or their subtypes are dis-
tributed widely in a variety of organs and tissues. Thus, blocking the target at
all organ sites may be detrimental to the host, and subtype-selective drugs may
be required. It is easier to find antagonists than agonists, inhibitors than activators.
For example, after much effort, the gene for Werner’s syndrome was isolated
and the protein identified to be a DNA helicase, a DNA metabolism enzyme that
is mutated in disease [8,9]. It is unlikely that we will be able to activate this
mutant enzyme. Similarly, mutant p53 must be reverted to the active form in
order for a cancer cell to undergo apoptosis. After many years of effort, a small
molecule compound that can select for the wild-type p53 conformation was re-
ported and this compound has yet to be developed into a drug [10]. Tissue local-
ization helps in characterization of the target. However, even this can be mis-
leading. For example, an orphan GPCR, later called the orexin receptor, was
localized in the hypothalamus. Using established methods of biochemistry and
affinity purification a natural ligand for this receptor was identified. Since the
receptor was localized in the region of the hypothalamus where a number of
receptors for controlling feeding and satiety are located, the receptor was called



orexin and was believed to control feeding [11]. More recently, through genetic
studies in dogs with narcolepsy, it was found that the orexin receptor was identical
to hypocretins that were mutated in narcoleptic dogs [12–15].

III. CHARACTERIZING FUNCTIONS OF NEW GENES

Differential expression of genes from cells derived from diseased tissue versus
normal tissue has been used extensively to identify genes that could be involved
in disease [16,17]. In one example, differential gene expression was used to iden-
tify genes expressed during the aging process. Interestingly, aging induces the
expression of stress response genes that can be inhibited by caloric restriction
[18]. Although useful to some degree, differential display of expressed genes
does not reveal the specific gene or genes implicated in disease, since the expres-
sion patterns of genes associated with the genesis of the disease state, as well as
of those genes affected by the disease process, are changed. For example, over
300 genes could be differentially expressed in prostate cancer cells relative to
normal prostate cells, and still painstaking biological studies on each of these
genes could take years to identify the relevant gene(s). In using differential
mRNA expression profiles of cells to identify useful genes, it is important to
differentiate those mRNA that are actually translated into proteins. A method to
separate mRNA that is associated with single ribosomes versus polysomes has
been described [19]. This method can be used to identify those genes that are
translated to proteins with high probability.

Several mutant human genes have been identified as being responsible for
disease or at least associated with disease [20,21]. In the absence of known muta-
tions in human genes, mutant genes can be identified in animals and yeast to
establish the function of new genes. Tagging and mutagenesis of the yeast ge-
nome has been useful in analyzing the functional effects of each gene [22]. Gene
fusions are also used to identify protein function in Esherichia coli, and the inter-
actions of proteins of unknown function with proteins of known function can
lead to the elucidation of the role of the protein in question [23]. The functional
link can be determined by co-expression of mRNA as well as by domain fusions.
Comparative databases are being developed to analyze protein families, domain
fusions, protein interactions and protein expression patterns in order to better
predict the function of new proteins [24,25]. Thus, a variety of methods are
needed to characterize gene function.

IV. VALIDATION OF NEW TARGETS

Genetic methods have been applied to the validation of genes as drug targets.
Koch’s postulates, devised as a set of criteria for determining whether a given



microbe is the cause of a particular infectious disease, can also be applied to the
validation of new genes as drug targets. In applying these postulates to the field
of genomics, if a new gene putatively implicated in disease is isolated, a mutant
form of it should result in the disease phenotype, and reintroduction of the normal
gene should revert the phenotype to wild-type. Mice carrying a mutant p21 gene
and lacking p21 protein are no longer susceptible to renal hypertrophy or hyper-
plasia after renal ablation. The lack of a functional p21waf1/cip1 gene ameliorates
progression to chronic renal failure [26]. Thus, p21 could be a drug target for
renal hyperplasia. In the case of polygenic diseases, the complexity of proving
the association of two or more genes with a single disease is complicated and
family studies have been useful.

Geneticists are able to take advantage of dominant-negative mutations in
order to block the function of wild-type genes, in which the introduction domi-
nant-negative mutation results in the phenotype of a functional knockout. In one
example, transdominant peptides that block the yeast pheromone pathways were
used [27]. This method for genetic selection can be used for validation of targets
in cellular systems. Examining each protein in isolation can be misleading in
context of the cell as well as the tissue that it is expressed in [28]. For example,
proteins such as p53, NFκB and RAS can have growth-promoting or apoptotic
functions depending upon the situation they are in. Databases that combine infor-
mation from protein structure and function analysis, genetics and cellular path-
ways will be needed to understand the physiological functioning of each protein
in the cell.

V. USING GENOME SEQUENCES OF SIMPLE ORGANISMS

The obstacles previously faced in obtaining and analyzing mammalian DNA and
protein sequences has for a long time driven researchers to study organisms more
amenable to experimental manipulation such as Saccharomyces [29], Caenorhab-
ditis elegans, Drosophila, and the Zebra fish. C. elegans has many features that
make it attractive as an experimental model organism: it has a short life-cycle
that is completed in days as opposed to months or years in mammals, it is able
to grow on culture plates, and is amenable to both classical and molecular genetic
studies. These advantages make C. elegans a useful tool for studying the com-
plexity of cellular interactions, which are broadly similar in C. elegans and other
multicellular animals. Mutations in orthologs of human genes can provide a good
starting point to identifying gene function, with the caveat that there are signifi-
cant differences between worms and man. A consortium has been created to
knock out each of the 19,099 genes of C. elegans in order to identify the complete
function of the genome [31]. Interestingly, many gene knockouts show no delete-
rious phenotype. Also, in many cases orthologs may not be identified from com-
parisons with the worm or fly due to evolutionary divergence.



VI. MICROBIAL TARGETS

Gene sequencing has opened new possibilities for treating infectious diseases.
Microbial drug resistance is on the increase and the complete genome sequences
of over two dozen microbes are now available. Surprisingly, the function of about
half of E. coli genes are not known and new pathways are being revealed [32,33].
Since bacterial genes occur in operons, polycistronic message analysis as well
as identification of neighboring genes may provide hints of the function of the
new genes. Clustered genes can be studied using bacterial artificial chromosomes
(BACs) [34]. Finally, the cloning and expression of bacterial genes and proteins
is not a difficult task and structural analysis can reveal potentially useful informa-
tion about function. Many new metabolic pathways have been elucidated, and
the sequences of the genes encoding the components of these pathways have
been compared across species, including bacterial organisms; genes that do not
share significant similarity with mammalian genes, which are essential for viabil-
ity, and which are found in a wide range of bacterial species have been used in
drug discovery as new anti-infective targets. Interestingly, targets such as dihy-
drofolate reductase and DNA gyrase that have orthologs in yeast and human cells
have yielded selective and safe drugs. This enigma, in being able to identify
selective inhibitors in spite of gene sequence similarity, extends to proteins that
exist in yeast and human cells, such as the shared 37% sequence similarity in
the gene for 14α-lanosterol demethylase. Therefore, the structure of the protein
target is possibly of even greater importance than the gene sequence.

One approach to validating targets is to develop peptide libraries that can
bind and block function. Screens can be developed to identify inhibitors, simply
by over- or underexpressing the new gene. Differential growth inhibitory activity
is expected with a change in gene dosage. Thus, new genes are used in drug
discovery without knowing function. In addition to cellular assays and biochemi-
cal assays, some laboratories prefer to isolate the protein and use affinity selection
methods to identify compounds that bind to the target protein using analytical
techniques, such as high-pressure liquid chromatography and mass spectrometry.
It is assumed that among the compounds that bind will be some compounds that
can affect function. As with cell-free enzyme-based screens, this cell-free ap-
proach will not address cell permeability. A cell-based method for developing
screens is to use the concept that the expression levels of the gene are affected
by accumulation of intermediates in the pathway. This method uses easy-to-read
colorimeteric reporters such as β-galactosidase or promoter fusions with mudlac.
Yet, another time-tested method is to under- or overexpress the target gene to
develop a screen based upon differential sensitivity to inhibitors. These methods
have the advantage of identifying molecules that not only penetrate the cell but
also inhibit the target.

The development of bacterial genomics has faced a number of challenges,
such as unstable mRNA and the expression of different genes in vivo compared



to in vitro [33]. Affymetrix Inc (CA) has developed a system for fluorescence
labeling of nonpolyadenylated mRNA, thus enabling more accurate analysis of
gene expression using oligonucleotide microarray. Several methods have been
used for identifying genes that are expressed only in vivo and are essential for
function. Simply described, these methods involve labeling all genes and differ-
entiating those genes that are expressed only in vivo. Genes that are essential for
viability in animals can be determined by random insertions of the mariner-based
transposon TnAraOut into essential genes [36]. Genome sequences will help in
finding new drugs to combat difficult-to-treat bacterial infections, such as tuber-
culosis. The genome sequence of Mycobacterium tuberculosis has revealed new
enzymes involved with lipid biosynthesis that may provide selective antimyco-
bacterial targets [37]. In addition to this traditional type of target, the genome
sequence of M. tuberculosis has revealed novel glycine-rich proteins that may
be responsible for its genetic variation and the ability of the organism to remain
dormant in the host cell until the host is immunocompromised. Four types of
polypeptide synthases have been found and the metabolites of these enzymes may
be involved in immunosuppression, just as cyclosporin has immunosuppressive
activity. These proteins could prove to be the Achilles heel of this virulent micro-
organism.

VII. DETERMINING PROTEIN–PROTEIN INTERACTION

Understanding the interactions of a given protein with other proteins and macro-
molecules within a cell goes a long way towards understanding the biology of
the cell and also towards understanding the role of individual proteins [38–43].
Protein interaction maps are being developed by using the yeast two-hybrid tech-
nology and a complete protein interaction map of Saccharomyces cerevisiae has
been published [44,45]. In order to obtain a complete analysis, 6000 ORFs were
fused to the Gal4 activation domain and also to the DNA-binding domains to
find all possible interactions. Interestingly, some interactions were identified only
when fused to the DNA-binding domain or to the activation domain in the yeast
two-hybrid system. This map has helped in placing some genes of unknown func-
tion into functional pathways. Mapping the interactions from the protein of inter-
est can lead to proteins of known function. The function of the new gene is then
believed to be in the pathway or function of the gene with known function.

In order to have a cellular environment in which proteins undergo post-
translational modifications similar to those in a human cell, a novel mammalian
cell-based two-hybrid system was developed [46]. Instead of enzyme detection,
cells with interacting proteins can be directly measured using a fluorescence acti-
vated cell sorter. Also, two different bacterial two-hybrid systems have been de-
scribed that could circumvent some of the disadvantages of the yeast system, i.e.,
slow growth, low permeability, and also the nuclear location of the interacting



proteins [47,48]. The newly developed bacterial two-hybrid systems allow for
genetic selection. One system is useful for homodimeric proteins and utilizes the
λ repressor protein that binds its operator as a homodimer at its N-terminal DNA-
binding domain. The C-terminal of the λ repressor is replaced with the homodi-
merizing protein of interest, so that when the molecules are blocked from dimeriz-
ing by a peptide or small molecule, the repression is lifted and expression of
the fused lacZ-tet reporters are expressed. The second system also uses a fused
transcriptional system with the DNA-binding domain of one protein made of
three zinc fingers fused to the first homo- or heterodimerizing protein of interest.
The partner of the homo- or heterodimerizing protein is fused to the E. coli RNA
polymerase α subunit. The selection is provided by a novel reporter in E. coli
that has been previously used for selections in Saccharomyces. This reporter is
constructed by deleting the chromosomal hisB gene and using the yeast HIS3
gene in the plasmid construct. HIS3 can complement the hisB defect in E. coli.
Dimerization of proteins is detected by growth on medium lacking histidine. In
addition to two-hybrid methods, a variety of technologies such as 2-D gel electro-
phoresis, mass spectrometry, NMR, peptide fingerprinting of proteins and high-
throughput screening with functional assays have been described as proteomics
[39,42,43]. Linking these protein databases to genomic sequence databases will
add value, but eventually relevant clinical information must be linked with novel
proteins to make them useful in drug discovery.

VIII. DESIGNING INHIBITORS AGAINST NEW TARGETS

Designing drugs against new targets is a time consuming and expensive process
and serious consideration must be given to determining the validity of the protein
as a useful drug target [49]. Based upon homology and distinctive motifs belong-
ing to classes of proteins that have traditionally been used as drug targets, thou-
sands of GPCRs, proteases, and kinases have been identified [50]. Many of these
newly identified genes code for proteins whose function is unknown and which
are known as orphan targets. These orphan targets are useful for drug discovery
only if their functions can be defined, and genetic means of elucidating function
are time consuming and expensive. Therefore, a more rapid means of identifying
function has been described whereby diverse chemical libraries are used to find
selective inhibitors on the basis that an inhibitor is able to obtain a phenotype
in a cell [51]. The inhibitor is chemically optimized based upon its desired activ-
ity. This method, called chemical genomics [52,53] identifies compounds that
are specific inhibitors of new proteins that can be used in the validation of new
targets in animal models.

Approximately 1 in 12 lead molecules that reach phase I clinical trials are
expected to survive through clinical development. Failures are mostly unrelated
to the compound’s lack of selectivity for the target protein, but are more often



the consequence of toxicity and bioavailability issues [54,55]. It can be as-
sumed that compounds that bind the same target site have similar structure;
thus, diversification of chemical structures to find different types of pharmaco-
phores to build analogs will reduce the risk that is associated with the unpre-
dictable nature of drug toxicity and bioavailability of a single type of molecule.
Advanced techniques to identify the structure of proteins will help in identi-
fying alternate sites that could affect the structure and therefore the function of
the protein.

It is believed that many drugs fail during clinical development because of
the heterogeneity of drug metabolism in patient populations [56]. One approach
to taking differences within populations into consideration while optimizing lead
molecules is to test compound libraries designed around lead molecules in cyto-
chrome P450 enzyme assays. These predictive studies may help in decreasing
the attrition rate of drugs in development. Chemical libraries have been used to
find potent and selective inhibitors of kinases [57]. Searching the human genome
reveals about 2000 kinases. The purine scaffold was used to build chemical librar-
ies to find inhibitors of cell cycle kinases. It is proposed that specific and selective
inhibitors can be used to determine the potential utility of these kinases as targets
for drugs. The inhibitors bind to the ATP site of the kinases and with the vast
variety of kinases the scaffold may have to be varied to find even more selective
compounds. Although simplistic in approach, in actual fact the involvement of
each of the kinases in a particular human disease would have to be defined as
well as the possibility that some of the kinases may act in cooperation with an-
other protein to cause disease. Keeping in mind these limitations, chemical geno-
mics can be used to identify specific inhibitors of new targets.

Proteins interact with other proteins, such as ligands with receptors, through
large hydrophobic pockets. The hydrophobic pocket can be designed to identify
small molecule ligands by mutagenizing the receptor and ligand interacting site
to reduce their affinity [58]. A small-molecule indole-containing library was
screened using a human growth hormone mutant receptor and mutant human
growth factor ligand to find molecules that increased the binding affinity of the
mutant receptor to mutant ligand. This strategy could be generalized to finding
small molecules that modulate protein-protein interactions in a variety of cellular
systems. In another strategy, disulfide-containing small-molecule ligands were
tethered to the target protein of interest if the small molecule shows inherent
affinity to the protein [59]. This method was validated by identifying a potent
and selective inhibitor of thymidylate synthase.

As with kinases, protease motifs are common in the genome sequence. It
is estimated that about 2% of coding sequences code for proteases [60]. One
method to identify the substrate specificity of new proteases is to use a mixture
of complex substrates in solution with a combinatorial library of fluorogenic sub-
strates [60]. In this method, cleavage of fluorescent substrates can be monitored
readily and the substrate characterized rapidly.



Many methods are under development for the high-throughput determina-
tion of protein structure [43,61–63]. Databases are being developed that include
3-D protein structure and protein fold information derived from NMR, computa-
tional structure and molecular surface analysis, and X-ray diffraction data. High-
flux synchroton radiation sources have allowed the rapid collection of data [64].
Many hundreds of new structures are being added each year to the protein data-
bases (e.g., Brookhaven Protein Database). The Argonne National Laboratories
(Chicago, IL) are amongst the front runners in determining protein structure. It
is predicted that there are 5000 to 10,000 different folds by which all human
proteins can be classified [65]. The expression of large amounts of protein, nucle-
ation and crystallization of proteins, especially membrane proteins, has, however,
been limited. Bioinformatics is being developed to automate data retrieval and
to filter, cluster, analyze, and visualize data. Representation of each fold, and
different sequences that can give the same fold, will be revealed by these data.
Such analysis will help in understanding how two proteins with dissimilar se-
quences can perform similar functions as well as make better predictions of struc-
ture from DNA sequence.

Eventually, it is expected that inhibitors will be designed using protein fold
information. Analytical software for reconstruction of functional organization of
a microorganism based upon whole genome sequences has been designed (WIT-
Pro). Other software is used for similarity, phylogenetic, functional and spatial
clustering of genes and proteins [66]. The Argonne National Laboratories is de-
veloping an integrated system using DNA sequence and protein data from 38
genomes to understand higher-level functional systems and the physiology of the
whole organism.

IX. ASSAY SYSTEMS FOR ADDRESSING NEW TARGETS

Assays can be developed for orphan GPCRs, proteases, kinases, and phosphatases
without knowing the cellular function of the new protein. For other classes of
proteins, especially proteins with unknown activity, alternative technologies are
being developed. Figure 1 summarizes how new gene targets and protein technol-
ogies are being coupled with combinatorial chemistry, microarrays for gene ex-
pression and in vivo studies to develop drugs.

The yeast two-hybrid system is being used extensively to develop screens
to find inhibitors of protein-protein interactions [67]. Microbes have served as
surrogate systems to study new mammalian genes in a cellular milieu. An advan-
tage of microbial systems is that microbes can be arrayed on microchips. A
method to array yeast cells by coating them on microscope slides mixed with
silicon dioxide has been described. As the spread dries the yeast cells are dis-
played in hexagonal arrays in the porous silica support that allows molecules to



Figure 1 The path from genomics to drugs.

penetrate readily and can be used as biosensors. A fluorescent DNA probe that
penetrated the silicon layer was used to show the practicality of this array ap-
proach for studying heterologously expressed genes in yeast to examine the func-
tion of relevant human targets [68].

Methods to identify the activation of whole pathways are being devel-
oped. In one method, the signaling pathways resulting from activation of T-
lymphocytes was determined by using promoterless β-lactamase reporter fusion
to a number of genes [69]. A fluorogenic substrate is used to detect the activation
or repression of individual reporter tagged genes in the T-cells. This is a powerful
method for detecting functional pathways that respond to external stimuli. Pro-
teins in pathways can also be identified by activation of the receptor involved
with the pathway of interest, separation of proteins using 2-D gel electrophoresis
and then detection of phosphorylated proteins using phosphotyrosine and phos-
phoserine antibodies [70]. This is a reliable, but tedious, means of identifying the
pathways in which new proteins are involved. Alternatively, multiple fluorescent-
labeled cellular proteins can be used to screen for inhibitors that act at specific
pathways and targets [71]. Compounds that act in these systems are expected to



have high value as they show selectivity to specific pathways and work in cellular
systems.

In addition to cell-based technologies, many technologies are available to
identify small molecules that bind with high affinity to new proteins [72]. These
methods utilize classical affinity techniques coupled to mass spectrometry, NMR,
scanning calorimery and other physical methods to identify the bound molecules;
those that are identified must later be tested in cellular systems to show that they
do have functional activity. Structural approaches can be used to design drugs
to block protein-protein interactions. The limiting factor to the use of NMR is
the inability to get concentrations of 0.1 mM of protein in solution. Recently, an
NMR technique called transverse relaxation optimized spectroscopy (TROSY)
has been described. TROSY can be a powerful tool in studying protein-protein
interactions and for studying the structure of proteins larger than 100 kDa. Trans-
verse relaxation optimized spectroscopy does not use the traditional 2-D NMR
spectra, but focuses on one of the four component lines and uses it as the correla-
tion peak [73,74]. Microarrays have been used to identify DNA-binding proteins
that interact with oligonucleotides. In this method, 40 mer-long double stranded
oligonucleotides are immobilized by their 3′ end in arrays. The DNA is labeled
during the hybridization and priming steps and was used to bind methylases and
restriction enzymes [75].

X. CONCLUSION

Genetic studies have helped in identifying the genes involved with many mono-
genic diseases, such as cystic fibrosis, Duchenne muscular dystrophy, hemophilia
A, and BRCA1 and breast cancer [76]. Identifying the disease genes in many
of these cases has not simplified the discovery of drugs to treat these diseases.
Genotyping of DNA variations of individuals, called single nucleotide polymor-
phisms (SNPs), is expected to help in developing drugs that are effectively tai-
lored to individual needs. Genomics has led to proteomics and to studies for
validating new proteins as useful drug targets. However, there are so many new
and interesting proteins that the challenge is to focus on those with the most
promise to yield drugs [77]. More than 90% of new drug candidates that enter
clinical development fail because of unpredicted toxicities or lack of efficacy
[20]. Genotyping the patient population to identify known risk and metabolism
factors will help in designing clinical trials and identifying the patients with the
gene mutation. This process replicates the genetic identification of the drug target
that is part of the early drug discovery process. Finally, the cloudy issue of patents
that do not allow the use of new genes for commercial purposes, including the
expression of the protein for developing screens, could restrict the use of many
new genes that have been revealed [78]. It could indeed become as restrictive as



to say that the oak tree was patented after finding the acorn [79]. Finding a gene
is as far from a non-protein small drug as an acorn is from an oak tree, if not
further.
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I. INTRODUCTION

In recent years, genomics have conquered an ever more important place in the
tool kit for modern drug discovery [1,2]. This has led most of the largest pharma-
ceutical, agrofood, and biotechnology companies to become subscribers to access
sequence databases. By now, all major life sciences companies have linked up
with private or public providers of new DNA sequences, and with additional
genomic information databases. Moreover, consortia have emerged to take better
advantage of the wealth of rapidly accumulating new raw data. This data initially
consisted of mostly expressed cDNAs, the so-called expressed sequence tags
(ESTs) to account for the rather limited sequence information made available
through the first sequencing approaches. A more recent campaign, waged both
by private groups and public consortia, now aims at actually sequencing the
whole human genome, thus including large stretches of so-called noncoding re-
gions. In addition, the genomic sequences are now being scrutinized for the pres-
ence of single-nucleotide polymorphisms (SNPs), to attempt to link these changes
with the presence of genes associated with diseases. The race to map all the
SNPs present in the human genome was started by a few small biotechnology
companies, but more recently a consortium was formed composed of eight of
the largest pharmaceutical and public research laboratories in the world.

Furthermore, the genomes of a number of unicellular or multicellular or-
ganisms, such as the yeast Saccharomyces cerevisiae and the nematode Caera-
nobdibtis elegans have now also been sequenced, and sequencing has been started
on animals, such as Drosophila melanogaster or the laboratory mouse, commonly



used as models in biological experimentation. Vast amounts of sequence informa-
tion is thus rapidly becoming available, often in public databases, but frequently
it is devoid of essential annotation that has simply not been done for lack of time,
lack of skills, or lack of available means. Information overload is thus threatening
those scientists not wired to appropriate annotation groups.

While sequences are thus accumulating at truly amazing speed, far greater
than anticipated only a few years ago, the corresponding basic annotation is not,
and neither is information about expression of genes, synthesis, and most impor-
tantly function of the corresponding proteins [3]. The main justification of se-
quencing, i.e., discovery of new pharmacological targets, thus remains essentially
an unfulfilled promise that will have to await considerable additional work by
bona fide protein chemists, now given the more fashionable name of ‘‘proteomics
specialists’’. Salvation is however on its way, and the combination of a number
of truly genome-scale technologies combined with development of user-friendly
bioinformatics is expected to provide the pharmaceutical and agrofood industries
with the Holy Grail of vast new numbers of validated targets for drug discovery
and active product development. The various advantages of the new technologies
available to the present-day protein chemists for unraveling protein function at
the cell-wide scale will be discussed.

II. DEDUCING FUNCTION FROM COMPARISON OF
SEQUENCED GENOMES

A. If You Cannot Study Function, Study Structure . . .
and Compare

It has always been useful to accumulate structural data well before function could
be approached. Hundreds of cytochrome C or variants of hemoglobins were thus
sequenced to try to relate even single amino acid substitutions with modifications
in functional properties, and many myeloma proteins’ primary structures were de-
termined before these immunoglobulins could actually be shown, in rare cases, to
function as antibodies. In fact, Per Edman himself used the first protein sequencer to
determine thesequence ofBence-Jonesproteins, later identifiedas immunoglobulin
light chains. With the advent of DNA sequencers, the number of sequences has
dramatically increased, whereas the capacity to study function has not. One suppos-
edly easy way around this dramatically increasing problem is to compare the se-
quences, preferably with those of known genes, and corresponding proteins.

B. Immunoglobulins, Antibodies, and T-Cell Receptors

This approach has of course been very fruitful with myeloma proteins and the
corresponding antibodies. Using comparative analyses, immunologists were thus
able to distinguish first variable from constant regions, then hypervariable regions
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from framework stretches. Later these hypervariable regions were identified as
the ‘‘complementarity determining regions’’ responsible for the recognition of
antigens. Starting from immunoglobulins, immunologists were able to apply sim-
ilar analyses to study structure–function relationships in T-lymphocyte, mem-
brane bound receptors.

C. Seven Transmembrane/G-Protein Coupled Receptors (GPCRs)

Similar approaches have now abundantly been used to make predictions about
the function of sequenced unknown genes. These studies are most fruitful when
applied to large families of highly homologous proteins, as was the case with
immunoglobulins. A good example is provided by members of the seven trans-
membrane domain receptor family, also often described as the G-protein coupled
receptors (GPCRs). In this vast group of membrane proteins, mostly characterized
by the gene sequences, many subfamilies exist. Usually these subfamilies are
characterized by greater homology. One may thus identify biogenic amine recep-
tors such as those for adrenaline, dopamine, histamine, or serotonin from recep-
tors binding peptides such as angiotensin, opioids, or neurotensin, solely on the
basis of the presence of a number of conserved amino acid residues at a very
limited set of positions throughout the proteins. New pharmacological subtypes
were thus assigned a presumed function, often on the basis of strong sequence
homology with members of a given subgroup of receptors, as in the case of β3-
adrenoreceptor, which was identified as a noradrenaline binding protein on the
basis of the sequence homology with the known β1 and β2 subtypes [4].

Olfactory receptor genes have thus been grouped together not only on the
basis of their expression in olfactory neurons but also because of structural ho-
mology, although most of these presumed receptors have still not been assigned
any binding properties. The limitation of this approach is clearly seen in the fact
that there are still numerous so-called ‘‘orphan’’ receptors, for which no homol-
ogy was found to be revealing enough actually to suggest function. With decreas-
ing homology however, the accuracy in predicting function also wanes.

Nevertheless, comparative structural analyses continue to be useful and are
used to a great extent in annotating sequence databases. With more sequences accu-
mulating steadily, comparisons between genomes of various organisms should in-
deed reveal sufficient similarities to allow increasing numbers of identifications.
The discovery of nearly 50% of totally ‘‘new’’ sequences in the sequenced genome
of abysmal bacteria should certainly prepare us for many more orphan proteins.

III. GENE EXPRESSION

Several complementary procedures have been developed to survey expression
patterns of genes in cells grown in various conditions. DNA/RNA display tech-



niques compare mRNAs extracted from cells grown in different circumstances.
These RNAs are then separated by electrophoresis and revealed by cross-hybrid-
ization with known DNAs. DNA chips also utilize known oligonucleotide se-
quences, and because of the truly impressive capacity of these silicon wafers,
membranes, or glass plates, important portions of genomes can be applied to the
solid phase in one single operation and hybridization revealed concurrently.
These hybridization-based methods may provide gene expression data for indi-
vidual known genes. They are, however, not as useful in comparing the abun-
dance of particular transcripts.

Serial analysis gene expression (SAGE) is yet another approach to the eval-
uation of individual gene expression [5]. This method is based on the integration
of two principles: the use of short oligonucleotide sequence tags (�15 to 20
nucleotides) containing sufficient information to identify uniquely any individual
transcript and the concatenation of the tags in serial fashion to allow for increased
efficiency in a sequenced-based analysis [6].

IV. PROTEIN EXPRESSION STUDIES

Several systems have now been developed to explore protein expression patterns
obtained from the analysis of cells exposed to various growth conditions.

A. Polyacrylamide Gel Separation-Based Methods

1. Protein Separation and Visualization

Usually, protein mixtures are extracted in standardized conditions and separated
by polyacrylamide gel electrophoresis in two dimensions: the first dimension is
a size separation in SDS buffer, the second an isoelectric separation using ampho-
lytes, i.e., a mixture of synthetic polymers that form a pH gradient, thus allowing
proteins to migrate until they reach the position corresponding to their isoelectric
point, where they become neutral. Individual protein ‘‘spots’’ are visualized by one
of several staining procedures (e.g., silver staining, Coomassie Blue or Ponceau
Red staining) or by autoradiography after radioactive labeling by growing cells in
radioisotope-containing medium or by extraneous labeling using such as I125.

2. Protein Identification

Identification of protein spots requires sequencing, which until recently was
mostly done by extraction followed by blotting on a glass-fiber membrane that
was directly introduced in the amino acid sequencer. Recently, however, easy-
to-use mass spectrometers allow sequencing by recognition of patterns of masses
of peptide fragments. This considerably reduces the amounts necessary for se-
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quencing, and facilitates sequence identification, now that fragmentation data-
bases on a large variety of possible peptide sequences become available.

3. Reproducibility and Databases

The next difficulty is to make this whole procedure reproducible. At this time,
scientists concur that at least three independent two-dimensional gels should be
run with the same type of sample to obtain a reliable result. For comparative
purposes, a basic pattern is obtained by combining results obtained with ten sepa-
rate presumably identical samples. Using such a combination of extraction/
separation/sequencing procedures, combined with NASA-derived analysis of
2-D gel patterns have resulted in a flurry of publications that presented patterns
of protein expression maps related to a variety of cells and conditions. The latest
example was presented by scientists working at Oxford Glycosciences, which
described protein expression maps corresponding to breast cancer cells. Over
10,000 individual proteins were identified, of which a few dozens seemed to be
breast cancer–specific.

B. Alternative Method for Profiling of Protein Expression

A method to describe the profile of expressed cellular proteins, by taking advan-
tage of the rare presence of cysteine residues, was recently described [7]. All
cysteine residues of cells grown in two different conditions are labeled, by utiliz-
ing one of two available isotopes. The two populations of labeled proteins are
then mixed, these proteins are digested with proteolytic enzymes, and the relative
abundance of the isotopes is compared for each labeled peptide sequenced by
mass spectrometry. This method thus allows us to find out which protein is pres-
ent in the cellular extract, provided it contains at least one cysteine residue, and
the procedure provides a level of quantitation related to the condition in which
the cell was grown.

V. MOTIF RECOGNITION STUDIES

For many years, it has been the goal of protein chemists to try to identify motifs
of protein folding based on amino acid sequences. Various approaches have been
used for this purpose.

A. Sequence Motifs

Motif-discovery and pattern-matching algorithms rapidly become central to a
number of applications in computational biology (for a brief review of recent
work, see Ref. 8). The aim of any of the reviewed algorithms is theoretically to



discover all of the patterns occurring a predefined number of times in any set of
sequence data. Motifs are, e.g., for known substrate-binding or active sites in
enzymes.

B. Remote Homologies, Functional Motifs

Several computational approaches have recently been described for detecting
structural and even functional evolutionary relationships between proteins with
few identical residues. Since protein structure appears to vary less in evolution
than actual sequence, using information related to function may help identify
residues conserved for the preservation of essential folding motifs. Several data-
bases have thus been assembled that collect all the known crystal structures of
members of functional families.

C. Protein Family Motifs

The compilation of new genome sequences provides even more opportunities to
classify additional members of families with recognized functional properties,
thus allowing faster and better quality annotation of sequence databases. Ortho-
logous groups of proteins, i.e., those conserved across genomes, will soon be
grouped in a new type of database.

D. Protein Structure Motifs

Finally, attention is being paid to the attempt to use known structural motifs
for predicting protein folds based on homology with experimentally determined
structures: SWISS-MODEL is a new database using comparative modeling struc-
ture prediction strategies to build 3-D structure models for all protein entries in
the well-known SWISS-PROT and trEMBL databases by using structural data
about homologous proteins extracted from the PDB (http:/ /www.rcsb.org/pdb/).

Motif and pattern recognition are extensively used to group proteins and
predict function. While this approach has been useful to annotate genomes, it is
also the main vehicle for dissemination of inaccurate functional inference. Thus
a wide effort is expected from experts to classify motifs and patterns and clarify
those linked to structural conservation, functional active site for binding or cata-
lytic activity, or phylogenetic proximity. Such effort for curation is efficiently
pursued at the SBI with the development of the Swiss-Prot database.

VI. WHOLE CELL PROTEIN INTERACTION MAPPING

In the cell, proteins do not act in isolation, but usually form transitory or stable
complexes in order to participate in pathways and act in networks. Protein–pro-
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tein interactions thus constitute an essential aspect of the normal workings of the
living cell. These interactions intervene in every cellular process including cell
cycle control, energy metabolism, cell division, and even cell death. Unraveling
the various interactions in which individual proteins are involved thus constitutes
an invaluable way to understand protein function.

A. Biochemical Methods

Recently, a high-throughput genome-wide version of the two-hybrid yeast
method was developed to create what have since become known as protein inter-
action maps (PIMs) for whole cells [9]. While an early systematic matrix ap-
proach had led Bartels et al. [10] to discover 22 interactions between the 53
expressed proteins of bacteriophage T7 expressed in Escherichia coli, the auto-
mated generic version of the procedure of Fromont-Racine et al. is rapidly becom-
ing the method of choice for mapping whole proteomes [9a]. In less than 15
months, a scientific team at Hybrigenics (www.hybrigenics.fr) has thus linked
half of the 1600 proteins of Helicobacter pylori into still partial protein interaction
maps for this ulcer-provoking bacterium [9a] and has partially completed PIMs
for several other microorganisms as well as mammalian cells. In a recent article,
Uetz et al. reported data obtained by the matrix approach both in an academic
low-throughput although quite efficient setting [11] and in a high-throughput ver-
sion [Curagen (www.curagen.com)]. This chapter clearly demonstrates the limita-
tion of the matrix-derived high-throughput procedure, characterized by high lev-
els of false negatives due to the use of predefined full-length proteins and a
predefined unique experimental selective system for all potential interactions
[only 15% of the open reading frames (ORFs) do interact with at least another
protein]. This strategy might also lead to many false positives, since most (over
60%) positives are not reproducibly found when the experiment is repeated twice.
In contrast, the Hybrigenics approach strongly reduces the occurrence of false
negatives and considerably decreases false positives by providing a heuristic
value for each interaction. Hybrigenics developed the automated PIM Rider, es-
sentially another type of web browser, thus provides a quantitative measurement
of the predictive biological value of the detected protein–protein interactions.
This was achieved by developing an algorithm called the predicted biological
score (PBS). This PBS tells how strong the interaction is and thus allows a classi-
fication that results in the definition of the preferred pathway. The PIM Rider
also provides selected interacting domains (SIDs) involved in the various pro-
tein–protein interactions listed in the database [9a]. These SIDs are the direct
products of the automated genome-wide approach developed by Fromont-Racine
et al. [9]. Indeed, in this procedure, every ORF may be represented by many
different partial fragments, by selecting the parts that are common; one can thus
define the actual domain responsible for the interaction with a given partner.



Since one protein may interact with various proteins, several different domains
can be defined for a single ORF. Even the PIM Rider is however not complete;
residues key for the interaction cannot be identified, and pathway identification
still requires biological experimentation.

Eilbeck et al. have developed an object oriented protein interaction database
called INTERACT (at http:/ /bioinf.man.ac.uk/interactso.html) that aims at pro-
viding the appropriate architecture to store, query, and analyze protein interaction
data [12]. A first version contains over a thousand interactions gathered form
three different types of source; data from the MIPS [13], from scientists submit-
ting results over the Web, and results from published literature. Eilbeck et al.,
have been able to create a web-based browser that allows biologists to answer
a number of queries about interacting proteins [12].

These questions have been listed by the authors in a table that is reproduced
here in a modified form (Table 1), since it very nicely summarizes what protein
chemists would like to know about their favorite molecules. Not all these ques-
tions can be answered by INTERACT. Two other sites provide a view on protein–
protein interactions, one from Myriad (ProNet), the other from Curagen. A clear
definition of the initial set of data that populate the database and information on
its accuracy are now available at this time. Currently, several protein sequence
databases provide annotations for describing protein–protein interactions. Unfor-
tunately, the compilation of many results, most of which were obtained through
different, not quality controlled or standardized procedures, leads to the listing
of quite a number of false positive interactions. It will be a challenge for the
coming years to offer to the scientific community access to accurate protein–
protein interaction data, the same being true for most large-scale genomic ap-
proaches (expression profile, polymorphisms, mutant phenotypes), for which nei-
ther standards for experimental procedures nor standards for dataset format have
been defined. This is particularly important since these sets of data are then used
by bioinformatics algorithms for various predictions on function and inference
of interactions in other organisms. We see here a typical example of a possible
propagation of many specific data based ultimately on wrong experimental re-
sults.

Table 1 Information Needed to Assign a Function to a Protein

The partners a protein interacts with (including itself, in dimer formation)
The strength, the reproducibility of the interaction in different conditions,

in different cell types
The domains (motifs?) involved in the protein–protein interactions
The pathway(s) the protein is involved in
The location in the cell where the interaction occurs
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B. Predictive Methods Based on Bioinformatics

Several groups have proposed to predict protein function by applying computa-
tional methods.

1. Annotation by sequence similarity to known proteins is based on the
assumption that homology in structure results in conservation of activity [14].
At least three factors limit such an approach however; sequence similarity has to
be continuous over a sufficient stretch of DNA, and has to be readily recognized,
homologues with known function should already be available for comparison,
and finally, activity of the protein has to be correlated with the parts that are
structurally conserved.

2. Prediction of protein interaction based on gene fusion events was pro-
posed by Enright et al. [15] as a more sophisticated version of sequence compari-
son, by focusing on homologies between DNA sequences that encode single pro-
teins in one genome, and apparently ‘‘fused’’ domains in another genome. The
assumption is made that fused domains necessarily interact with each other, and
therefore that independent proteins homologous to these domains should interact
with a high probability. Enright et al. have actually documented their approach
by ‘‘linking’’ 215 proteins in three different prokaryotic genomes, with very few
estimated false positives [14]. This approach addresses one of the main criticism
of the ‘‘random’’ sequence comparison but does not replace actual analysis of
function.

3. Correlative functional linking through a combination of methods was
described by Marcotte et al. [16]. These authors purport to replace biochemical
analysis of protein function by integrating results from correlated evolution, cor-
related messenger RNA expression patterns, and patterns of domain fusion. Mar-
cotte et al. showed that the number of links proposed by each of the methods
applied to the yeast genome. Most types of links used by Marcotte et al. rely of
course on a number of assumptions that will need to be verified experimentally
[16]. Correlated evolution between several genomes assumes that proteins shar-
ing a similar phylogenetic profile are expected to be functionally linked. Corre-
lated mRNA expression patterns were obtained for the yeast genome by com-
paring 97 publicly available DNA chip data sets corresponding to changes of
expression levels of mRNA (not proteins!) during a variety of physiological con-
ditions. Here the assumptions are first, that all mRNA levels accurately and simi-
larly reflect protein levels, and second, that apparently correlated expression lev-
els reflect functional linkage. The resulting proposed functions are still very
broadly defined: protein functions are thus referred to as involved in ‘‘metabo-
lism’’ or ‘‘transcription,’’ which would probably describe a large proportion of
randomly selected proteins anyway. Nevertheless, this kind of approach, as im-
precise as it may be, does present the considerable advantage of providing infor-
mation and hypotheses for at least the yeast genome. It is easy to validate or



invalidate, by actually performing experiments such as genome-wide protein in-
teraction mapping, as proposed by Fromont-Racine et al. [9], or by systematic
gene knockout analysis, as presently performed by the group of Ronald Davis
at Stanford and independently by the European Yeast Genome Sequencing Con-
sortium (EUROFAN).

VII. WHOLE CELL OR WHOLE ANIMAL STUDIES FOR
PROTEIN FUNCTION

A number of systems are now available to identify protein function in whole
cells or whole animals by analyzing the biological effects of mutations in the
corresponding genes either expressed naturally, for instance, in disease, or artifi-
cially, by deliberate gene alteration. Specialized reviews discuss these systems
in great detail. These are listed here with discussion of relative advantages and
disadvantages.

A. Yeast Knockouts

The first sequenced whole genome was that of yeast, and its 6,217 ORFs are
now scrutinized by a variety of approaches. At this time, at least 2,557 of these
ORFs still correspond to uncharacterized proteins [13,17–19]. Two groups have
independently decided to knock out every one of the 6,217 ORFs: the laboratory
of Ronald Davis and EUROFAN. For the latter, each of the viable mutant yeasts
is subjected to ten different growth conditions to evaluate changes induced by
the invalidation of a single gene. Results are not yet available, but it is already
clear that a number of knockouts do not yield any information, because of the
lack of effect in any of the ten selected conditions.

A more recent approach was described by Ross-MacDonald et al. [18], in
which gene disruption was performed by targetted transposon tagging together
with insertion of the lacZ gene which encodes β-galactosidase. Over 11,000
strains were thus generated, each carrying a transposon inserted within a region
of the genome expressed during vegetative growth and/or sporulation. These in-
sertions affect nearly 2,000 annotated gene disruption phenotypes, which were
determined for nearly 8,000 strains using 20 different growth conditions. Over
300 previously nonannotated ORFs were identified. Over 1,300 transposon-
tagged proteins were analyzed by indirect immunofluorescence.

B. Fruit Fly Mutants

Well before the yeast sequence became available, a number of groups involved
in the study of development had collected a large variety of fruit fly (Drosophila)
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mutants, for which accurate genetic studies had pinpointed presumed mutated
genes. The Drosophila genome is now sequenced and should soon become avail-
able on the Web. Preliminary indications suggest that annotations of the ORFs
seemed to be quite valuable and may thus help considerably in assigning function
to a number of presumed proteins.

C. Nematode Mutants

Although nematode (e.g., C. elegans) mutants have been much less studied than
fruit flies, the recent availability of the entirely sequenced, but unfortunately
sparsely annotated, genome has spurred considerable interest in collections of C.
elegans containing one-to-one knocked out genes [20]. Specialists in nematode
phenotypes have become in high demand to try to link the mutations with physio-
logic response. Some groups thus claim to be able to differentiate over 500 differ-
ent behaviors (www.DevGen.com). This is certainly a challenging statement,
which by itself summarizes the hope placed in such microscopic worms to go
from gene to integrated biological function.

D. Mice Mutants

Naturally occurring mice mutants, or animals knocked out for specific genes, are
widely available, but the genome is not yet sequenced. It may however become
accessible in the not too distant future and would certainly provide for a very
attractive system to link gene sequence with protein function.

E. Inherited Diseases in Humans

By far the most exciting results linking protein defects with disease have of course
been obtained in humans. Families in which a disease appears to be inherited in
a strictly Mendelian manner have thus yielded correlations between mutations
occurring in a single gene and presence of the disease. Because of the increasing
availability of data describing the sequence of the human genome, and the pres-
ence of genetic markers, correlations now become much easier; and the assign-
ment of a role in the disease, and thus deduction of normal function, have a much
better scientific basis.

VIII. CONCLUSION

Considerable progress has thus been accomplished towards the complete struc-
tural analysis of whole genomes. At the time of writing, 53 genomes have been
nearly completely sequenced, of which about 6 are ‘‘closed,’’ meaning that no



gaps are left. Most of the sequences have been completed once, with the exception
of H. pylori, for which two different strains have been sequenced. In that single
case, differences in sequence have been ascribed to differences in the isolates.
It is likely that in the near future complete sequences will become available for
many other genomes including the human and murine genomes, but with possible
unexplained sequence variations. Beyond genomics, however, a much more chal-
lenging field of research and development opens up. Indeed, on average less than
40% of the sequenced genes have known functions, and the obvious avenue to
unravel functions will be the study of the encoded proteins. Methods developed
so far to study proteins are both too specific and too tedious to allow rapid prog-
ress. Generic technologies, such as cell-wide, genome-wide protein interaction
mapping will be applied systematically.

The assignment of proteins in functional pathways will necessarily have to
be completed by cellular studies, including the analysis of the effects of antisense
treatment, or of gene inactivation. Methods will have to be devised to perform
such studies generically, on a large scale. Just as necessary will be high-
throughput procedures for determining the three-dimensional structure of do-
mains of proteins found to be involved in protein interactions. Current methods
for crystallization or structural analysis by NMR seem to become more amenable
to automation. One may thus reasonably expect that soon biologists will benefit
from the knowledge of all structures of proteins, and from the roles of these
proteins in physiologic pathways. It will then be a challenge to integrate all this
knowledge to understand the functioning of complex structures such as the brain.
This will probably be the assignment for the next decade.
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and Their Characterization
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Bioinformatics is a scientific discipline that encompasses all aspects of biological
information; acquisition, processing, storage, distribution, analysis, and interpre-
tation. It combines the tools and techniques of biology, computer science, and
mathematics with the aim of understanding the biological significance of a variety
of data [1]. This discipline consists of two main interdisciplinary subfields: re-
search and development work required to build the software and database infra-
structure, and computation-based research devoted to understanding and solving
biological questions [2]. The emphasis of this chapter will be on the application
of bioinformatics tools and databases to identify and characterize novel gene
targets, which is of interest to pharmaceutical companies. The classical drug dis-
covery paradigm (Fig. 1) depends on the knowledge of the functional activity of
a protein. This functional knowledge is used either to isolate a target or to develop
a screen against the target.

The recent advances in genomics and genomic technologies have changed
the way of performing drug discovery. A molecular sequence is an information-
rich source of data that is currently at the core of a revolution in genomics. Se-
quence data are universal, are now inexpensive to obtain, and are being generated
at a prodigious rate. The current paradigm is genecentric, and identification of a
novel or orphan gene is the starting step in a drug discovery process (Fig. 2).

The last decade saw an explosion in the generation and availability of geno-
mic data. The human genome project (http:/ /www.nhgri.nih.gov/HGP/) is gener-
ating sequence data at an exponential rate. Many microbial genomes, and com-



Figure 1 ‘‘Classical’’ drug discovery.

Figure 2 Bioinformatics/genomics-based drug discovery.



plete genomes of yeast, the fruit fly, the worm, and the human (working draft),
have been completed during this period. In addition to simple sequences, we are
beginning to see a deluge of data on (1) gene expression, (2) polymorphisms/
mutations, (3) protein interactions, and (4) regulatory networks. In addition, mo-
lecular biological data have to be integrated with biochemical, chemical, and
clinical data. This has resulted in an information overflow, and the winner will
be one who can extract the knowledge from this complex mesh of data. The
knowledge of interest to drug companies is the identification of drug targets, and
the functional characterization and elucidation of gene–disease relationships.

This chapter deals with the discovery of eukaryotic drug targets by bioinfor-
matics methods. In this context, a ‘‘protein’’ or ‘‘target’’ of interest to a company
involved in drug discovery can be

1. A novel protein related to a protein or family of proteins of interest
2. An unknown protein that has a desirable expression profile
3. A known or unknown protein that has been shown to be differentially

expressed in a biological condition of therapeutic importance
4. A mutation in the gene associated with a disease
5. A human homologue of a model organism (yeast, fruit fly, or worm)

protein that exhibits an interesting phenotype

Currently, there are around 500 such molecular targets [3]. It is expected that
this number will increase tenfold, and advances in genomics can be used to ex-
ploit these targets for future drug therapy. This chapter deals with the application
of bioinformatics tools in the context of genecentric drug discovery.

I. DATABASES FOR MINING NOVEL GENES

Biological databases are key resources for identifying novel drug targets [4–6].
When sequence databases were first created, the amount of data was small and
the entries were manually created and entered as text files. As new types of data
were captured or created, new data repositories were created using variety of file
formats [7]. Over the past ten years, the management of biological information
has truly come of age, becoming increasingly integrated into the scientific pro-
cess. It is now almost impossible to think of an experimental strategy in biomedi-
cine that does not involve some online foray into scientific databases. At the core
of this shift is a huge data explosion, most notably in the amount of gene sequence
and mapping information.

An example for this growth is illustrated in Figure 3. From its inception
in November 1988, the National Center for Biotechnology Information (NCBI;
home page URL: http://www.ncbi.nlm.nih.gov/) was charged with providing data
access and molecular biology analysis tools to the public domain. Figure 3 (http://



Figure 3 A decade of growth for GenBank and NCBI.

www.ncbi.nlm.nih.gov/) exemplifies the flood of data and analysis tools coming
in many new forms in the first ten years of NCBI. This year-by-year tour marks
highlights from NCBI’s first decade. A detailed description of all the products
and services mentioned in Figure 3 is available at their home page.

The flood of sequence data, mainly from completed genomes, has led to
problems with quality control and the speed with which the data can be searched
and analyzed [8–10]. The majority of biological databases now need to be reen-
gineered and updated to cope with this deluge of information. As stated by Baker
and Brass [7], databases can be split into four broad categories based on the
source of their data:

1. Primary databases: These contain one principal kind of information
(e.g., sequence data), which may be derived from many sources, such as large-
scale sequencing projects, individual submissions, the literature, and other data-
bases. Examples for primary databases include protein databases like Protein In-



formation Resource (PIR) (http://www-nbrf.georgetown.edu/pir/) and Swissprot
Protein Database (http://expasy.hcuge.ch/sprot).

2. Secondary databases: These contain one principal kind of information
(e.g., alignment data), which is derived solely from other databases. The data
may be a straightforward subset of another database or may be derived by analysis
of another database. Examples for secondary databases include motif and pattern
databases like BLOCKS (http://www.blocks.fhcrc.org/), derived from PROSITE
(http://expasy.hcuge.ch/sprot/prosite.html), and PRINTS (http://www.biochem.-
ucl.ac.uk/bsm/dbbrowser/PRINTS/), derived from OWL (http://www.biochem.-
ucl.ac.uk/bsm/dbbrowser/OWL/OWL.html). These databases are described in de-
tail in Sec. IV.

3. Knowledge databases: These are specialist databases containing re-
lated information from many sources, such as the literature, expert input, and
other databases. Examples of knowledge databases include structural data-
bases like SCOP (http://scop.mrc-lmb.cam.ac.uk/) from PDB (http://
www.pdb.bnl.org/) and the E. coli biochemical pathway tool, EcoCyc (http://
ecocyc.panbio.com/ecocyc/).

4. Integrated database systems: Those are combinations of primary or
secondary databases. Examples of integrated databases include corporate geno-
mic databases developed by pharmaceutical and biotechnology companies as sin-
gle-stop sources for genomic information for their biologists.

The different types of databases described above serve as repositories for
storing and accessing biological data. As mentioned earlier, the idea here is to
use this data for high-throughput identification of novel targets. Two main data-
bases that are widely used for identifying novel targets are the Expressed Se-
quence Tag (EST) databases and the High Throughput Genomic sequences from
the International Human Genome Project. These two are the high-impact data-
bases, and they are described in the next subsection.

A. Expressed Sequence Tag (EST) Database

ESTs provide the direct window onto the expressed genome [11]. They are single-
pass partial sequences from CDNA libraries. The main public source of these
EST sequences is dbEST (http://www.ncbi.nlm.nih.gov/dbest/), and the EST
clones are available from the I.M.A.G.E. consortium (integrated molecular analy-
sis of genomes and their expression consortium; URL: http://www.bio.llnl.gov/
bbrp/image/image.html). As of March 14, 2001, there were 7,550,778 ESTs in
the public domain. The number of available ESTs in the public domain for hu-
mans, mouse, rat, nematode, fruit fly and zebra fish is given in Table 1.

EST databases and cDNA sequencing are now used widely as part of both
academic and commercial gene discovery projects. With the availability of high



Table 1 Number of Available ESTs in the Public
Domain (as of 03/14/2001)

Number of
Organism ESTs

Homo sapiens (human) 3,288,343
Mus musculus and domesticus (mouse) 1,955,500
Rattus species (rat) 265,763
Caenorhabditis elegans (nematode) 109,215
Drosophila melanogaster (fruit fly) 116,471
Danio rerio (zebrafish) 85,586

performance and a sharp decline in the cost of computing, large-scale analysis
and review of EST sequence data, particularly with regard to the data quality,
are now possible. The EST data, in addition to being a source for novel targets,
are also linked with other genomic information in databases such as EGAD [12]
and XREFDb [13].

The analysis of EST databases has resulted in the identification of several
successful novel targets. One of the success stories of using EST databases is
the identification and subsequent cloning of a candidate gene for chromosome 1
familial Alzheimer’s disease (STM2) [14]. Another example is the identification
of human homologue between the yeast equivalent (hMLH1) of the bacterial
DNA mismatch repair gene mutL. Missense mutations in hMLH1 has been asso-
ciated with chromosome-3-linked hereditary nonpolyposis colorecetal cancer
[15,16]. This success and the potential for novel gene discovery from EST
databases have also been capitalized by biotechnology companies like Human
Genome Sciences (http://www.humangenomesciences.com) and Incyte (http://
www.incyte.com).

EST sequences are generated by shotgun sequencing methods. The se-
quencing is random, and a sequence can be generated several times. This results
in a huge amount of redundancy in the database. Large-scale bioinformatics and
experimental comparative genomics are complex and time-consuming. One chal-
lenge is to eliminate the redundancy in the EST databases. Sequence-cluster data-
bases such as UniGene [17], EGAD, and STACK (sequence tag alignment and
consensus knowledgebase) [18] address the redundancy problem by coalescing
sequences that are sufficiently similar that one may reasonably infer that they
are derived from the same gene. Many companies, for example, Celera (http://
www.celera.com) and Incyte, have their own clustering software. A commercial
software available for clustering is based on the D2 algorithm and is currently
marketed by DoubleTwist (http://doubletwist.com/). In addition to EST se-



quences, there is another major source of sequence data in the public domain.
This is the human genomic data and it is the topic of focus in the next section.

B. Human Genomic Database

The main public domain source for the human genome data is from the Human
Genome Project (HGP). This is an international research program designed to
construct detailed genetic and physical maps of the human genome, to determine
the complete nucleotide sequence of human DNA, to localize the estimated
30,000–40,000 genes within the human genome, and to perform similar analyses
on the genomes of several other organisms used extensively in research labora-
tories as model systems. The scientific products of the HGP will comprise a
resource of detailed information about the structure, organization, and function
of human DNA and the information that constitutes the basic set of inherited
‘‘instructions’’ for the development and functioning of a human being. The work-
ing draft of the human genome was published on June 26, 2000. The International
Human Genome Sequencing Consortium published the article on ‘‘Initial se-
quencing and analysis of the human genome’’ in the journal Nature on February
15, 2001. The sequencing status of HGP as of March 14, 2001 was:

Finished sequence: 1,040,372 kb (32.5% of the genome)
Working draft sequence: 1,951,344 kb (61.0% of the genome)

It is estimated that 3% of the total human genome encodes proteins. The major
challenge in the analysis of genomic DNA sequence is to find these protein-
coding regions and other functional sites. The current laboratory methods are
only adequate for characterizing sequences of a few hundred bases at loci of
special interest (e.g., disease genes). They are quite laborious and not suitable for
annotating multimegabase long anonymous sequences. Computational methods
serve as a potential alternative that can be used to characterize and annotate these
megabase long sequences, either in an automated or semiautomated way [19].

Several computational tools have been developed in recent years to tackle
the gene prediction problem. A listing of gene identification resources, freely
available for academic use, is given in Table 2. It is important to distinguish two
different goals in gene finding research. The first is to provide computational
methods to aid in the annotation of the large volume of genomic data that is
produced by genome sequencing efforts. The second is to provide a computa-
tional model to help elucidate the mechanisms involved in transcription, splicing,
polyadenylation, and other critical pathways from genome to proteome. No single
computational gene finding approach will be optimal for both these goals [38].
Also, no single gene finding tool can claim to be successful in completely identi-



Table 2 A Selected List of Public Gene Identification Resources on the Internet

Gene identification
method URL

GENSCAN [20] http://genomic.stanford.edu/GENSCANW.html
AAT [21] http://genome.cs.mtu.edu/aat.html
MZEF [22] http://sciclio.cshl.org/genefinder
VEIL [23] http://www.cs.jhu.edu/labs/combio.veil.html
MORGAN [24] http://www.cs.jhu.edu/labs/compbio/morgan.html
Genie [25] http://www-hgc.lbl.gov/inf/genie.html
FGENES [26] http://dot.imgen.bcm.tmc.edu:9331/gene-finder/gf.html
FGENES-M http://dot.imgen.bcm.tmc.edu:9331/gene-finder/gf.html
FGENESH/HMM http://dot.imgen.bcm.tmc.edu:9331/gene-finder/gf.html
GenelD [27] http://www.imim.es/Geneldentification/Geneid/

geneid_input.html
GeneParser2 [28] http://beagle.colorado.edu/�eesnyder/GeneParser.html
GeneLang [29] http://cbil.humgen.upenn.edu/�sdong/genlang.html
GRAIL-II [30] http://combio.ornl.edu/Grail-bin/EmptyGrailForm
SORFIND [31] http://www.rabbithutch.com/
PROCRUSTES [32] http://www-hto.usc.edu/software/procrustes/index.html
GenView [33] http://www.itba.mi.cnr.it/Webgene
HMMgene [34] http://www.cbs.dtu.dk/services/HMMgene/
GeneMark-HMM [35] http://genemark.biology.gatech.edu/GeneMark/

hmmchoice.html
Glimmer [36] http://www.cs.jhu.edu/labs/compbio/glimmer.html
Xpound [37] ftp://igs-server.cnrs-mrs.fr/pub/Banbury/xpound

fying all the exons in a gene. The current strategy is to use a combination of
different gene finding programs. Comparison of different gene finding programs
is available in the literature [39]. One such example is the comparison of
some gene finding programs for the 1.4 MB genomic region BRCA2 on human
chromosome 13q: http://genomic.sanger.ac.uk/gf/braca2.html. A combination of
fgeneshm and genescan and combination of fgeneshm and fgenes have been
shown to be superior in gene prediction when compared to other methods (http://
genomic.sanger.ac.uk/gf/brac2.html).

The programs listed in Table 2 share a number of limitations. The current
methods only detect protein-coding regions in genes. They are not trained to
predict noncoding regions, which can be biologically important in some cases.
As a consequence, the noncoding part of RNA genes, such as XIST [40], H19
[41], IPW [42], and the newly discovered NTT [43], would have been totally
transparent to the current gene prediction programs. The genes listed above are
all known to play a key role in transcription inactivation and/or imprinting.

Some of the inaccuracies in these programs stem from the inadequacy to



predict accurately the intron/exon boundaries, which in turn results in limitations
in identifying the eukaryotic gene structure and a poor performance on a short
exon. Furthermore, a large number of false splice site predictions eventually
lower the reliability of predicted exons. Because of the different types of pro-
cessing performed by the various gene prediction programs, it seems plausible
to use a combination of gene finding programs and to look for consensus regions
produced by the various programs [44]. The ESTs and the predicted exons from
the gene finding programs will serve as our input query for identifying novel
proteins.

II. COMPUTATIONAL STRATEGY FOR NOVEL
GENE DISCOVERY

A simple strategy for high-throughput identification of novel targets is given in
Figure 4. This section gives an overview of the steps involved in the identifica-
tion of novel proteins. The first step is selecting the probe sequence or motif.
The probe sequence or motif is selected based on the biological problem of
interest. The search sequences can be obtained from Entrez (http://

Figure 4 A simple protocol for identifying novel genes.



www.ncbi.nlm.nih.gov/) and the Hidden Markov Model (HMM) profiles from
the Pfam database (http://pfam.wustl.edu/). The second step is the mining of this
sequence or profile against a sequence database. Usually, the sequence databases
are high-impact databases described earlier (ESTs and genomic databases). The
quality of this database determines the quality of the predicted novel proteins.
Sequencing errors in the data can produce false positive results. The search pro-
gram to be used depends on what information is to be gained from the query of
interest. The third step is the interpretation of these results and identifying the
positive hits for subsequent analysis. The promising hits are searched back against
the protein databases, and this process is described here as retrosearch. The EST/
genomic hits are retrosearched against the non redundant protein and patent data-
bases to make sure they are novel. The novel ones are evaluated based on bio-
informatics analysis and biological knowledge to determine whether they will be
drug targets or candidates for further biological evaluation. The search programs
and methods for characterizing the database hits are described in detail in the
next section.

III. BIOINFORMATICS METHODS FOR IDENTIFYING
NOVEL TARGETS

A molecular sequence is not very informative by itself. It is only in the context
of other biological sequences that sequence data becomes truly illuminating. Se-
quence similarity analysis, primarily based on evolutionary homology, is the sin-
gle most powerful tool for functional and structural inference available to compu-
tational biology. The sequence searching methods can be broadly divided into
two categories, sequence based and profile based. These two approaches can be
used in identifying novel targets for EST/genomic databases and will be the sub-
ject of discussion in this section.

A. Sequence-Based Search Methods

The design of a database search requires consideration of what information is to
be gained about the query sequence of interest. The rationale here is that the
homology (evolutionary relationship) can be inferred from sequence similarity,
and from this one may be able to infer function.

As pointed out by Steven Brenner [45], planning a good database search
experiment requires an understanding of the method being applied. Fundamen-
tally, database searches are simple operations: a query sequence is aligned with
each of the sequences, targets, in a database. Programs such as BLAST [46] and
FASTA [47] use heuristics to decide whether to do a complete comparison and
speed up the alignment procedure, while the Smith–Waterman algorithm [48]



rigorously compares the query sequence with each target in the database. A score
is computed from each alignment, and the query–target pairs with the best scores
are then reported to the user. Typically, statistics are used to help improve the
interpretation of these scores. A detailed explanation of these algorithms can be
found in Ref. 49. BLAST is the most widely used and popular tool for sequence
comparisons. This program runs 10–100 times faster than Smith–Waterman at
the cost of overlooking an occasional similarity. BLAST is widely used to locate
quickly high regions of sequence similarity. There is a trade-off between speed
and sensitivity, and the user should make the choice of method depending upon
the problem to be solved. For drug discovery, FASTA is an underutilized tool.
FASTA is more sensitive than BLAST in detecting distantly related sequences.
PSI-BLAST is an extension of the BLAST program that is powerful in identifying
weak similarities. PSI-BLAST takes as an input a single protein squence and
compares it to a protein database, using the gapped BLAST program. Then the
program constructs a multiple alignment, and then a profile, from any significant
local alignments found. The original query sequence serves as a template for the
multiple alignment and profile, whose lengths are identical to that of the query.
The profile is compared to the protein database, again seeking local alignments.
After a few minor modifications, the BLAST algorithm is directly used for this
comparison. The profile construction followed by a BLAST search is repeated
an arbitrary number of times or until convergence.

1. Programs and Comparisons

Whether to use a protein or a DNA sequence query depends upon the biological
information to be inferred from the analysis. Different types of BLAST programs
are listed in Table 3. If a sequence under consideration is a protein or codes for
a protein, then the search should be at the protein level, because proteins allow
one to detect far more distant homologies than does DNA [50]. Degeneracy in
codon usage and comparison of noncoding frames have to be taken into account
while using DNA comparisons for identifying similar sequences. The chemical
properties of amino acids also help in the degree of similarity to be assessed
rather than simple recognition of identity or nonidentity. For these reasons, DNA
versus DNA comparison is typically used in cases to find whether a gene has
been previously sequenced or to find the splicing junction. On the other hand, if
the user is interested in information contained in the untranslated region of a
gene, a protein-based search is not useful and the DNA-based method has to be
used.

2. Database Search Methods

Which database has to be searched once again depends upon the original search
plan. The sequence databases are available. A list of commonly used peptide and



Table 3 BLAST Programsa

Program Query Database Comments

blastn DNA DNA Tuned for very-high-scoring matches, not
distant relationship, UTR analysis, splic-
ing pattern

blastp Protein Protein To find homologous proteins
blastx DNA Protein Analysis of new DNA sequences and ESTs

(translated) for finding matching and novel proteins
tblastn Protein DNA Querying protein probes of interest against

(translated) DNA database (e.g., ESTs for finding
novel proteins)

tblastx DNA DNA Useful for gene structure and EST analysis,
(translated) (translated) computationally intensive

a Similar programs are available for FASTA. FASTA programs are available at ftp:/ /ftp.virginia.edu/
pub/fasta. In Blastx, tblastn, and tblastx methods, DNA sequences or databases are translated to all
six reading frames and the searches are done at the protein level.

nucleic acid databases and a brief description of their contents are given in Tables
4 and 5.

3. Search Parameters

Filtering: Statistics of database searches assume that unrelated sequences will
look essentially random with respect to each other. However, there are certain
patterns in sequences that violate this rule. The most common exceptions are long
runs of the same or similar amino acids (polyalanine, polyproline, hydrophobic

Table 4 List of Peptide Sequence Databases Available at NCBI

Nr All nonredundant GenBank CDS translations � PDB � SwissProt �
PIR � PRF

Month Subset of nr that is new or modified in the last 30 days
Swissprot The last major release of the SWISS-PROT protein sequence database

(no updates)
Yeast Yeast (Saccharomyces cerevisiae) protein sequences
E. coli E. coli genomic CDS translations
Pdb Sequences derived from the 3-dimensional structure Brookhaven Pro-

tein Data Bank
kabat Kabat’s database of sequences of immunological interest
[kabatpro]
Alu Translations of select Alu repeats from REPBASE



Table 5 List of Nucleotide Sequence Databases Available at NCBI

Nr All nonredundant GenBank � EMBL � DDBJ � PDB sequences (but
no EST, STS, GSS, or phase 0, 1, or 2 HTGS sequences)

Month Subset of nr that is new or modified in the last 30 days
dbest Nonredundant database of GenBank � EMBL � DDBJ EST divisions
dbsts Nonredundant database of GenBank � EMBL � DDBJ STS divisions
htgs htgs unfinished High Throughput Genomic Sequences: phases 0,1, and

2 (finished, phase 3 HTG sequences are in nr)
Yeast Yeast (Saccharomyces cerevisiae) genomic nucleotide sequences
E. coli E. coli genomic nucleotide sequences
pdb Sequences derived from the 3-dimensional structure
kabat Kabat’s database of sequences of immunological interest repeats from
[kabatnuc] query sequences
epd Eukaryotic Promoter Database
gss Genome Survey Sequence, includes single-pass genomic data, exon-

trapped sequences, and Alu PCR sequences

stretch). Such regions of sequence could spuriously obtain extremely high scores.
For this reason, the default option is to include filtering in the NCBI BLAST
server. The SEG [51] program is used for masking proteins, and the DUST [52]
program is used for masking DNA sequences. These programs are not guaranteed
to filter all the low-complexity sequences. The user has to be careful that some-
times valid hits might be missed if part of the sequence is masked.

4. Other Parameters

It is advisable for users to go with the default matrix and gap parameters. These
parameters determine how similarity between two sequences is determined.
When two residues are aligned, programs use the matrix to determine whether
the amino acids are similar or very different. The default matrix is BLOSUM62
[53]. The user has to understand the evolutionary implications of various matrices
before using them in a sequence search. The gap parameters determine how much
an alignment is penalized for having gaps. There are other parameters that deter-
mine the heuristics that BLAST uses. By altering these numbers, the user can
alter the sensitivity and speed of the search. These parameters are complex and
beyond the scope of this chapter. It is very rare for users to alter these parameters
from the defaults. The FASTA program has one such parameter, which can be
beneficial for users. It is called ktup. Searches with ktup � 1 are slower but more
sensitive than BLAST; ktup � 2 is fast but less effective. The third set of parame-
ters determines how many matches have to be reported. These numbers can be
changed at the user’s discretion.



5. Interpretation of Results

This is the most challenging part of the search process. Scores calculated by the
program using statistical measures serve as guidelines, and they are useful most
of the time. In cases of weak similarity or alignments with low statistical signifi-
cance, biological knowledge and intuition can help in the interpretation. A biolog-
ically significant alignment need not be statistically significant and vice versa.
The common way for interpreting the results is to use the E value [54]. The E
value of a match measures the expected number of sequences in the database
that would achieve a given score by chance. Since these values depend on the
number of entries in the database, they will change with the number of sequences
in the database. Nonetheless, lower E values (1e-5 and less) can suggest meaning-
ful similarity. It is highly encouraged to look at the actual alignment and check
the region of the query matching with the target. If this region happens to be of
functional importance and residues shown to have a functional role are matching,
then the alignment may be biologically significant even if it has a high E value.

The presence of sequence similarity allows the inference of homology, and
the homology can help to infer whether they share functions. This inferring of
function from the homologous matched sequences can be tricky. If the score is
good and the alignment matches the entire protein, then there is a very good
chance that they share the same or a related function. If only a partial target
sequence matches with the query, they might share a domain and only contribute
one aspect of overall function. This situation is true with a multidomain protein.
One should be cautious before jumping to any functional conclusion. An EST
matching with a zinc finger domain of a nuclear hormone receptor need not be
a gene encoding NHR. It can be any DNA binding domain shared by many fami-
lies of proteins. Many sequences have greatly diverged during evolution, and they
cannot be detected by simple sequence similarity search methods. Thus failure to
find a significant match does not indicate that no homologues exist in the data-
base. This suggests that a more powerful computational tool, that goes beyond
the simple pairwise sequence similarity, should be used. This leads us to the other
database search method based on profiles.

B. Profile-Based Methods

Analysis of a multiple sequence alignment can reveal gene functions that are
not clear from simple pairwise sequence alignment [55]. Software packages are
available that can take a multiple sequence alignment and build a profile of it.
As stated by Sean Eddy [55], a profile incorporates position-specific information
that is derived from the frequency with which a given residue, amino acid, or
nucleic acid base is seen in an aligned column. Component residues of active
sites or ligand binding pockets or functional motifs tend to be well conserved in



sequence families. Using this information, which includes both conserved and
less-conserved residues, a sensitive database search is possible.

Much of the new software for profile searches is based on statistical models
called hidden Markov models (HMMs) [56]. This section is an introduction to
profile-based HMM methods, and more comprehensive reviews are available
elsewhere [57]. Profile-based searches can be done in two ways, using the pub-
licly available HMM profiles, and creating a new HMM profile from aligned
sequence data.

Pfam is a database of protein domain families. It is available in the public
domain at http://www.sanger.ac.uk/Software/Pfam/ and http://www.cgr.ki.se/
Pfam/ (Europe) and at http://pfam.wustl.edu/ (USA). Using the publicly available
HMM profiles is convenient if the domain of interest is already present in the
Pfam database [58].

Pfam contains curated multiple sequence alignments for each family. These
multiple sequence alignments are used to create HMM profiles. These profiles
are then used to identify protein domains in uncharacterized sequences. Pfam
contains functional annotation, literature references, and database links for each
family. There are two multiple sequence alignments for each Pfam family, the
seed alignment, which contains a relatively small number of representative mem-
bers of the family, and the full alignment, which contains all members in the
database that can be detected. All alignments are taken from pfamseq, which is
a nonredundant set composed of the SWISS-PROT and SP-TrEMBL collections
of protein family alignments that were constructed semiautomatically using
HMMs. Sequences that were not covered by Pfam were clustered and aligned
automatically and are released as Pfam-B.

The Pfam distribution contains a number of files: Pfam-A.seed, Pfam-
A.full, Pfam, PfamFrag, SwissPfam, Pfam-B, diff, and Pfamseq [59]. Pfam-
A.seed and Pfam-A.full contain the seed and full annotation in a marked-up align-
ment format called the Stockholm format. The Pfam file contains the library of
Pfam profile HMMs. Any given sequence can be searched against this file to find
any Pfam domain present in the query sequence. The Pfam models are iteratively
defined. They start from clear homologues and incorporate increasingly distant
family members in the process.

PfamFrag is a library of profile HMMs designed specifically to find matches
to protein fragments; SwissPfam is a file containing the domain organization for
each protein in the database; Pfam-B contains the data for Pfam-B families in
the Stockholm format. Sequences that are not available when Pfam-A is generated
are clustered and aligned automatically and are released as Pfam-B; diff is a file
containing the changes between releases to allow incremental updates of Pfam-
derived data; pfamseq contains the underlying sequence database, in fasta format,
that all sequences in Pfam are taken from. The Pfam package contains the above-
mentioned files, and executables are available for different operating systems.



Figure 5 Steps in creating a new HMM profile.

HMMER is a freely distributed implementation of profile HMM software
for protein sequence analysis. It is available at http://hmmer.wustl.edu. There are
currently nine programs in the HMMER package. These programs can be used
to search a protein database or create a new HMM profile. If the domain of
interest is not present in the Pfam database, then the user has to create a new
HMM profile for the desired domain. A demonstration of how to create a new
profile is presented in Figure 5. The description of the nine programs and an
online manual for HMMER is available at the HMMER URL given above. For
nucleic acid analysis, a new package called Wise2 is available at the Sanger
Center, UK (http://www.sanger.ac.uk/Software/Wise2/index.shtml). It can com-
pare a single protein or a profile HMM to a genomic DNA sequence and predict
a gene structure. The genomic sequence analysis algorithm is called Genewise,
and the corresponding one for ESTs is called ESTwise.

The earlier sections gave an overview of the sequence-based and profile-
based methods. The next step is to use this information in the identification of
novel proteins of interest. The next section talks about the application of these
methods in novel gene discovery.

C. Identification of a Novel Protein: An Example

This example illustrates the use of database search methods and the application
of the strategy for identifying novel genes described above. An example described
here is G-protein coupled receptors (GPCRs). They are excellent drug targets,
and approximately 50–60% of marketed drugs are GPCRs [60]. With recent ad-
vances in genomics, more information on the functional role of GPCRs is avail-
able. An increasing number of mutations in GPCRs were found to be associated
with disease conditions.

Figure 6 gives an overview of the protocol that can be used to identify
novel GPCRs. This method can be applied to any protein family. It is advisable



Figure 6 Application of bioinformatics techniques for identifying novel GPCRs.

to use both sequence-based and profile-based search based methods to ensure
that the search is as complete as possible, not missing any weak homology hits.
This type of process can be easily automated by using PERL scripts [61]. Design-
ing a user-friendly web interface for accessing the search output data would help
biologists to browse through the results.

IV. PROTEIN CLASSIFICATION AND
FUNCTIONAL ASSIGNMENT

So far, we have discussed the various ways for finding novel proteins related to
a query of interest. Another aspect of the problem is when you have a set of
sequences and you would like to identify a putative functional assignment. The
set of sequences can be from any source, such as a cDNA library, a subtractive
hybridization study, transcriptional profiling, a sequence from a chromosomal
region implicated with some disease, or genomic data from the Human Genome
Project. In the case of genomic data, gene finding tools have to be applied first
for finding the exons. The resulting exons can be analyzed for functional assign-
ment. As mentioned earlier, the Genewise suite of programs (http://www.sanger.-



ac.uk/Software/Wise2/index.shtml) can take a genomic sequence as input and
search them against the HMM profile libraries. In this section, users have a set
of sequences and they have no a priori functional knowledge about the sequence.

The analysis pipeline is presented in Figure 7. The input sequences consid-
ered here are EST sequences and genomic data. The EST sequences have to
be masked for repetitive elements, and low-quality sequence regions should be
removed. Then they have to be compared against the existing sequence contigs.
The EST will either become a part of an existing contig or be a novel singleton
cluster. Similarly, genomic sequences have to be masked, and the ORFs predicted
from gene finding programs are compared to existing EST databases. As men-
tioned earlier, the new sequence can merge two clusters in the database, extend
a cluster, or form a new singleton cluster. Combining EST data with predicted
genomic data is at the user’s discretion. Many companies may want to keep
experimental data and predicted data separately. The first step is to analyze those
sequences that are new and not present in internal databases, using a sequence-
based approach. Partial matches with database sequences have to be carefully
analyzed, since the possibility of matching to a domain in a multidomain protein
cannot be ruled out. Since ESTs and exons predicted from genomic data are
partial sequences, only partial matches to database sequences can be expected.

Figure 7 Bioinformatics analysis protocol for an unknown EST/genomic sequence.



These sequences should also be analyzed carefully, since the ESTs and working
draft genomic data may have sequencing errors.

In addition to the sequence-based approach, a profile-based approach
should also be used. The simple answer to questions like ‘‘Which method I should
use?’’ or ‘‘Which of the databases I should use?’’ is ‘‘Try as many methods and
databases as possible.’’ When using sequence databases, make sure the databases
are current. Since sequence data is being added at an explosive rate, a nightly
update of sequence databases is highly recommended. A combination of nonre-
dundant databases (protein and nucleic acids) and patent databases is very good
in screening for novel hits.

A. Motif and Profile-Based Methods

Although domain databases have considerable overlap, they all have their particu-
lar strengths [62]. Domains important in signal transduction are likely to be found
in PROSITE profiles [63,64] or SMART [65]. Pfam [58] excels in extracellular
domains, and PROSITE patterns are good at identifying enzyme classes by their
active site motif. Even where the domain databases overlap, the apparent redun-
dancy adds to the reliability of the classification. A list of motif databases and
their FTP addresses is given in Table 6.

The PROSITE pattern library [63,64] was one of the pioneering efforts in
collecting descriptors for functionally important motifs. It is based on regular
expression, which emphasizes only the most highly conserved residues in a pro-
tein family. A PROSITE pattern does not attempt to describe a complete domain
or even protein, but just tries to identify the most diagnostic residue combinations,
such as the catalytic site of an enzyme. A benefit of PROSITE is that all motifs
have an extensive documentation with references to literature. The main disad-

Table 6 Motif Databases Available in the Public Domain

Databases FTP site for downloadinga

PROSITE patterns ftp://ftp.expasy.ch/databases/prosite
PROSITE profiles ftp://ftp.isrec.isb-sib.ch/sib-isrec/profiles
pfam ftp://ftp.sanger.ac.uk/pub/databases/Pfam
pfam (PROSITE format) ftp://ftp.isrec.isb-sib.ch/sib-isrec/profiles
BLOCKS ftp://ncbi.nlm.nih.gov/repository/blocks
PRINTS ftp://ftp.biochem.ucl.ac.uk/pub/prints
PRINTS (in BLOCK format) ftp://ncbi.nlm.nih.gov/repository/blocks
ProDom ftp://ftp.toulouse.inra.fr/pub/prodom
SBASE ftp://ftp.icgeb.trieste.it/pub/SBASE

a Use may be restricted for commercial users.



vantage of PROSITE is that its syntax is too rigid to represent highly divergent
protein families. PROSITE’s short patterns do not contain enough information
to yield statistically significant matches in the large databases available now.
Since 1995, the PROSITE pattern library has been supplemented by the PRO-
SITE profile library to overcome these problems. They are in between a sequence-
to-sequence comparison and the matching of a regular expression to a sequence.
The unconserved regions in the profile get lower weight scores instead of being
totally neglected. PROSITE profiles try to cover complete domains wherever
possible. The PRODOM [66,67] was the first comprehensive collection of com-
plete domains. It is constructed from SWISS-PROT in a fully automated manner.
Pfam, which evolved from ProDom, is a collection of HMMs that are conceptu-
ally related to prosite profiles [68,69]. The Pfam models are iteratively defined.
They start from clear homologues and incorporate increasingly distant family
members in the process. Because of their information-rich descriptors, both PRO-
SITE profiles and Pfam collections can detect even very distant instances of a
motif rarely found by any other method. The documentation available with a
Pfam profile is minimal but frequently contains pointers to the corresponding
PROSITE entry. Pfam models and PROSITE searches are interconvertible, and
combination searches are available.

Profile collections focusing on a specific functional family are also avail-
able. The SMART database is an independent collection of 181 HMMs focusing
on protein domains involved in signal transduction. BLOCKS [70] and PRINTS
[71] are two motif databases that represent protein or domain families by several
short, ungapped multiple alignment fragments. The PRINTS motifs are also re-
fined iteratively, resulting in an increased sensitivity compared with BLOCKS.
Both BLOCKS and PRINTS have good documentation.

In all the discussed databases, the number of available domain descriptors
is not an indicator of complete coverage and not to be overestimated as a quality
criterion. The motif and profile databases and associated search methods differ
in generality and sensitivity. For example, the relatively small prerelease library
of PROSITE profiles detected 70 significant domain matches in a collection of
880 unknown yeast genes. Pfam 3.0 reported 36 matches, whereas the PROSITE
pattern collection found 114.

Once a novel protein is identified, a challenging analysis is assigning that
protein to a particular subfamily. A domain search can reveal whether the query
protein belongs to a superfamily such as GPCR or Nuclear Hormone Receptor.
The next question is whether there is any subfamily information available or
identification of other proteins closely related to the query protein. Characteriza-
tion of orphan proteins to the subfamily level is of paramount importance to drug
discovery scientists. One approach to this problem is to study the evolutionary
relationship among the family members by phylogenetics [70]. An introduction
to molecular phylogenetics is provided by Hillis et al. [73]. The merits and pitfalls



Table 7 A Selected List of Phylogenetics-Related Programs and Information
Available on the Internet

Program URL

PAUP http://onyx.si.edu/PAUP/
PHYLIP http://evolution.genetics.washington.edu/phylip.html
Hennig86 http://www.vims.edu/�mes/hennig/software.html
MEGA/ http://www.bio.psu.edu/faculty/nei/imeg

METREE
GAMBIT http://www.lifesci.ucla.edu/mcdbio/Faculty/Lake/Research/Programs/
MacClade http://phylogeny.arizona.edu/macclade/macclade.html
TreeView http://taxonomy.zoology.gla.ac.uk/rod/treeview.html

of various phylogenetics methods are summarized in useful reviews of phyloge-
netics [74–77]. There are three common methods used in phylogenetic analysis,
the distance matrix, maximum likelihood, and parsimony methods. The distance
matrix method is faster and most commonly used in phylogenetic analysis. Parsi-
mony uses the position-specific information in a multiple sequence alignment. It
is sensitive but takes a longer time to run compared to the distance matrix method.
Maximum likelihood uses a different model. It takes into account every sequence
change, and it is slowest of the three methods. Table 7 gives information about
the sources of information in the web for some of the phylogenetics programs.

B. Structure-Based Methods

Structure is evolutionarily conserved to a greater extent than sequence. Even if
two sequences do not share obvious sequence similarity, they might share the
same 3-D structure (fold). Thus, fold recognition methods have tremendous po-
tential in characterizing unknown proteins. The following flowchart gives the
consequences of evolution and the physicochemical properties of protein on the
number of genes, sequences, and structures (adapted from Ref. 78).

�105 genes → 104 sequence families → �103 folds

→ �102 structures → �10 supersecondary motifs

Although there are many genes, the number of domain sequence families is much
smaller. The number of folds is almost certainly an order of magnitude less, as
is the number of architectures. The architecture refers to the packing of sheets
and helices in a structure regardless of sequential connectivity. At the end of the
equation, the number of structural supersecondary motifs that constitutes the fold
is very small. Biological complexity is achieved by using local variations together



Table 8 A List of Selected Databases Pertinent to Genetic Epidemiology

Database URL Description

Human Disease Susceptibility Genes
Online Mendelian Inheritance in http://www.ncbi.nlm.nih.gov/ Detailed information of disease susceptibility genes and inherited phenotypes

Man (OMIM)
GeneCards http://bioinformatics.weizman Database of human genes, their products and their involvement in diseases

n.ac.il/cards/
Cardiff Human Gene Mutation Data- http://www.uwcm.ac.uk/ Collection of genetic mutations responsible for human inherited diseases

base uwcm/mg/hgmd0.html
Statistical Genetics
Human Genetic Analysis Resource http://darwin.mhmc.cwru.edu/ Distributes Statistical Analysis for Genetic Epidemiology (SAGE) Software

(HGAR)
Lab. of Statistical Genetics—Rocke- http://linkage.rockefeller.edu Linkage programs

feller University
Genome Mapping and Sequencing
Database of Expressed Sequence http://www.ncbi.nlm.nih.gov/ Information of expressed sequences derived from numerous tissues and cell

Tags (dbESTs) types
Database of Sequence Tagged Sites http://www.ncbi.nlm.nih.gov/ Sequencing and mapping data on short genomic landmark sequences

(dbSTS)



European Molecular Biology Labora- http://www.ebi.ac.uk/ Annotated DNA sequence information
tory (EMBL)

GenBank http://www.ncbi.nlm.nih.gov/ NIH genetic sequence database containing annotated DNA sequence information
Gene Map of the Human Genome http://www.ncbi.nlm.nih.gov/ Maps expressed genes (ESTs) to specific regions of the genome
IMAGE consortium http://www.bio.llnl.gov/bbrp/ Makes a variety of DNA sequence, EST clones, mapping, and gene expression

image/image.html data available to public
Unique Gene Sequence Collection http://www.ncbi.nlm.nih.gov/ Assembled DNA sequences to identify and map new human genes

(UniGene)
Genetic Markers
Cooperative Human Linkage Center http://www.chlc.org/ Contains statistically rigorous genetic maps enriched for highly variable microsa-

tellite markers
Marshfield Medical Research Insti- http://www.marshmed.org/ Mammalian genotyping services to qualified applicants

tute genetics
Whitehead Institute for Biomedical http://www.genome.wi.mit. Human Single Nucleotide Polymorphisms (SNPs) database contains genetic

Research—MIT edu/ maps showing genomic locations of SNPs
Genetic Education
Centers for Disease Control http://www.cdc.gov/genetics/ Links to medical genetic literature, genetic topics in the news, and HuGE NET
Galton Laboratory http://www.gene.ucl.ac.uk Teaching materials for undergraduate genetics courses
National Human Genome Research http://www.nhgri.nih.gov/ A text and audio glossary of genetic terms and concepts

Initiative DIR/VIP/Glossary
United States Department of Energy http://www.er.doe.gov/ Human Genome Project information, a primer on molecular genetics, and exten-

production/ober/ sive links to genetic resources
hug_top.html



with a combinatorial approach at primary, secondary, tertiary, and quaternary
levels. This includes combining domains to create different proteins and combin-
ing proteins to make different complexes. Genome-wide efforts to determine
3-D protein structures, or at least one representative 3-D structure for all protein
families, is in progress. Representative structures will allow modeling of related
sequences and help infer the structures of all proteins. Structural insights can
help in functional elucidation, which in turn can help to determine the biological
role of the protein in normal physiological and pathological conditions.

V. DISEASE–TARGET GENE RELATIONSHIP

Over the last decade, a great deal of effort has been put into creating a physical
map of the human genome—ordering genes within the genome by placing land-
marks with which to navigate. In addition to providing an excellent framework
for the complete sequencing of the human genome, the physical map has assisted
directly in identifying about 100 disease-causing genes (positional cloning). One
of the most difficult challenges ahead is to find genes involved in diseases that
have a complex (nonsimple Mendelian) pattern of inheritance, such as those that
contribute to diabetes, asthma, cancer, and mental illness. In all these cases, no
one gene can determine whether a person will get the disease or not. It is likely
that more than one mutation is required before the disease manifests. This is a
well-known situation in cancers. A number of genes may each make a subtle
contribution to a person’s susceptibility to a disease. Genes may also affect how
a person reacts to environmental factors. Unraveling these networks of events
will undoubtedly be a challenge for some time to come. A list of selected data-
bases pertinent to genetic epidemiology is given in Table 8. These databases are
invaluable to epidemiological research and should be familiar to all epidemiolo-
gists because they contain (1) information regarding genes and molecular defects
that contribute to human disease, (2) methods for detection of numerous disease-
susceptibility mutations and polymorphisms, and (3) comprehensive descriptions
of disease phenotypes [79].

An excellent source of information regarding genes and their relevance to
diseases is the Online Mendelian Inheritance in Man (OMIM; http://www.ncbi.
nlm.nih.gov/omim/) [80]. This is an electronic version of the catalog of human
genes and genetic disorders edited by Victor McKusick. OMIM contains textual
information from the literature published on most human genetic-related disease.
It also has pictures illustrating the conditions or disorders. Since the online ver-
sion of OMIM is housed at NCBI, links to MEDLINE and sequence retrieval
sources like ENTREZ are provided from all references cited with each OMIM
entry. The daunting task in this area is to integrate the diverse data—genomic
sequence data, mutation information, disease conditions, mapping information,



functional validation data, and experimental information. A good starting point
to access the various types of data described above is given in Table 8.

VI. CONCLUSION

Over the last decade, bioinformatics has become an essential tool for biologists
to mine the vast amount of genomic data. The current challenge is to identify
genes from human genomic data. As genes are being identified, bioinformatics
techniques can help us determine, or give insights into, the gene structure–func-
tion relationship. With advances in genomics, expression and SNP data associated
with genes are being added to the human genomic database. Pathway relation-
ships that connect various genes will be elucidated soon. Bioinformatics will play
a key role in converting this data into knowledge. It is this knowledge which is
of strategic value to commercial organizations. Already, the integration of bioin-
formatics, molecular biotechnology, and epidemiological methods of assessing
disease risk is rapidly expanding our ability to identify genetic influences on
complex human diseases. These technological advances are likely to have a pro-
found impact on our knowledge of the etiology of complex diseases and reveal
novel approaches to disease treatment and prevention. The era of personalized
medicine, designing the right drug for the right patient, is not far away.
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I. INTRODUCTION

Pharmaceutical and biotechnology companies are facing increasing global com-
petition coupled with the need to maintain high market capitalization values. This
has created a tremendous sense of urgency for them to look for ways to improve
their efficiencies and reduce the cycle time of the drug discovery process.

Today, investments in workstations and robotic systems are justified not
by the cost of the labor saved but by the financial impact of getting a new drug
on the market a few months faster, or millions of dollars worth of opportunity
cost. Laboratory automation is playing a major role in helping companies achieve
their goals.

Laboratory automation is usually considered a relatively recent develop-
ment. Although recent progress in automation has been spectacular, the introduc-
tion of automated technologies is not just a modern phenomenon. A vast range
of equipment has been developed that could be considered laboratory automation.
Hand-held pipettors with disposable tips are a great improvement over the glass
pipettes and glass capillaries. Electronic balances have made weighing much eas-
ier, faster, and more reliable. Tube, flask, and bottle shakers, vortexers, etc. have
eliminated the need to shake labware, etc. manually.

Although technology has allowed for laboratory automation to advance, in
general economic drivers have caused laboratory automation to become reality.
Examples can be found in the clinical diagnostics industry, which has been the
source of many developments that are considered to be normal today. The recent
wave of laboratory automation is clearly driven by the need for higher productiv-



ity and considerably faster cycle times both in drug discovery research and in
drug development. Without those strong economic incentives the world would
not have seen the current interest in automation.

From a broader industry perspective, drug discovery research and develop-
ment has been very late in implementing automated processes. Since the pharma-
ceutical industry enjoyed high profit margins for a long time, there was no pres-
sure to convert the academic research style to a more appropriate industrial
R&D style. Also, there are huge differences between those industries that have
automated their production and pharmaceutical research. Most industries that
apply automation have established procedures and very well described practices.
In addition, these procedures do not change often, and if they do, the nature of
these processes does not change dramatically. In the process of gaining experi-
ence with automation, flexibility has been designed into those automated systems.
A good example is today’s car industry, where on a production line many varieties
of the same car model are being assembled. Previously, the production of differ-
ent varieties was done outside of the production line.

Drug discovery research has no well described best practices yet. Many
companies, pharmaceutical and especially biotechnology, have proprietary ap-
proaches to discovery research in order to try to gain a competitive advantage
over other companies. The need to shorten discovery time lines and the rapid
developments in assay technology and related instrumentation cause these ap-
proaches to change almost continuously. There is no sign yet that those limits
have been reached. The objective of this chapter is to address the evolution of
laboratory automation—within the context of drug screening—in order to gain
an understanding of where the industry is today, what the benefits and shortcom-
ings are, and where the future promise may be.

II. EARLY HISTORY OF LAB AUTOMATION

In the early 1970s, analytical chemistry became a recognized and important disci-
pline. Technologies had matured, and the instrumental analytical chemistry was
considered an enabling technology for the pharmaceutical and chemical industry.
While in the 1970s the industry operated with ever increasing R&D budgets, in
the 1980s cost reduction and increased productivity became major drivers. In
the mean time, sample preparation had become the bottleneck of the analytical
chemistry. However, it was no longer acceptable to resolve this bottleneck by
adding personnel. Shortly after its foundation, Zymark identified this unmet need
in automated sample preparation. Its vision became to extend instrumental con-
cepts into the sample preparation process. The analytical procedures at the time
were very diverse and often depended upon internally developed methods. It was
obvious that flexibility was required for sample preparation approaches. Zy-



mark’s founders came to the conclusion that sample preparation was a major
bottleneck during a series of visits to laboratories when they were investigating
what business strategy Zymark was to follow.

A close analysis of a wide range of sample preparation techniques revealed
that they could be subdivided into a number of steps, such as weighing, liquid
handling, separation, labware handling, etc. Zymark proposed the term Labora-
tory Unit Operation (LUO) to describe such a step in an application. A method
thus consists of a series of appropriate LUOs together. Most LUOs are performed
by different devices. These observations led to an architecture consisting of an
array of instruments that each perform a LUO. Sample containers would be
moved between instruments by a small-scale tabletop robot.

The Zymate robot arm was specifically designed for moving laboratory
consumables between storage racks and the different instruments. Payload and
precision requirements were modest compared to what industrial robots could
deliver. Moreover, the laboratory consumables themselves had widely variable
dimensions and relatively high dimensional tolerances. A simple robot arm pro-
viding for vertical and horizontal movements would be largely sufficient and
would simplify robot design and method programming. ‘‘Friendly’’ hardware,
such as racks with tapered positions, would guide labware into their correct posi-
tions, regardless of their varying dimensions.

In order to control the robot arm and the different instruments a multitask-
ing microprocessor-based controller was thought to be essential. No powerful
and small microprocessor-based computer was available at the time. The Apple
II was available, while the IBM PC was only announced. Both had primitive
disk operating systems that only offered single tasking. A new and powerful
microprocessor-based controller with a multitasking operating system was there-
fore developed. A user-friendly programming language (EasyLab) provided
intuitive programming for equipment interfacing and methods development. A
self-configuring bus interface was developed so that new future modules could
be easily connected to the controller. Together, this allowed the integration of
up to 25 peripherals (instruments) and the Zymate robot arm into a circular array.
This would become the basic architecture for laboratory automation for many
years.

III. LAB AUTOMATION AND DRUG
DISCOVERY RESEARCH

For many years, experiments using intact animal organs, tissues, or even whole
animals were important tools for drug discovery research. Obviously these ap-
proaches were rather difficult to automate to the extent that an experiment could
be undertaken without experimenter attendance. Today, however, many behav-



ioral test models use sophisticated automated setups to study and analyze animal
behavior. Enzymes, neurotransmitter (re-)uptake sites, and receptors for neuro-
transmitters became popular targets for drug discovery and development. These
targets were studied amongst others using in vitro preparations. Thus the assay
in which the direct enzymatic and neurotransmitter uptake activity or radioligand
binding to receptors was measured took place in reagent vessels such as tubes.
Enzymes were often analyzed using colorimetric reactions or radioactive sub-
strates. Measurements were done with cuvette-based spectrophotometers and
scintillation counters. Spectrophotometry was automated using autosamples in
combination with flow through cuvettes. Radioligand binding was more difficult
to automate. Many receptor-binding studies used filtration of the reaction mixture
to separate the receptor preparation, to which the radioactive ligand was bound,
from the rest of the test mixture.

Two main approaches have been in use; automating the manual procedure
and implementing parallel sample handling. Several fully automated, single-tube-
based approaches for assay automation existed. One example is the Filterprep
FP102 system from Ismatec. It provided automated pipetting of reagents, incuba-
tion, filtration, filter punching into scintillation vials, and addition of scintillation
cocktail in a conveyer belt fashion. They were rather complex single-application
systems that automated all the steps of a manual procedure. Very successful was
the parallel sample handling for the filtration of tube content, punching out of
filters into scintillation vials, and the addition of scintillation cocktails to the
vials. Examples of such parallel filtration devices are the Brandel multichannel
cell harvesters. Parallel sample processing is often straightforward and intuitive,
since it usually follows the same procedure as for processing single samples.

These examples are described only to illustrate some of the processes that
were in use in R&D laboratories. Note that several of these technologies are still
useful. Finally, it should be obvious that many more techniques have been used,
and are still in use, that are not mentioned here.

IV. THE FIRST AUTOMATED SYSTEMS

The architecture developed by Zymark for automating sample preparation seemed
to be ideal for the automation of processes in drug discovery research. Initially
the developments derived from sample preparation automation were directly
transferred to automate drug screening applications. In a way, the early integrated
robotic systems were engineering challenges implemented by visionary technol-
ogy adopters. Early automation projects were often awkward attempts that uti-
lized the capabilities of the robotic arm to emulate the actions of human beings.
For example, robots were used to pipette liquids as a human does with single-
channel or multichannel pipette hands, to blot plates, or to tweeze filter paper



from the bottom of a filter cup into a scintillation vial. The flexibility and
throughput of these early systems was limited to the finesse and speed of the
robot; they were often demanding and unreliable and offered no capability for
multitasking.

In addition, most of the early screening methods were performed as single,
discrete assays in test tubes or scintillation vials, and the automation was dedi-
cated to one assay. Large volumes were required, typically 1 to 5 mL of reagents,
and samples were consumed for each assay. Liquid handling devices offered
some benefit as stand-alone workstations, but their productivity was limited in
that they pipetted and dispensed liquids from test tube to test tube. Finally, most
detection systems could only process one sample at a time; data acquisition rates
were slow (30 seconds to several minutes per sample) and there was no data
interface other than a hard copy print out. All things considered, automation
added value by providing unattended operation.

Obviously, the role of automation through integrated robotic systems ap-
plied to the drug discovery process has evolved through the last 15 years. Today’s
laboratory automation is much more robust and reliable, the beneficiary of years
of experience. Also, the standardization of assays into microplates has reduced
the challenges for automation by providing a predictable environment to operate
in.

V. THE MICROPLATE

The microtiter plate, now conveniently called ‘‘microplate’’ or ‘‘plate,’’ deserves
a special mention with respect to laboratory automation. In many respects it has
been a major determinant of the direction of many products and solutions. And
although chip-based technologies are rapidly gaining ground, the microplate will
remain to play a prominent role in biopharmaceutical research. The microplate
itself is lab automation. It introduced a concept of multiple reaction vessels that
could be or needed to be treated in parallel. Rather than manipulating single
vessels, a single container with a high density of vessels could be manipulated.
This parallelization concept certainly contributed to the success of robotic sys-
tems and automated workstations.

The microplate has also been a standard for equipment development. Al-
though the 96-well microplate has only recently been standardized (Society of
Biomolecular Screening task force for ‘‘Standards in Automation and Instrumen-
tation’’), its physical dimensions and characteristics have always been roughly
identical. The standardization was primarily required for enhanced reliability in
today’s automated environment. Recently, the 384-well plate also was standard-
ized (Society of Biomolecular Screening task force ‘‘Standards in Automation
and Instrumentation’’).



Apart from the 96- and 384-well microplates, there are no other microplate
standards. The higher density plate formats (864-, 1536-, 3456-, and 9600-well
plates) serve an important need to reduce assay costs by reducing the assay vol-
ume. The higher density also helps to increase throughput, although throughput
is also determined by the speed of liquid handling devices and microplate readers.
No standard is available for 1536-well plates. This may become a major issue,
since the well-to-well distance is considerably smaller, and unacceptable toler-
ances may lead to difficulties in centering the wells (required for accurate pi-
petting and to obtain a high-quality signal during reading).

Although seldom thought of in the light of laboratory automation, the mi-
croplate is to be considered an important form of automation because it intro-
duced a high degree of parallelization of reaction vessels. It is the most important
platform for the development of standards that are available today in biopharma-
ceutical research.

VI. MICROPLATE INSTRUMENTATION

It is useful to differentiate between stand-alone products, workstations, and ro-
botic systems. In general, a workstation is a device that performs multiple differ-
ent functions (in our case mostly on microplates). As such, plate washers, dis-
pensers, and readers are considered stand-alone devices, while liquid handlers
that combine multiple tools, or that can perform multiple actions on a microplate,
should be considered workstations. Robotic systems are a collection of stand-
alone devices and workstations integrated into a functional environment, con-
trolled by system management software and one or more robot arms to perform
an application. In many cases the distinction between devices, workstations, and
systems is difficult to make, e.g., a luminescence reader with a built-in injector
and a microplate shaking function is not considered a workstation, while it clearly
performs multiple actions on a microplate. Therefore these definitions may not
be generally accepted, but they are sufficient for the purpose of this review.

Most of the devices that are available for microplate reading, scintillation
counting, reagent dispensing, plate washing, etc. have been developed as bench-
top, stand-alone devices and not as modules to be integrated into a robotic system.
The result of the integration of such a module was therefore not always very
reliable. This is especially true for the ability to control equipment by the system
management software and the collection of data, generated by the equipment, in
a way that is useful for the experimenter. More recently, the integration of devices
in robotic systems has become significantly easier. Suppliers have made their
equipment more robot friendly and easier to control by providing appropriate
software interfaces. In spite of this, the industry is still far away from the standard-
ization of device control and data output formats. In general, the combination of



hand-held pipettors, etc. and stand-alone microplate equipment allow almost any
microplate application to be performed manually.

VII. WORKSTATIONS

Earlier we defined a workstation as a device that performs multiple different
functions. The first workstation was the Benchmate from Zymark. This versa-
tile workstation has a dedicated robot arm with a gripper that can move containers
to and from different locations on its workbench. Several devices are integrated,
such as a precision balance, a single-channel canule for sample transfer, reagent
addition, and dilutions, a vortexer, and a HPLC injector. It uses the cylindrical
work envelope that is typical of the Zymate architecture that also enables the
integration of additional external devices. The Benchmate has also been devel-
oped for areas in biopharmaceutical R&D where quality control and quality assur-
ance are paramount. It has a built-in data audit trail and gravimetrically controlled
liquid handling. The Benchmate is primarily designed for tube-based applications
and is not well suited for microplate applications.

One of the first generally accepted workstations for microplate-related ap-
plications was the Biomek 1000 from Beckman Coulter. It combined single and
multiple channel pipetting, reagent addition and washing, and single-channel
reading (densitometry). Other workstations are single- or multichannel (4–8) liq-
uid handlers, often gantry type systems with one or two arms carrying canules
or different tools (e.g., tube or microplate grippers), and 96- and 384-channel
disposable or fixed tip pipettors. There are two notable exceptions to this architec-
ture, the Biomek and the Benchmate (see above). The Biomek is different since
it uses exchangeable tools, such as different pipettors, dispensers, and a gripper.
It offers thereby a great flexibility with respect to different applications. The
Biomek 2000 workstation misses, however, the ability to adapt to nonmicroplate
formats and individual tip liquid level sensing on the multichannel tools.

As workstations are designed to provide a certain capacity to perform an
application without operator attendance, i.e., walk-away time, they must have a
minimal capacity for consumable storage on the working deck. Thus the footprint
is always larger than needed for the liquid handling technology itself. In a robotic
system there is no benefit to the large surface that most workstations have. In
fact, for integration into a robotic system the large decks are nonproductive, since
the robotic system already has a consumable storage capacity itself. Smaller liq-
uid workstations retaining all required functionality, and being optimal for a ro-
botic system because of a small footprint, have become available only recently.
One of the best examples is the Presto Liquid Handler from Zymark.

Workstations such as the ones described here have proven to be extremely
useful for combinatorial chemistry, compound weighing, dissolution and distribu-



tion, screening, and many other applications. They add in a significant way to
the functionality offered by the stand-alone devices, albeit in a very different
way. Many of the stand-alone devices are critical to working with microplates,
while the workstations enable repetitive work, provide more consistent results,
and may also allow the experimenter to do other work, i.e., they create walk-
away time. As such, workstations have taken a prominent role in laboratory auto-
mation. With increasing plate densities (384-well plates and beyond) that are
almost impossible to pipet to and from manually, workstations are no longer a
luxury but have become a necessity. It is therefore to be expected that application
of the new and smaller footprint workstations will rapidly extend and become a
set of personal tools for the scientist.

VIII. RECENT DEVELOPMENTS IN AUTOMATION

In recent years, different trends could be observed in the development of auto-
mated solutions for the drug discovery research community. First of all, there
has been a further development of traditional robotic systems. Secondly, the
workstations have expanded to include tools to transport consumables. These
tools also enable interfacing with other devices such as readers and storage carou-
sels. In addition, plate stackers or microplate autosamplers are now available
for many stand-alone devices and workstations. Finally, solutions have become
available that are more specifically developed for screening, an area where robotic
systems and combinations of workstations and stand-alone devices (in combina-
tion with stackers) have mostly been used.

A. Modern Integrated Robotic Systems

These systems remain largely based upon the architecture that was originally
developed by Zymark. Most progress has been made in the development of appro-
priate modules or devices and user-friendly graphical (mostly Windows-based)
interfaces to system management and scheduling software. While in the original
Zymate architecture a proprietary bus interface (the controller) was used exclu-
sively for module interfacing, most systems today are based upon standard indus-
try buses (ranging from RS-232 to standard industry network connections). When
software interface specifications are available, modules can be easily integrated
by in-house system integrators, which may decrease vendor dependence. How-
ever, not all suppliers of robotic systems have made interfacing specifications
available.

Almost all robotic systems come with some form of scheduling software
in addition to the required system management software. The very fact that a



single robot arm serves many peripherals requires scheduling of the robot arm
and of all the individual devices (and of required user intervention). The early
software architectures were multilayered and reflected the development of the
different components for the software architecture. Scitec Automation was the
only company that developed a consistent software architecture for robotic sys-
tems in which scheduling was embedded and not just added onto an existing
structure. For many years their software package, Clara, was the flagship of the
industry. It was the first scheduler that incorporated true dynamic scheduling.
Since then several companies have developed modern software architectures that
include powerful schedulers. The Sagian division of Beckman Coulter deserves
mention since it recently developed the first architecture in a Windows NT envi-
ronment with dynamic scheduling in which modules can be exchanged very eas-
ily. In spite of all these developments, robotic systems remain very support inten-
sive both from a user and supplier point of view. The degree of success of these
systems is often directly related to the level of support. A significant part of the
investment by suppliers in ‘‘modern’’ software architectures, based upon industry
standard tools, has as goal a reduction of the complexity to build and support
robotic systems.

Most integrators (vendors and ‘‘in-house’’ integrators) prefer to use stan-
dard equipment that is available on the market. When no products are available,
custom modules are often developed. Such modules frequently become standard
modules, or even are further developed to become standard products. The capabil-
ity to develop those custom modules is a differentiating factor in today’s automa-
tion industry.

The other factor that is often considered important is the robotic arm itself.
The three main robot arms used today are the Zymate XP arm, the Sagian Orca
arm, and the family of CRS arms. Recently, Mitsubishi arms have also made
their appearance. Although there are significant differences in positional accuracy
and degrees of freedom, none of these elements plays a critical role in the success
of integrated robotic systems. The fundamental task, to move containers from
one location to another, can be carried out equally well by all arms. The approach
of CRS Robotics, to move stacks of microplates rather than individual mi-
croplates, requires a certain minimum payload, for which the Zymate XP and
the Sagian Orca arm are less appropriate. On the other side, the physical force
of a robot arm can be disastrous when systems are programmed in an inappropri-
ate way (during setup or after changes).

B. Integrated Systems as Standard Products

The time required for the integration of a robotic system is usually relatively
long, especially for new configurations, when new modules need to be interfaced
or when new modules need to be developed. Standard interface protocols have



greatly facilitated the development of new interfaces, and most newer equipment
and workstations are much more straightforward to interface. However, system
integration includes not only setup of modules and teaching of robot positions
but also optimization with respect to specific applications requiring precise fine-
tuning of individual robot moves. As a result, system integration is and will re-
main delivery resource intense. An exception to this is the Allegro system from
Zymark that is a unique combination of custom tailoring with standard modules.
This approach eliminates configuration issues related to a specific application.
Allegro will be discussed in more detail later.

Another attempt to reduce the complexity of these systems integration is-
sues came from both Zymark [1] and Beckman Coulter [2], who have marketed
systems that are specifically configured for an application or a family of applica-
tions. Obviously, focusing on standard configurations can significantly reduce
the integration time for a system. First of all, components are used for which
interfaces are already available, and secondly, because the application for which
it will be used is well described, optimization can be done up front. Finally, it
also represents an alternative way of product marketing.

C. Small or Large?

An even more important reason to propose systems that are specifically developed
for an application or for a family of applications is to move away from the custom
integration of large and complicated systems. In general, large systems are expen-
sive, not just because of the hardware, but because of the additional amount of
system integration time and project management resources that are required. Thus
large systems take disproportionately more time to be implemented than small
systems. If the application needs can be grouped in different families of corre-
sponding applications, and each family can be implemented on a smaller system,
the total cost, complexity, and delivery time can be significantly less than for a
single large integrated system [1,2]. Furthermore, the argument has been made
that large systems are economically less productive than several smaller systems
[1]. There are many other advantages to having multiple smaller systems: mainte-
nance scheduling has lower overall impact, system failures will not render the
whole operation nonproductive, etc. In general, the time between ordering and
delivery of a system should be as short as possible. Long delivery times often
lead to revised objectives for a system, which in turn leads to expensive change
order processes.

D. Expanded Workstations

Several workstations have seen their versatility increased by additional expansion
capabilities. Modern liquid handling platforms (Tecan, Genesis; Packard Instru-



ments, MultiProbe; Rosys Anthos, Plato) can also contain devices, such as read-
ers, washers, and shakers, on their working surface that are integrated into the
system. Using gripper tools, labware can be moved to and from different positions
and devices. The Tecan Genesis also interfaces with devices that are external to
the working surface, such as storage carousels, and devices such as readers and
pipettors. Those external devices are in addition to many devices that can be
integrated onto the working surface. When multiple devices are integrated to such
a platform and with the additional devices integrated on the working surface,
truly integrated robotic systems appear. The difference with traditional integrated
systems is that the workstation is the core component, while it is only a peripheral
in a traditional robotic system. Driving factors to add external modules are to
enhance functionality or capacity. Integration of storage carousels is one way of
adding capacity. Another way is to add plate stackers or plate autosamplers. It
is interesting to note that the original design goals—to provide sufficient capacity
for labware and reservoirs, etc. on the working surface—are no longer observed
in these solutions.

E. Plate Stackers

Plate stackers originally had a single objective, to increase the capacity of a device
or workstation. Many companies developed stackers for their products that were,
and still are, specific to that product, or at best a line of products. Packard Instru-
ments was one of the first to introduce a plate stacker for the TopCount scintilla-
tion counter. Many companies followed this example. Although it is relatively
easy to remove a stack of plates of a stacker and to load another, there are several
inconveniences. First, all stackers are not of the same size. Secondly, microplates
may contain liquids, and these may be biohazardous. Titertek has developed one
stacker model for several of their products. As a result, a stack can be carried
from one device to another, further enhancing the concept of stackers and also
reducing risks of errors.

Zymark has taken this concept a significant step further by introducing
Twister, a universal microplate stacker. Twister has been made universal
through partnership and OEM agreements with many equipment suppliers, mak-
ing it available for many readers, washers, dispensers, and pipettors. The success
of Twister has led others to develop similar approaches. However, a significant
investment for the development of partner relationships is required to be truly
successful.

Several stackers exist now (the PlateStak from CCS-Packard, the PlateSilo
from Hudson Control Group, and the Twister from Zymark) that can be used as
devices that present a single microplate at a time to another device. As such they
can easily interface to liquid handlers and pipettors. The Twister, PlateSilo, and
PlateStak are ideal for feeding microplates to robotic systems, etc.



IX. NEW APPROACHES TO AUTOMATION

The original Zymate architecture, according to which most ‘‘integrated’’ robotic
systems are built today, was developed initially for the automation of sample
preparation for analytical chemistry. It is obvious that this architecture has proven
to be exceptionally useful for many different approaches. The open character of
the hardware side of the architecture facilitates flexibility and allows the tailoring
of solutions, which has been simplified further by the newer generation of soft-
ware architectures for these systems. However, it is only one approach to labora-
tory automation. Multiple approaches are possible. An alternative approach, as
discussed already, is the liquid handler platform with a deck size that is large
enough to store sufficient amounts of labware to run an application. However,
the recent trend to expand those platforms with gripper tools, with devices on
the liquid handling deck, and also with external devices has resulted in a solution
that is in fact comparable to an integrated robotic system. The major difference
is that the robot arm (the gripper tool) and the liquid handler are physically on
the same platform, whereas on robotic systems they are separate devices.

Several new approaches for screening automation have been launched re-
cently. Some of these appeared only very recently. These will therefore be men-
tioned without any comments with respect to their position, acceptance, utility,
etc.

A. Allegro

Zymark developed the Allegro as a practical, pragmatic solution to achieve
ultrahigh-throughput screening (UHTS) with the technology that was available
in 1997/1998 and that was proven successful by many pharmaceutical companies
[3]. In Allegro each step in an assay is executed by a separate module. Modules
are standard, autonomous, independent, and self-contained. The modules are con-
nected together in a linear fashion, and a dedicated plate handler, which is inte-
grated in each module, passes plates from one module to another. Allegro’s mod-
ular approach allows easy and very quick reconfiguration to adapt the system
from one application to another. It is the only approach in which optimization
for an application by the user is possible while using standard components. The
Allegro architecture not only allows very high throughputs (one plate per minute)
but is also very robust. The fact that each assay step is carried out by a single
module contributes to the robustness but also renders this approach very hardware
intensive. It is therefore relatively expensive and needs a large laboratory surface.
Recently, Zymark launched the Allegro Combo to address those issues. Be-
cause Allegro Combo allows plates to also travel backwards, modules can be
reused in an assay when needed. This approach reduces the number of modules
required for an application. Allegro is the first system to offer a set of unique



data handling and data organizing tools to interface to almost any data manage-
ment system.

B. PlateTrak

CCS-Packard developed the PlateTrak originally as automation for the produc-
tion of coated microplates. Reagent addition, microplate washing, and drying
were the steps required. Obviously, in a production environment extremely high
throughputs are required. This explains much of the design principles behind
the PlateTrak, and its speed of processing microplates. However, the addition of
reagents to and washing of microplates does not provide full assay automation.
The original PlateTrak was clearly a very fast liquid handling workstation, but
it had limited flexibility.

More recently, this technology has also been applied for UHTS. In order
to provide more flexibility and versatility, CCS-Packard abandoned the PLC for
a more sophisticated Windows-based PC control system and enhanced the modu-
larity of the hardware components. The modular approach of the PlateTrak allows
for flexibility during manufacturing but does not provide user reconfigurability.
In addition, new modules have been developed, and the system can also be ex-
panded to include on-line incubation and readers or other detectors. As such it
is no longer only a liquid handling system but also an assay system.

C. TekCel

TekCel has launched a series of TekBench stations to automate microplate-based
applications. A TekBench can be considered as an integrated system with a very
small footprint. It comes with a novel gantry-type robotic arm to move consum-
ables between the workbench and storage areas (capacity of 252 items), to which
also pipetting heads can be attached. In this way the system can be equipped
with up to four pipettors. A TekBench has several shelves. The top shelf is used to
integrate devices such as readers, incubators, dispensers, etc. The lower benches
provide the storage capacity. Several TekBenches have been developed to support
different applications. A unique feature is the integrated exchange track, a belt-
driven conveyer to transport microplates between two or more TekBenches. This
track provides the possibility to combine multiple TekBenches, offering an inte-
grated way of expanding capacity and functionality.

D. Others

Zeiss developed an integrated robotic system for high-throughput screening
(HTS) and UHTS. This new approach, developed with the pharmaceutical indus-



try [4], incorporates a new type of microplate reader, entirely based on micro-
scope technology. In its final release, this detector has 96 parallel microscope
optics with a 96-well microplate compatible spacing, enabling the detection of
96-, 384-, and 1536-well plates. Due to the close proximity of the optics to the
source of the signal, the potential advantages are increased detection speed and
high signal quality. When used with high optical quality microplates, this detec-
tion technology could offer significant opportunities.

Also integrated are the JobiWell from Jenoptik and the Cytomat 6000 from
Kendro Lab Products (Heraeus). The system is a self-contained unit and consists
of modules. It uses a novel plate transport mechanism and can be integrated with
other units through a conveyer belt transport mechanism, thus providing true
scalability.

Jenoptik Bioinstruments has built a system around the JobiWell pipettor,
better known as the PlateMate. It uses the rail that existed already on the JobiWell
to transport microplates to and from devices that are integrated into the system.
A small rotating microplate platform transfers microplates from one stage to an-
other. Several rails can be connected using this rotating platform. One or more
axes (rails) can branch out of the main axis to include additional devices, such
as different readers, incubators (Cytomat 6000), plate storage carousels, etc. to
support a variety of applications. In a way this approach can be considered as
an extreme form of an expanded workstation, since the heart of the system is
still the JobiWell.

Panasonic introduced the Hornet in early 1999 in Japan. The Hornet is a
compact, totally enclosed system with a professional appearance. It contains all
devices required to run applications, except for a filtration station. The space
below and above the ‘‘workbench’’ is also used in an efficient way, compared
to traditional robotic systems. This concept is likely to be in an early phase,
although at least one pharmaceutical company is using it. Conceptually, it resem-
bles the TekBench approach from TekCel.

There are relatively few products for drug discovery research that are de-
signed specifically for automating an application. This is true for screening as
well as combinatorial chemistry. Most products are extensions or modifications
of an existing platform. The new solutions listed above are certainly innovative
approaches that break with this tradition. It is to be expected that some of these
products will render the drug screening process more effective.

The speed with which the biopharmaceutical industry changes its ap-
proaches requires the supplier industry to focus to some extent on platforms that
can be easily reconfigured, or customized, for keeping pace with these changes.
The major platforms today are the robotic systems and the workstation-type liquid
handlers.

Many new breakthrough developments are related to the assay detection



technology. New and more sensitive readers, new detection technologies, and
new assay platforms for which these detection systems are developed appear
regularly. The second area of development has been liquid handling. The minia-
turization of assays (384- and 1536-well microplates) requires lower and lower
volumes to be dealt with. However, many of the microarraying applications have
really pushed the limit and required existing technologies to be adapted to bio-
pharmaceutical applications. Examples are combinations of classical syringe
pump-based liquid handling and microsolenoid valve and piezo electric dispens-
ing. The real breakthroughs are expected in the application of microchips in drug
screening. In spite of these developments, the microplate-based platform will
continue to play an important role for many years to come.

X. THE CHALLENGE OF LABORATORY AUTOMATION

The biopharmaceutical industry is not looking to automate; it is rather looking
for tools to improve drug discovery processes. The goal of laboratory automation
should be to facilitate this. Suppliers have traditionally been focusing on compo-
nents with which the biopharmaceutical industry could build the tools they
needed. More recently, the focus changed to better integration of components by
the suppliers to deliver useful tools to the industry.

There are several areas where the laboratory automation industry could still
provide major benefits to the biopharmaceutical industry. Two of them relate
directly to existing products. The first is the integrated robotic system. Even today
most systems are relatively difficult to use. Implementing applications on systems
is a challenge and often the cause of deceptions and delays. There is much room
for improvement to render systems more user friendly and to offer services to
make systems more successful. Many companies have started with a vision of
true multiuser, multitasking, ‘‘load my samples and walk away’’ assay systems.
In spite of all the developments around integrated robotic systems and laboratory
automation, such systems do not exist.

The second is the workstations. With the increased use of higher density
microplates, workstations are going to be needed to assist scientists in their work.
Most of today’s workstations are too big and too expensive. Ideally workstations
are small and are used by a single scientist, i.e., the Personal Workstation as part
of the Personal Automation vision. The problem to solve is not the effective use
of equipment but the effective use of the scientist’s creativity. The parallel with
the mainframe computer of the 1970s and 1980s and the PC of the 1990s seems
to be appropriate.



AUTHOR’S NOTE

At the time of writing the author worked at Zymark Corporation. Several develop-
ments have taken place and new products have been launched since this chapter
was written. The descriptions of the products may therefore no longer be accurate
and complete. However, this does not affect the scope, intention, and conclusions
of this review. Jenoptik Bioinstruments has changed its name to CyBio.
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I. INTRODUCTION

As one of the first steps in the drug discovery process, high-throughput screening
(HTS) has become a key tool in the discovery of pharmacological leads. Robotics
and automation are now absolutely essential to perform the tremendous number
of tests that a company conducts each year to discover new drugs in every step
in the drug discovery process from lead optimization to clinical trials. Before
robotics and automation were widely used in screening laboratories, it was cus-
tomary for a researcher or laboratory technician to take one full year to test only
a few hundred compounds [1]. Now, with robotics and other laboratory automa-
tion, it is possible to screen 100,000 or more compounds in a 24-hour period.

In addition to primary and secondary screens, robotic systems are now used
in additional areas in the drug discovery process, such as early in vitro ADME
(absorption, distribution, metabolism, and excretion) and toxicity studies. Be-
cause robotic systems can perform multiple assays simultaneously, early ADME
and toxicity testing can now be performed at the same time as other HTS assays,
allowing compounds to be profiled earlier in the drug discovery process. With
the results of in-vitro ADME and toxicity tests, lead candidates can be selected
that have the greatest chance of passing the later in vivo ADME and toxicity
studies, ultimately leading to more successful drug candidates. Early drug profil-
ing is useful because it allows companies to focus their efforts on lead compounds
that have the greatest chance of becoming successful drugs.

Later in the drug discovery process, robotic systems again make a signifi-
cant contribution by testing the data arising from the clinical trials. When a drug



candidate goes to clinical trials, the high uptime and productivity of robotic sys-
tems provides fast sample analysis, quick turnaround time (TAT), accurate test-
ing, and easy scale-up, without dramatic changes in the level of the human work-
force. This provides more flexibility in the clinical trial and allows a higher trial
population, because, within the system limits, sudden increases in the clinical
sample load do not require a sudden increase in the number of laboratory techni-
cians to analyze the samples. With more data reported and analyzed faster, the
time for regulatory approval can sometimes be shortened, bringing the drug to
market faster. One company recently estimated that by saving a year in drug
development, sales increased by $580 million in the first year alone [2]. A typical
robotic system is shown in Figure 1.

To put the term in perspective, automation is the technique of making a
process automatic [3]. Fortunately, for those who work in today’s laboratories,
modern-day instruments are highly automated with sample changers, injectors,
‘‘sipping’’ cannulae, and so forth, which free the technician to perform other
tasks. Indeed, the laboratory of today contains instruments that accept the sample,

Figure 1 A typical robot system.



perform the analytical test, reduce the data, and send the results onto the labora-
tory data network or laboratory information management systems (LIMS).

Although in recent years many laboratory analytical instruments have grad-
ually become more automated through improvements in hardware and software,
laboratory robots have been a relatively new introduction to pharmaceutical labo-
ratories. Robots were generally first applied to laboratory tasks in the early 1980s,
with Zymark Corp. (Hopkinton, MA) being credited as the first company to have
developed a multifunctional robot specifically for widespread applications in ana-
lytical laboratories.

The classical guidelines for a task to be a candidate for robotic automation
are the ‘‘four H’s,’’ i.e., hot, heavy, hazardous, and high-cost labor. Although
laboratory tasks might be hazardous, depending on the chemical compounds be-
ing used, they usually are not hot or heavy, so on first glance it might have
seemed unusual that robots would be used in the laboratory. However, although
laboratory applications do not have much in common with industrial robotic ap-
plications, the laboratory has many elements that promote the use of robotics:
high cost of labor, repetitious tasks, tasks that require accuracy, and the demand
for higher productivity.

The high cost and limited supply of scientific and laboratory labor, coupled
with the increasing workloads in drug discovery organizations, has required the
use of many types of laboratory automation, including, of course, laboratory ro-
botics. Technicians and scientists are too highly paid and too valuable to the
organization simply to perform the simple, repetitious pipetting, incubation, and
microplate transfer tasks in a typical screening assay.

Another reason for the widespread use of robotics is the need for precision.
As microplate densities have increased and compound volumes decreased, it has
become even more important to perform all steps in a laboratory method in the
same manner. Liquid transfer and reagent addition, incubation times, washing or
filter harvesting techniques are among a few of the steps that must be performed
identically in order for the results to be comparable from run to run. Otherwise,
erroneous conclusions may be drawn from the data, easily resulting in an incor-
rect conclusion about a compound, or a lost opportunity, both of which can be
very costly in today’s competitive drug discovery environment.

Unlike the automation found on typical analytical instruments, a robot is
a reprogrammable mechanical device capable of gripping, for example, a test
tube or microplate and moving it through the work envelop [4]. Of the other
types of automation commonly used in drug screening, automated pipettors (or
‘‘liquid handlers’’ as they are sometimes called) are probably one of the most
common automated instruments in the laboratory. These instruments usually do
not have gripping capabilities but are often equipped with multiple fixed cannulae
or, alternately, disposable pipetting tips. Automated pipettors began appearing in



laboratories in the early 1980s and now have become standard equipment in most
screening laboratories. There are many different types of automated pipettors
from a range of suppliers, including Tecan, Inc. (Research Triangle Park, NC),
Packard Instrument Company (Meriden, CT), Hamilton Company (Reno, NV),
and Rosys, Inc. (Wilmington, DE) to name a few. A typical liquid handler is
shown in Figure 2.

With a liquid handler, the operator will place the various test tubes, mi-
croplates, or other containers on the pipetting surface and the liquids will be
transferred as programmed. After the liquid transfers are completed, the operator
replaces the containers, possibly refills the reagent reservoirs and any other con-
sumables, and the automated pipettor continues its tasks on the next set of con-
tainers. Thus, the liquid transfer steps are performed automatically, but the instru-
ment relies on an operator to change the vessels on the deck and replenish
reagents and other consumables.

On the other hand, laboratory robotic systems can run for hours or even
days with little operator attention. The operator is only needed to replenish the

Figure 2 Robot arm placing a microplate onto a typical liquid handler.



consumables every few hours, and the robotic system can continue running, mov-
ing samples through the various steps of the method. Robotic systems for drug
screening are usually built with a mixture of standard, commercially available
components and some custom-engineered devices. In some robotic systems, some
of the required mechanisms and devices may not be commercially available, and
the manufacturer of the system, sometimes called a system integrator, must de-
velop a device for a particular function. Examples of companies that provide
complete robotic systems include Beckman Coulter Corp. (Fullerton, CA), Robo-
con, GesmbH (Vienna, Austria), and Zymark Corp. (Hopkinton, MA).

Within a range of capabilities, robotic systems for drug screening can usu-
ally perform several different but similar assays. The system will include all of
the necessary equipment to perform the desired range of assays. Obviously, a
system that can perform a wide range of different assays will have many more
different instruments than a system that performs only one or two very similar
assays. For this reason, the more versatile system is likely to cost more and require
more space than the narrowly focused system. Not to be ignored, the rated
throughput of the system will also be a major factor in the system size, with
high-throughput systems requiring more and larger devices than low-throughput
systems.

Robotic systems can be designed and assembled by system integrators and
will contain all the devices, instruments, reagents, and storage capabilities for
the particular assays that the system is being designed to perform. Such systems
are typically sold as turnkey systems, with everything included, including pro-
gramming, so the system need only be assembled at the user’s site and will begin
to perform the desired programs.

II. HIGH-THROUGHPUT SCREENING (HTS)

The term high-throughput screening (HTS) is used within the drug discovery
field to denote the automated robotic systems that test thousands of compounds
per week in a targeted assay [5]. Compound screening strategies can be somewhat
random, that is, compounds are taken from a library without regard to the com-
pound structure and tested against the selected target(s). Natural products and
compounds from older libraries are frequently tested against a wide range of
targets in the hopes of discovering the desired compounds. However, more fre-
quently, compounds to be screened are selected in a directed manner. With the
widespread use of combinatorial chemistry and synthetically produced com-
pounds, a family of closely related molecules can be synthesized, to exploit the
structure–activity relation.

Due to competitive pressures in the pharmaceutical industry, the emphasis
on finding promising leads for new drugs has also increased. In the past few



years, pharmaceutical researchers have responded to this pressure by utilizing
automation and increased productivity to quicken the pace of drug discovery.
Researchers are now expected to find new drug candidates at a faster rate, usually
with little increase in personnel budgets to accomplish this task [6]. Robotic drug
screening systems have provided the additional capacity to meet this need and
fill the pipeline of drug candidates.

III. ELEMENTS OF A TYPICAL ROBOTIC SYSTEM

A typical robotic system consists of the robot (including arm, controller, and
gripper), a servo track, a table, peripheral devices, and the system or robotic
system controller. The specific peripherals depend on the assay(s) to be performed
and the desired capacity and throughput for the robotic system.

A. Types of Robots

There are various types of robots in use in laboratories, some being better suited
for a particular application than others. The primary types of robots used in to-
day’s laboratories are of the ‘‘articulated arm’’ and ‘‘cylindrical coordinate’’
style.

1. Articulated Arm Robots

Articulated arm robots are characterized by an arm with a bending joint in the
middle, sometimes referred to as the ‘‘elbow’’ joint, with the obvious anthropo-
morphic reference to the human arm. This type of jointed arm allows the robot
to work close to its base and also reach out to the furthest extent of the working
range. Articulated arm robots typically have five axes, excluding the track that
the robot may be mounted to. Typically there are three major axes, including a
base swivel (the ORCA does not have a base swivel but can move the arm over
the base to access both sides of the track), a shoulder, and elbow axes. There are
typically two wrist axes. The roll axis moves the gripper or ‘‘hand’’ around the
axis perpendicular to the gripper mounting plate (also sometimes called the
‘‘tool’’ mounting plate). The fifth axis is an angular axis and is called ‘‘pitch’’
when it is oriented to move the tool up and down, and ‘‘yaw’’ when it moves
the tool from side to side. Some models of laboratory robots have both pitch and
yaw axes and thus have six axes. (The linear track is usually termed an auxiliary
axis and is rarely counted as one of the main robot axes). Typical suppliers of
articulated arm robots are; CRS Robotics Corp. (Burlington, Ontario, Canada),
Beckman Coulter, Inc. (Fullerton, CA), and Mitsubishi Robotics (Japan). A typi-
cal articulated arm robot is shown in Figure 3.



Figure 3 Articulated arm robot of the Robocon automation system.

2. Cylindrical Coordinate Robots

Another style of robot commonly used in laboratories is the cylindrical coordinate
style, such as the Zymate robot manufactured by Zymark Corp. (Hopkinton, MA).
The arm on this style of robot is always horizontal with no joints and moves in
simple horizontal and vertical movements in order to reach the programmed point
within the work envelop.

The three main axes on the cylindrical coordinate robots include a base
swivel, vertical movement of the arm, and horizontal arm movement. Unlike the
articulated arm robots that move the elbow joint to fold up or extend the arm,
cylindrical coordinate robots have a fixed length horizontal arm. Although these
robots have fewer axes and are mechanically simpler than the articulated arm
design, the fixed arm length is a disadvantage when considering the usable work
envelope. Care must be taken when laying out the work area to assure that there
is full clearance so the back of the arm does not hit an object on the other side
of the table. The articulated arm style of robot avoids this problem by being able
to fold up the arm so objects on the other side of the table are not hit when the
base swivels.

This restriction serves to limit the robot’s effective work envelope, but the
simplicity of this type of robot has greatly contributed to its widespread use.
Robot arms usually swivel at the base to allow the arm to move from side to



side, allowing the robot arm to reach items on either side of the robotic system.
Robots of this type are also oftentimes mounted on a linear track to expand the
working range of the robot. Many of the devices used in robotic systems, such
as plate storage devices, incubators, instruments, and so forth can be installed
on either side of the track, which allows the robot working volume to be used
more effectively.

3. Overhead Gantry Robots

Another style of robot is the overhead gantry. This design has a carriage that
moves above the work surface, usually supported by a structure on one or more
sides, depending on the weight and size of the carriage and overhead frame. From
the carriage, the tools are raised or lowered as required. This vertical axis is
sometimes referred to as the ‘‘Z’’ axis. The overhead robot uses linear rather
than jointed or rotational axes, which makes the mechanical unit simpler than
the articulated arm and cylindrical coordinate robot style.

B. Robot Controllers

The early robotic systems for drug screening applications were controlled by the
robot controller, usually with the help of another controller for the ‘‘on-off’’
devices in the robotic system, such as a PLC (programmable logic controller).
Quickly, however, robotic systems became more complex, and it became impor-
tant to exchange data, such as the weight of a sample, the bar code identification,
the volume of liquid to dispense, the reading from an analytical instrument such
as a plate reader, etc. Laboratory robotic systems soon needed sophisticated data
handling capabilities as well as data links via RS232 or network connections.
Now, data handling and database interactions are a crucial part of any sophisti-
cated drug screening robotic system, and a PC or PC-like platform is commonly
used for the data handling tasks in the robotic system.

1. Servo Motors

As the name indicates, robot controllers send the signals to the motors and coordi-
nate the movement of the motors in the robot arm. In order to move accurately
and repeat the desired movements time after time, the motors and controller use
bidirectional signals to position the axes motors accurately. Servo motors can be
of either the AC or DC type, each having some differences in the motor construc-
tion and the type of robot controller (both still operate from the standard alternat-
ing current available in laboratories).

Servo motors are used in the articulated arm style of robot because they
provide a broader range of torque output to accommodate the range of forces the



arm experiences as the arm moves through the work envelop. With either AC
or DC servo motors, an encoder sends signals or pulses as the motor moves.
When the robot is being taught the movements and positions, the controller counts
and stores the motor pulses. In the replay, or automatic mode, the controller tells
the motors how many pulses to move, which translates to the speed and stopping
position for each axis motor. By duplicating the taught program, the robot per-
forms the tasks exactly as it was programmed, without operator attention.

2. Stepping Motors

Stepping motors are another type of motor that is used in robots. Stepping motors
have a narrower range of torque output than servo motors and are more suitable
for the cylindrical coordinate and gantry robots where the torque requirements
are more uniform over the range of arm movement.

Stepping motors move in response to pulses sent by the controller, each
pulsing causing a small amount of motor movement, called a ‘‘step.’’ Because
the controller counts and sends the appropriate number of steps to each motor,
there is no need for an encoder to provide motor position information back to
the controller. Controllers for stepping motor robots are simpler than for servo
motors, resulting in reduced cost and controller complexity. For both price and
performance reasons, stepping motors are used for simple robots, liquid handlers,
and many other simple laboratory devices.

C. Gripper

The gripper, or robot ‘‘hand,’’ is mounted on the tooling mounting plate at the
end of the arm. The Zymate and ORCA robots commonly use a tool changer
that allows them to change tools. This is a useful function, depending on the
tasks that the robot will be performing in the robotic system. Grippers have an
actuator or mechanism that opens and closes the ‘‘fingers’’ to grip the objects
such as micro plates or tubes that will be carried within the robotic system. The
gripper fingers are usually fabricated from metal or rigid plastic and should be
designed to be easily replaced.

Replaceable fingers allow the gripper to accommodate changes to the ro-
botic system, since the objects to be gripped may have a slightly different geome-
try. In addition, a gripper finger may become bent if the robot crashes, that is,
accidentally hits something, and with replaceable fingers the gripper can be back
in service very quickly.

The opening and closing mechanism is commonly pneumatically or electri-
cally powered. Pneumatic mechanisms are fast and reliable, but they usually have
only two positions, open and closed, and also offer little control over the speed



by which the gripper opens and closes. Once closed, they grip the object quite
tightly, because the compressed air exerts considerable force within the mecha-
nism. While pneumatic mechanisms are simple, reliable, and powerful, they have
some disadvantages. They cannot easily close to intermediate positions and can-
not apply gentle gripping forces.

Electrically powered gripping mechanisms generally grip with less force
than pneumatic mechanisms and are considerably more complex mechanically,
but when powered by a servo motor they can easily close to any intermediate
position and apply gentle pressure to grip even semirigid objects such as flexible
PCR plates. Because a servo gripper closes to a pretaught position, not just until
it stops, it can detect whether it has gripped the object, or whether the object was
missing or had fallen.

Like the servo motors for the main robot axes, the gripper servo motor
requires an encoder and servo motor controller, which increases the cost of a
servo motor gripper over the cost of a pneumatic gripper. For many systems,
however, the added utility of a servo gripper far outweighs the cost savings.
Indeed, a robotic system that functions as a fully automated laboratory can be
quite expensive, possibly costing a million dollars or more.

1. Digital Gripper

A digital gripper utilizes a servo motor to move the gripping fingers. With a
digital servo motor, the gripper fingers can be opened or closed to virtually an
infinite number of positions. In addition, digital grippers also have controlled
speed and force in opening and closing the gripper fingers, so objects can be
gripped as tightly or as loosely as desired. In a digital gripper, the fingers move
in and out symmetrically, which means that the fingers move in and out by the
same amount on each side. This is important so that the object will be gripped
evenly and has less chance of being gripper off center. This symmetric movement
is accomplished with a gear drive that includes the gear and linear rack. This
mechanism moves the fingers smoothly and precisely, assuring reliable gripping.
With the servo motor and encoder, positions can be taught and saved so the
gripper can close to the same position without reteaching or resetting manual
stops.

D. Linear Servo Track

The robot is usually mounted to a linear servo track that allows it to move to
the various locations on the table. As mentioned previously, this greatly increases
the effective work envelop of the robot and allows it to service more instruments
and devices without human intervention. As with the robot joint movements, the



Figure 4 A robot mounted on a linear track.

servo motor moves the robot quickly and accurately, utilizing an encoder to pro-
vide the controller with positional information. The track is usually treated as an
auxiliary axis and is generally controlled by the robot controller. As with the
robot servo axes, the controller sends the track servo motor signals to accelerate,
move, decelerate, and stop. The speed is easily controlled, and, like the robot
axes, positions are saved as an integral part of the robot program. The robot track
usually extends for the length of the table for the robotic system to provide as
much robot work space as possible. Common track lengths are 2 m and 6 m,
although many times custom lengths are available from the system integrator.
The modern industrial-grade high-speed linear tracks can move the robot as fast
as 3 m/sec, which allows the robot to move quickly from one end of the table
to the other. A high-speed linear track is shown in Figure 4.

The fast industrial-grade linear track has several advantages over previous
track designs. The higher speed allows the long table to be traversed quickly.
This is important, as robotic systems have increased in size to accommodate more
instruments to provide higher throughput and a wider range of assays that can
be performed on the system. With a 6-m table, the high-speed track can be up
to ten times faster than tracks that had been previously supplied with robotic
systems.



E. Robotic System Table

The table on which the robotic system is mounted should be sized according to
the space required for the assay(s) and the required instruments and devices to
meet the desired throughput. It is common to use a table that is larger than the
immediate needs, providing space for future expansion. Obviously, if the table
is far too large for the present and anticipated needs, the robotic system will cost
more than is necessary and take up much more laboratory space than is required.
Table frames and supports are commonly fabricated from extruded aluminum
members that have been cut to size. Once the aluminum pieces have been pre-
cisely cut and holes drilled for the mounting screws, the table frame can be assem-
bled with common hand tools such as screwdrivers and Allen wrenches.

Tables of this design are very rigid and sturdy and offer more flexibility
than traditional welded tables. The robot and track are usually mounted in the
center of the table, and the various devices and peripheral instruments are
mounted on either side of the track. In order to avoid mistakes in placing the
devices and instruments on the system table, a scale CAD (computer-aided de-
sign) drawing should be made showing the reach of the robot arm. An engineering
analysis can then be made to verify that the robot can reach all required locations
on each of the instruments and devices. A drawing can then be printed to guide
the system assemblers so that the devices are placed in the proper location and
are reachable by the robot hand.

Minor mistakes in the table layout can usually be easily accommodated,
but serious mistakes can be very costly to correct. Because the possible positions
of the gripper are difficult to replicate accurately in the CAD drawing, the posi-
tions of the various instruments and devices may require minor adjustments when
first setting up the robotic system. It is best to allow a little extra space between
the various items for this adjustment.

Sufficient space is available under the table to mount the racks for the
various controllers, wiring and tubing, reagent sources and waste, and so forth.
Leveling screws are usually built into the table legs so the table can be easily
leveled. This is important so the devices move and liquids flow easily. Tables
of this design are easily disassembled for shipment and reassembled at the cus-
tomer’s site.

F. Typical Peripheral Devices

There are a number of devices and peripherals that are often used in different
assays. Usually there is enough commonality between the various assays that the
system can run any one of the assays without the operator making any hardware
changes to the system. The operator need only call up the appropriate program,
load the proper initial data, refill the consumables, and start the system. The robot



will execute the assay as it had been programmed. There are a number of devices
and instruments that can be part of a ‘‘core’’ robotic system.

G. Microplate Storage Unit

A key element of any system is the plate storage unit. These devices store mi-
croplates and provide incoming storage, in-process storage, room temperature
incubation, and outgoing plate storage. For the most flexibility, storage devices
should accommodate both standard well and deep-well plates as well as plates
with covers. Storage units can be as simple as stationary vertical plate hotels or
higher density units such as carousels that automatically present additional plate
locations to the robot. Carousel storage units store more plates per foot of robot
frontage than stationary plate hotels. One high-density unit from Robocon can
store 216 standard well plates, with lids if desired, in a very compact cube that
only takes up 400 square inches (Fig. 5).

Figure 5 Robot loading plates in a high-density plate storage unit.



Plate storage units should provide random access to any plate. Sequential
storage units such as plate stackers are adequate for plate feeding when the plates
are in order, or if plate ordering is not necessary, but for a storage unit to serve
also as an incubator, random access to any plate location is a requirement for
properly timed incubation periods. Random access also gives the system more
flexibility in storing plates in the middle of the process. The system controller
remembers whether a plate is in each position and can place in-process plates in
storage positions as they become available. Thus, random access to any plate
storage location is very important in the efficient use of the system storage space.

H. Bar Code Scanner

Another important peripheral device for sample tracking is a bar code scanner.
Since bar code scanners are small, they can be mounted at many different places
in the systems. They can be mounted on the robot arm, above the gripper, and,
as part of the robot, they can be taken to the plate for scanning at various locations
in the robotic system. Alternatively, the scanner can be mounted in a fixed loca-
tion on the table and plates can be taken to it for identification and then processed
according to the desired method. The robotic system controller will record the
plate identification (sometimes referred as the ‘‘plate ID’’) and will track the plate
and the samples on the plate, through the various steps in the method. Because the
robotic system computer controller also sends the move commands to the robot,
the controller knows the location of any plate once the ID has been read. Without
both a human-readable and a machine-readable plate identification, it would be
very easy for the human operator to mix up plates during either loading or un-
loading of the plates from the system.

Any automated system requires consistency, so the location of the bar code
label must be within the allowable tolerances of the reader for a proper reading.
Bar codes must be printed on the label in a consistent manner, the labels must
be placed on plates in the same location, and the operator must load the incoming
plates into the storage unit with the label in the proper orientation. Some instru-
ments have imbedded bar code readers for the automatic identification of plates.
Some plate readers and liquid handlers have this feature. Fully integrated robotic
systems, however, usually have an integrated stand-alone bar code reader so that
bar codes can be read at virtually any step in the method.

I. Liquid Transfer

Liquid transfer is a key element of any drug screening method, and virtually
every robotic system will have some provisions for the transfer of reagents and
other liquids. There are three main types of liquid transfer modes: reagent dis-
pensing from bulk reservoirs, single or multichannel transfer between micro



plates and small reservoirs, and 96- or 384-multiwell transfer between plates. In
each of these categories, syringe pumps are used to perform the liquid transfer
because they are more precise than peristaltic pumps for drug discovery applica-
tions. Peristaltic pumps are used where the dispense accuracy is not as critical,
such as dispensing media or in the washing of cannulae between reagents.

1. Bulk Reagent Dispensers

For the dispensing of bulk reagents, the reagent is drawn through the valve–
syringe assembly and then flows through the liquid line to the dispensing cannula.
Depending on the volume per dispense step and the capacity of the syringe, multi-
ple aliquots usually can be performed without the syringe reloading. Because it
is time-consuming to rinse the fluid path, including the valve–syringe assembly,
and because the reagent in the liquid lines must be discarded, bulk reagents are
not often switched from run to run.

Small amounts of reagent, or many different reagents, are more efficiently
dispensed from reservoirs on the deck of the liquid handler. Even small amounts
of reagent are easily aspirated from the reagent reservoir and dispensed into the
appropriate microplate wells. Both bulk reagents and small reagent reservoirs are
easily refrigerated to preserve the stability of the reagents during runs that can
last 7 to 14 or more days.

2. Liquid Handlers

For single or multiple channel transfer between plates or small reservoirs, a liquid
handler can be used. These instruments are most commonly used as stand-alone
devices in the laboratory and have a specialized design and software for the trans-
fer of liquids. As part of a robotic system, the liquid handler is useful for adding
standards and controls to selected plate wells, or for the ‘‘hit-picking’’ operation
to prepare plates for a secondary screen. When adding standards and controls,
reagent reservoirs are located on the deck of the liquid handler and the pipetting
probes transfer to the appropriate wells. The robotic system controller can send
commands to the liquid handler to place any available reagents into any specific
plate wells. The liquid handler can also perform serial dilutions and other liquid
handling tasks that cannot be performed by the other devices.

Liquid handlers can usually be equipped with either disposable or fixed
pipetting tips. Disposable tips minimize any cross-contamination between pi-
petting steps, but they have other limitations, including the cost of the disposable
tips and the massive amount of space required for long, unattended runs. Fixed
cannulae are usually coated with Teflon or similar material (poly-tetrafluoro-
ethylene or PTFE) on both inside and outside surfaces to minimize reagent sur-
face wetting and aid in the rinsing process.



3. Multiple Channel Pipetters

Pipetting to 96 or 384 wells simultaneously is very useful in drug screening. As
stated in other sections, the microplate with 96, 384, and most recently 1536
wells has become the standard testing format. These formats are all multiples of
96 (384 � 4 � 96, 1536 � 16 � 96). Not only it is much faster to transfer liquid
to 96 wells simultaneously compared with 1, 4, or 8 wells at a time as with a
liquid handler, but for assays where a reaction is started or stopped with the
addition of a reagent, it is possible to start and stop reactions at the same time. The
96- or 384-well pipettor will be capable of pipetting from one plate to another, or
from a reservoir to a plate. Some models of pipettors use fixed tips and some
use disposable plastic tips. Tips are washable by aspirating and dispensing wash
fluid. Pipettors that use disposable tips are capable of changing tips. Most models
can change tips automatically, but some require an operator to change the tips
manually. For most applications, both fixed and disposable plastic tips can be
washed with no detectable sample carryover.

J. Incubators

Many assays used in drug discovery methods utilize an incubation period at either
room temperature or at an elevated temperature such as 37°C. Many assays use
live cells that require humidity and a CO2 atmosphere. Such incubators are a key
requirement for robotic systems for drug screening. Some robotic systems use
commercial incubators that have been modified for robotic use by adding an
automatic door opener. But these designs are not optimal for robotic systems,
because the single door faces the robot, making it difficult to service the incubator
manually. More convenient designs have two incubator doors, opposite each
other, one facing the robot and the other easily accessible by the operator. This
allows the user to service the incubator safely and still provides convenient access
for the robot.

With easy access to the interior of the incubator, the operator can easily
stock the incubator with incoming plates to augment the plate storage unit. Also,
the operator can periodically clean or otherwise service the incubator. For safety
reasons, when the incubator has separate doors for both the robot and the operator,
there should be interlocks so that the robot cannot open a door if the operator
door is open, and vice versa. In order to maintain reliably the interior atmosphere,
the doors must have tight, flexible, and compliant elastomeric seals. Silicone
rubber is an excellent material for the door seals, because it is flexible and compli-
ant yet can easily withstand an elevated temperature. To supplement the mecha-
nism to automatically open and close each of the doors, an additional automatic
latch can be used to hold the door securely closed and maintain the integrity of
the interior environment.



Figure 6 Robocon robot loading plates in tissue culture incubator.

With so many variables associated with the proper operation of the incuba-
tor, some manufacturers have found it useful to dedicate a PLC (programmable
logic controller) to each incubator for distributed control of the many mecha-
nisms, sensors, electrical contact switches, etc. These variables include the door
open and closed sensors, the open and close actuators for each door, the door
latches on each side, the heating, CO2, and humidity controls, circulation fans,
and so forth. Certainly these functions can be monitored at a central PLC as part
of the controls for the robotic system, but the distributed control allows the incu-
bator to be a self-contained module that can be easily integrated into a new system
or retrofitted to an existing system. A typical robotic tissue culture incubator is
shown in Figure 6.

K. Plate Turntable

Instruments such as plate readers and plate washers do not have the standardized
orientation of the microplate; some require plates to be in the ‘‘landscape’’ orien-
tation and others require the ‘‘portrait’’ orientation. In order to accommodate all



types of instruments, the robotic system needs the capability of turning plates
from the landscape to the portrait orientation and vice versa. The system control-
ler will direct the robot to take the plate to the turning station as may be required
for the next instrument or device. The plate orientation required for each instru-
ment will be saved as an instrument parameter, and the system controller will
orient the plate accordingly before the robot approaches the instrument plate nest.
The user will do this automatically without any programming.

IV. PROGRAMMING LANGUAGES FOR
ROBOTIC SYSTEMS

While there is not yet a common high-level programming language for robotic
systems, and each supplier has developed its own language, suppliers have im-
proved the ease-of-use of their programming languages, making it easy for opera-
tors to learn and use. In general, the languages have moved away from requiring
the user to adhere to the programming, command, and syntax rules typical of
programming languages. Instead, programming languages have become much
more intuitive, allowing the user quickly to learn enough to write a usable pro-
gram. In today’s systems, programming might be reduced to a few simple com-
mands, such as ‘‘get,’’ ‘‘move,’’ and ‘‘put.’’ An array of microplate locations,
such as for the incubator or plate storage units, will be pretaught by the integrator,
and reference positions for a device can consist of three corner positions.

‘‘Self-learning’’ third-generation software is now available from many in-
tegrators of robotic systems, which greatly reduces the time to write a new pro-
gram. The software can anticipate the next move that the operator wants to pro-
gram and presents it on the programming screen. This reduces the number of
keystrokes required to write a new program for an assay. With this self-prompting
capability, new programs can be written very quickly. Other features check syn-
tax to reduce further the time to write and debug a program. Robotic systems
from some vendors, such as Robocon, can run different assays simultaneously.
This allows several different assays to be performed with the same or different
compounds. With this capability, various different assays can be performed on
a single robotic system that otherwise could not have been economically justified.

Other features of third-generation software include automatic cycle time
calculating and ‘‘open-ended scheduling.’’ The latter is a significant improve-
ment over ‘‘finite scheduling,’’ which had been used in robotic systems up until
this time. Finite scheduling calculates the times of all of the steps up to the end
of the run, which might be several days away. This is far too complex to be
useful in today’s robotic systems that might run nonstop for several days. For
this reason, a ‘‘limited horizon’’ or ‘‘open-ended’’ scheduler is much more practi-
cal. With this type of scheduler, the system is only concerned with the next 30–



60 minute time horizon. Within that window, the scheduling software looks ahead
to see what resources will be available and whether new plates can be introduced
into the system.

All scheduling programs use approximations for the length of time to per-
form certain tasks. For shorter time horizons, such as 30–60 minutes, these ap-
proximations do not introduce significant error. However, for longer time periods,
the error becomes so great that the forward scheduling is not useful in predicting
exactly when resources will become available or if a scheduling conflict occurs.
Open-ended scheduling eliminates the unnecessary calculations for the period
beyond the next 60 minutes and easily accommodates changes in the middle of
the run. Finite scheduling requires resetting and recalculating any time there is
any operator intervention. For these reasons, which today’s more complex robotic
systems demand, limited horizon is the preferred scheduling method.

Automatic Maintenance Prompting is a recent software feature that prompts
the user to perform various type of preventative maintenance. The system control-
ler records the amount of time that the system has operated, even tracking usage
for specific components, and alerts the operator when scheduled preventative
maintenance should be performed. This assures that the operator is aware when
the appropriate preventative maintenance must be performed in order to maintain
the useful life of the robotic system.

Another feature of third-generation software is the ability to run multiple
assays simultaneously. Several different assays with only a few thousand com-
pounds each could be combined and run at the same time on a high-throughput
robotic system. With earlier easy-to-use software, there was no provision to con-
trol and forward schedule multiple plates in multiple different assays with finite
resources. Now, with third-generation software, this can be easily accomplished,
allowing the high-throughput robotic system to be utilized processing assays with
shorter runs.

One useful example of this capability is when secondary screens are per-
formed to confirm ‘‘hits’’ from the primary screen. One might want to run several
early in-vitro ADME and toxicity tests simultaneously on a selected group of
compounds. It is more efficient to run assays of this type simultaneously because
the compound plates need only be handled once to start the assay plates. If the
assays were processed serially, one would be required to retrieve the compound
plates from storage each time an assay was to be started. Since most compound
plates are stored frozen, considerable time is lost in the steps of retrieving, thaw-
ing, unsealing, pipetting, resealing, and returning to storage.

With the hits selected from the compound plates and transferred to the
various assay plates, the assays can be started. The system controller instructs
the robot to take the appropriate plates through the various steps in each different
assay, using the appropriate stations or system resources as required. Thus, the
ability to process multiple assays simultaneously not only is a more efficient



way to run assays with some common elements but also it increases the system
utilization and increases the investment that the robotic system represents.

A. Software Operating System

Because there are multiple tasks to be performed simultaneously, most robotic
systems for drug screening operate with software that operates in a multitasking
environment. The controller issues device commands, receives data, and controls
the system simultaneously. With today’s increasingly complex systems, multi-
tasking capability is a requirement. Due to their cost, availability, reliability, and
user familiarity, standard personal computers are frequently used as system con-
trollers. For a variety of reasons, at the time of this writing, most software for
drug screening robotic systems operates in a Windows NT environment. The
Windows graphical user interface (GUI) has become widely accepted in drug
screening laboratories, making it easy to train new users and assuring familiarity
between different systems and different vendors.

V. AUTOMATED ASSAYS

In order to capitalize on the capabilities of the robotic system, it is highly desir-
able to run assays that require no human intervention. The manufacturer of the
robotic system will work with the user to develop assays that can be performed
by mechanical devices that, unfortunately, do not have the benefit of human dex-
terity or eye–hand coordination. Manufacturers of highly automated laboratory
systems will recommend assay procedures that do not compromise the assay yet
can be reliably performed by a robotic system without constant operator attention.
Steps that might require human eye–hand coordination, such as placing a micro
plate into a poorly designed nest on a device or instrument, will be difficult for
the robotic system to perform accurately. At best, these difficult tasks can cause
inaccuracies in the method, which reduces the repeatability and accuracy of test
results between samples and between runs. More seriously, these poorly engi-
neered devices may make the system more prone to faults that can interrupt the
run, causing a delay in the test results or even the loss of the samples and expen-
sive reagents.

For these reasons, it is important that assays be developed that can be per-
formed as simply as possible without human intervention. If the robotic system
is waiting for a step to be performed off the robotic table, such as an incubation
or centrifugation step, then the system throughput will be greatly reduced. A
‘‘perfect screen’’ is one that can be run completely by a robotic system and
requires no manual handling for at least 24 h [7]. A wide range of assays have
been automated on robotic systems, including enzyme, ELISA, protein–protein



interaction, protease, reporter gene, radioligand, and whole cell assays. Although
these assays will certainly have different steps and reagents, they may use many
of the same peripheral devices and will certainly use the basic robotic system.

A. Elements of Typical Assays

A basic robotic system for drug screening will usually have the following compo-
nents: robot, servo track, digital gripper, plate storage unit,bar code reader, plate
turning station, plate shaker, and liquid dispenser. Depending on the assays to
be performed, additional devices will be required. Cell-based assays will require
a 37°C temperature controlled CO2 incubator with humidity, and, if cells are
being plated by the robotic system, a gentle dispenser, usually with a stirred
reservoir to keep the cells in suspension, will be required. If ELISA or similar
assays will be performed, a microplate washer will be used to wash unbound
reagents from the plate wells and prepare the plate for the next step in the assay.
Plate readers are used to quantify the amount of reaction that has taken place, and
assays use a variety of modes, including colorimetric, absorbance, fluorescence,
luminescence, etc.

B. Typical Assays for Drug Discovery

Some of the drug discovery assays that run on automated robotic systems include
receptor binding assays (heterogeneous phase receptor binding, such as filter
binding), homogeneous receptor binding assays such as homogenous time-re-
solved fluorescence (HTRF) and scintillation proximity assay (SPA), enzyme
assays, and enzyme-linked immunoabsorbent assays (ELISA).

1. ELISA

ELISA is frequently run on an automated system because it has many time-con-
suming steps including the addition of reagents, performing timed incubations,
and subsequent plate washings before reading the plate in a plate reader. Most
ELISA assays produce a color or fluorescence end product that, when the reaction
is stopped, gives an end point reading. A robotic system is an ideal platform to
perform ELISA assays because the forward scheduling software assures that the
robot will perform the time-critical steps within the allowable time tolerance, so
all steps are performed in exactly the same manner. The steps in a typical ELISA
assay include (1) transfer of samples to be tested to an antigen-coated plate, (2)
addition of reagent #1 (conjugate), (3) shaking, (4) incubation, (5) washing,
(6) addition of reagent #2 (substrate), (7) shaking, (8) incubation, (9) washing,
(10) addition of reagent #3 (stop solution), (11) shaking, (12) reading the plate
in a plate reader.



A robotic system for an ELISA assay will need the basic system consisting
of robot, servo track, gripper for micro plates, plate turning station, reagent dis-
penser (three different reagents are to be dispensed with minimum washing be-
tween reagents), liquid handler, incubator, plate washer, plate shaker, plate
reader, and plate bar code reader. Separate locations in the plate storage unit will
be dedicated to the sample plates and to the coated assay plates. The operator
will load the sample and coated plates, refill the reagent reservoirs, replenish
other consumables, and input the various run variables. Variables can include
the number of sample plates to process, the volumes of reagents to be dispensed,
the incubation temperature and times, the wavelength at which the plate should
be read, etc. The robot will select the first sample plate from the plate storage
unit, read the bar code if applicable, and place it onto the liquid handler. The
samples will be transferred from the sample plate to the coated plate, with the
pipetting tip being washed between samples and the original sample plate re-
turned to the plate storage unit or placed in the waste container. The coated sam-
ple plate will be processed with the successive addition of reagents, incubations,
and washing until it is ready to be read.

When the plate is read in the plate reader, the output from the reader will
be a file of values, one for each plate well (96 values for a 96-well plate or 384
values if a 384-well plate is used). The file will be captured and stored by the
robotic system controller. Although the samples to be tested are transferred from
the bar coded sample plate to the antigen-coated assay plate, which may or may
not be bar coded, third-generation software can track samples from plate to plate
without bar code identification on each plate. The system controller merely re-
members the position of the subsequent plates and transfers a virtual identifier
to the subsequent plates, always knowing the location of any group of samples.

The readings from the plate reader will be linked with the identification (ID)
of the original sample plate and can be outputted to a company-wide Laboratory
Information Management System (LIMS). The data can also be reduced with
reagent factors from the reagent manufacturer and presented in a spreadsheet
format. Assay results are displayed with the plate bar code ID, and the resulting
‘‘plate map’’ shows the well locations for the samples, standards, controls, and
blanks. With the robotic system’s multitasking software and forward scheduling
capabilities, multiple plates can be in process at one time. This ensures faster
sample throughput, less robot waiting time, and higher system utilization.

2. Cell-Based Assays

Cell-based assays may use the same basic robotic system as described above,
with the addition of a plate lid park station and a 37°C CO2 incubator. Tissue
culture plates are compatible, as the plate covers are easily removed to allow
access to the plate wells, primarily for pipetting, and are easily replaced. Although
the robot could simply remove the plate lids and place them on a surface while



liquids are transferred to the well, the lid could be easily contaminated from the
resting surface. A better approach is to suspend the plate cover so it does not
touch any surface. One novel approach is to hold the cover from the top by
vacuum, then releasing the cover back onto the plate. The first cover holding
position can be above a hole in the table top with a waste container below it, so
covers can drop directly into the waste when the cover is not needed for the
balance of the assay. A typical robotic lid holding device is shown in Figure 7.

A practical design 37°C CO2 incubator provides one access door for the
robot on one side and another access door on the other side for the operator. If
there is more than one set of incubation parameters (temperature, humidity, or
CO2) in an assay, then multiple incubators would be used. While it is possible for
the system controller to change the temperature or CO2 concentration remotely, it
can take one or more hours for the incubator to reach the new conditions, which
is not quick enough for a running assay.

3. Enzymatic Assays

Enzymatic assays are difficult to generalize and there will be customized differ-
ences for a specific enzymatic assay [8]. One enzymatic assay, for cytosolic phos-
pholipase A2 (cPLA2), is simple to perform on the basic robotic system described
above. The steps include addition of 14C labeled substrate in a microplate, addition
of the compounds to be tested, addition of cPLA2, and incubation for 30 min at
37°C. Reaction is stopped by the addition of a quench reagent, extracting the
cleaved fatty acid, and separating the top organic layer in each well with an
HPLC. The 14C labeled fatty acid is detected by a flow scintillation counter.

Tyrosine Kinase Autophosphorylation Assay. This assay is useful in in-
vestigating the signal transduction process and is measured using a scintillation
counter [9]. Coated plates are coated with antiphosphotyrosine monoclonal anti-
body, incubated at room temperature in the plate storage unit, and then washed
with a standard plate washer. Appropriate reagents and sample can be added to
the plate with either the liquid handler or the 96-channel pipettor. The plate is
then incubated at room temperature, the liquid aspirated and discarded, and the
plate washed again. The plates are then air dried, the scintillating reagent is added
to each well with either the liquid handler or the 96-channel pipettor, and the
plate is read in a scintillation counter. This assay can be performed with the basic
robotic drug screening system using a scintillation counter as the plate reading
instrument.

4. Receptor Binding Assays

Filter Binding Assay. Filter binding assays for receptor/ligand complexes
are widely used in the drug discovery process; they utilize a plate harvester to
transfer the cells from the assay plate to the filter plate. The filter plate is then



Figure 7 A typical plate lid storage device holding microplate lids from overhead by
vacuum.



placed on a vacuum manifold and the excess liquid removed. The cells remain
on the filter plate, which is then dried, and then the receptor/ligand binding is
measured in a scintillation counter. Historically, plate harvesters can clog, which
is unsuitable for unattended robotic operation. However, recently developed mod-
ifications allow the robotic system controller to monitor the performance of the
plate harvester and alert the operator when the harvester performance deteriorates.
With the system monitoring of the plate harvester, filter plate assays can now be
automated for unattended laboratory operation.

5. HTRF

Homogenous time-resolved fluorescence (HTRF) is a homogeneous technique
(discussed in Chap. 4) that can be applied to a variety of assays. It eliminates
many of the time-consuming and difficult separation steps such as cell harvesting
and plate washing. HTRF gives results comparable to ELISA, but because it is
homogeneous and has fewer and shorter steps, the HTRF can be performed much
quicker than a typical ELISA [10].

With the growing trend to miniaturize assays, there is always a concern
whether the assay results are affected by the miniaturization. In one study, tyro-
sine kinase assays using HTRF have been performed on robotic systems in 96-
and 384-well plates. Results were compared between the two plate formats, and
results from 384-well plates with lower well volumes were found to be compara-
ble to those from 96-well plates [11].

6. Cytochrome P450

The Cytochrome P450 assay is a relatively new assay to automate with an unat-
tended robotic system. Because it is a valuable assay for early in-vitro metabolism
studies and early drug profiling, there is considerable interest for automation. In
this assay, liver hepatocytes, hepatic microsomes, and rat liver slices can be used.
Because it is an enzymatic assay, it is processed robotically similar to other enzy-
matic assays.

A large number of exogenous substances are metabolized in liver (dis-
cussed in Chaps. 13 and 14). The cytochrome P450 assay is an indicator of the
metabolism of the compound in question in the human liver. Assay readings are
typically taken at various time points so the rate of metabolism can be estimated.
The supernatant from each plate well is measured by LC/MS analysis. There are
now available fully automated turnkey robotic systems for Cytochrome P450
analysis (Robocon) that can process plates at the rate of thirty 96-well plates per
24 hour period. With data from early in vitro metabolism testing, compounds
can be evaluated and structures modified in the optimization studies, leading to
more successful drug candidates.



7. Reporter Gene Assays

A typical reporter gene assay has adherent cells that contain the promoter of
interest and a reporter protein such as luciferase. Adherent or suspension cells
in microplate wells are incubated with the compound to be tested for typically
3–12 h at 37°C under tissue culture conditions. After incubation, the cells are
washed. The most successful methods incorporate both the lysis buffer and re-
agents for the reporter gene product. With only one reagent to dispense, a step
is saved and there is no chance of a variation in the time between the cell lysing
and the addition of the reporter reagents. If a luminescence reagent such as lucif-
erase is used, then the plates are read in a luminometer or Topcount. Some varia-
tions of this assay will use fluorescence for detection [12]. Some of the advantages
of the reporter gene assay is that time-consuming steps that have historically been
difficult to automate, such as filtration and centrifugation, are eliminated.

8. CaCO2 Assay

Another of the early in-vitro drug profiling assays is the CaCO2 cell assay. This
assay correlates to the behavior of the mucosa cells in the human intestine and
serves as a good predictor of the absorption of a compound into the human body
[13]. In this assay, the CaCO2 cells, which are derived from human carcinoma
cells, are grown on a filter membrane and inserted into 24- or 96-well plates.
The CaCO2 cell monolayer develops on the top of the filter surface. The basal
membrane is directed toward the filter, and the epitheleal surface points upward.
The cell monolayer grows until it is continuous across the filter surface. The test
compound is applied to the top of the cells and is absorbed by the cell and trans-
ported to the media below. The amount of compound that is transported (i.e.,
absorbed) by the cells is measured by LC/MS analysis of the media in the lower
chamber of the plate. Readings can be repeated at various time intervals so the
rate of absorption can be calculated.

9. SPA

Scintillation proximity assay (SPA) (detailed in Chap. 4) is an example of one
of the newer HTS assays that are very robust and simple. Although the SPA assay
uses a radioactive reagent that requires more careful handling, it has become a
popular assay because there is no separation step. Frequently, SPAs are able to
take the place of more complex and cumbersome assays such as ELISA, which
has several steps of reagent addition, incubation, and washing, and the RIA (ra-
dioimmunoassay), which uses higher levels of radioactive reagents, which re-
quires a more controlled system for waste collection and disposal. There are a
number of variations in SPA assays, but the basic steps in the assay are very
simple: pipetting of the sample and reagent into microplate wells, incubation for
a short time at room temperature or at 5°C, and placing the plate into a scintilla-
tion plate counter.



A robotic system to perform this assay would consist of the basic robotic
system, including robot, table, and track, as well as a storage device for incoming
and outgoing microplates, a dispenser for the reagent, and a scintillation counter.
Other devices might include a bar code reader to track the samples and correlate
the results from the scintillation counter to the specific plate.

10. Polymerase Chain Reaction (PCR) Assay

Polymerase chain reaction (PCR) is a patented technique to amplify strands of
DNA so that there will be sufficient quantity for analytical testing. PCR amplifi-
cation is accomplished by adding the DNA to be replicated with oligonucleotide
primers (amplimers or primers) and TAQ-polymerase into microcentrifuge tubes
in a 96-rack or a well of a specialized PCR plate and then placing them into a
thermal cycler where the samples are alternately heated and cooled, replicating
the DNA. After a suitable number of thermal cycles, the DNA of interest has
been amplified sufficiently to yield enough sample for testing. The DNA may be
identified through a number of techniques, including gel electrophoresis, capillary
electrophoresis, or mass spectroscopy.

A robotic system to perform PCR generally consists of the following items:
basic robotic system table, including robot, robotic track of suitable length, stor-
age for incoming microplates, PCR plates, thermal cycler, and pipettor. Because
there are several different analytical techniques that may be performed on the
DNA segments, the analysis of the sample is performed with manual intervention
off the robotic table.

VI. INTERFACING TO DATABASES

The nature of drug discovery is to examine a large number of compounds for
possible effectiveness as therapeutic agents. Because a large number of com-
pounds are being analyzed, there are a tremendous number of data points created
in the course of a screening run. In order to manage the data, it must be analyzed
with the help of computerized bases. Thus, data handling becomes a key element
of any robotic drug discovery system. The computer controller for the robotic
system must be able to exchange data with a wide range of databases and labora-
tory information systems (LIMS).

VII. STANDARDIZATION OF MICROPLATES

Robotic systems combine many different types of instruments and devices, of
which some are standard commercial products and some are custom designed. In
order to integrate different types of instruments, some standardization is required.



Because the 96-well microplate has been widely used for a number of years, it
has become the standard testing plate. The Society for Biomolecular Screening
(Danbury, CT) has proposed standard dimensions for the microplate, including
length and width dimensions (the height or thickness of the plate will vary de-
pending on the capacity of the well and other functions of the plate).

The proposed standard dimensions of the microplate are approximately
127.8 mm (5.03 inches) long by 85.5 mm (3.36 inches) wide. This plate is
fashioned after the Cooke microplate [14], which was subsequently trade-
marked as the Microtiter plate, which is now marketed by Dynex (Chantilly,
VA). The most common format contains 96 wells, but higher density plate for-
mats have 384, 1536, and even more wells per plate. Microplates are available
from a large number of sources and usually have only minor differences in di-
mensions.

VIII. SOURCING ROBOTIC SYSTEMS

Because robotic laboratory systems can be customized for the user, there are a
number of considerations in selecting a vendor for a robotic system for drug
screening and suggestions to new users to improve the implementation process.
Users have made a number of recommendations to improve the success of robotic
systems [15]. When evaluating vendors, it is recommended to visit the vendor’s
references, see the system, and ask specific questions regarding the vendor’s per-
formance. It is also recommended to see a demonstration of the proposed system
before purchasing and look for specific proof of the quality of their systems,
software, training, and support.

Both vendors and users agree that often there is not enough discussion of
the system details at the beginning of the systems building phase. Some of the
items that should be discussed include the users’ expectations, the system’s ac-
ceptance criteria, the desired amount of flexibility and modularity, the specific
assays that can be performed on the system, the sample throughput rate, and the
form of the operator interface, to name a few items.

Experienced users have identified a number of improvements that they have
instituted within their companies in order to improve the success of robotic sys-
tems. These improvements include having a stable assay before attempting ro-
botic automation, developing a complete list of system specifications before solic-
iting quotations from vendors, closer communication with vendors during the
build phase at the vendor’s site, a need to train multiple operators, and assigning
a support technician to the robotic system. Although users reported minor prob-
lems in the initial days of their robotic systems, virtually all companies recently
surveyed plan to increase their rate of purchase of robotic systems, or at least to
maintain the same rate of purchase.



IX. COST JUSTIFICATION

The cost justification for automation systems is usually a calculation of the mone-
tary payback over time. The total expenditure for the robotic system is balanced
against the cost savings that can be quantified, which usually includes labor,
materials, etc. To calculate the cost of the present method of performing the task,
the actual time for all of the manual steps is measured and a cost is calculated
based upon the cost of the person or persons who are involved with the task. In
the case of drug screening systems, this might include many people, including
supervisors and managers, and usually includes the total costs of each person,
including benefits, which is sometimes referred to as a person’s ‘‘loaded overhead
cost.’’

After the full cost per sample is calculated, an estimate is made of the
number of samples that will be processed in the future. The total out-of-pocket
costs for the proposed robotic system is also added up and usually includes the
cost to purchase the system, as well as any associated costs, such as installation,
training, etc. Note that the acquisition costs are generally limited to the out-of-
pocket costs, that is, those cash outlays that would be incurred only if the system
were purchased. Other costs, such as personnel time that might be associated
with the purchase, are not usually included in the acquisition costs unless they
are significant.

In order to calculate the payback or return on the investment, the cost per
sample is divided into the total cost of the system, to give the number of samples
that need to be processed before the system is paid for. This is sometimes referred
to as the break-even number. The break-even number is then compared with the
number of samples that are forecasted to be processed on the system in future
years. The length of time until break-even occurs would be the payback period.
A short payback period, such as one or two years, indicates that there is consider-
able cost savings associated with the robotic system. A longer period, such as
five to six years or more, would be considered a long time for payback.

Companies develop their own guidelines for the economic payback on capi-
tal expenditures, but generally two to three years is a common maximum length
of time. Exceptions are often made when other factors are involved, such as when
there is an overriding need to add screening capacity, when operator safety is
involved, or when the ‘‘opportunity cost’’ of lost sales, for example, is consid-
ered.

The opportunity cost is the cost of the lost business opportunity because
the expenditure was not made [16]. In the case of HTS, this would be the cost
of not having leads that convert to drugs and in turn to products that can be sold.
For a leading drug, the opportunity cost is quite high. Unfortunately, it is difficult
to quantify the opportunity cost because there is considerable uncertainty when
charting the path to a successful product. In instances where the path and cost



are more predictable, there may be justification in including the opportunity cost
with the cost justification to management for the purchase justification.

Some corporate accounting departments will adjust the payback analysis
to express the future saving in dollars (or whatever local currency is being used),
which has been adjusted for future inflation. The expenditures will be in current
dollars, because the system is being paid for at the beginning, yet the savings
will be in the future, after the system has been delivered and is operational. With
inflation, current dollars do not have the same value as future dollars, so an adjust-
ment is occasionally made to convert the future dollars into a value that is equiva-
lent to the current dollars. This adjustment is made by discounting the future
savings by estimating the amount of inflation over the payback period. (Future
inflation reduces the value of future dollars when compared with current dollars,
so the value in today’s money—current dollars—must be calculated and reduce
the future savings accordingly. When future cash flows are discounted to the
present time to adjust for inflation, this is referred to as the net present value of
the future cash flows from the robotic system [17].) The cash flows are of course
the labor savings that are being realized with the system performing the tests
rather than humans.

X. CONCLUSIONS

Sophisticated high-throughput screening techniques have been achieved through
the development and refinement of robotic automation. At first, robotic screening
systems were looking for the proverbial needle in the haystack, screening com-
pounds from a variety of sources (compound libraries, natural product selections,
and compound synthesis programs). However, with unique compound structures
readily available through compound synthesis and combinatorial chemistry
techniques, there is no shortage of compounds that can be screened against a
target.

Now, however, the emphasis is to improve the chances of a lead candidate
becoming a successful product. The objective is to select, as quickly as possible,
the most promising structures for optimization to assure successful in-vivo testing
and subsequent market introduction of a successful new drug. New assays are
now being used for early drug profiling, including early ADME and toxicity
studies to predict better the success of promising drug candidates.

In order to streamline HTS, users are seeking assays that are homogeneous
and do not require separation steps such as centrifugation, filtering, washing, etc.
Not only are these steps time-consuming but also they have been hard to automate
and reduce the reliability of the system. Thus robotic systems for drug discovery
have matured over recent years to meet users’ needs of increased throughput,
flexibility, and reliability and reduced costs.
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I. INTRODUCTION

This chapter reviews the current state of the art in assay miniaturization, describes
what types of experiments can currently be performed in miniaturized formats,
and speculates on what will be possible in the near future. Before converting
assays from the standard 96-well format into a miniaturized format such as
the 384-, 864-, 1536-, 6144-, or 9600-well formats, several questions need to be
answered in order to identify the format that will be most useful for the purposes
at hand. First, why miniaturize an assay for drug discovery in the first place?
Second, what are the advantages of each miniaturized format, and how low a
volume is actually necessary to meet the need? Third, what are the inherent prob-
lems with each miniaturized format, and how will that limit the number and type
of assays that can be performed in that format? These questions will be answered
in the following sections.

The 96-well plate was first introduced over 20 years ago and has long been
the standard in the pharmaceutical industry for assay development and high-
throughput screening (HTS). Assays of nearly every conceivable type have been
performed in 96-well plates [1–13], and the format has been proven to be a
reliable means to discover lead compounds for further pharmaceutical develop-
ment. The question then arises, why change a technology that has been so suc-
cessful for so long? The miniaturization of assays for HTS is a change forced
upon the industry by the invention of combinatorial chemistry [14–20] and other
chemical methods that have significantly increased the number of compounds,



and by the advances in genomics [21–24] that have significantly increased the
number of targets that need to be tested.

Prior to the invention of combinatorial chemistry and the advances made
in genomics, a typical pharmaceutical company may have from several tens of
thousands to several hundred thousand compounds that would be tested against
a small number of therapeutic targets per year. Biologists could easily clone,
express, and purify the target of interest in the quantity needed and in a time
frame that was acceptable for drug discovery. Similarly, HTS groups could easily
screen compounds much faster than chemists could synthesize new ones. In short,
the industry had reached an equilibrium where each group could meet the needs
of the other groups involved.

With the invention of combinatorial chemistry and the advances made in
genomics, this equilibrium was thrown out of balance. Chemists could now make
large numbers of compounds very quickly and biologists could identify new ther-
apeutic targets much more readily. In order to keep pace, HTS groups simply
increased the throughput of the assays. That is, instead of testing one hundred
96-well plates per week, the groups increased the throughput to several hundred
plates per day. This is only a short-term fix for the underlying problem and, as
is usual, advances in technology can really only be met with concurrent techno-
logical advances.

The underlying problem with simply increasing the throughput of 96-well
plates is that as the number of compounds increases, the amount of reagent needed
for the biological testing increases as well. Carried to the extreme, the conse-
quence of this is that the biologists spend the majority of the effort in target
purification and very little time identifying new targets. The other inherent prob-
lem is that compounds made through combinatorial chemistry are usually synthe-
sized in relatively small amounts. Typically, several hundred picomoles (for split
and pool synthesis) to several micromoles (for parallel synthesis) are prepared.
When these compounds are tested in 96-well plate format, a disproportionately
large amount of the compound is consumed in each assay. Typically, these chemi-
cal reagents can be entirely consumed after testing several tens of targets.

The goal then is to develop a technology that would allow all the targets that
are obtained from the genomics efforts to be screened against all the compounds
synthesized by combinatorial and medicinal chemistry. The obvious solution is
to miniaturize the assay so that each assay consumes only a small amount of
both the biological and the chemical reagents. In this way, with the same amount
of effort put into isolating and purifying the biological reagents, 10 to 100 times
more assays could be performed. Miniaturization would also extend the ‘‘life’’
of the chemical reagents, and hence they could be used for many more assays
as well.

How far can an assay be miniaturized and how far is it practical to miniatur-
ize? In theory, an assay could be miniaturized down to single molecules of en-



Table 1 Cost–Benefit Analysis of Miniaturization (Dollars)

96-well 384-well 1536-well 6144-well

Plates 4,000 2,000 1,600 1,000
Peptide reagent 25,000 12,500 1,000 150
Enzyme production 50,000 100,000 50,000 50,000
Time (screening) 30,000 25,000 3,500 2,500
Total 209,000 139,500 56,100 53,650
Savings/assay 69,500 152,900 155,350
�30 assays/yr 2.09M 4.59M 4.66M

zyme and substrate or receptor and ligand. Unfortunately, today this is neither
practical nor desirable since the technology is not available nor would it be cost-
effective to develop it. Currently, a 96-well assay is usually performed in 100–
200 µL volumes. A number of groups have reported miniaturization of assays
to 384-well [25–28] (50 µL) plates, and a few groups have reported miniaturiza-
tion to 1536-well [29,30] (3–10 µL) or 9600-well [31] (0.2 µL) plates.

Table 1 shows a cost–benefit analysis for assay miniaturization. These
numbers are based on screening a 100,000 member library in a protease assay
that uses a peptide substrate containing a donor/quencher pair. This is one of the
simplest of assays, so the savings observed will likely be conservative estimates.
Also, these numbers do not take into account the savings/benefits of chemical
library conservation. However, it is apparent from Table 2 that significant savings
can be seen with miniaturization from the standard 96-well (100 µL) assay to
the 384-well (50 µL) assay. Additional savings are observed upon miniaturization
to 1536-well (3–10 µL) formats, but little additional savings are seen upon minia-
turization to the 6144-well (0.5 µL) format.

This point of diminishing returns in savings accrued through miniaturiza-
tion is due to a number of factors. The plate cost is relatively constant for an
assay independent of the format. The most significant savings are seen in the

Table 2 Well Volume Vs. Savings

% 96-well % 384-well % 1536-well
Plate format cost cost cost

96-well (100 µL) 100
384-well (50 µL) 67 100
1536-well (5 µL) 27 40 100
6144-well (0.5 µL) 26 38 96



biological reagents. In the instance described in Table 1, a 20-fold reduction in
volume from the 96-well (100 µL) assay to the 1536-well (5 µL) assay results
in a 20-fold reagent savings. However, this degree of savings is not seen with
the enzyme production, since the majority of that cost is in the labor to produce
the reagent. That is, a given amount of labor is required to clone and express the
enzyme. This fixed cost is independent of the number of batches that need to be
prepared in order to obtain the material needed to complete the screen. Conse-
quently, one batch of this reagent is sufficient to complete an entire screen in
1536-well format and so, in this case, there are no additional savings by moving
to a smaller 6144-well format.

An additional factor in determining the degree that an assay can or should
be miniaturized is the time (labor) that it will take to complete the screen. As
can be seen in Table 1, there is very little time savings between 96-well and 384-
well or between 1536-well and 6144-well formats, while there is a large differ-
ence between the 96-well and the 1536-well. These differences occur primarily
due to differences in plate processing and signal detection times. Since very dif-
ferent technologies are employed, as discussed below, to process 96-well or 384-
well plates vs. 1536-well or 6144-well, significant reductions in the length of
time it takes to run an assay can be achieved.

Significant savings that are achieved through miniaturization but were not
included in the calculations in Table 1 are the reductions in the amount of the test
compounds that are used. When synthesized by traditional medicinal chemical
methods, the syntheses typically produce on the order of several tens of milli-
grams of each compound. A typical assay in a 96-well format may consume on
the order of 0.5 µg of the test compound per test (at 10 µM test concentration
in 100 µL). The consumption of this amount of material is not significant when
compounds are made through traditional methods in large quantities. However,
in combinatorial chemistry the amounts of material synthesized are significantly
smaller. For example, in a split and pool synthesis the amount of material synthe-
sized is only about 0.1 µg, and in a parallel synthesis the amount of material
may only be 50–500 µg. The small amounts of material synthesized by these
methods are consumed rapidly when testing is performed in the 96-well format,
whereas the number of tests can be extended 20- or 30-fold by miniaturization
to a 1536-well format.

Three critical factors involved in assay miniaturization include plate design,
liquid handling, and signal detection. Table 3 shows a comparison of well density
to the well volume and subsequent reagent savings. Miniaturization from the 96-
well format to the 1536-well format is achieved by a volume reduction of from
20- to 100-fold. With the reduced volumes that are used in the 1536-well format,
new methods of liquid handling had to be developed.

The ability to move liquid rapidly, accurately, and precisely is a key compo-
nent of any HTS effort. Fully automated devices capable of either single-channel



Table 3 Well Volume and Savings
With Miniaturization

Well volume Fold reagent
Well density (µL) savings

96-well 200 0
384-well 50 4
864-well 20 10
1536-well 1–10 20–200
6144-well 0.2–0.7 250–1000

or multichannel (8, 12, 96 or 384) pipetting have been developed over the years.
For a recent review covering state-of-the-art high-speed conventional pipetting
devices see Stevens et al. [32]. Conventional pipetting devices usually work on
a positive displacement principle. That is, movement of a piston creates a vacuum
that liquid is then pulled into. These mechanical pipettors are generally quite
accurate and precise when pipetting volumes greater than 1 µL. The loss of accu-
racy and precision at lower volumes is due to the viscosity of the liquid, which
causes adherence to both the pipet tip and the well. As the pipetting volume
decreases, the amount of liquid that remains adhered to the tip becomes a large
percentage of the total pipetted volume.

An assay run in a 1536-well plate typically has a volume in the range of
3 to 5 µL. Mechanical pipettors are quite good at pipetting volumes down to
1 µL but tend to lose accuracy and precision when pushed below this range.
Consequently, these mechanical pipettors can be used for much of the liquid
handling in 1536-well plates. However, most of the test compounds are solubi-
lized in neat DMSO, and the majority of biological reactions cannot tolerate
greater than 1% DMSO. This means that the test compounds must be pipetted
into each well in a volume of no more than 50 nL for a 5 µL assay, and these
volumes cannot be achieved by mechanical pipettors.

For assays miniaturized to 1536-well formats, pipetting volumes from 10
nL up to a few µL is necessary. In order to achieve these volumes, a switch to
noncontact dispensing is preferable. Devices based on either ink-jet or piezoelec-
tric technology have been developed that are capable of accurately and precisely
pipetting volumes between 100 pL and 5 µL. These devices dispense liquid as
a series of small droplets between 10 picoliters and several nanoliters (Fig. 1)
and thus never come in direct contact with the well itself. There are several advan-
tages to this method of dispensing liquid. First, the effect of viscosity is mini-
mized, since the liquid is dispensed as microdroplets in a noncontact fashion.
Second, there is no need to exchange or wash tips between dispense cycles, since



Figure 1 Microliquid handling using a device based on ink-jet printer technology. The
figure displays such a device dispensing 10 nL drops in rapid succession. Devices based
on this principle are capable of dispensing volumes from several hundred picoliters up to
the microliter range. (Courtesy of Cartesian Technologies, Irvine, CA.)

the tips never come in contact with reagents in any of the wells. Carryover from
one well to the next is essentially eliminated.

A technological hurdle had to be overcome in liquid handling in order for
miniaturized assays to become practical. Similarly, a conceptual hurdle needed
to be overcome in terms of plate design and construction. 96-well plates come
in several formats, and one of these has become the standard set by the Society
of Biomolecular Screening [33]. These plates are typically constructed of polysty-
rene or polypropylene, have a round or square shape, and have a volume of
between 50 and 300 µL (for screening plates; volumes up to 3 mL for compound
storage plates).



Miniaturization creates a number of challenges in plate design and con-
struction. As can be observed from Table 4, a volume decrease from 200 µL in
a standard 96-well plate to 4 µL in a 1536-well plate results in a 6.5-fold increase
in the surface-area-to-volume ratio and greater than a 7-fold increase in the plas-
tic-area-to-volume ratio. The increased surface-area-to-volume ratio translates
into a much greater rate of evaporation from the 1536-well plate (Fig. 2). Conse-
quently, reagent addition to these plates has to be rapid in order to avoid concen-
tration changes via evaporation. Also, during incubations, the plates may need
to be kept in a humidified chamber so that the volume in the wells does not
change during the reaction.

The plastic-area-to-volume ratio is also a concern, since it is known that
many proteins adhere to and denature when in direct contact with certain materi-
als. As a well is miniaturized, the plastic-area-to-volume ratio increases from
0.55 mm2/µL for a 96-well plate to almost 4mm2/µL for a 1536-well plate. This
means that if one of the reagents binds to the plastic, the proportion of that reagent
bound to the plastic will be much greater in the 1536-well plate than in the 96-
well format. This has serious consequences for assay development. For example,
if one were looking for a kinase inhibitor and wanted to avoid compounds that
would compete with ATP, then one would usually run the reaction at several
fold the Km for ATP. However, if the ATP bound nonspecifically to the plastic,
then the actual concentration of ATP in solution would be much lower than ex-
pected. Consequently, all the inhibitors that may be found in this assay format
could potentially be competitive with ATP, exactly the opposite of what was
searched for. Since the plastic-area-to-volume ratio is much higher in a 1536-
well format than in the 96-well format, it will be imperative that Kms and other
enzymatic parameters be determined directly in the new format.

Table 4 Specifications for Various Density Microtiter Plates

Surface SA/volume Plastic PA/volume
area ratio area ratio Volume

Well density (mm2) (mm2/µL) (mm2) (mm2/µL) (µL)

96-well 38.5 0.19 110 0.55 200
384-well 9.6 0.19 98 1.95 50
864-well 2.5 0.17 33.3 2.2 15
1536-wella 5 1.25 15.5 3.91 4
1536-wellb 1.3 0.13 36.8 3.7 10
6144-well 1 2 3 61 0.5

a Inverted pyramidal shaped ‘‘Vision’’ plate.
b Square well ‘‘Greiner’’ plate.



Figure 2 Evaporation from microwell plates presents a significant challenge for devel-
oping assays in miniaturized formats. The figure shows the evaporation rate of dH2O from
a Greiner 1536-well plate (10 µL volume) and a Vision 1536-well plate (3 µL volume).
The evaporation rate in the Vision plate is approximately 5.6 nL per minute and almost
twice as rapid as the evaporation rate, 3.1 nL per minute, in the Greiner 1536-well plate.
The more rapid loss of liquid from the Vision plate is a direct function of the greater
surface area. Since most HTS assays are complete within a matter of a couple of hours,
evaporation may not pose a significant problem. However, should longer incubations be
required, incubation can be performed in a humidity-controlled environment. Relative
humidity was 42%, and the lab temperature was 24°C.

The shape of the well, as well as the material from which it is constructed,
can serve to ameliorate some of these potential problems. For example, the data in
Table 4 for 1536-well plates assumes that the well shape is an inverted pyramid. If
a standard cylindrical 96-well is miniaturized to the format of a 1536-well then
the plastic-area-to-volume ratio is nearly four times larger. This inverted pyrami-
dal shape can also aid in liquid handling.

The inverted pyramidal shape confers two additional advantages in assay
miniaturization. First, since the walls separating the wells come to a knife edge,
liquid can be ‘‘sprayed’’ into the wells much as a spray painter can paint a wall.



Any liquid that hits the apex or intersection between two adjacent wells must,
by well design, run into one of the two wells. This lack of interstitial spaces
between wells allows reagent to be added very quickly to all the wells on the
plate. Oldenburg et al. [31] report that using an ink-jet device they were capable
of adding 100 nL of liquid to each of the wells of a 9600-well plate in under 70
seconds with CVs of less than 4% using this method. This ‘‘angled’’ well will
also be important for mechanical pipetting as well. Since the surface area to be
hit by the pipettor is quite small, the angled well will help guide the pipet into
the center of the well. Thus, the tolerance required of the disposable pipet tips
can be more generous. If one were to miniaturize the shape of the current 96-
well plates into a 1536-well format, this would not be the case, and problems
will result when the pipet tips hit the flat interwell spaces. Second, as will be
discussed further below, the angled well will help increase the image quality
when data is collected from these plates by CCD technology.

II. SIGNAL DETECTION

As should be obvious from the above sections, as an assay is miniaturized from
a 96-well (100 µL) format to a 1536-well (3–5 µL format), the signal from each
individual well will decrease proportionately. In most cases, 20- or 30-fold less
signal would doom a 96-well assay to failure, since a suitable signal window
could not be achieved [34]. Using this analysis, it would be easy to conclude
that it is impossible to perform an assay in a 1536-well format. However, new
technologies as well as modifications and improvements to old technologies have
overcome this potential problem.

It is impossible to avoid the fact that when the volume of an assay is reduced
from 100 µL to 3 µL the resultant signal will be 33-fold less. However, the signal
per unit surface area is not necessarily much different between the 96-well plate
and the 1536-well plate. For example, assume that in a 96-well plate the total
signal is 100. Then, for a standard well, the signal per unit area is 2. The same
assay run in a 1536-well plate will generate a total signal of about 3, but the
signal per unit area is about 1. Thus, upon miniaturization, there is only about
a 50% loss in signal if the signal can be measured as signal per unit area rather
than the total signal.

Charge coupled devices, CCD cameras, are devices that are capable of
taking images of assay plates based on signal per unit area rather than on total
signal. This is possible because the silicon chip within the camera is sectored
into an array of about 1000 � 1000 pixels. Light (photons) striking each of the
pixels is measured independently of the other pixels. If an entire 1536-well plate
is imaged at once, then the signal generated by each well of the plate will be
analyzed by approximately 150 pixels. As long as the volume imaged per pixel



remains constant, identical signal should be obtained independently of the format.
In this case, the theoretical limit for assay miniaturization would be the size of
an individual pixel.

One of the hurdles in developing a CCD-based system for HTS was the
development of a telecentric lens for the camera. Typical lenses such as those
found on 35 mm cameras exhibit spherical aberration. That is, the light entering
the lens is bent more with increasing distance from the center of the lens (Fig. 3).
The consequence of this for imaging an assay plate would be that the signal from
each well would decrease from the center of the plate toward the edges, leading
to an unacceptably high plate %CV. This hurdle was overcome with the develop-
ment of a large telecentric lens. In a telecentric lens, the angle of bending of the
light is nearly independent of the distance from the center of the lens. Conse-
quently, a nearly uniform image can be taken of the plate, leading to acceptably
small %CVs.

Figure 3 The image on the left was taken with a standard 35 mm lens, while the one
on the right was taken with a telecentric lens on the Tundra imaging system. As can be
observed, the amount of light captured by the 35 mm lens from each well decreases as
the distance from the center of the plate increases. However, with the telecentric lens, the
amount of light capture is nearly equal across the entire surface. (Courtesy of Amersham
Pharmacia Biotech, Cardiff, Wales.)



Another advantage of CCD technology is that it images an entire plate at
once. Detectors based on photomultiplier technology are usually ganged together
to increase throughput. For 96-well plates, photomultiplier-based detectors usu-
ally come in some multiple of 8 or 12. Increasing the number beyond 12 usually
is not practical due to size and cost constraints. This means that between 8 and
12 separate ‘‘detections’’ need to be performed for each individual 96-well plate
or from 128 to 192 detections for a 1536-well plate. Since evaporation is a sig-
nificant issue for these miniaturized formats, whichever system can image the
plate faster has a significant advantage. Head to head, a CCD-based system can
image a plate approximately 10 to 100 times faster than a photomultiplier-based
system. However, a photomultiplier-based system is approximately 10 to 100
times more sensitive than a CCD-based system. What you gain in speed you lose
in sensitivity and vice versa.

The earlier section reviewed the advantages, disadvantages, and pitfalls of
miniaturizing assays along with the technologies, i.e., hardware that is currently
available to address some of those problems and challenges. The following sec-
tion will deal with the assay formats that have either already been successfully
used in miniaturized format or can be used, at least theoretically, in the miniatur-
ized format.

III. FLUORESCENCE TECHNOLOGIES

Since fluorescent molecules can be excited many times, the total number of pho-
tons obtained from a sample is simply a function of the quantum yield, the number
of fluors present, and the number of excitation photons presented. This effect
amplifies the signal and improves the measurement statistics. Sufficiently sensi-
tive detection of fluorescence emission permits even single-molecule detection.
Over the years, several fluorescence methods have been developed to address a
wide range of biological assays. These range from those of biological origin,
such as green fluorescent protein (GFP), to those of a chemical nature, such as
fluorescein, coumarin, and the cyanine-based dyes. These fluors have been uti-
lized in a number of different fluorescent technologies such as standard fluores-
cence, fluorescence resonance energy transfer (FRET), fluorescence polarization
(FP), and time-resolved fluorescence (HTRF and TRF). These and related tech-
nologies as they relate to miniaturization are reviewed and discussed below.

Green fluorescence protein (GFP) has recently been used in live-cell im-
aging by monitoring fluorescence intensity redistribution. GFP can signal physio-
logical activation when it is fused to a host protein that translocates from one
cellular compartment to another upon stimulation. For example, GFP, glucocorti-
coid receptor fusion protein, translocates from the cytoplasm to the nucleus upon



hormone stimulation [5,35]. With the aid of a high-performance digital imaging
system, GFP has also been used as a reporter in an antimicrobial assay in a
miniaturized mode [31]. In this assay, E. coli expressing GFP was plated into
9600-well plates. The bacterial growth is monitored by GFP fluorescence inten-
sity. Bacterial growth studies in both the 9600-well and the 96-well plate yield
similar MIC values for known antimicrobial agents.

Fluorescence quenching is another technique widely used in fluorometric
enzymatic assays for proteases, peptidases, nucleases, reverse transcriptases, etc.
In the protease system, peptide substrates are double labeled with fluor and
quencher chromophores [36]. The fluorescence of the fluor on this type of sub-
strate is initially suppressed by a nearby quencher through intramolecular reso-
nance energy transfer. When an enzyme cleaves the substrate, quencher is re-
moved from the proximity of the fluor, and the fluorescence signal is observed.
Fluorescence signal increase is directly proportional to the amount of substrate
hydrolyzed. This is a highly sensitive homogeneous assay that is suitable for
miniaturization. Peptide or DNA substrates are of particular utility, since these
substrates are relatively simple to make synthetically and are usually well toler-
ated by the enzymes.

Good donor/quencher pairs (EDANS/DABCYL and Mca/Dpa are two
commonly used pairs) should have spectral overlap between the fluorescent emis-
sion of the former and the absorption of the latter. Efficient fluorescence quench-
ing translates into a very low fluorescence background, a large dynamic range,
and excellent assay sensitivity. Both of these pairs have been adapted to ultra-
high-throughput screening. In particular, the Mca/Dpa donor/quencher pair has
been used with a peptidyl substrate to measure metalloprotease (MMP) activity
in both 1536- and 9600-well formats [31] (Fig. 4).

Even though fluorescence is an inherently sensitive technique, it does not
always provide adequate sensitivity for HTS or uHTS. The major limitation is
that the readout is a change in fluorescence intensity. The fluorescence intensity
change is subject to many different measurement artifacts. These include suscep-
tibility to background fluorescence, both from the biological materials in the sam-
ple and from the plate itself or test compound quenching or fluorescence, and
from photophysical effects such as light scattering and inner filter effects that
are dependent upon geometry and sample composition.

A. Fluorescence Resonance Energy Transfer (FRET)

One way to increase sensitivity, or perhaps more appropriately, selectivity, is to
utilize fluorescence resonance energy transfer (FRET) technology. This technique
has seen increasing use in cell imaging, flow cytometry, and confocal microscopy.
FRET is the physical process by which energy is transferred from an excited
chromophore (donor) to another chromophore (acceptor) by means of intermolec-



Figure 4 Titration curves of a compound found to inhibit MMP3 were prepared in a
96-well plate (100 µL) and in a 1536-well plate (3 µL). The figure on the left shows the
image of the titration in the 1536-well plate, and the data is displayed graphically on the
right. Nearly identical IC50 data is generated in either format.

ular long-range dipole–dipole coupling. The efficiency of energy transfer de-
pends on the inverse sixth power of the distance between the dyes. The extent
of energy transfer can be measured by measuring the fluorescence intensity de-
crease of the donor and the increase of the acceptor. FRET is highly sensitive
to intra- and intermolecular distance changes (10–100 Å) between two fluoro-
phores and can therefore sense relatively small changes in protein conformation,
protein–ligand, or protein–protein interactions. Consequently, FRET-based bio-
sensors and bioassays provide high sensitivity, specificity, and relative simplicity.

A FRET-based sensor, BFP-GFP dual chimeras, has been designed as a
fluorescent reporter protein to ‘‘sense’’ intracellular activation [37,38]. The two
protein-based fluorophores are linked by a flexible calcium binding site derived



from calmodulin. Binding of Ca2� to the spacer changes its conformation into
an extended rod. This increases the distance between the two fluors and therefore
alters the energy transfer between the two fluorescent proteins. The altered FRET
spectrum, measurable by fluorescence-ratio change, is an elegant indicator for
free intracellular Ca2� concentration.

In addition to protein-based fluorophores like GFP, the two points of inter-
est can also be labeled with small organic fluorophores. To increase the sensitiv-
ity, the Emmax of the donor should match the Exmax of the acceptor (Fig. 5). There
should be little or no overlap of the emission spectra from the two fluors, and
both the donor and the acceptor should have good quantum yields in order to
maximize the emission signal. There are several chromophore pairs that have
been used as FRET pairs; these include fluorescein/rhodamine, fluorescein/cou-
marin, and terbium/rhodamine.

β-lactamase has been used as a reporter protein in a FRET based system.
This system, in which fluoroscein and coumarin are connected by the β-lactamase
substrate, cephalosporin, has been reported to show enhanced sensitivity over
other biological reporter systems [39]. In the intact substrate, excitation of the
coumarin donor at short wavelength leads to energy transfer to the longer wave-
length fluorescein acceptor and reemisson of green light. When β-lactamase-cata-
lyzed hydrolysis of the substrate separates the donor and acceptor, the donor then
emits blue fluorescence, whereas the acceptor is not excited. The ratio of the

Figure 5 Excitation and emission wavelengths are shown for a FRET pair composed
of Cy3 and Cy5. In order for a pair of fluors to function as a FRET pair, the emission
wavelength of one member of the pair (Cy3) has to overlap the excitation spectrum of
the second member of the pair (Cy5). It is also important that the excitation band of the
second of the pair (Cy5) not overlap with the excitation band of the first of the pair (Cy3).
(Courtesy of Amersham Pharmacia Biotech, Cardiff, Wales.)



emission intensity of blue to green light is a sensitive indicator for transcriptional
readout.

B. TRF and HTRF

Separation or wash steps may not be acceptable for miniaturized assays. Ideal
assays for miniaturized formats will be in a simple mix-and-read, homogeneous
format. Recently developed FRET-based approaches combine the benefits of a
highly sensitive fluorescent label and a homogeneous assay protocol under a vari-
ety of HTS experimental circumstances. One of these systems, called homoge-
neous time-resolved fluorescence (HTRF), involves fluorescence resonance en-
ergy transfer between a slow-decay fluor and a short-lived fluor [9,40–42].

Processes involving light emission do not occur on the same time scale.
When excitation is performed in a repetitive timed fashion, fluorescence from any
long-lived (or slow decay) species can then be detected selectively by delaying
measurement until after such time that all short-lived species have decayed. Vari-
ous lanthanide ion cryptates (particularly Eu3�, Tb3�, Sm3�, and Ru2�) are a
source of long-lived fluorescence. Organic chromophores (the acceptor), when
in proximity to a lanthanide donor, emit long-lived fluorescence resulting from
the energy transfer from the lanthanide. Free acceptor, distant from the donor,
emits only short-lived fluorescence, that is not measured in a time-resolved fash-
ion (Fig. 6).

The HTRF principle has been demonstrated with the donor–acceptor pair
europium cryptate (EuK) and allphycocyanin (APC) [9,40]. APC has an absorp-
tion band overlapping the EuK emission. APC has a typical broadband organic
emission monitored at 665 nm. Because of the energy transfer process, the APC
is continuously reexcited, and the apparent emission decay is delayed to match
the lifetime of EuK; consequently, the APC emission can be measured after a
50 µs time delay. The emission of an unbound APC-labeled biomolecule at 665
nm can be disregarded because of its fast decay. Free EuK-labeled biomolecule,
that is also present during the measurement, emits a slow-decay fluorescence at
620 nm and can be captured in a time-resolved fashion as well, and used as an
internal reference. This reference intensity, as well as the bound APC emission,
may vary due to interfering absorption by the serum component or turbidity.
However, the ratio (intensity at 665 nm/620 nm) is unaffected and depends only
on the concentration of analytes.

Typical background emission in biological samples is due to organic fluoro-
phores and is short-lived. The long-lived fluorescence from the energy transfer
to APC allows removal of essentially all background fluorescence by time resolu-
tion. Labeling of biological reagents with either APC or cryptate can be achieved
either directly or by using labeled antibodies directed toward a nonobtrusive site
in the target. The development of APC- and cryptate-labeled secondary antibod-



Figure 6 Time-resolved fluorescence. This figure shows the rapid excitation of the
‘‘background’’ fluorescence and its rapid decay. It also shows the rapid excitation of the
donor fluor and its long lifetime (slow decay). Readings are taken after the rapid decay
of the background but before the complete decay of the sample.

ies for HTS will not only allow a more generic approach but also further reduce
the cost of this technology regardless of specific application.

So far, FRET- and HTRF-based assays have been demonstrated in 96-,
384-, and 1536-well microplates. Since conventional plate readers for fluores-
cence typically read one well at a time, for a miniaturized format (1536 or higher),
it would take at least sixteen times longer to read, which is unacceptably slow
for high/ultrahigh-throughput requirements. A more promising approach is to use
fluorescence imaging technology to collect data from all the wells at once. This
detection system, similar to FLIPR (fluorescence imaging plate reader) [12],
should permit parallel laser pulses to each well and capture dual-wavelength flu-
orescence intensity imaging simultaneously.

C. Fluorescence Polarization

Although the theoretical principles of fluorescence polarization (FP) were de-
scribed at the beginning of the century [43], the application of FP to drug discov-
ery, and especially to HTS, became popular only recently [10,44–46]. FP mea-
surements permit analysis of molecular orientation and motion of intrinsically
fluorescent or fluorophore-labeled molecules in solution. Therefore FP methodol-



ogy can be applied to different assays measuring direct binding, such as anti-
body–antigen interaction, compound–protein interaction, DNA–protein interac-
tion, protease activity, and others [3,47–49].

Several phenomena need to be taken into consideration to characterize the
basic principle of fluorescent polarization, FP. First, a time interval exists between
the excitation of the fluorescent molecule and the emission of light. This fluores-
cent lifetime (τ) is usually in the nanosecond range. Second, molecules absorb
and emit light based on the transition moment of the molecular electronic frame-
work—where transition moment is defined as the direction in which the molecule
most easily absorbs the light; therefore the linear direction of the emitted light
is dependent on the direction of the excitation vector. The excitation polarized
light and the emitted light will be parallel only if the molecule remains stationary
during the fluorescent lifetime. However, if the molecule is freely rotating in
solution during its excited state, then the emitted light will be depolarized. The
ability to distinguish between polarized and randomly scattered light is the basis
of FP. The fluorescence polarization values (P) are determined by the ratio be-
tween the difference of perpendicular and parallel emitted light measurements
and the sum of those measurements, where parallel direction is defined as a direc-
tion of a polarized excitation light vector. The molecules with their excitation
dipoles oriented perpendicular to the excitation light vector cannot absorb light
and therefore will not emit light when excited. The parallel alignment will result
in 100% light absorbtion. Molecules at other orientations will absorb light at
different efficiencies depending on their alignment to the excitation light plane.
Therefore the above maximum theoretical polarization value is equal to 0.5P
(or 500 mP) [3,50,51]. A polarization value greater than 500 mP suggests an
experimental artifact, due either to an additional source of scattered light or to
incorrect instrument calibration.

Fluorescent probes can be selected based on their lifetime, but molecules
with more extensive τ values have an advantage because they can rotate more
during the excited state, thus causing greater depolarization. Currently, fluores-
cein and its derivatives are the fluorophores of choice. However, new fluoro-
phores, that possess long lifetimes, have been recently developed, e.g., BODIPY
(Molecular Probes, Eugene, OR) or the Cy dyes (Amersham Pharmacia Biotech,
Little Chalfont, UK). Because the emission of those fluores is in the red portion
of the spectrum, the interference from fluorescent organic compounds is minimal,
thus making this fluorophore more suitable for HTS.

The advantage of FP is that the assay is homogenous, eliminating the neces-
sity to separate bound versus unbound fluorescent probes. The reaction usually
reaches equilibrium in a few minutes, thus making it even more attractive for
assay miniaturization. Moreover, FP is independent of fluorescence intensity and
therefore less sensitive to quenching than other fluorescent detection methods. It
also is not affected by solution turbidity, because the FP values are obtained as



single-wavelength ratiometric measurements. Because FP measures the changes
in molecular orientation and motion, there are two major considerations in design-
ing a successful FP assay. First, high binding affinity/avidity between the ‘‘low’’
molecular weight fluorescent-labeled ligand and a relatively large receptor, and,
second, the interaction between receptor and ligand has to be rigid in order to
eliminate the ‘‘propeller effect’’ [10].

FP has multiple advantages for use in the miniaturized format. The assay
itself is homogenous, without the necessity to separate bound versus unbound
fluorescent probes. The measurement is independent of the fluorescent signal
intensity, and the limit of FP sensitivity is dependent only on the affinity of the
binding between assay components. Accordingly, in FP, as compared to other
assay formats, the decrease in assay volume does not translate to a decrease in
P values, although the noise may increase. Figure 7 provides an example of a
FP assay formatted in a 1536-well plate [52]. In this experiment, the binding
between a fluorescein-labeled 8-mer peptide and an 81.1 kD CDK2/E protein
complex was measured. The Z′ factor of 0.73 indicates that it is an excellent
assay to use in uHTS. The %CV across the 1536-well plate of the positive control
(maximum signal with protein complex) and negative control (minimum signal
without protein complex) are 2.9% and 3.6%, respectively. The specificity of
interaction is determined by the competition experiment with nonlabeled tracer

Figure 7 Flourescent polarization measurements of CDK2/E complex and fluorescein-
labeled 8-mer peptide (tracer) interaction. Well-to-well variation for positive and negative
controls (with and without CDK2/E, respectively) was performed on two separate plates
(N � 1536). Solid lines represent the mean � 3 standard deviations. The coefficient of
variation (CV) is 2.9% for the positive control and 11.1% for the negative control. The
z′ factor is 0.75.



Figure 8 Demonstration of fluorescent polarization assay specificity, showing competi-
tion binding of unlabeled and fluorescently labeled tracer to CDK2/E. The IC50 is 42 nM,
and the hill slope is 1.1.

(Fig. 8). These data indicate the suitability of FP for use in the miniaturized
format.

IV. MINIATURIZATION OF CELL-BASED ASSAYS
(LUMINESCENCE AND FLUORESCENCE)

In vitro mammalian cell-based assays constitute an important part of any biomo-
lecular screening effort. The main advantage in using whole-cell-based assays is
that a cell model may be predictive of the desired physiological response. Data
obtained from a cell-based assay not only relates to the target of interest but
can on occasion predict such parameters as compound membrane permeability,
general cell toxicity, and cell type specificity and selectivity. The disadvantage
of using a cell-based assay is that it is hard to determine the exact mechanism
of compound activity without a battery of parallel assays. For example, if the
primary screen detects the expression of the gene of interest during the course
of the assay, a parallel cell-based assay measuring nonspecific inhibition of
transcription/translation machinery is required to eliminate nonspecific com-



pound effects. The major benefit of miniaturizing cell-based assays is the decrease
in the number of cells required to complete the screen. However, multiple criteria
have to be met in order to accomplish cell-based assay miniaturization.

Miniaturization of the mammalian cell-based assay poses a number of
unique challenges as compared to the other assay types utilized in HTS. Fre-
quently, engineered immortalized cell lines are used to monitor the activity of the
gene of interest in the cell-based screens. The most common cell-based formats
currently used in HTS are the receptor binding assays and the reporter gene
assays. Homogenous assays, where all the components are mixed and the signal
is read directly without the necessity of washing cells, are preferable for miniatur-
ization, because technology is only now becoming available that is capable of
washing 1536 plates. Additional requirements have to be considered to miniatur-
ize cell-based assays successfully, including signal strength and detection, effi-
cient cell dispensing, evaporation control, and the concentration of the organic
solvents in the assay.

Signal detection is limited by the available optical reader systems and there-
fore has to be either fluorescent or luminescent based. When the detector is
CCD-camera-based, the signals obtained from 96-well and 1536-well formats
are comparable, because signal per unit pixel is measured. However, when a
photomultiplier-based detection system is used, the transition from 96-well to
higher density plates displays a concurrent decrease in signal. This is partly be-
cause only a small portion of the photomultiplier tube is used for the measure-
ment, and also because the system measures total signal and not a signal per unit
area. However, photomultipliers tend to be one or two orders of magnitude more
sensitive than CCD cameras and consequently can usually detect much lower
signals. Therefore cell lines that express high levels of the reporter gene, or where
the signal can be amplified, are usually more suitable for miniaturization.

Different reporter gene models have been characterized for use in HTS
[53–58]. The firefly luciferase reporter gene is an enzyme of choice due to the
high detection sensitivity (λem � 510 nm) and the amplification provided by the
luciferase enzyme. The luminescence readout signal is generated by the light
production resulting from the ATP and Mg2�-dependent cleavage of the luciferin
substrate. In addition, different systems have been recently described that lead
to significant signal amplification and production of steady light ‘‘glow’’ rather
than the light ‘‘flash’’ previously used [59]. Other luciferase reporter genes can
also be utilized, including the enzyme cloned from Renilla reniformis, which
is ATP and Mg2�-independent for dual glow signal in the same cell (Packard
Instruments Co., Meriden, CT). The use of the later luciferase genes is limited
by the short half-life. The disadvantage of both methods is that both require cell
lysis and therefore are not amendable for kinetics studies.

The β-lactamase reporter gene is also potentially suitable for miniaturiza-
tion. Several commercial β-lactamase substrates, that are cleaved to produce ei-



ther fluorescent or chemiluminescent products by the enzyme, generate a reason-
able signal and should be adaptable to a miniaturized format (Clontech
Laboratories, Inc., Palo Alto, CA; Molecular Probes, Eugene, OR; Tropix-PE
Biosystems, Bedford, MA). However, these methods also require cell lysis and
are thus limited in utility. Recently a β-lactamase fluorogenic substrate has been
described for use in live cell kinetic studies, applying FRET technology [60].
This substrate has been shown to be membrane permeable and displays low cellu-
lar toxicity. This substrate should overcome many of the disadvantages of the
previously described substrates.

Green fluorescent protein (GFP) and GFP derivatives are alternatives for
the noncatalytic fluorescent reporter [61,62]. This system allows noninvasive tag-
ging and monitoring of cellular proteins. The use of a GFP reporter in miniaturiza-
tion requires a very high level of GFP expression because of the low quantum
yield of GFP. This requirement limits the choice of the gene promoter to strong
viral promoters such as SV40 or CMV and is usually less suitable for ‘‘native’’
mammalian promoters.

The secreted form of human placental alkaline phosphatase (SEAP) has
previously been shown to be an efficacious reporter gene [63,64] and should be
amenable to assay miniaturization. Since SEAP is secreted by the cell into the
culture supernatant, there is no need to prepare cell lysates in order to monitor
gene expression. The same cell preparations can be sampled multiple times and
used for kinetic studies. The concern in using SEAP in miniaturized format is
that it may be difficult to eliminate background due to endogenous alkaline phos-
phatase (AP), which is usually abrogated in standard methods by heating the test
samples to 65°C (SEAP unlike other APs is heat-stable). However, chemical
inhibitors of AP, which are utilized to decrease background, have been recently
introduced (Tropix-PE Biosystems, Bedford, MA). Both chemiluminescent and
fluorescent substrates are available to monitor SEAP enzymatic activity (Clontech
Laboratories, Inc., Palo Alto, CA and Tropix-PE Biosystems, Bedford, MA).

The time that it takes to complete a cell-based assay is also a major consid-
eration when contemplating miniaturization. A well volume must be used that
will allow for sufficient cell density to produce the total signal needed for detec-
tion, but not so small that cell death is induced due to overcrowding. With minia-
turization, the surface-area-to-volume ratio increases approximately 6.5-fold (Ta-
ble 4). This provides both a benefit and a limitation to the cell-based assays. The
advantage of the increased surface-area-to-volume ratio is that it allows better
gas exchange between the cell culture media and the surrounding environment.
However, this increased surface-area-to-volume ratio also increases the rate of
evaporation, and therefore special precautions must be taken to ensure that the
volume change during the assay does not affect the results.

The organic solvents that are often used to maintain compound libraries,
both discrete medicinal chemistry and combinatorial in origin, cause unique prob-



lems in a cell-based assay. Most mammalian cells show high sensitivity to the
solvents, such as DMSO, commonly used for compound storage and can only
be maintained in less than 1% solvent concentration. Thus test compounds must
be delivered in a way that minimizes solvent concentration in the final assay,
requiring either very precise delivery of nanoquantities of tested compounds or
drying of compounds prior to testing.

One of the primary concerns in miniaturization of cell-based assays is the
ability to dispense the cells at a high density in a relatively small volume (1–2
µL) while maintaining cell integrity. Piezoelectric or ink-jet liquid dispensers
may be suitable for certain cell-based assays, where the pathway under study is
not associated with stress response(s). When the activity of the gene of interest
is implicated in a stress response, the use of more conventional mechanical liquid
handlers, based on either positive or negative displacement, is recommended in
order to avoid stressing the cells.

Taking all the above concerns and considerations into account, a cell-based
assay has been adapted to the 1536-well plate format using a total volume of 3
µL per well [29]. This system utilizes a human T cell line transfected with the
luciferase reporter gene under the control of the promoter of the gene of interest.

Figure 9 Miniaturization of cell-based assay. Representation of screening data of ran-
dom compounds from eight 96-well compound plates in duplicate consolidated into one
1536-well plate. Inhibitors of the expression of the gene of interest were identified using
a T cell line transfected with the luciferase reporter gene under the control of the promoter
of the gene of interest.



Figure 9 represents the screening plate, where eight 96-well compound plates in
duplicates were consolidated into one 1536-well plate. The data indicates that
identification of inhibitors of the gene of interest can be successfully performed
in a miniaturized format.

V. SPA MINIATURIZATION

The scintillation proximity assay (SPA) format has been applied to a variety of
HTS assays including antibody–antigen binding, receptor–ligand binding, pro-
tein–protein interactions, protein–DNA interactions, and a number of enzyme-
based assays [65]. SPA is a nonseparation radioisotopic technique. In many cases,
the SPA bead or plate is coated with a ‘‘generic’’ reagent that is capable of
sequestering the ‘‘target’’ of interest near the surface of the bead. When the target
binds to its corresponding radiolabeled ligand, the SPA bead is brought within
the mean free path distance of the β-particle, and the energy from the radioactive
decay is transferred from the ligand to the scintillant in the SPA bead. Upon
absorption of this energy, the scintillant emits a photon of light (for a review of
SPA technology see Refs. 6 and 65–67).

The main driving forces behind SPA miniaturization are reagent (both bio-
logical and chemical) conservation, cost, and reduction in radioactive material
usage and disposal. Since this is a ‘‘homogeneous’’ assay format it should be
amenable for performing SPA assays in miniaturized HTS formats (384-well,
1536-well, or beyond). The scintillants used in the standard SPA beads have been
optimized for use in photomultiplier-based detectors. Consequently, the scintil-
lant was designed to emit light with an emission maximum at approximately 450
nm—the region of maximum sensitivity for this type of photomultiplier. CCD
cameras, however, are maximally sensitive in the 600–700 nm region and thus
required the development of an appropriate scintillating particle. The recent de-
velopment of the Leadseeker SPA beads (Amersham) enables the emitted light
to be detected by field imaging CCD cameras.

SPA assays have currently been performed in 96- and 384-well formats
[68] with well volumes ranging from �200 µL in the 96-well format to �50 µL
in the 384-well format. Miniaturization beyond the �5 µL/1536-well format is
currently limited by detection sensitivity as well as the compatibility with systems
for liquid handling.

To evaluate the possibility of miniaturization of SPA in the 1536-well for-
mat, a SPA-RT assay has been optimized for substrate, primer/template, enzyme,
reaction time, and SPA Leadseeker beads used in the assay. Figure 10 shows
an enzyme titration curve of the miniaturized SPA-RT assay performed in a 1536-
well plate. The total reaction volume was 5 µL, with an additional 3 µL of stop
solution containing SPA Leadseeker beads added after the required incubation.



Figure 10 Miniaturization of a SPA assay into a 1536-well plate. Advances in SPA
technology have demonstrated the feasibility of miniaturizing a SPA format. In this exam-
ple, an assay for HIV reverse transcriptase was adapted for SPA. The figure demonstrates
a typical enzyme titration curve for HIV RT. As the amount of enzyme in the reaction
is increased, the amount of product formed increases linearly up to 2.5 units of enzyme.
The figure on top is the image from the assay as detected by the Tundra. The data is
presented graphically on the bottom.



The signal was acquired with a Tundra imaging system with a cooled CCD
camera. The results indicate that up to 1 � 10(�3) unit enzyme concentration,
the enzyme titration curve is linear and can be used for inhibitor screening. At the
selected conditions, a titration with a known HIV-1 reverse transcriptase inhibitor
yields an IC50 of 72 nM, compared to the reported value of 46 nM determined
under similar conditions in a 96-well plate. Although the signal obtained from
the miniaturized format has a relatively low signal-to-background ratio compared
to the 96-well plate format, the assay quality estimated by the z-factor (see the
statistical analysis section of this chapter) shows that it is still suitable for use
in HTS. Recently, a miniaturized SPA assay for MMP (matrix metalloproteinase)
has also been performed in the 1536-well plate format with similar assay quality
to the aforementioned SPA-RT assay.

In comparison with the regular SPA assays, the miniaturized SPA has sev-
eral advantages: reagent saving, increased throughput, and reduced radioactive
waste. The miniaturized assay also has the potential for improving hit confidence
by performing the assay in duplicate or triplicate without consuming significantly
more reagent. The miniaturized assay also displayed some disadvantages. For
example, in the miniaturized format, the detection system is a low-light CCD
camera instead of a photomultiplier-based system. The sensitivity of miniaturized
SPA with the currently available CCD cameras is somewhat less than with a
similar fluorescent method. The SPA assay will still remain a simple and efficient
assay when the ligand or substrate is too small to be fluorescently labeled without
loss of activity.

VI. A STATISTICAL PARAMETER FOR USE IN ASSAY
QUALITY EVALUATION

Among other possible advantages of assay miniaturization, one less well ad-
dressed issue is the gain of assay quality in drug screening from a statistical point
of view. Assay miniaturization makes it possible for each data point to be mea-
sured multiple times without consumption of significantly more key reagents.

The active compounds (called hits) from a high-throughput random screen-
ing process are those statistical ‘‘outliers’’ of the screened compounds. The qual-
ity of a HTS assay will directly affect the quality (e.g., confirmation rate) of the
active compounds that come out of the screen. In the past several years, the
quality or suitability of a HTS assay has been loosely defined. Terminology such
as signal-to-background ratio (S/B) or signal-to-noise ratio (S/N) borrowed from
electronic engineering have been widely used as the major criteria for evaluating
the quality of a HTS assay. However, in many cases these ratios are inadequate
or even improper for use in assay quality evaluation.



In validating a typical HTS assay, unknown samples are assayed along with
reference controls. The sample signal refers to the measured signal for a given
test compound. The negative control (usually referred to as the background) refers
to the set of individual assays from control wells that give the minimum signal.
The positive control refers to the set of individual assays from control wells that
give the maximum signal. In assay validation, it is critical to run several assay
plates containing both positive and negative controls in order to assess the repro-
ducibility and signal variation at the extremes of the activity range. The positive
and negative control data can then be used to calculate their respective means
and standard deviations (SDs). The difference between the mean of the positive
controls and the mean of the negative controls defines the dynamic range of the
assay signals. The variation in signal measurement for samples, positive controls,
and negative controls (i.e., SDs or CVs) may be different. All these parameters
together define the quality of a specific biological assay. The inherent problem
with using either the S/N ratio or the S/B ratio is that neither of them takes
into account both the signal dynamic range and the variability in the sample and
reference control measurements. To define a HTS assay, µs, µc� and µc� are
denoted for the mean of the library sample signal, negative control signal and
positive control signal, respectively. The SD’s of the signals are denoted as σs,
σc� and σc�, respectively. Figure 11 illustrates a typical assay structure.

Figure 11 Signal-to-noise ratio and signal-to-background ratio are two terms that have
been loosely used to describe HTS assay quality. However, a more mathematically correct
term has been described by the z-factor equation. This equation is based on the simple
premise that the quality of an assay is a function of the standard deviations of the un-
knowns, the standard deviations of the controls, and the separation band between the un-
knowns and the controls. An assay suitable for HTS has either a large separation band
between the samples and controls, or small data variability bands for the samples and
controls, or preferably, both. For example, an assay with an average signal of 1 and an
average background of 0.9 may be an excellent assay if the data variability bands are on
the order of 0.01. Conversely, an assay with an average signal of 100 and an average
background of 1 may be a poor assay if the data separation band is very small or nonexis-
tent.



Recently, Zhang et al. [34] have introduced a simple statistical parameter
for use in any biological assay quality evaluation, especially for high-throughput
drug screening assays. This dimensionless screening window factor (denoted the
z-factor) is defined as the ratio of the separation band to the assay signal dynamic
range (Fig. 11):

z �
|µs � µc| � (3σs � 3σc)

|µs � µc|
(1)

where |µs � µc| defines the usable dynamic range for the screen. This expression
for the separation band is suitable for either the activation type assay (where µc �
µs) or the inhibition type assay (where µc � µs). Obviously, µc and σc need to
be replaced by µc� and σc� for agonist/activation type assays and by µc� and σc�

for antagonist/inhibition type assays, respectively. The z-factor takes into account
the assay signal dynamic range, the data variation associated with the sample
measurement, and the data variation associated with the reference control mea-
surement. The z-factor thus defines a characteristic parameter of data quality for
hit identification for each given assay at the defined screening conditions. It is
therefore suitable to use the z-factor for evaluating the quality (or performance)
of HTS assays [34].

Rearranging Eq. (1) yields

z � 1 �
3σs � 3σc

|µs � µc|
(2)

or substituting Eq. 2 with

Zact � 1 �
3σs � 3σc�

|µs � µc�|
for activation type assays (2a)

Z inh � 1 �
3σs � 3σc�

|µs � µc�|
for inhibition type assays (2b)

In Eq. (2), the ratio (3σs � 3σc)/|µs � µc| can be regarded as the data variation
factor of the screening assay. It is clear that this variation factor by itself also
takes into consideration all of the information necessary for HTS assay character-
ization.

The z-factor can be used to evaluate the quality or performance of any
given HTS assay. It is sensitive to the data variability as well as the signal dy-
namic range. For example, as 3σs � 3σc approaches zero, i.e., very small standard
deviations, or as |µs � µc| approaches infinity, the z-factor approaches unity (max-
imum value of z), and the HTS assay approaches an ideal assay. This is in agree-
ment with one’s intuition that a ‘‘good’’ assay has a large dynamic range and
small data variability. The z-factor can be any value less than or equal to one
(�∞ � z 
 1). Since the z-factor is a dimensionless quantity, it is also suitable



and useful for comparison of assays. The larger the value of the z-factor of an
assay, the higher the data quality (or the suitability) of the assay for HTS. Table 5
lists a simple comparison of screening assays by the value of their respective
z-factor. The z-factor is sensitive not only to the assay procedure and the instru-
mentation used but also to the composition of the compound library and the
compound concentration at which the assay is performed. Different libraries and
different compound concentrations will give different distribution profiles of the
sample signals. Consequently, the µs and σs values will change with these condi-
tions, which causes a subsequent change of the z-factor.

Similar to the screen window coefficient defined in Eq. (2), a z′-factor can
be calculated using only control data:

z′ � 1 �
3σc� � 3σc�

|µc� � µc�|
(3)

The z′-factor is a characteristic parameter for the quality of the assay itself, with-
out intervention of test compounds. Therefore, the z′-factor is a statistical charac-
teristic of any given assay, not limited to HTS assays. Since in every case z 

z′ for all large data sets, the z′-factor can be utilized for quality assessment in
assay development and optimization. If the z′ value is negative or close to zero,
it usually indicates that the assay conditions have not been optimized or the assay
is not feasible as it is configured. If the z′ value is large and the z value is relatively
small (where both z′ and z are � 0), it may indicate that the compound library

Table 5 A Simple Categorization of Screening Assay Quality By the Value of
the z-Factor

z � 1 �
3SD of sample � 3SD of controla

|mean of sample � mean of control|

z-factor value Structure of assay Related to screening

1 SD � 0 (no variation), or the dynamic An ideal assay
range

1 � z 	 0.5 Separation band is large An excellent assay
0.5 � z � 0 Separation band is small A doable assay
0 No separation band, the sample signal A ‘‘yes/no’’ type assay

variation and control
�0 No separation band, the sample signal Screening essentially

variation and impossible

a For agonist/activation type assays the control data in the equation is substituted with the positive
control (maximum activated signal) data; for antagonist/inhibition type assays the control data in
the equation is substituted with the negative control (minimum signal) data.



and/or the compound concentration for screening need to be further examined
or optimized. It is important to note that the z-factor as defined in Eq. (2) is a
statistical parameter that requires relatively large data sets. Furthermore, the z-
factor is a plug-in formula useful for evaluating HTS assay quality. It has no
preset requirement for setting a ‘‘hit limit,’’ and therefore the hit limit is still a
floating parameter of the screen. However, the z value of an HTS assay will
provide a useful guideline for where to set the most reasonable hit limit from
the quality of the assay.

In most HTS programs, each compound is tested only in singlet. A high
degree of accuracy and sensitivity in the assay is therefore critical for identifying
active compounds (called hits). Due to the nature of each assay methodology and
the perturbation introduced by instrumental and human associated random error,
all of the measurements from an assay contain a degree of variability, yet hits
need to be identified in the presence of and despite such signal measurement
variation. For large unbiased chemical libraries, the vast majority of the com-
pounds have little or no biological activity. Therefore error analysis by statistical
models will apply, and an activity histogram of a typical HTS assay approximates
a normal distribution model. The hit threshold or hit limit is usually expressed
as standard deviations away from the mean of the library sample signals. Due
to the variation associated with each measurement, compounds with activity close
to the hit limit always have some probability of crossing over the hit limit upon
remeasurement. Conceivably, compounds with an activity near the hit limit only
have a certain probability of being declared a hit [34,69]. From a statistical point
of view, the number of false positive and false negative hits can only be mini-
mized by reducing the data variability. This can be achieved either by improving
the assay quality itself or by assaying each data point multiple times. By averag-
ing multiple (n) measurements for each data point, the variability (standard devia-
tion) of its mean value decreases by √n.

Assay miniaturization has several potential advantages over the standard
96-well plate screening scheme. First, since in miniaturized format the well den-
sity on each plate is significantly higher, many more unknown samples and refer-
ence controls can be assayed in one plate. For example, 16 times more unknowns
and controls can be loaded in a 1536-well plate than in a 96-well plate. The data
generated from each plate should display less fluctuation for statistical analysis.
The intra- or interplate data variation can be assessed with a higher degree of
certainty. Secondly, in a miniaturized, high-density assay format, each unknown
sample can be tested multiple times without consuming a large amount of critical
reagents. Therefore, assay miniaturization should enable data averaging and
hence decrease the variability of the mean value and subsequently increase the
confidence of the screening results. A 1536-well plate will allow each compound
to be assayed in duplicate or triplicate and still maintain a compound density
greater than that in a 96-well plate. In addition, by being able to assay many



more compounds within each plate, assay miniaturization can also shorten the
overall screen as downstream processes such as ‘‘cherry picking’’ and reconfir-
mation of initial hits need not be performed. This will alleviate some assay varia-
tion caused by day-to-day random error. These statistical considerations com-
bined with other features (such as reagent and cost savings) of assay
miniaturization make it one of the most preferred formats for use in high-
throughput drug screening.

VII. DATA HANDLING AND DATA VISUALIZATION

Handling the massive amounts of data generated by a high-throughput screening
lab is a continuing challenge that will be further exacerbated by the move towards
assay miniaturization, with its potential to generate data at a 10- to 100-fold
greater rate. Whether the physical format of test devices are 1536-well, 9600-
well, or chip-based, one of the potential rate-limiting activities is the transfer of
data (raw or processed) acquired from measurement devices, association of this
data with some unique indexing or cataloging bits, matching of the data back to
compounds tested, and loading of this data into a database that can be queried.
Once the data is in the database, the additional bottleneck is data presentation
as an aid to supporting decisions about the quality and significance of the data
accumulated. Even with current production runs of 100–400 96-well plates per
day, reviewing reams of tabular information or plate-by-plate graphical reports
is untenable.

The HTS community would do well to learn from the progress towards
automation of the DNA sequencing and transcriptional profiling being done by
functional genomics companies. All data loading is done automatically from se-
quencing readers directly to ORACLE relational tables as raw fluorescent traces,
which are then provisionally assigned A, C, T, or G by automatically launched
processes. Sequencing run sets, associated primer sequences, filenames, and ac-
tual raw traces are automatically linked and available for use for other down-
stream queries, such as searches against public databases. The end user can moni-
tor the progress of any sequencing effort in real time, drill down to primary data
to verify data quality, and edit these data files all from a client–host environment.
Removal of all human intervention except at the point of data review streamlines
data handling.

Handling and processing of these increased volumes of data and automati-
cally loading both raw and processed data into a robust relational database man-
agement system (RDBMS) is central to a HTS process. All processed data is
derived from automatically launched algorithms that calculate them from the un-
derlying raw primary data. This paradigm uncouples the data loading process
from the data review and analysis process. Some HTS groups load only validated



data, but this creates a bottleneck for data capture and exposes the system to
misplaced or lost data. The loss of a link back to the primary data obviates verifi-
cation or modification during subsequent analyses. For instance, while a test plate
may look out of specifications, upon subsequent review it is found that a spurious
control well has thrown off all the calculated percentage inhibitions; masking
this value (not deletion from the database) and recalculation yields an acceptable
data set from this test plate. Loading only a processed data set of percentage
inhibitions would have led to a loss of data. More importantly, at any later date
another scientist could see the underlying data in order to verify the rejection of
the ‘‘spurious’’ control. These quality control decisions are made after the data
is acquired and already in the database. HTS is a highly iterative and dynamic
process. Certain criteria such as hit rejection thresholds are provisionally set at
the start of an HTS campaign; it needs to be updated throughout the entire cam-
paign, and the final screen selections need to be reviewed as a whole after the
screening collection is complete. This cannot be done appropriately in a manner
based on sound statistical analysis if data is rejected too early in the process.

Regardless of the particular RDBMS, any HTS group should give consider-
able thought at the outset in defining their work flow to highlight the kinds of
data types being generated and used, and more importantly, in defining what
kinds of queries they might want to ask of their database and their processes.

It is particularly important in image-based technologies that the primary
raw data, e.g., pixel intensity, be directly stored to tables, rather than the pro-
cessed image that shows up as a grey scale or color-coded image on a CCD
camera’s terminal. These visual images can be readily distorted by changing gain
and contrast, whereas the primary absolute intensity values do not change. Link
back from a processed image and its setting files to the table of raw intensity
values would be indispensable.

Another key to data analysis is that human beings see patterns better than
computers in the absence of considerable investment in algorithm and code gener-
ation. It is better to have good visual representations of the data rather than simple
tables of data. Rapid graphical representation of data is critical during two main
HTS activities, the initial data review to uncover experimental artifacts and the
final review of library performance against an assay and across assays as an
assessment of library quality.

Data from runs represented as grids of plate data are useful to obtain a feel
for how a particular plate did on a given day. However, as run sets routinely
have become larger, the value in reviewing each data set as individual plates
becomes less, except as an alert that there may be some assay artifact for that
plate. Therefore an aggregate histogram or scattergram becomes more useful,
with the ability to drill back to an individual plate that may be associated with
a section of that scattergram. Visualization is very useful in the area of recogniz-
ing plate artifacts, such as edge effects or pipetting errors. If during a day’s run,



all plates run on that day collapsed onto a ‘‘virtual’’ aggregate plate with some
measure of hit frequency, it would be obvious if a statistically anomalous number
of hits were located in one area on the plates. Potential artifacts of this type could
be noted readily.

A dynamically updated histogram of all aggregated data for a screen that
can be broken into constituent parts and presented as subset histograms according
to a day’s run, last batch run, etc., would facilitate decision support for data
rejection or inclusion. It would also give an indication of whether the library was
truly random in its distribution of activity or whether it was more active for a
subset of the library (i.e., bimodal).

During final review, data visualization as a multidimensional surface of
biological activity of the library against several assays would uncover hot spots
of activity for certain target types. These could then be parsed out for analysis
against chemical space parameters to uncover additional pharmacophores. There
is a need for displaying these n dimensions simultaneously on a 3-D projection.
There are several software companies that have enabled these features. The data
visualizer from Spotfire allows dynamic display of up to six dimensions or char-
acteristics for up to 150K samples.

VIII. NEW DETECTION TECHNOLOGIES

This section reviews a few nascent technologies that can be easily adapted to the
CCD imaging detector employed in assay miniaturization efforts and that use the
existing optics of a field imager. Therefore, methods such as Evotec’s (Hamburg,
Germany) fluorescence correlation spectroscopy (FCS) and Kairos’ (Santa Clara,
CA) fluorescence imaging microspectrophotometry (FIMS) requiring a confocal
microscopic system are not discussed.

A. Fluorescent Nanocrystals

There has been a recent interest in the use of biocompatible nanocrystals as in situ
fluorescent labels. These microcrystalline particles have interesting fluorescent
properties that vary with their composition (CdSe, InP, InAs) and size [70,71].
Their emission spectra are narrow (25–35 nm at half-height) and symmetrical
with peak maxima shifting from blue to infrared (460–1800 nm) as the sizes of
the particles increase from 2 to 6 nm in diameter. Their emission is long lived
(�100 ns), which allows for time gating to reduce autofluorescent backgrounds.
While these nanocrystals can be efficiently excited at any wavelength below their
emission peak, all nanocrystals share common absorption bands in the 350–450
nm range. Therefore, an ensemble of different nanocrystals can be simultaneously
excited with light of only one wavelength, to yield emission peaks that can be



tuned in 1–2 nm increments across the entire 460–1800 nm range. This allows
considerable choice in simultaneous multicolor labeling [72] to maximize non-
overlap. There has been considerable progress on functionalizing the surfaces
of nanocrystals for water solubility, biological compatibility, and enablement of
bioconjugation chemistries. These derivatized nanocrystals have already been
used for receptor internalization and microstructure studies in cells [72]. The
ability to tune the emission of nanocrystals to red wavelengths and their long
emission lifetimes will allow them to be applied to difficult FRET configurations
where inner filter, optical quenching, and autofluorescence are problematic in
HTS.

B. Liquid Crystal

Recently Gupta et al. reported on a device that uses distortions in a liquid crystal
(LC) to amplify and transduce a receptor-mediated binding event into optical
outputs [73]. They sandwiched a 1–20 µm LC layer of 4-cyano-4′-pentylbiphenyl
between a pair of patterned anisotropic gold films that align the LC, so that the
plane of polarized light transmits through this layer uniformly with no resultant
features. These gold films were coupled to self-assembled monolayers (SAMs)
containing biotin. Specific binding of avidin to the biotin SAMs disorders the
surface, and this disorder is propagated within seconds throughout the LC fluid
phase. The result is a 5-order-of-magnitude amplification that can be observed
by the naked eye as a darkening of the uniform background. The SAMs can be
micropatterned on the millimeter scale, so such devices could be used in assaying
the effects of spatially arrayed chemical libraries on protein–ligand interactions.
These devices require no electroanalytical apparatus and can be imaged with
simple illumination with plane polarized light.

C. Thin Film Technology

There are several techniques that report on the ‘‘thickness’’ of a layer above a
reflective surface. Surface plasmon resonance (SPR), which measures the changes
in refractive index of a monolayer above a gold surface, has been commercialized
as the BIACore system (Pharmacia, Sweden), but the device has only one channel
and is of limited use for HTS [74]. The detection of binding events by reflectome-
tric interference spectroscopy (RIFS) is based on the interference that occurs at
thin transparent films [75]. As a light beam passes through a weakly reflecting
thin film deposited on a reflective surface, it will be reflected in part at each of
the interfaces. Therefore each of the reflected light beams will traverse different
optical paths, and a phase shift results that will modulate the resultant reflected
light intensity. Any change in this film thickness will cause a change in the reflec-
tance spectrum. Such reflectance shifts have been demonstrated for immobilized



antigens bound by antibodies. Additionally, various techniques are employed to
enhance the local deposition of mass into this reporter layer of binding (e.g., TNB
deposition from a localized alkaline phosphatase reaction). Recently, BIOSTAR
(Boulder, CO) introduced a variant of RIFS, ellipsometry, which utilizes plane
polarized light and the attendant depolarization of reflected light from the thin
film. The extent of depolarization can be measured by an imaging system through
a cross-polarizer. Their simple visually readable devices comprise a thin-film
antireflective material deposited on solid substrate to a depth of 500 Å to create
a gold-colored background. Additional deposition of a layer 10–25 Å results in
a change in color from the gold background to an intense purple in direct propor-
tion to the layer thickness. Biostar corporation has patents on these materials and
their fabrication according to semiconductor technologies. Much of the current
activities of such devices are in the diagnostic market, where immunoassays to
detect the presence of antigens are being researched, but there is a logical exten-
sion to any kind of ligand–receptor assay. The technologies have already been
demonstrated for enzyme assays wherein a protease is used to digest a thick
molecular layer.

IX. CONCLUSIONS

We hope that this review of technologies that are currently available and those
that should be available in the near future has provided a basis for implementation
of these new technologies. Our group and others have shown that essentially any
assay that can be performed in a 96-well plate can be performed in a miniaturized
format such as a 1536-well plate. It is readily apparent that with the increases
in library size due to combinatorial chemistry and the increased number of targets
from genomics efforts, HTS groups will need to increase capacity to meet this
growing need.
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I. DEMANDS ON ULTRAHIGH-THROUGHPUT SCREENING
(uHTS) SYSTEMS

A. A Rationale for New Methods in Drug Discovery

The dramatic increase simultaneously, in the number of targets and the potential
hit compounds is the reason for what has been called a change in paradigm in
drug discovery [1]. To capitalize fully on the promise of both genomics and
combinatorial chemistry, the drug discovery process must change in a fundamen-
tal way.

Rather than screening a limited number of chemical compounds against a
particular target, combinatorial approaches often require screening thousands of
compounds. Because of the preponderance of targets, screening must take place
in days rather than months. Out of necessity, high-throughput screening (HTS)
will be a key factor in realizing the potential of new drug discovery strategies
by building a bridge between the increased number of targets and the vast number
of compounds to be screened.

Not only does screening throughput need to be increased but also novel
assay techniques and detection technologies have to be employed in order to
provide more information about the suitability of specific compounds earlier in
the screening process. This combination of quality and quantity must be achieved
in order to take full advantage of the increased potential for target identification
offered by genomics and proteomics and the potential for direct rapid access to
novel chemical compounds offered by combinatorial chemistry and combinato-



Figure 1 A comparison of today’s and tomorrow’s drug discovery paradigm.

rial biology [2]. Figure 1 illustrates the time and cost savings to be achieved by
using novel technologies and miniaturization.

B. Chemistry, Biology, and Technology

The technologies such as (combinatorial) chemistry, robotics, cell-based assays,
miniaturization, and genomic sciences is starting to change the drug discovery
process significantly. Thus, the effective use of HTS depends largely on the effec-
tive synergy between these disciplines. Screening, therefore, is the link between
biology (targets) and chemistry (druglike molecules). In the age of genomics
and combinatorial chemistry, that link must achieve high throughput. Figure 2
illustrates the unification of targets, compounds, and assays in screening applica-
tions for drug discovery.

At the screening rates enabled by HTS and ultra-HTS (uHTS) applications,
reagent consumption is a critical factor. Cost reduction will not come from eco-
nomics of scale of the microminiaturized systems but from reductions in the
costs of reagents and manpower [3]. Approximately three-quarters of the costs
of screening derive from the costs of both chemical and biological reagents. Min-
iaturization of HTS results in three significant benefits that address the pharma-



Figure 2 The integration of the three primary components of drug discovery screening:
compounds, targets, and assays.

ceutical industry’s needs: lower costs, faster turnaround, and reduced space re-
quirements. Miniaturization reduces the costs of chemical and biological reagents
in proportion to the reduction in volume [4,5]. Additionally, given the number
of compounds to be screened, often of similar chemistry, novel assay techniques
and detection technologies must be employed in order to provide better character-
ization of specific compounds, and this earlier in the screening process. A collec-
tion of synthetic compounds is likely to be used for several different assays—
another reason to keep reagent consumption to a minimum.

Multiplexing strategies, whereby multiple parameters can be measured by
employing multiple assays and/or readouts in a single sample, will also improve
screening efficiency. This combination of quality and quantity must be achieved
in order to take advantage of the increased potential for target identification of-
fered by genomics and proteomics and the potential for direct, rapid access to
novel chemical compounds offered by combinatorial chemistry and combinato-
rial biology [5].

Although miniaturization is an inherent characteristic of most modern HTS
systems, the detection technology is often largely unchanged from many of the
readout technologies used in conventional assays. To provide the most effective
synergy between screening technology and assay development, screening systems
must provide detection technology that is matched to the demands of miniaturiza-
tion, on the one hand, and offers significant flexibility of readout methods, on
the other. Fluorescence-based detection technologies are by far the choice of most
modern HTS systems.



The assays themselves present a significant demand on HTS systems. Es-
tablished biochemical assays must be readily adapted to miniaturized format.
Additionally, assay throughput can be increased by multiplexing strategies: the
rapid sequential or simultaneous detection of multiple parameters. This multiplies
the amount of information which can be obtained from a single assay—and
thereby the information that can contribute to the characterization of a single
compound. This also means that the lines between primary and secondary screen-
ing will become increasingly blurred. A variety of readout modes must be avail-
able in any HTS system, not only to enable assay multiplexing and thereby the
rapid and efficient characterization of compounds but also to allow for flexibility
in assay design. This flexibility also contributes to the ease with which specific
assays can be translated from standard manual formats to miniaturized automated
formats. This translation of assay protocols is a challenge not to be underesti-
mated: a fact to which many of those who are already involved in screening will
most likely testify grudgingly. For this reason, those same scientists would also
be glad to have a variety of readout modes with which to test different assay
strategies.

Thus, a screening system must be capable of achieving throughput of at
least 50,000 compounds/day, in volumes of less than a microliter, possess multi-
ple readout modes, master multiplexed assays in which the results are tracked
by a database capable of correlating synthesis information with assay results, and
be cost effective.

C. Using Primary Cells

Another challenge to the screening machines of the future is the ability to work
with living cells. Because of the difficulty of working with living cells, as well
as the difficulty in automating functional assays (single-step, cell-based, homoge-
neous assays are preferred because of their speed and ease of use but are techni-
cally challenging to develop), cellular assays have been relegated to smaller
screens much later in the discovery process. The need to increase the screening
speed and the type of information derived means that assays using living cells
are now even being used in primary screens. Cellular assays provide a functional
approximation of the in vivo biological context and therefore offer biologically
relevant information.

Most assay strategies for use in living cells rely on genetically manipulated,
otherwise known as recombinant, cells. However, such overexpressing recombi-
nant cell lines frequently have altered physiological properties compared to pri-
mary or nonrecombinant cells, particularly with regard to regulatory mechanisms
of signal transduction. Thus they cannot be considered to be ideal for this purpose.

For cellular assays, miniaturized systems such as EVOscreen are capable of
providing a superior solution: the combination of sensitivity and miniaturization



enables primary cells to be employed. The restrictions resulting from the avail-
ability of primary cells are overcome by the very small number of cells needed
for each assay (100–1000 cells/nanowell).

Apart from primary cells (e.g., stem cells) as therapeutic agents, the power
of developmental biology for drug discovery has recently begun to be recognized.
In addition to the use of model developmental organisms for functional studies,
certain pluripotent cell populations and gene products that are present during
embryogenesis are candidate therapeutic tools for use in the treatment of human
diseases [6].

D. Blurring the Lines Between Primary, Secondary, and
Tertiary Screening

Drug screening has traditionally been divided into three phases: primary, second-
ary, and tertiary. As a result of the dramatic increase in targets and compounds
to be screened, traditional screening is currently undergoing a re-evaluation. In
addition to the move to miniaturization and increases in throughput, increased
efficiency is also called for. One way to increase efficiency is to obtain more
information at an earlier stage of drug screening.

Primary screening is largely the establishment of a structure–activity rela-
tionship (SAR). At this stage of screening, several strategies are typically em-
ployed to manage the biological testing of large chemical compound sets against
multiple biological targets. A single compound per bioassay per well is the most
direct, and this is precisely why throughput must be increased. The advantages
are clear: no deconvolution is required, and minimal potential for ‘‘masking’’ of
bioactivity exists. With one compound per well, the primary bioassay provides
extensive structure–activity relationship data (SAR), while negative bioassay
data also provide additional information for subsequent lead optimization activi-
ties.

For example, using fluorescence correlation spectroscopy (FCS), the struc-
ture–activity relationship between the compound and the target as well as the
concentration can be determined in a single measurement. This enables dose–
response to be evaluated immediately during screening. Miniaturization and auto-
mation are required to reduce the cost of this approach compared to the alternative
strategy of compound pooling. While the pooling of 3–10 compounds per bio-
assay has been utilized quickly and efficiently to assay large compound sets, the
primary disadvantage is the need for subsequent deconvolution of positive read-
outs and the potential for the masking of one compound’s activity by others. By
maintaining the one-compound-per-well configuration, the maximum amount of
information can be obtained per compound.

In secondary screening, multifunctional testing for parameters such as se-
lectivity, toxicity, and dose–response is conducted. By combining miniaturiza-



tion, automation and multiple detection modes, this process can be moved for-
ward in the drug screening process. New readout technologies will enable several
parameters to be measured simultaneously, meaning that assays, rather than com-
pounds, will be pooled in a single sample. Just as conventional strategies lead
to the pooling of compounds to increase throughput, new detection technologies
enable far more information to be obtained in a single measurement, leading to
an increase in information and a shortening of screening time. This will make
lead evaluation feasible in early stages of the drug discovery process.

Novel types of assay can also be designed for tertiary screening: the profil-
ing of compounds to obtain valuable biological information, such as bioavailabil-
ity and cellular uptake. To predict whether a molecule has the potential for in
vivo pharmacological activity, it is necessary to determine whether the molecule
persists in the body long enough at concentrations sufficient to exert the intended
pharmacological effect.

Such evaluations hinge on assessments of absorption, distribution, me-
tabolism, excretion, and pharmacokinetics (ADME/PK). If these evaluations are
made in the early stages of drug discovery, resources can be appropriately chan-
neled to those molecules that are likely to succeed in terms of in vivo efficacy.
Moreover, where a series of lead compounds in identified through in vitro phar-
macological testing, AMDE/PK provides a means of rank-ordering the com-
pounds. Such tertiary screens are typically carried out in test animals or in living
cells. The new detection technologies described in this report are being used in
functional cellular assays to explore signal transduction, transcriptional control,
and even cellular viability. The availability of human liver tissues, cell culture
systems (e.g., Caco-2) as a model of the intestinal mucosa, recombinant drug
metabolizing enzymes, and cytochrome P450 isoform-selective substrates and
inhibitors have provided the tools for effective conduct of such in vitro studies.

II. MULTIDIMENSIONAL READOUT TECHNOLOGY

Miniaturization requires changes in detection strategies, away from radioactive
methods and towards methods based on fluorescence. Presently, radioactivity is
used in about half the assays employed in HTS. Many if not most of these assay
types have an analogous fluorescence approach, although it is inevitable that par-
ticular assays will prove to be difficult or impossible to adapt. Based on currently
available data, it is expected that fluorescence methods will be feasible in
� 90% of HTS assays [4].

A. Confocal Technology

The use of fluorescent dyes has effectively replaced radioactivity as the tagging
method of choice for biological assays. The ability to make full use of the fluo-



rescent molecule and all its properties should be the benchmark of any fluores-
cence-based assay technology. While most assay strategies make use of only a
single fluorescent property, the broad applicability of a screening system requires
that flexibility of assay design be extended to the readout technology by including
a variety of detection modes. While most scientists may associate the use of
fluorescence in biological assay systems solely with the measurement of fluores-
cence intensity, the measurement of additional fluorescent properties such as life-
time, polarization, and quenching can yield a wealth of information from a single
measurement. This ability to collect multiple data points per measurement not
only provides an internal control but also contributes to screening efficiency by
enabling rapid multiparameter evaluation of compound–target interactions.

Confocal microscopic optical systems form the foundation of the readout
technologies employed in the EVOscreen system. Using confocal optics, submi-
croliter miniaturization can be accomplished without any loss of signal quality
(Fig. 3). The highly focused confocal optics reduce the detection volume to one
femtoliter. This means that the detection volume, roughly the size of a bacterial
cell, is much smaller than a eukaryotic cell or the standard miniaturized assay
volumes of one microliter. Whereas other methodologies often suffer from the
increased contribution of surface effects and from drastically reduced signal-to-
noise ratios when assay volumes are reduced, the confocal optics employed for
all EVOscreen readout technologies eliminates such concerns.

Furthermore, confocal detection technology enables the use of homoge-
neous assay methods, i.e., those that eliminate washing or so-called ‘‘sandwich’’
strategies. This is a great advantage in screening in that it allows biological sys-
tems to be evaluated in close to their natural in vivo state. Building on this confo-
cal fluorescence detection platform, the EVOscreen system described fulfills
all the demands made of a HTS system in the combinatorial age.

Figure 3 A comparison of binding curves derived from a DNA–peptide binding assay
in 1 µL and 20 µL volumes.



Figure 4 A survey of readout modes for confocal fluorescence detection technologies
and their applications to biological systems.

Figure 4 lists a variety of different fluorescent parameters used as readout
modes for biological assays and their areas of application. Though this list is by
no means exhaustive, it gives an indication of the wide variety of information
accessible through fluorescent measurement methods.

B. FCS� Detection Technologies

Fluorescence correlation spectroscopy (FCS) takes advantage of differences in
the translational diffusion of large versus small molecules [7,8]. Each molecule
that diffuses through the illuminated confocal focus gives rise to bursts of fluo-
rescent light quanta during the entire course of its journey, and each individual
burst is registered. The length of each photon burst corresponds to the time the
molecule spends in the confocal focus. The photons emitted in each burst are
recorded in a time-resolved manner by a highly sensitive single-photon detection
device. This detection method achieves single-molecule sensitivity, but because
diffusion is a random process, the diffusion events for a minimum ensemble
of molecules must be averaged to achieve statistically reliable information. The
detection of diffusion events enables a diffusion coefficient to be determined.
This diffusion coefficient serves as a parameter to distinguish between different
fluorescent species in solution, for example between free and bound ligand. In



screening, the diffusion coefficient can be used to determine such factors as con-
centration or degree of binding. Confocal optics eliminate any interference from
background signals and allow homogeneous assays to be performed. FCS mea-
surements are conducted in a matter of seconds, which makes the technology
ideally suited for HTS application.

While FCS is based on the diffusion properties of molecules, thereby de-
tecting significant changes in molecular weight upon molecular interaction, new
analytical methods have been developed at EVOTEC that enable interactions to
be evaluated on the basis of a wide range of fluorimetric properties, independent
of changes in molecular weight. These new methods, collectively dubbed
FCSplus (FCS�), evaluate fluorescence signals from single molecules in biologi-
cal interaction on the basis of changes in fluorescence lifetime, brightness, depo-
larization, or spectral shift or on the basis of transferred fluorescence energy
or quenching characteristics. All these parameters utilize the same optical and
electronic configuration employed for FCS analysis; they merely employ a differ-
ent algorithm for analysis. This means that all parameters noted above can be
read using the same detection unit.

During the assay development and adaptation phase, prior to the screening
process itself, the entire complement of FCS and FCS� methods stand ready to
be employed in analysis of the biological system of interest. The variety of read-
out options available using a single detection device means that the nature of the
biological interaction itself will determine the best readout method. This aspect
is central to EVOTEC’s strategy to simplify and improve the drug discovery
process. By using a single detection device capable of evaluating multiple fluo-
rimetric parameters, assay development is no longer a process of fitting an assay
to a specific detection method but rather one of selecting the method best suited
for the characterization of the biological interaction. The screening run can then
be rapidly implemented utilizing EVOscreen’s multiple readout options (Fig. 4).
This rapid initial assay prototyping leads to a substantial reduction of assay devel-
opment times.

C. Case Study of Multidimensional FCS� Readout

A novel assay based on a multiparameter fluorescent readout is described below.
A theophylline/antitheophylline antibody interaction was chosen as a pharma-
cologically relevant assay system in order to demonstrate the full potential of
EVOTEC’s multidimensional fluorescence analysis based on its proprietary
FCS� detection platform.

Theophylline therapy has been a cornerstone of asthma therapy through
the years. Theophylline inhibits the breakdown enzyme phosphodiesterase with
a resultant increase in cAMP concentrations, which results in smooth muscle
cell relaxation of the bronchial tree. In view of the very small margin between



therapeutic effects and toxicity, individualization of dose is mandatory with the-
ophylline therapy. Therefore a strong demand for highly sensitive assays and
detection technology exists in order to fine tune the theophylline level in serum
[9–11].

The antibody used for this study was a polyclonal antitheophylline serum.
The most interesting antigens were chosen to be those bearing TAMRA labels.
Reference Kds for antibody and ligand titration series were determined by FCS
and compared with those obtained by the multidimensional fluorescence analysis
(Fig. 5).

The mode of interaction is depicted in Figure 6. For a precise description
of this antigen–antibody interaction, a model was chosen assuming two identical
and independent binding sites. L represents the ligand and R the antibody with
two binding sites. Three reaction diagrams show the reaction participants, which
can be discriminated from one another by two-dimensional analysis, FCS, and
one-dimensional brightness analysis.

Using FCS, one is able to discriminate between the bound and the non-
bound fraction of the ligand based on the translational diffusion properties of the
molecules but not between the state where either one or two ligands are bound by

Figure 5 FCS measurement of theophylline and antitheophylline interaction. The pre-
liminary FCS studies indicated well-defined binding characteristics of the ligand and
reinforced the suitability of the system for a homogeneous assay. The data were fitted
according to a single binding site model.



Figure 6 Differentiation of information provided by different fluorimetric readout pa-
rameters.

one antibody. A one-dimensional brightness analysis allows for a differentiation
between antibodies carrying either one or two ligands but not between free ligand
and a single ligand bound by an antibody.

Using EVOTEC’s multidimensional fluorescence analysis, whereby the po-
larization ratio and the brightnesses of the particles are determined in parallel,
each individual step of such a multiple binding reaction can be analyzed. The
results of these studies are shown in Figure 7, where the individual components
of a multicomponent system can be resolved in a single measurement. Here it can
be seen that the concentration of free ligand decreases with increasing antibody
concentration. The population of antibodies bearing two ligand molecules reaches
a maximum at an antibody dilution of 2 � 10�5 and begins to decrease as antibody
becomes limiting. At this point the number of antibodies bearing a single ligand



Figure 7 2D fluorescence analysis showing all three species in solution at differing
concentrations of antibody. The model for this simulation assumes two identical indepen-
dent binding sites. FCS analysis enables differentiation between free and bound ligand.
One-dimensional fluorescence brightness analysis allows discrimination between single
free ligand molecules and those antibody molecules with a single site occupied by a fluo-
rescent ligand, and those antibody molecules with two sites each occupied by a fluorescent
ligand. Two-dimensional analysis of fluorescence brightness and polarization allows dis-
crimination between free ligand, those antibody molecules with a single site occupied by
a fluorescent ligand, and those antibody molecules with two sites each occupied by a
fluorescent ligand.

molecule begins to increase, and these dominate as the concentration of antibody
increases. As is to be expected, when the antibody is limiting, both sites on all
molecules are occupied, and as the ligand becomes limiting, antibodies with a
single ligand bound become more prevalent. The unique feature of multidimen-
sional analysis is that all three species, ligand and antibodies bearing one or two
ligand molecules, can be resolved and their relative concentrations determined
in a single measurement.



III. SCREENING TECHNOLOGY

A. EVOscreen

The EVOscreen is a unique platform integrating highly sensitive detection tech-
nology and high-precision liquid handling systems in a modular system capable
of 100,000 assays per day. A schematic layout of the EVOscreen system is
shown in Figure 8a, and a view of the system in operation is shown in Figure
8b. The core elements of the modular system are (1) a high-performance confocal
fluorescence detection unit usable in either single-channel or multichannel mode.
Proprietary signal processing protocols are based on FCS and FCS� single-mole-
cule-based confocal fluorescence methodologies. (2) A miniaturized, automated
liquid handling system for nano- to low microliter volumes (including pipetting,
dispensing, and compound retrieval). Four reagent dispensing modules are shown

(a)

Figure 8 (a) Schematic diagram of the modules comprising EVOscreen Mark 1. (b)
Picture of EVOscreen Mark 1 in operation.



(b)

Figure 8 Continued

in Fig. 8b. (3) NanoStore, a rapid, miniaturized multireplica compound repository
providing the link between traditional single-compound library formats and
EVOscreen. (4) A microseparation device (HPLC) coupled to the detection
system. (5) A scanner and picker device for the analysis of combinatorial libraries
and for functional genome analysis (described below).

1. Liquid Handling

The ability to miniaturize assays to the submicroliter level is largely dependent
on the precision of liquid handling systems. Modern pipetting and dispensing
systems enable components to be reproducibly added in volumes in the nanoliter
range of thousands of samples per plate (Fig. 9). The EVOscreen system in-



Figure 9 A plot demonstrating the linearity of performance of the liquid dispensing
system in the low nanoliter range.

cludes a specially designed M2N unit which is able to reformat samples stored
in any conventional format, such as 96-well plates, to the high-density 2000-well
NanoCarriers (see Fig. 10) used for miniaturized assays. Also included is an
automated storage and retrieval system providing a compound repository, as well
as transport mechanisms for the many millions of compounds to be used in the
screening runs. One specific feature of the EVOscreen liquid handling system
is single-drop monitoring and on-line quality assurance.

2. Scanner/Picker

EVOTEC has developed a unique assay device specifically designed to address
the need for on-bead screening of combinatorial libraries. The system is designed
to enable tens of thousands of beads to be screened per day. Using the confocal
optics and detection technologies described above, the Bead Scanner/Picker en-
ables homogeneous assays to be conducted without the need to cleave the chemi-
cal compound from the bead surface. Additionally, the system allows individual
beads to be recovered for further analysis. Figure 11 is the image of a scan of
12,000 TentaGel resin beads.



Figure 10 (a) A comparison of the reduction in space achieved by using miniaturized
sample carriers. 2000 samples may be carried by either the 23 microtiter plates seen in
this picture or a single 2000-well nanocarrier seen in the lower right. (b) The head of a
nanodispenser over one of the wells of a 2000-well nanocarrier.

B. Case Study: Multiparameter Analysis of
Screening Results

An important component of a successful HTS strategy in drug discovery is the
ability to assess HTS structure–activity data and to distinguish between promis-
ing drug leads and the many useless false positives (where inactive compounds
score a hit in the assay) that can plague screening efforts [12]. Pursuing false
positives is a drain on the time and resources of drug development, requiring
secondary assays for their subsequent elimination. EVOTEC’s multiparameter
analysis of screening results allows for an early and unequivocal identification
of false positives: from a single measurement, three different parameters (e.g.,
% complex, count rate, particle number) can simultaneously be determined and
be used for the evaluation of the screening data.

In order to demonstrate the multiparameter FCS� readouts of the EVO-
screen platform, a simple model system based on streptavidin-biotin has been



Figure 11 (a) A scan of more than 12,000 TentaGel beads using EVOTEC’s Bead
Scanner/Picker module in the presence of 1 µM fluorescent protein conjugate. (b) A close-
up of a region of the scan, showing the bright fluorescent ring on the positive beads.

used. The assay was run in a miniaturized (1536-well) format in an HTS mode
(2 sec read time per well). Biotin is an essential compound acting as a cofactor
for several enzymes. One of its most striking features is its tight binding to avidin
and streptavidin with dissociation constants of 10�15 M and 10�14 M, respectively.
The high affinity of streptavidin for biotin has been used in many biotechnical
applications exploiting the fast (approx. 107 M�1 s�1) and almost irreversible (dis-
sociation rate approx. 10�6 sec�1) binding.

Figure 12 shows the readout of fluorescence count rate (a measure of the
average fluorescence intensity in the confocal volume, denoted concentration 1)
for all wells of a 1536-well NanoCarrier. In this control plate, the alternation of
high and low controls is visible in the alternation of low columns (registering a
value of 2 kHz) and high columns (registering a value of 5 kHz). One well is
notable in that it registers a value of approximately 7 kHz.

A closer examination of the row in the NanoCarrier containing this very
high sample is shown in Figure 13. Here the additional information is provided
by the additional parameters of particle count (a measure of the concentration of
fluorescent molecules present in the confocal volume) and percent complex
formed (complex %, a measure of the number of large complexes formed upon
the binding of streptavidin and biotin). As can be seen, the average fluorescence
intensity (count rate) and the concentration of fluorescent molecules (particle
number) increase in the well in question. However, the number of large com-



Figure 12 The FCS readout of fluorescence count rate for 1536 wells of a NanoCarrier.
Alternating high- and low-control wells are filled with reagents for a streptavidin–biotin
binding assay.

plexes formed upon binding of biotin and streptavidin decreases (complex %).
This value provides the key additional information that allows the high value in
this well to be discarded as a false positive. Namely, the high value can be attrib-
uted to the failure of a dispenser to deliver the appropriate amount of streptavidin
to this well. The resulting lower volume in this well results in the increase in
count rate and particle number (the final concentration of biotin is high due to
the lower volume), while the lower amount of streptavidin results in a decrease
in the amount of complex formed. This example shows how the simultaneous
analysis of multiple parameters helps improve the efficiency and precision of
screening runs by helping to eliminate false positive results rapidly and effec-
tively.



Figure 13 An extract of the data from a single column of the NanoCarrier described
in Fig. 11. The data shows the results obtained from analysis of three different fluorimetric
parameters demonstrating the cause for the abnormally high count rate found in well 6.

IV. CONCLUSIONS

The nature of screening for new drugs is undergoing a fundamental change. The
exponential increase in the number of compounds available through the applica-
tion of combinatorial strategies coupled with the increases in therapeutic targets
made possible through genomics means that screening must reach a new level
of efficiency. The need to shorten the drug discovery process and simultaneously
allow millions of new compounds to be tested against hundreds of new targets
has led to a complete re-evaluation of screening technology. Miniaturization and
automation cannot be avoided if screening is to remain economical.

A maximum of information must be gleaned from each assay. This means
that multiple readout modes must be used to assess a wide variety of parameters
in a single sample. As in vitro assays lend themselves to be miniaturized and
integrated in a HTS format, the new compounds can be directly tested for biologi-
cal significance and data obtained to help design the next iteration of lead optimi-
zation.

EVOscreen meets the requirements of HTS: to achieve a degree of sensitiv-
ity and specificity through high spatial resolution in miniaturized formats, a multi-
plicity of readout modes all operating in high-throughput mode, with an inte-



grated database system capable of correlating the data required to obtain useful
information.
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