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Preface

Fluorescence spectroscopy and imaging have become powerful and widely used
methods in almost any laboratory around the globe for the non-invasive study of
polymers, inorganic materials, cells, and tissues. With the development of elaborate
single-molecule fluorescence techniques, energy and electron transfer methods
have experienced a renaissance and today they are used successfully to study protein
folding, molecular interactions, and the motion and interaction of individual mole-
cules, even in living cells with high temporal resolution. New methods that have
been introduced to increase the optical resolution of microscopy beyond the diffrac-
tion barrier enable researchers to study cellular structures in fixed and living cells
with unprecedented resolution, which seemed impossible to achieve only a few
years ago. With the ongoing success of fluorescence spectroscopy and microscopy,
fundamental knowledge about the chemical and photophysical properties of fluor-
ophores lie at the heart of single-molecule sensitive experiments.

This book is intended to give interested readers the fundamental knowledge
necessary for planning and designing successful fluorescence spectroscopy and
imaging experiments with high spatiotemporal resolution. After a basic introduc-
tion to fluorescence spectroscopy, different fluorophores and their properties, we
describe the details of specific fluorescence labelling of target molecules. A chapter
that explains our current understanding of fluorophore photophysics and photo-
bleaching pathways in single-molecule fluorescence experiments is followed by
chapters giving introductions to fluorescence correlation spectroscopy and also to
energy and electron transfer. Finally, the book introduces various super-resolution
imaging methods and gives examples of how single-molecule spectroscopy can be
used for the successful study of enzyme kinetics, conformational dynamics of
biopolymers, protein folding, and for diagnostic applications.

The book is mainly aimed at graduate students and researchers who want to begin
using the advanced fluorescence techniques of single-molecule fluorescence spec-
troscopy and imaging. However, we hope that even experts will find it a useful
resource to consult for the planning and discussion of their experiments.

Würzburg, Leuven, Göttingen, November 2010 Markus Sauer
Johan Hofkens
Jörg Enderlein
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1
Basic Principles of Fluorescence Spectroscopy

1.1
Absorption and Emission of Light

As fluorophores play the central role in fluorescence spectroscopy and imaging we
will start with an investigation of theirmanifold interactionswith light. Afluorophore
is a component that causes a molecule to absorb energy of a specific wavelength and
then re-remit energy at a different but equally specific wavelength. The amount and
wavelength of the emitted energy depend on both the fluorophore and the chemical
environment of the fluorophore. Fluorophores are also denoted as chromophores,
historically speaking the part or moiety of a molecule responsible for its color. In
addition, the denotation chromophore implies that the molecule absorbs light while
fluorophore means that the molecule, likewise,emits light. The umbrella term used
in light emission is luminescence, whereas fluorescence denotes allowed transitions
with a lifetime in the nanosecond range from higher to lower excited singlet states of
molecules.

In the following we will try to understand why some compounds are colored and
others are not. Therefore, we will take a closer look at the relationship of conjugation
to color with fluorescence emission, and investigate the absorption of light at
different wavelengths in and near the visible part of the spectrum of various
compounds. For example, organic compounds (i.e., hydrocarbons and derivatives)
without double or triple bonds absorb light at wavelengths below 160 nm, corre-
sponding to a photon energy of >180 kcalmol�1 (1 cal¼ 4.184 J), or >7.8 eV
(Figure 1.1), that is, significantly higher than the dissociation energy of common
carbon-to-carbon single bonds.

Below a wavelength of 200 nm the energy of a single photon is sufficient to
ionize molecules. Therefore, photochemical decomposition is most likely to occur
when unsaturated compounds, where all bonds are formed by s-electrons, are
irradiated with photon energies >6.2 eV. Double and triple bonds also use
p-electrons in addition to a s-bond for bonding. In contrast to s-electrons, which
are characterized by the rotational symmetry of their wavefunction with respect to
the bond direction, p-electrons are characterized by a wavefunction having a node
at the nucleus and rotational symmetry along a line through the nucleus. p-bonds
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are usually weaker than s-bonds because their (negatively charged) electron
density is further from the positive charge of the nucleus, which requires more
energy. From the perspective of quantum mechanics, this bond weakness is
explained by significantly less overlap between the component p-orbitals due to
their parallel orientation. These less strongly bound electrons can be excited by
photons with lower energy. If two double bonds are separated by a single bond, the
double bonds are termed conjugated. Conjugation of double bonds further
induces a red-shift in the absorption (a so-called bathochromic shift). All fluor-
ophores that have a high absorption in the visible part of the spectrum possess
several conjugated double bonds.

Above 200 nm only the two lowest energy transitions, that is, n ! p� and p ! p�,
are achieved as a result of the energy available from the photons. When sample
molecules are exposed to light having an energy that matches a possible electronic
transition within the molecule, some of the light energy will be absorbed as the
electron is promoted to a higher energy orbital. As a simple rule, energetically favored
electron promotion will be from the highest occupied molecular orbital (HOMO),
usually the singlet ground state, S0, to the lowest unoccupied molecular orbital
(LUMO), and the resulting species is called the singlet excited stateS1. Absorption
bands in the visible region of the spectrumcorrespond to transitions from the ground
state of amolecule to an excited state that is 40–80 kcalmol�1 above the ground state.
As mentioned previously, in saturated hydrocarbons in particular, the lowest elec-
tronic states are more than 80 kcalmol�1 above the ground state, and therefore they
do not absorb light in the visible region of spectrum. Such substances are not colored.
Compounds that absorb in the visible region of the spectrum (these compounds have
color) generally have some weakly bound or delocalized electrons. In these systems,
the energy difference between the lowest LUMO and the HOMO corresponds to the
energies of quanta in the visible region.
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Figure 1.1 The electromagnetic spectrum.

2j 1 Basic Principles of Fluorescence Spectroscopy



On the other side of the electromagnetic spectrum, there is a natural limit to long-
wavelength absorption and emission of fluorophores, which is in the region of
1mm [1]. A dye absorbing in the near-infrared (>700 nm) has a low-lying excited
singlet state and even slightly lower than that, ametastable triplet state, that is, a state
with two unpaired electrons that exhibits biradical character. Even though no
generally valid rule can be formulated predicting the thermal and photochemical
stability of fluorophores, the occupation of low-lying excited singlet and triplet states
potentially increases the reactivity of fluorophores. Therefore, it is likely that
fluorophores with long-wavelength absorption and emission will show less thermal
and photochemical stability, due to reactions with solvent molecules such as dis-
solved oxygen, impurities, and other fluorophores. In addition, with increasing
absorption, that is, with a decreasing energy difference between S1 and S0, the
fluorescence intensity of fluorophores decreases owing to increased internal con-
version. That is, with a decreasing energy difference between the excited and ground
state, the number of options to get rid of the excited-state energy by radiationless
deactivation increases. Hence, most known stable and bright fluorophores absorb
and emit in the wavelength range between 300 and 700 nm.

Fluorophores with conjugated doubled bonds (polymethine dyes) are essentially
planar, with all atoms of the conjugated chain lying in a common plane linked by
s-bonds.p-electrons, on the other hand, have a node in the plane of themolecule and
form a charge cloud above and below this plane along the conjugated chain
(Figure 1.2). The visible bands for polymethine dyes arise from electronic transitions
involving the p-electrons along the polymethine chain. The wavelength of these
bands depends on the spacing of the electronic levels. The absorption of light by
fluorophores such as polymethine dyes can be understood semiquantitatively by
applying the free-electron model proposed by Kuhn [2, 3]. The arrangement of
alternating single–double bonds in an organic molecule usually implies that the
p-electrons are delocalized over the framework of the �conjugated� system. As these
p-electrons are mobile throughout the carbon atom skeleton containing the alter-
nating double bonds, a very simple theoretical model can be applied to such a system
in order to account for the energy of these electrons in themolecule. If onemakes the

CH CHN CH CH CH N
CH3

CH3

H3C

H3C

N
H3C

H3C
CH CH CH CH CH N

CH3

CH3

C N C C C C C N C

0 LX

π elctron cloud

π elctron cloud

V

(a) (b)

Figure 1.2 (a) Limiting structures of a resonance hybrid of a simple positively charged cyanine dye.
(b) The p-electron cloud of the cyanine dye as seen from the side in a simplified potential energy (V)
trough of length L.
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seemingly drastic assumption that the several p-electrons that comprise the system
are non-interacting (presumably, if the p-electrons are delocalized over the
�C¼C�C¼C�C¼C� framework, they spread out, minimizing repulsion between
them), then one can view the energetics of this system as arising from the simple
quantum mechanical assembly of one-electron energy levels appropriate to the
particle in the box model. In this case, one considers the potential energy of the
electron as being constant throughout the length of themolecular box and then rising
to infinity at each end of the conjugated portion of the molecule. As an example,
consider a positively charged simple cyanine dye. The cation can �resonate� between
the two limiting structures shown in Figure 1.2a, that is, the wavefunction for the ion
has equal contributions from both states. Thus, all the bonds along this chain can be
considered equivalent, with a bond order of 1.5, similar to the C�C bonds in
benzene.

Assuming that the conjugated chain extends approximately one bond length to the
left and right beyond the terminal nitrogen atoms, application of the Schroedinger
equation to this problem results in the well known expressions for the wavefunctions
and energies, namely:

yn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
L
sin

npx
L

� �r

and

En ¼ n2 h2

8mL2

where

n is the quantum number (n¼ 1, 2, 3,. . .) giving the number of antinodes of the
eigenfunction along the chain
L is the �length� of the (one dimensional) molecular box
m is the mass of the particle (electron)
h is Planck�s constant
x is the spatial variable, which is the displacement along the molecular backbone.

Each wavefunction can be referred to as a molecular orbital, and its respective
energy is the orbital energy. If the spin properties of the electron are taken into
account along with the ad hoc invocation of Pauli�s exclusion principle, the model is
then refined to include spin quantum numbers for the electron (½) along with the
restriction that nomore than two electrons can occupy a given wavefunction or level,
and the spin quantum numbers of the two electrons occupying a given energy level
are opposite (spin up and spin down). Thus, if we have N electrons, the lower states
are filled with two electrons each, while all higher states are empty provided thatN is
an even number (which is usually the case in stablemolecules as only highly reactive
radicals posses an unpaired electron). This allows the electronic structure for
the p-electrons in a conjugated dye molecule to be constructed. For example, for
the conjugated molecule CH2¼CH�CH¼CH�CH¼CH2 6 p-electrons have to be
considered. The lowest energy configuration, termed the electronic ground state,
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corresponds to the six electrons being in the lowest three orbitals. Higher energy
configurations are constructed by promoting an electron from the HOMO with
quantum number n¼ 3 to the LUMOwith n¼ 4. This higher energy arrangement is
called the electronically excited singlet state. The longest wavelength absorption band
corresponds to the energy difference between these two states, which is then given by
the following expression:

DE ¼ ELUMO�EHOMO ¼ h2

8mL2
n2LUMO�n2HOMO

� �

The energy required for this electronic transition canbe supplied by a photon of the
appropriate frequency, given by the Planck relationship:

E ¼ h n ¼ hc=l

where

h is Planck�s constant
n is the frequency
c is the speed of light
l is the wavelength.

Because the ground state of a molecule with N p-electrons will have N/2 lowest
levels filled and all higher levels empty, we can write nLUMO¼N/2 þ 1 and nHOMO

¼N/2:

DE ¼ h2

8mL2
Nþ 1ð Þ or l ¼ 8mc

h
L2

N þ 1

This indicates that to a first approximation the position of the absorption band is
determined only by the chain length and thenumber of delocalizedp-electrons.Good
examples for this relationship are symmetrical cyanine dyes of the general formula
shown in Figure 1.2a.

1.2
Spectroscopic Transition Strengths

The probability of amolecule changing its state by absorption or emission of a photon
depends on the nature of the wavefunctions of the initial and final states, how
strongly light can interact with them, and on the intensity of any incident light. The
probability of a transition occurring is commonly described by the transition
strength. To a first approximation, transition strengths are governed by selection
rules that determine whether a transition is allowed or disallowed. In the classical
theory of light absorption, matter consists of an array of charges that can be set into
motion by the oscillating electromagnetic field of the light. Here, the electric dipole
oscillators set in motion by the light field have specific natural characteristics, that is,
frequencies, ni, that depend on the material. When the frequency of the radiation is
near the oscillator frequency, absorption occurs, and the intensity of the radiation
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decreases onpassing through the substance. The intensity of the interaction is known
as the oscillator strength, fi, and it can be thought of as characterizing the number of
electrons per molecule that oscillate with the characteristic frequency, ni. Therefore,
practicalmeasurements of the transition strength are usually described in terms of fi.
The oscillator strength of a transition is a dimensionless number that is useful for
comparing different transitions. For example, a transition that is fully allowed
quantum mechanically is said to have an oscillator strength of 1.0. Experimentally,
the oscillator strength, f, is related to the intensity of absorption, that is, to the area
under an absorption band plotted versus the frequency:

f ¼ 2303mc
pNA e2 n

ð
e nð Þdn

where

e is the molar absorptivity
c is the velocity of light
m is the mass of an electron
e is the electron charge
n is the refractive index of the medium,
NA is Avogadro�s number.

The integration is carried out over the frequency range associated with the
absorption band.

The quantummechanical description, which is themost satisfactory and complete
description of the absorption of radiation bymatter, is based on time-dependent wave
mechanics. Here, a transition from one state to another occurs when the radiation
field connects the two states. In wave mechanics, the connection is described by the
transition dipole moment, mGE:

mGE ¼
ð
yGmyEdu

where

yG and yE are the wavefunctions for the ground and excited state, respectively
du represents the volume element.

The transition dipole moment will be nonzero whenever the symmetry of the
ground and excited states differ. For example, ethylene (CH2¼CH2) has no perma-
nent dipole moment, but if yG is a p-molecular orbital and yE is a p�-molecular
orbital, then mpp� is not zero. The direction of the transitionmoment is characterized
by the vector components: mxh iGE ; my

D E
GE

, and mzh iGE . It has to be pointed out that
formost transitions the three vectors are not all equal, that is, the electronic transition
is polarized. The ethylenep ! p� transition, for example, is polarized along theC¼C
double bond. The magnitude of the transition is characterized by its absolute-value
squared, which is called the dipole strength, DGE:

DGE ¼ mGEj j2
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Apeculiarity of the absorption spectra of organic dyes as opposed to atomic spectra
is the width of the absorption band, which usually covers several tens of nanometers.
This is easy to understand recalling that a typical dyemolecule is composed of several
tens of atoms, giving rise to manifold vibrations of the skeleton. These vibrations
together with their overtones densely cover the spectrum between a few wave
numbers and 3000 cm�1. Furthermore, most of these vibrations are coupled to the
electronic transitions through the change in electron densities over the bonds
constituting the conjugated chain. That is, after electronic excitation the electron
density changes, which is associated with a change in bond length. Quantum
mechanically this means that transitions have occurred from the electronic and
vibrational ground state S0 of the molecule to an electronically and vibrationally
excited state S1. This results in broad absorption spectra like that shown for the
fluorescein dianion in Figure 1.3 and depends on how many of the vibrational
sublevels spaced at hn (n þ ½), with n¼ 0, 1, 2, 3, . . ., are reached and what the
transitions moments of these sublevels are.

1.3
Lambert–Beer Law and Absorption Spectroscopy

Lambert–Beer Law is a mathematical means of expressing how light is absorbed by
matter (liquid solution, solid, or gas). The law states that the amount of light
emerging from a sample is diminished by three physical phenomena: (i) the amount
of absorbing material (concentration c), (ii) the optical path length l, that is, the
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Figure 1.3 Molecular structure and absorption spectrum of the dianion fluorescein in ethanol, pH
9.0. The inset also shows the electronic ground and first excited singlet state level and possible
absorptive transitions involving different vibronic states.
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distance the light must travel through the sample, and (iii) the probability that the
photon of that particular energy will be absorbed by the sample (the extinction
coefficient e of the substance). Considering a sample of an absorbing substance
placed between two parallel windows that transmit the light and supposing that
the light of intensity I0 is incident from the left, propagates along the x direction, then
the intensity I decreases smoothly from left to right and exits with an intensity It.
If the sample is homogeneous, the fractional decrease in light intensity is the same
across a small interval dx, regardless of the value of x. As the fractional decrease for a
solution depends linearly on the concentration of the absorbing molecule, the
fractional change in light intensity dI/I can be written as:

� dI
I
¼ ac dx

where

a is a constant of proportionality.

Because neither a nor c depends on x, integration between limits I0 at x¼ 0 and It
at x¼ l, provides

ln
I0
It
¼ a cl or It ¼ I0 e

�acl

For measurements made with cuvettes of different path lengths, the transmitted
intensity, It, decreases exponentially with increasing path length. Alternatively, the
transmitted intensity decreases exponentially with increasing concentration of an
absorbing solute. The absorbance or optical density, A, is defined as base 10 rather
than natural logarithms,

A ¼ log
I0
It
¼ e c d

where

e¼a/2.303 is the molar extinction coefficient (or molar absorptivity) with units M�1

cm�1, when the concentration, c, and the path length, d, are given inmolarity,M, and
cm, respectively.

The Lambert–Beer Law shows that the absorbance is proportional to the concen-
tration of the solute and path length with e as the proportionality constant. The
relationship between absorbance and transmission, T¼ It/I0 is given by

A ¼ �log T
Because the absorption intensity depends strongly on wavelength, the wavelength

at which themeasurementwas performed always has to be specified. Thewavelength
dependence of e or of A is known as the absorption spectrum of the compound
(Figure 1.3).

When measuring absorption spectra, several error sources have to be considered.
Firstly, it should be known that a small but significant portion of light is lost by
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reflection at the cuvette windows. Corrections for this effect, as well as for absorption
by the solvent (in addition to absorption by the solute), are usually made by
performing a parallel measurement (double-beam method) using a cuvette contain-
ing only solvent. The transmitted intensity of this secondmeasurement is then used
as I0 in the Lambert–Beer expression. Secondly, deviations can arise from inhomo-
geneous samples, light scattering by the sample, dimerization or aggregation at
higher concentrations, or changes in equilibrium. The most common consequence
is that the measured absorbance does not increase linearly with increasing concen-
tration or path length. Finally, excitation and subsequent fluorescence emission can
significantly deteriorate the shape of the absorption spectrum of solutes with high
fluorescence quantum yield at higher concentrations.

One of the most widely used applications of absorption spectroscopy is the
determination of the concentration of substances in solution. Through the knowl-
edge of the extinction coefficient, e, absolute concentrations can be easily calculated
using the Lambert–Beer relationship (c¼A/ed). However, it has to be pointed out
here that the extinction coefficients of common fluorophores, which are generally in
the range of 104–105 lmol�1 cm�1, do not represent inherently constant parameters.
Conjugation of fluorophores to or interactions with other molecules can change the
extinction coefficient by influencing, for example, the planarity of the conjugated
p-electron system, thereby affecting the transitions strength. Likewise, the extinction
coefficient can vary with the solvent. Furthermore, the dimerization of fluorophores
and formation of higher order aggregates in solution and the solid state can induce
dramatic color changes, that is, changes of the extinction coefficients.

1.4
Fluorophore Dimerization and Isosbestic Points

Deviations of Lambert–Beer Law behavior for the solution spectra of organic dyes is
generally attributed to aggregation of dye molecules. Aggregation of dye molecules,
asmeasured by deviations from ideality, has been found in several classes of solvents
for concentration ranges typically in the order of from 10�6 to 10�4 M. Molecular
aggregates are macroscopic clusters of molecules with sizes intermediate between
crystals and isolated molecules. In the mid-1930s Scheibe [4] and, independently
Jelley [5] discovered that when increasing the concentration of the dye pseudoiso-
cyanine (PIC) in water, a narrow absorption band arises, red shifted to the monomer
band. The narrow absorption band was ascribed to the optical excitation of the
aggregates formed. To form the simplest aggregate, a dimer, the dye–dye interaction
must be strong enough to overcome any other forces which would favor solvation of
the monomer.

Usually, dye aggregates are classified on the basis of the observed spectral shift of
the absorption maximum relative to the respective absorption maximum of the
monomer. For themajority of possible dimer geometries, two absorption bands arise,
one at higher energy relative to the monomer band, termed H-type aggregates
(absorption band shiftedhypsochromic), and at lower energy relative to themonomer
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band, termed J-type or Scheibe-type aggregates (absorption band shifted bathochro-
mic) [6–12]. J-type aggregates exhibit a bent or head-to-tail structure and usually show
fluorescence with an intensity that fairly often surpasses that of themonomeric dyes.
In contrast, it is known that the fluorescence of face-to-face-stacked H-type dimer
aggregates (sandwich-type dimers) is strongly quenched. In fact, with the exception
of a few examples [13], the non-emissive character of the excited state has become
commonly accepted as a general feature of H-aggregates.

According to exciton theory ofKasha et al. [7], in J-aggregates, only transitions to the
low energy states of the exciton band are allowed and, as a consequence, J-aggregates
are characterized by a highfluorescence quantumyield. In contrast,H-aggregates are
characterized by a large Stokes-shifted fluorescence that has a low quantum yield
(Figure 1.4). After exciting the H-exciton band, a rapid downwards energy relaxation
occurs to the lower exciton states that exhibit vanishingly small transition dipole
moments. Therefore, their fluorescence is suppressed and a low fluorescence yield
characterizes theH-aggregates. These two different types of aggregates, the J- andH-
aggregates, are distinguished by the different angle a between the molecular
transition dipole moments and the long aggregate axis.

When a> 54.7�, H-aggregates are formed and when a< 54.7�, J-aggregates are
formed. In general, when there is interaction between two or more molecules in the
unit cell of the aggregate, two or more excitonic transitions with high transition
moment are observed and the original absorption band is split into two or more
components. This splitting depends on the distance between themolecules, the angle
of their transition dipolemoments with the aggregate axis, the angle of the transition
dipole moments between neighboring molecules and the number of interacting
molecules. The appearance of isosbestic points in the absorption spectrum with
increasing dye concentration provides good evidence for an equilibrium between
monomeric and dimeric species and enables the association constant to be calcu-
lated, in addition to the spectra of the pure monomer and dimer.

A wavelength at which two or more components have the same extinction
coefficient is known as an isosbestic wavelength or isosbestic point. When only two
absorbing compounds are present in solution, one or more isosbestic points are

Monomer

H-aggregate J-aggregate

Dimer Monomer Dimer

S1S1

S0S0

Figure 1.4 Simplified schematic of exciton theory to explain the different absorption and
fluorescence behaviors of H- and J-aggregtes.
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frequently encountered in the absorption spectrum. In multicomponent solutions
isosbestic points almost never occur because the probability that three or more
compounds have identical molar absorbances at any wavelength is negligibly small.
Owing to this low probability, the occurrence of two or more isosbestic points
demonstrates the presence of two and only two components absorbing in the
observed spectral region. However, this rule does not apply if two chemically distinct
components have identical absorption spectra (e.g., adenosine triphosphate, ATP,
and adenosine diphosphate, ADP). In this case the entire spectrumrepresents a set of
isosbestic points for these two components alone. Isosbestic points are especially
useful for the study of equilibrium reactions involving absorbing reactants and
products. Here, the presence of isosbestic points can be used as evidence that there
are no intermediate species of significant concentration between the reactants and
products. For example, besides dimer formation, several fluorophores (e.g., rhoda-
mine and oxazine dyes) show isosbestic points in the absorption spectra upon
addition of the amino acid tryptophan or the DNA nucleotide guanosine monospho-
sphate, dGMP, in aqueous solvents (Figure 1.5) [14–16]. Usually, the extinction of the
fluorophores decreases slightly upon addition of dGMP or tryptophan and the
absorption maxima shift bathochromically (that is, towards longer wavelengths) by
up to �10 nm. The appearance of isosbestic points suggests that an equilibrium is
established between two species and reflect the formation of 1: 1 complexes between
free fluorophores (F) and tryptohan (Trp). Both types absorb in the same region. At
higher tryptophan concentrations (above 20mM) slight deviations can be observed
indicating a low probability of the formation of higher aggregated complexes.

The equilibrium state between free fluorophores and fluorophore/Trp-complexes
can be described by [17]

FþTrp !Kg ðFTrpÞ
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Figure 1.5 Absorption spectrum of the
fluorophore MR121 measured in PBS
(phosphate-bufferd saline), pH 7.4, with
increasing tryptophan concentration

(0–50mM). The appearance of isosbestic
points at 531 and 667 nm indicates the
formation of 1 : 1 complexes for tryptophan
concentrations less than 20mM [12].
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where the equilibrium constant, defined as

Kg ¼ ½FTrp�½F�½Trp�

can be calculated using the relationship given by Ketelaar et al. [18]

1
e�eF ¼

1

Kg eFTrp�eF
� � 1

½Trp� þ
1

eFTrp�eF

Here e, eF, and eFTrp are the apparent absorption coefficient, the absorption
coefficient of the fluorophores and the complex under study, respectively. By the
plotting of (e� eF)

�1 versus [Trp]�1 the equilibrium constant, Kg, can be calculated
from the intercept and the slope of the resulting straight line. For the addressed
interactions between rhodamine and oxazine dyes with tryptophan or dGMP,
equilibrium constants in the range of 50–200M�1 have been measured [14–16,
19, 20].

1.5
Franck–Condon Principle

For relatively large fluorophores containingmore than 30 atoms, such as the organic
dye molecules generally used in fluorescence spectroscopy and imaging, many
normal vibrations of differing frequencies are coupled to the electronic transition.
In addition, collisions and electrostatic interactions with surrounding solvent mole-
cules broaden the lines of vibrational transitions. Furthermore, every vibrational
sublevel of every electronic state has superimposed on it a ladder of rotational states
that are significantly broadened because of frequent collisions with solvent mole-
cules, which seriously hinder rotation. This results in a quasicontinuum of states
superimposed on every electronic level. The population of the levels in contact with
the thermalized solvent molecules is determined by the Boltzmann distribution. In
the quantum mechanical picture, vibrational levels and wavefunctions are those of
quantum harmonic oscillators and rigid rotors (with some corrections for rotation–
vibration coupling and centrifugal distortion) (Figure 1.6a).

The more realistic anharmonic potential (e.g., the Morse potential) describing the
vibrational dynamics of a molecule is, in general, different for each electronic state.
Excitation of a bound electron from the HOMO to the LUMO increases the spatial
extent of the electrondistribution,making the total electrondensitymorediffuse, and
often more polarizable. Thus, one finds in general that the bond length between two
atoms in a diatomic molecule is larger and the bond strength is weaker in electron-
ically excited states. On the other hand, a slightly weaker bond means that the force
constant for vibrations will be lower, and the relationship between the force constant
and the second derivative of the potential V (k¼ d2V/dx2) indicates that the weaker
force constant in the excited state implies not only a lower vibrational frequency but
simultaneously a broader spatial extent for the energy potential curve.
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Figure 1.6b illustrates the principle for vibrational transitions in a molecule with
Morse-like potential energy functions in both the ground and excited electronic
states. At room temperature the molecule generally starts from the n¼ 0 vibrational
level of the ground electronic state as the vibrational energy will normally be
1000–3000 cm�1, many times the thermal energy kT, which is about 200 cm�1 at
room temperature. In contrast, pure rotational transitions require energies in the
range of 100 cm�1, that is, higher excited rotational levels are occupied at room
temperature. Upon absorption of a photon of the necessary energy, the molecule
makes a so-called vertical transition to the excited electronic state. The occurrence of
vertical transitions on the potential energy curve is explained by the Franck–Condon
principle and the Born–Oppenheimer approximation. The Born–Oppenheimer
approximation is based on the fact that the proton or neutron mass is roughly
1870 times that of an electron and that electronsmovemuch faster than nuclei. Thus,
electronic motions when viewed from the perspective of the nuclear coordinates
occur as if the nucleic were fixed in place. Applying the Born–Oppenheimer
approximation to transitions between electronic energy levels, led Franck and
Condon to formulate the Franck–Condon principle. Classically, the Franck–Condon
principle is the approximation that an electronic transition is most likely to occur
without changes to the position of the nuclei in the molecular entity and its
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Figure 1.6 (a) Idealized potential energy curve
for a diatomic molecule. In general, polyatomic
molecules will have 3N – 6 vibrational modes
(n1, n2, n3, . . .), whereN is the number of atoms,
and will be asymmetric rotors with three
different inertial axes. For each of the 3N – 6
normal vibrations, a potential well exists with a
rotational energy ladder. (b) Morse potentials
for a molecule in the singlet ground state S0 and
first excited singlet state S1 to demonstrate the

Franck–Condon principle. As electronic
transitions are very fast compared with nuclear
motions, vibrational levels are favored when
they correspond to a minimal change in the
nuclear coordinates. The potential wells shown
favor transitions between n¼ 0 and n¼ 4. In the
simplest case of a diatomic molecule, the
nuclear coordinate axis refers to the internuclear
distance.
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environment. The quantum mechanical formulation of this principle is that the
intensity of a vibrational transition is proportional to the square of the overlap integral
between the vibrational wavefunctions of the two states that are involved in the
transitions [21–24]. In other words, electronic transitions are essentially instanta-
neous compared with the time scale of nuclearmotions. Therefore, if themolecule is
tomove to a newvibrational level during the electronic transition, this newvibrational
levelmust be instantaneously compatible with the nuclear positions andmomenta of
the vibrational level of the molecule in the originating electronic state. In the
semiclassical picture of vibrations of a simple harmonic oscillator, the necessary
conditions can occur at the turning points, where the momentum is zero.

Because the electronic configuration of a molecule changes upon excitation
(Figure 1.6b) the nucleimustmove to reorganize to the new electronic configuration,
which instantaneously sets up a molecular vibration. This is the reason why
electronic transitions cannot occur without vibrational dynamics. After excitation
has led to a transition to a nonequilibrium state (Franck–Condon state), the approach
to thermal equilibrium is very fast in liquid solutions at room temperature, because a
large molecule such as a fluorophore experiences at least 1012 collisions per second
with solvent molecules, so that equilibrium is reached in a time of the order of one
picosecond. Thus, the absorption is practically continuous all across the absorption
band. In the electronic excited state, molecules quickly relax to the lowest vibrational
level (Kasha�s rule). Dependent on their fluorescence quantum yield they can then
decay to the electronic ground state via photon emission. The Franck–Condon
principle is applied equally to absorption and to fluorescence. Kasha�s rule states
that emission will always occur from the lowest lying electronically excited singlet
state S1,n¼0. The applicability of the Franck–Condon principle in both absorption and
emission, along with Kasha�s rule, leads to the mirror symmetry of the absorption
and the fluorescence spectrum of typical organic dyemolecules (Figure 1.7a). Owing
to the loss of vibrational excitation energy during the excitation/emission cycle
fluorescence emission always occurs at lower energy, that is, spectrally red-shifted
(the so-called Stokes shift). The Stokes shift, named after the Irish physicist George

(a) 20 °C

Absorption
Fluorescence

-196 °C

Absorption
Fluorescence

(b)

Wavelength

Frequency

Figure 1.7 (a) Absorption and fluorescence spectrum of a typical organic dyemolecule in solution
(a) at room temperature (20 �C) and (b) at �196 �C.
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G. Stokes, represents the basis for the high sensitivity of fluorescence spectroscopy
compared with other spectroscopic methods because elastic scattering of the
excitation light (Rayleigh-scattering) can be efficiently suppressed using appropriate
filtering.

1.6
Temperature Effects on Absorption and Emission Spectra

On increasing the temperature, higher vibrational levels of the ground state are
populated according to the Boltzmann-distribution and more and more transitions
occur from these levels to higher vibrational levels of the first excited electronic state.
As a result, the absorption spectrum becomes broader and the superposition of the
different levels blurs most of the vibrational fine structure of the band. On the other
hand, at lower temperatures, the spectral widths are usually reduced and the spectra
exhibit enhanced vibrational information (Figure 1.7b). Therefore, dye solutions that
form a clear organic glass when cooled down to 77K show spectra comparable to
theoretical calculations because of their well-resolved vibrational structure. Further
cooling below the glass point, when the free movement of solvent molecules or parts
thereof is inhibited, usually brings about no further sharpening of the spectral
features. However, using a matrix of n-paraffins at temperatures below 20K, very
sharp, line-like spectra with a width of about only 1 cm�1 often appear, instead of the
more diffuse-like band spectra of dye molecules. This so-called �Shpolski effect� [25]
results because there are only a few different possibilities for solvation of the
molecule in that specific matrix, and each of the different sites causes a series of
spectral lines in absorption as well as in emission.

Generally speaking, the zero-phonon line and the phonon sideband jointly
constitute the line shape of individual light absorbing and emitting molecules
embedded into a transparent solidmatrix. Aphonon is a quantizedmode of vibration
occurring in a rigid crystal lattice, such as the atomic lattice of a solid. When the host
matrix contains many chromophores, each will contribute a zero-phonon line and a
phonon sideband to the absorption and emission spectra. The spectra originating
from a collection of identical fluorophores in a matrix is said to be inhomogeneously
broadened, because each fluorophore is surrounded by a somewhat different matrix
environment that modifies the energy required for an electronic transition. In an
inhomogeneous distribution of fluorophores, individual zero-phonon line and
phonon sideband positions are therefore shifted and overlapping. The zero-phonon
line is determined by the intrinsic difference in energy levels between the ground and
excited states (corresponding to the transition between S0,n¼0 and S1,n¼0) and by the
local environment. The phonon sideband is shifted to higher frequency in absorption
and to lower frequency in fluorescence. The distribution of intensity between the
zero-phonon line and the phonon sideband is strongly dependent on temperature. At
room temperature the energy is high enough to excite many phonons and the
probability of zero-phonon transitions is negligible. At lower temperatures, in
particular at liquid helium temperatures, however, being dependent on the strength
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of coupling between the chromophore and the host lattice, the zero-phonon line of an
individual molecule can become extremely narrow. On the other hand, the centers of
frequencies of differentmolecules are still spread over a broad inhomogeneous band.

Inhomogeneous broadening results fromdefects in the solidmatrix that randomly
shift the lines of each individual molecule. Therefore, for each particular laser
frequency, resonance is achieved for only a small fraction of molecules in the
sample [26, 27]. In single-molecule spectroscopy (SMS) in solids at low temperature
exactly this effect is used to isolate single fluorophores by their specific optical
transition frequency (the zero-phonon line), which can be addressed selectively using
a narrow linewidth laser source. The extreme sensitivity to their local environment of
the sharp excitation lines of fluorophores at cryogenic temperatures enables the
refined investigation of the coupling of chromophores with their surrounding
matrix [27–30]. Usually, small changes in the absolute position of the purely
electronic zero-phonon line absorption of single molecules were recorded by
scanning the frequency of a narrow bandwidth laser used for excitation, and
collecting the integral Stokes shifted fluorescence signal. The first optical detection
of single molecules by Moerner and Kador in 1989 was performed in a solid at low
temperature using a sensitive doubly modulated absorption method [28]. In 1990,
Orrit and Bernard showed that fluorescence excitation spectra enhance the signal-to-
noise ratio of single molecule lines dramatically [29]. The strong signals and the
possibility to study an individual molecule for extended periods of time which is, for
example, impossible in liquid solution because of rapid diffusion, paved the way for
many other experiments, such as the measurement of external field effects by Wild
et al. in 1992 [30].

The shape of the zero-phonon line is Lorentzian with a width determined by the
excited-state lifetimeT10, according to theHeisenberg uncertainty principle.Without
the influence of the lattice, the natural line width (full width at half maximum) of the
fluorophore is c0¼ 1/T10. The lattice reduces the lifetime of the excited state by
introducing radiationless decay mechanisms. At absolute zero, the lifetime of the
excited state influenced by the lattice is T1. Above absolute zero, thermalmotions will
introduce random perturbations to the fluorophores local environment. These
perturbations shift the energy of the electronic transition, introducing a temperature
dependent broadening of the line width. The measured width of a single
fluorophore�s zero-phonon line, the homogeneous line width, is then ch(T)� 1/T1.

Considering an ensemble of molecules absorbing with very narrow homogene-
nous lines (ideally at zero temperature), that is, irradiated with a monochromatic
excitation source, only the resonant molecules will absorb light significantly. Upon
excitation, the molecule might undergo a number of possible photophysical and
photochemical processes, such as intersystem crossing into long-lived triplet states
that exhibit different absorption characteristics (generally lower) at the excitation
wavelength. Thus, the samplewill absorb less at the frequency of illumination during
the lifetime of the triplet state. If an absorption spectrumof the sample ismeasured it
will show a transient spectral hole at the laser frequency used to excite the sample
(Figure 1.8). Some of the product states may have very long lifetimes, in particular if
the molecule undergoes a chemical reaction. In that case, the spectral hole is
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permanent. In photophysical processes, the conformation of neighboring atoms or
groups of atoms can be modified by illumination, leading to a shift of the absorption
line, much larger than the homogeneous width, but usually smaller than the
inhomogeneous bandwidth. The resulting antihole is much broader than the hole
and can only be seen after very deep and broad holes have been burned.

1.7
Fluorescence and Competing Processes

The electronic states of most organic molecules can be divided into singlet states
and triplet states, where all electrons in the molecule are spin paired or one set of
electron spins is unpaired, respectively. Upon excitation of fluorophores with light
of suitable wavelength (which can be considered as an instantaneous process
occurring at time scales of�10�15 s) the fluorophore generally resides in one of the
many vibrational levels of an excited singlet state (see Jablonski diagram shown in
Figure 1.9). The probability of finding the molecule in one of the possible excited
singlet states, Sn, depends on the transition probabilities and the excitation
wavelength. In other words, the occupation of singlet states is controlled by the
interaction of the electron involved in the transition with the electric field of the
excitation light. Upon excitation to higher excited singlet states, molecules relax
through internal conversion to higher vibrational levels of the first excited singlet
state, S1, within 10�11–10�14 s. Molecules residing in higher vibrational levels will
quickly (10�10–10�12 s) fall to the lowest vibrational level of this state via vibrational
relaxation by losing energy to other molecules through collisions. From the
lowest lying vibrational level of the first excited singlet state, the molecule can
lose energy via radiationless internal conversion followed by vibrational relaxation.

(a) (b)

FrequencyνL νL

Figure 1.8 Hole-burning represents the
modification of the optical properties of a
material upon irradiation with light. Different
environments in a disordered matrix shift the
zero-phonon lines of single molecules at
random. The resulting ensemble spectrum is
inhomogeneously broadened as a result of the
superposition ofmanynarrow lines of individual

molecules. The figure shows the
inhomogeneous absorption spectrum of an
ensemble of molecules before (a) and after
(b) illumination at a specific laser frequency
nL. The sharp spectral hole appears because
the narrow lines of the excited molecule are
shifted to new frequencies.
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Alternatively, themoleculemight be excited into higher singlet states by absorption
of a second photon. Singlet–singlet absorption (S1 ! Sn) and subsequent ioniza-
tion of the molecule represents a possible photobleaching pathway. The efficiency
of the process depends on the absorption spectra transition strengths of the higher
excited states involved, that is, whether absorption into higher excited singlet states
is in resonance with the excitation light.

Depending on the molecular structure, radiative depopulation of S1 might
occur by spontaneous emission of a fluorescence photon. According to the
Franck–Condon principle, the vertical transition to higher excited vibrational
levels of S0 is followed by vibrational relaxation until thermal equilibrium,
according to the Boltzmann distribution, is reached. Both vibrational relaxation
and internal conversion cause heating of the solvent, which thus offers an elegant
method to determine the fluorescence quantum yield of fluorophores via mea-
surement of the solvent temperature of related parameters, for example, the
refractive index. Generally speaking, loose and floppy molecules exhibiting
several rotational and vibrational degrees of freedom will seriously exhibit lower
fluorescence intensity.

The spin of an excited electron can also be reversed by intersystem crossing,
usually leaving the molecule in the first excited triplet state, T1. In most organic dyes
intersystem crossing is fairly inefficient as a spin forbidden process, even though the
triplet state is of lower electronic energy than the excited singlet state. The probability
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Figure 1.9 Jablonski diagram describing the electronic levels of common organic molecules and
possible transitions between different singlet and triplet states.
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of intersystem crossing increases if the vibrational levels of the two states overlap. For
example, the lowest singlet vibrational level can overlap one of the higher vibrational
levels of the triplet state.Overall, the intersystemcrossing efficiency strongly depends
on the nature of the fluorophore and the transition probabilities and is generally not
predictable. However, it is known [31] that the presence of heavy atoms can
substantially increase the intersystem crossing rate constant.

A molecule in a high vibrational level of the triplet state can lose energy through
collisions with solvent molecules (vibrational relaxation), leaving it at the lowest
vibrational level of the triplet state. It can then again undergo intersystem crossing to
a high vibrational level of the electronic singlet ground state, where it returns to the
lowest vibrational level through vibrational relaxation. As in the case of singlet states,
triplet states can be excited into higher excited triplet states, Tn, by absorption of a
second photon. Because the triplet/singlet transition is also spin forbidden, triplet-
state lifetimes can last up to 100 s, in comparison with the 10�7–10�9 s average
lifetime of an excited singlet state. Because internal conversion and other radiation-
less transfers of energy compete so successfully with radiative deactivation, phos-
phorescence is usually seen only at low temperatures or in highly viscous media.
Owing to the long lifetime of the triplet state and distinct overlap of the T1 ! Tn and
the S0 ! S1 absorption spectra ofmost organic dyemolecules, triplet states aremost
probably involved in photobleaching pathways [32, 33]. Photobleaching denotes the
loss of fluorescence properties of a dye due to an irreversible reaction that dramat-
ically changes the absorption and emission capabilities. Furthermore, as higher
excited states are in general more reactive than their underlying ground states, they
are the most likely to be involved in photobleaching pathways. Therefore, different
strategies have been developed to increase the photostability of common fluoro-
phores, especially in single-molecule experiments, with respect to the total number of
photons that can be emitted and also with respect to the fluorescence emission rate
itself [34].

An interesting example of a molecule with high triplet yield presents benzophe-
none, with a triplet yield of 100% [35]. Generally, rhodamine, oxazine, or carbocya-
nine derivatives are used in applications requiring high sensitivity. In air-saturated
ensemble solutions, the triplet-state lifetimes, tT, of such dyes vary between less than
1ms up to several ms, with intersystem crossing rates, kisc, ranging from 105 to
108 s�1 [36–40]. The efficiency of T1 ! Tn absorption strongly depends on (i) the
intersystem crossing rate, kisc, that is, the probability of finding the molecules in the
triplet state, (ii) the extinction coefficient eT(n) at the excitation wavelength, and
(iii) the triplet-state lifetime, tT. To minimize triplet–triplet absorption, the triplet
state has to be depopulated by addition of triplet quenchers such as cyclooctatetraene
(COT) ormolecular oxygen. BothCOTandO2 exhibit an energetically low lying triplet
state that acts as an efficient acceptor for triplet–triplet energy transfer. Thus, the dye
will be transferred into the singlet ground state upon contact formation with triplet
quenchers. Unfortunately, to ensure high efficient triplet quenching, mM concen-
trations of triplet quenchers have to be added, which renders the applicability of the
method more difficult. On the other hand, triplet quenchers such as anthracence,
stilbene, or naphthalene derivatives (all exhibiting low lying triplet states) can be

1.7 Fluorescence and Competing Processes j19



coupled directly to the fluorophore via a short aliphatic chain, ensuring highly
efficient intramolecular triplet–triplet energy transfer [33].

Emission of a fluorescence photon from the vibrational ground state of the first
excited singlet state constitutes a spontaneous process that contains information
about the environment of the fluorophore and its interactions. For example, the
fluorescence emission spectrum and its maximum contain information about the
polarity of the solvent, whereas the fluorescence lifetime and fluorescence quantum
yield directly reflect transient quenching interactions of the fluorophore with other
molecules. Table 1.1 summarizes radiative and nonradiative reaction pathways in
common organic dyes and corresponding time scales, neglecting quenching by
external molecules.

1.8
Stokes Shift, Solvent Relaxation, and Solvatochroism

As organic dyes consist of many atoms (typically 50–100) they thus show a manifold
and complex vibrational spectrum. Accordingly, the fluorophore has a large number
of energetically different transition possibilities to the vibrational ground state after
excitation with light of appropriate wavelength. Owing to the solvation shell and
corresponding interactions between fluorophores and solvent molecules, the result-
ing vibrational transitions are considerably broadened at room temperature. The
complete shift of the fluorescence emission band compared with the absorption
band, due to the radiationless deactivation processes, is called the Stokes Shift.
Because the electron distribution changes upon excitation, different bonding forces
and dipole moments arise. Therefore, the solvent molecules experience a new
equilibrium configuration, which they adjust to within several picoseconds at room
temperature. The kinetics of dielectric relaxation of solvent molecules can be
followed by monitoring the time-dependent shift in the fluorescence emission
spectrum with picosecond time-resolution [41–46]. If a fluorescing molecule is
excited into a more polar excited state, the electronic polarization of the solvent
molecules adjusts instantaneously to the new electron distribution in the molecule.
In contrast, the orientational polarization of the solvent molecules does not change

Table 1.1 Overview of possible depopulation pathways of excited fluorophores.

Internal conversion Sn ! S1, Tn ! T1 kic 1010–1014 s�1

Internal conversion S1 ! S0 kic 106–107 s�1

Vibrational relaxation S1,n¼n ! S1,n¼0 kvr 1010–1012 s�1

Singlet–singlet absorption S1 ! Sn kexc 1015 s�1

Fluorescence S1 ! S0 kf 107–109 s�1

Intersystem crossing S1 ! T1, Sn ! Tn, Tn ! Sn kisc 105–108 s�1

Phosphorescence T1 ! S0 kp 10�2–103 s�1

Triplet–triplet absorption T1 ! Tn kexc 1015 s�1
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instantaneously with the excitation. Therefore, the orientational polarization is not in
equilibriumwith the excitedmolecule. Thismeans that the solventmolecules have to
react by dielectric relaxation until the equilibriumconfiguration of the corresponding
excited state is reached. The same happens upon subsequent fluorescence emission,
that is, the orientational polarization remains conserved during the quasi instanta-
neous optical transition. Thus, the fluorescence spectrum experiences a time-
dependent red-shift, which is expressed as function C(t).

C tð Þ ¼ n tð Þ�n 1ð Þ
n 0ð Þ�n 1ð Þ

where

n(0), n(t), and n(1) denote the frequencies of the fluorescence emission maximum
immediately after excitation, at time t, and after complete relaxation has occurred,
respectively.

Typically, dielectric relaxation is completed in 10 ps. Assuming monoexponential
solvent relaxation times, time-resolved fluorescence measurements at different
detection wavelengths deliver the following trend: at shorter detection wavelengths
(lblue< l) the measured fluorescence is dominated by those molecules whose
solvation shell is incompletely relaxed, whereas at longer detection wavelengths
(l< lred) fluorescence is controlled by molecules with completely relaxed solvation
shells. Thus, the fluorescence lifetime of fluorophores always exhibits the trend
tblue< t< tred.

Furthermore, owing to the different properties of the ground and excited states, the
dipole moment changes upon excitation Dm¼me�mg, which is reflected in a shift
in the absorption and emission band, which is dependent on solvent polarity
(Solvatochromism). Therefore, charge transfer transitions, for example, in coumarin
dyes, show pronounced solvatochromism effects. On the other hand, distinct shifts
in absorption and emission of suitable candidates can be used advantageously for the
definition of new solvent polarity parameters [47]. For a complete description of
solvatochromic effects, the refractive index n and the dielectric constant es of the
solvent, in addition to the change in dipole moment of the fluorophore upon
excitation, Dm, have to be considered. Using the Lippert equation [48, 49]

nabs�nem ¼
2 me�mg
� �2

cha3
2 es�1ð Þ
2esþ 1ð Þ�

2 n2�1ð Þ
2n2þ 1ð Þ

� �

the Stokes shift (nabs� nem) can be expressed as a function of solvent properties
(n, es) and the dipole moments of the fluorophore in the ground, mg, and excited
states, me, where c is the speed of light, h is Planck�s constant, and a the Onsager
radius of the fluorophore in the respective solvent (a� 60% of the longitudinal
axis of the fluorophore). While for coumarin dyes the Stokes shift generally
increases with solvent polarity (i.e., the emission maximum shifts further bath-
ochromically than the absorption maximum), rhodamine derivatives show neg-
ligible solvatochromism.
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1.9
Fluorescence Quantum Yield and Lifetime

Both fluorescence quantum yield and lifetime are among the most important
selection criteria for fluorophores in single-molecule fluorescence spectroscopy.
The fluorescence quantum yield Wf of a fluorophore is the ratio of fluorescence
photons emitted to photons absorbed. According to the following equation

Wf ¼ kr
kr þ knr

the quantum yield can be described by two rate constants, the radiative rate constant,
kr, and the nonradiative rate constant, knr, comprising all possible competing
deactivation pathways, such as internal conversion, intersystem crossing, or other
intra- and intermolecular quenchingmechanisms. Even though complete prediction
of thefluorescence quantum yield of a certainfluorophore (whichwould theoretically
allow us to design fluorophores with ideal properties) is impossible, some require-
ments can be formulated that advance high fluorescence quantum yields: (i) the
fluorophore should exhibit a rigid structure to minimize radiationless deactivation
due to rotation or vibration offluorophore side groups, (ii) to ensure a low intersystem
crossing rate constant strong spin–orbit coupling, for example, due to heavy atoms,
should be avoided, and (iii) charge transfer transitions due to conjugated electron
donor and acceptor groups, as for example in coumarin dyes, often show bright
fluorescence. However, there are many other nonradiative processes that can
compete efficiently with the emission of light and thus reduce the fluorescence
quantum yield. The reduction in fluorescence efficiency depends in a complicated
fashion on the molecular structure of the dye [50].

Neglecting all radiationless deactivation processes, the rate constant for radiative
deactivation of the first excited singlet state, kf, can be approximated using the
Strickler–Berg relationship [51]:

kf ¼ 2:88� 109 n�20 n2
gg
ge

ð
e dn

where

n denotes the refractive index of the solvent
gg and ge are the degeneracy of the ground and first excited states, respectively
e is the extinction coefficient
n0 is the wavenumber of the absorption maximum (the integration is executed over
the entire absorption spectrum).

Thermal blooming is commonly applied to determine the absolute fluorescence
quantum yield of a dye solution. A thermal blooming measurement is, in essence, a
calorimetric determination of the very small temperature gradients induced by the
absorption of light energy. The technique can be extremely sensitive and allows one to
measure exceptionally weak absorption [52–56]. The basic idea involving power
conservation is very simple. The laser power that is incident on any sample must be
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equal to the sum of the power transmitted plus the power emitted as fluorescence
plus the power degraded to heat. Heat generation in the region of the absorption
increases the local temperature,modifies the refractive index, and induces what is, in
fact, an optical lens, which is negative for most liquids. The thermal lens develops
over a period of a few tenths of seconds. During that time, the laser beam is observed
as an increasing (�blooming�) spot on a plane located a few meters behind the
sample. Appropriate observation of the spot size with time enables the determination
of the absolute fluorescence quantum yield of the sample.

The easiest way to determine the fluorescence quantum yield is the measurement
of fluorescence efficiency relative to that of a standard solution. However, relative
fluorescence quantum yield measurements are aggravated by many technical
problems. Firstly, a fluorescence standard absorbing and emitting in the wavelength
range of the dye to be investigated must be found. Unfortunately, only a few
examples, such as quinine sulfate (Wf¼ 70% in 0.1N H2SO4 [57]), fluorescein
(Wf¼ 95% in 0.1N aqueous sodium hydroxide [56]), and rhodamine 6G in addition
to rhodamine 101 (Wf¼ 90–100% [50]) at concentrations below 10�5M have been
characterized so far with high precision. Furthermore, as themeasurements require
comparison of the fluorescence efficiency of an unknown with a standard, careful
attention must be given to corrections for differences in solvent, temperature, the
wavelength response of monochromators and detectors, polarization effects, and
so on.

The average time a molecule spends in its excited singlet state S1 before spon-
taneous emission occurs is denoted as fluorescence lifetime, tf .

tf ¼ 1
kr þ knr

The fluorescence lifetime of a fluorophore can be described as the decrease in the
number of excited fluorophores [F(t)�] with time following optical excitation with a
infinitesimally short light pulse (d-pulse).

d FðtÞ�½ �
dt

¼ � kr þ knrð Þ FðtÞ�½ �

As the number of excited fluorophores [F(t)�] is proportional to the fluorescence
intensity I(t), integration between t¼ 0 and t yields a single exponential function
similar to a radioactive decay (Figure 1.10).

IðtÞ ¼ I0 exp � t
tf

� 	
ð1:1Þ

That is, the fluorescence lifetime can be determined bymeasuring the time it takes
the fluorescence intensity to reach 1/e of its original value I0 at t¼ 0 upon optical
excitation with a d-pulse. In the case of heterogeneous samples, for example, due to
different interaction possibilities between the biomolecule and the attached fluo-
rescent label, or for mixtures of fluorophores, the fluorescence decay has to be
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described by applying a multiexponential model.

IðtÞ ¼
X
i

ai exp � t
ti; f

� 	

X
i

ai ¼ 1

Thus, time-resolved fluorescence spectroscopy enables the quantitative assign-
ment of the relative contribution, ai, of the i-th component of the sample with a
characteristic fluorescence lifetime, ti, f.

In principle, two popular methods for the determination of fluorescence
lifetimes exist, the pulse or photon-counting and the phase modulation method
(Figure 1.10) [58]. Instead of pulsed excitation with light pulses of duration
substantially shorter than the fluorescence lifetime of the sample, the phase
modulation method excites the sample with light whose intensity is modulated
sinusoidally. The forced fluorescence emission of the sample directly follows the
excitation modulation. Because of the finite fluorescence lifetime, emission
modulation is delayed in phase by an angle relative to the excitation. In addition,
fluorescence emission is demodulated due to the fact the fluorescence quantum
yield of common fluorophores, Wf is less than 100%. Thus, fluorescence lifetime
information can be extracted from both the degree of demodulation and the phase
angle. However, as phase modulation methods are inoperative for fluorescence
lifetime measurements at the single-molecule level, the pulse method is mainly
used. The pulse method, that is, time-correlated single-photon counting
(TCSPC) [59–61], features high sensitivity and the ability to deal with low photon
count rates with a time resolution down to the ps region, that is, typical parameters
to be handled in single-molecule experiments.
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Figure 1.10 Principle of (a) phase modulation and (b) time-correlated single-photon counting
(TCSPC) for the measurement of fluorescence decays.
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TCSPC is based on the ability to detect and count individual photons. As it is a
counting process it is inherently digital in nature. Essentially, the TCSPCtechnique is
a start–stop or �stopwatch� technique. Usually, the excitation light pulse is split such
that a photodiode is triggered at the same time that the sample is excited. It is as if a
stopwatch is started at this point. When the first fluorescence photon is detected by a
photomultiplier tube (PMT), microchannel plate photmultiplier (MCP), or an
avalanche photodiode (APD) the stopwatch is stopped and the time lag measured
is collected. This experiment is repeated several times and the start/stop time lags are
plotted as a histogram to chart the fluorescence decay. The TCSPC measurement
relies on the concept that the probability distribution for emission of a single photon
after an excitation yields the actual intensity versus time distribution of all photons
emitted as a result of the excitation. Ideally, the fluorescence intensity emitted by the
sample is very low, that is, one fluorescence photon should be observed every few
hundred excitation laser pulses, to prevent so-called pile-up effects. Pile-up results
from the fact that a TCSPC experiment can record only one photon per excitation
pulse. At high photon detection count rates, that is, whenmore than onefluorescence
photon is produced per excitation cycle, the probability of detecting �early� emitted
photons (photons with shorter arrival times) is significantly higher, thus shortening
the measured fluorescence decay. To prevent pile-up effects in TCSPC measure-
ments, the power of the excitation light should be adequately reduced.

More precisely, as the exact arrival time of a fluorescence photon at the detector is
crucial for the whole TCSPCmeasurement, it is determined by the use of a constant
fraction discriminator (CFD), which sends a precisely timed signal to start the
charging of a linear voltage ramp in the time-to-amplitude converter (TAC). The
charging linear voltage ramp of the TAC is stopped by the regular electronic output of
the photodiode, which represents the highly stable and exact repetition rate of the
optical excitation. Subsequently, a pulse is output from the TAC, the amplitude of
which is proportional to the charge on the ramp, and, hence, the time between start
and stop. It has to be pointed out here that the TAC is run in the invertedmode, so that
each photon that is detected is counted. It takes a finite time to reset the voltage ramp
and if the TAC were to be started by each laser trigger, many counts would be lost
while the TAC was being reset. The pulse height is digitized by an analog-to-digital
converter and a count is stored in a multi-channel analyzer(MCA) in an address
corresponding to that number. These components are contained on a PC card. The
MCAuses a variable number of channels (usually 512–4096 channels) that determine
the time/channel. The experiment is repeated as described until the histogram of
number of counts against address number corresponds to the required precision,
given as a fixed number of counts at the maximum channel, the decay curve of the
sample. Depending on the number of channels used, at least several thousand counts
should be accumulated at the peak (Figure 1.11). The resolution of the TCSPC
measurements is limited by the spread of the transit times in the detector, by the
timing accuracy of the discriminator that receives the detector pulses, and by the
accuracy of the timemeasurements. With anMCP-PMT the width of the instrument
response function is of the order of 25–30 ps. The width of the time channels of the
histogram can be made to be less than 1 ps.
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One limitation to the analysis of TCSPCmeasurements is the fact that, in general,
the length of the laser pulse can not be neglected (Figure 1.11). Thus, the total
observed fluorescence decay R(t) is represented as a convolution of the instrument
response function (IRF) G(t) with the impulse response of the sample, which would
be obtained by applying an infinitesimally small d-pulse, F(t).G(t) contains all of the
relevant correction factors for the detector and the complete TCSPC system:

RðtÞ ¼
ðt

0

G t�ð ÞF t�t�ð Þdt� ð1:2Þ

The inverse process of deconvolution is mathematically difficult. Therefore, most
approaches fit a sum of exponentials convoluted to an instrument response function
to experimental data through an iterative convolution. In single-molecule experi-
ments, photon statistics are generally low, which renders the application of decon-
volution procedures more difficult and time-consuming. Therefore, alternative
strategies appear to be more suitable. To fully maximize the information content
of a TCSPC single-molecule fluorescence data set, statistical estimator techniques
have been shown to give the best results when dealing with the stochastic nature of
single-molecule fluorescence data. In particular, for identifying molecules based on
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Figure 1.11 Fluorescence decay curve of a red-
absorbing fluorophore and instrument
response function (IRF) with a full width half
maximum (FWHM) of 220 ps measured by
time-correlated single-photon counting
(TCSPC). For excitation, a pulsed diode laser
with a repetition rate of 10MHz and a pulse
length of 200 ps (FWHM)at 635 nm is used. The

IRF is measured at the excitation wavelength
using a scattering solution. The logarithmic plot
of the fluorescence intensity measured at
680 nm (photon counts) versus time (4096
channels, 12 ps/channel) shows a straight line
indicatingmonoexponential fluorescence decay
behavior.
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their fluorescence lifetime, pattern matching using the maximum likelihood esti-
mator (MLE) technique has been shown to give the theoretically best possible
identification for typical fluorophores with nanosecond fluorescence lifetimes
[62–65]. In addition, the use of neuronal networks for the identification of single
molecules according to their fluorescence lifetime has been shown successfully [66].
For ideal single-molecule data, it was found that the neural networks and the MLE
perform almost equally well.

Most approaches to the determination of the fluorescence lifetime of single-
molecule data were realized using a monoexponential MLE-algorithm [67, 68]:

1þ e
T
t�1

� ��1
�m e

mT
t �1

� ��1
¼ N�1

Xm
i¼1

iNi

where

T is the width of each channel
m the number of utilized time channels
N the number of photon counts taken into account
Ni is the number of photon counts in time channel i.

Typical parameters used in single-molecule data analysis are m¼ 50 and T¼ 0.2
ns [64, 65, 69]. The left-hand side of the equation is independent of the measured
experimental data and only determined by the fluorescence lifetime, t.

However, it should be considered that in most single-molecule experiments it is
not necessary to determine the fluorescence lifetime of individual unknown
species precisely. Rather, the different species and their fluorescence lifetimes are
known a priori and have thus to be identified and discriminated relative to each
other. For the identification of different fluorescent molecules it is not necessary
to collect as many photons as are necessary for an exact lifetime measurement
with the TCSPC technique. Instead, a much smaller number of photons is
sufficient [70–73]. The discrimination is achieved by comparing the raw data
with the expected fluorescence decays measured in concentrated solutions with
high precision.

1.10
Fluorescence Anisotropy

When fluorophores are excited by polarized light (e.g., by a laser), molecules whose
transition dipole moments are oriented parallel to the electric field vector E will be
excited preferentially. This photo selection similarly results in polarized fluorescence
emission, which can seriously influence lifetimemeasurements. As transition dipole
moments for absorption and emission have fixed orientations within a fluorophore,
excitation of fluorophores oriented in a rigid matrix (an organic solvent at low
temperature or a polymer at room temperature) with polarized light leads to
significant polarization effects. For excitation with linearly polarized light the
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fluorescence anisotropy, r, and polarization, P, are defined by

r ¼ Ivv�Ivh
Ivvþ 2Ivh

P ¼ Ivv�Ivh
Ivvþ Ivh

where

Ivv and Ivh are thefluorescence intensitiesmeasured upon vertical (v) excitation under
parallel (vv) or perpendicular (horizontal) (vh) oriented polarizers.

If the rotational correlation time w (the characteristic lifetime of rotational
diffusion) ismuch faster than thefluorescence lifetime, t, of thefluorophore (w	 t),
emission of the sample is completely depolarized (Ivv¼ Ivh and r¼ 0). With typical
fluorescence lifetimes of organic fluorophores in the nanosecond range and rota-
tional correlation times of the order of 100 ps, fluorescence emission of organic
fluorophores in low viscosity solvents (e.g., water) is depolarized. On the other hand,
if w is slower than t, for example, for fluorophores conjugated to large biomolecules,
measurements at lower temperatures or in solvents of high viscosity, the emission is
strongly polarized. However, the maximum anisotropy, r0, which corresponds to the
limit of a transparently frozen solvent, can only bemeasured infrequently because of
reabsorption and the different energy transfer processes that promote depolariza-
tion. Therefore, the technique offluorescence anisotropy can be used advantageously
to study protein–protein interactions or interactions between nucleic acids and
proteins in homogeneous solution.

Complete loss of anisotropy occurs when detection is performed below an angle of
54.7�, the magic angle, relative to the direction of polarization of the excitation light.
That is, anisotropy is eliminated when the angle between the emission dipole of the
fluorophore, c, and the incident excitation light corresponds to 54.7�.

r ¼ 3 cos2 c�1
2

Time-resolved fluorescence anisotropy measurements, that is, recording of the
fluorescence decay behind a polarizer in parallel and perpendicular positions relative
to the linear polarization of the pulsed excitation light, enables the construction of the
time-resolved fluorescence anisotropy decay, r(t).

rðtÞ ¼ r0 e
� t

w

For spherically symmetrical molecules the anisotropy decay can be described by a
monoexponential model. Multiexponential anisotropy decays imply that the mole-
cule under investigation exhibits unsymmetrical geometry. As rotational correlation
times of small organic fluorophores are of the order of 100 ps, a short excitation pulse
and deconvolution methods are even more important than for time-resolved fluo-
rescence measurements. With the aid of the rotational correlation time, measured
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from time-resolved anisotropymeasurements, the rotational volume of themolecule
V in the solvent of viscosity g at temperature T can be determined using the gas
constant, R.

w ¼ gV
RT
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2
Fluorophores and Fluorescent Labels

2.1
Natural Fluorophores

Substances that display significant fluorescence generally possess delocalized
electrons, formally present in conjugated double bonds. Most proteins and all
nucleic acids are colorless in the visible region of the spectrum. However, they
exhibit absorption and emission in the ultraviolet (UV) region. Natural fluorophores
in tissue include the reduced form of nicotinamide adenine dinucleotide (NADH)
and flavin adenine dinucleotide (FAD), structural proteins such as collagen, elastin,
and their crosslinks, and the aromatic amino acids, each of which has a characteristic
wavelength for excitation with an associated characteristic emission. Within the
proteins the aromatic amino acids tryptophan, tyrosine, and phenylalanine are
responsible for the fluorescence signal emitted (Figure 2.1) [1].

Among the three aromatic amino acids, tryptophan is themost highly fluorescent.
Owing to differences in fluorescence quantum yield and resonance energy transfer
from proximal phenylalanine to tyrosine or tyrosine to tryptophan, fluorescence of
proteins is usually dominated by tryptophan fluorescence. The tryptophan residues
of proteins generally account for about 90% of the total fluorescence of proteins. A
naturalfluorophore is highly sensitive to the polarity of its surrounding environment.
In general, proteins absorb light at 280 nm, andfluorescence emissionmaxima range
from 320 to 350 nm. The fluorescence quantum yield for tryptophan in different
proteins is virtually unpredictable, and may lie anywhere in a range varying from
<0.01 to around 0.35, with lifetimes well below 1ns up to �7 ns. One serious
limitation of native fluorescence detection of aromatic amino acids is their low
photostability under one- and two-photon excitation conditions, which renders the
application of native fluorescence for highly sensitive detection schemes, for exam-
ple, single-molecule fluorescence spectroscopy, almost impossible [2, 3]. In addition,
the intrinsic fluorescence of tryptophan or tyrosine residues is generally much
weaker compared with conventional fluorescent dyes.

Nucleotides and nucleic acids are generally nonfluorescent at room temperature
(Wf< 10�4) in aqueous solvents, but show a slightly increasing fluorescence yield
with decreasing temperature [4, 5]. However, some modified derivatives, such as
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7-methylguanosine and 7-methylinosine are strongly fluorescent at room temper-
ature [5]. Also deoxyadenosine derivatives bearing alkenyl side chains at C(8) are
highly fluorescent upon excitation at �280 nm with emission maxima at
�400 nm [6].

Nicotinamide adenine dinucleotide (NADH) and flavin adenine dinucleotide
(FAD) play important roles in the energy metabolism of cells. The reduced cofactor
NADH is highly fluorescent, with absorption and emission maxima at 340 and
450 nm, respectively. On the other hand, the oxidized formNADþ is nonfluorescent.
The fluorescent group in NADH is the reduced nicotinamide ring, and its fluores-
cence is partially quenched by collisions with the adenine moiety. Upon binding to
proteins, the quantum yield of NADH generally increases drastically, thus enabling
the relatively sensitive detection of native proteins carrying an NADH residue. Since
the isolation of theOld Yellow Enzyme byWarburg and Christian in 1932, the number
of known flavoproteins has increased considerably [7, 8]. Flavoenzymes, that is,
enzymes that contain the naturally fluorescent flavin cofactor as the redox-active
prosthetic group, are involved in numerous redox processes in metabolic oxidation–
reduction, photobiology, and biological electron transport [9]. Flavin cofactors are
derivatives of riboflavin, a compound better known as vitamin B2 (Figure 2.2).

Riboflavin is synthesized by bacteria and plants but has to be absorbed by higher
organisms. The enzymes flavokinase and FAD can convert riboflavin into flavin
mononucleotide (FMN) and flavin adenine dinucleotide (FAD), the cofactors com-
monly found in flavoproteins. The essential part of the flavin cofactor is the
isoalloxazine ring (Figure 2.2). FMN and FAD exhibit a characteristic yellow color,
that is, they absorb light in the visible range at �450 nm, and emit around 515 nm.
Thefluorescence spectra as well as the fluorescence quantum yield offlavins strongly
depend on the environment. In aqueous solution, riboflavin and FMN possess a
rather high fluorescence quantum yield, Wf, of 0.26 [10]. On the other hand, FAD
exhibits a much smaller fluorescence quantum yield, Wf, of 0.03, because of the
formation of an intramolecular quenching complex between the flavin and adenine
moiety [10]. As FAD is only naturally fluorescent in its oxidized form, fluctuations in
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fluorescence intensity of single flavoenzymes can be used directly to follow the
oxidation of substrates by oxygen. That is, fluctuations in the fluorescence of their
active sites can be used to examine enzymatic turnovers of single flavoenzyme
molecules [11].

Phycobiliproteins derived from cyanobacteria and eukaryotic algae constitute
another class of water soluble natural fluorophores [12]. They are found in light
harvesting structures (phycobilisomes) and are used as accessory or antenna pig-
ments for photosynthetic light collection. They absorb light in the wavelength range
of the visible spectrum that is poorly utilized by chlorophyll and, through fluores-
cence energy transfer, convey the energy to the membrane-bound photosynthetic
reaction centers, where fast electron transfer occurs with high efficiency, converting
solar energy into chemical energy. Phycobiliproteins are classified on the basis of
their color into phycoerythrins (red) and phycocyanins (blue), with absorption
maxima lying between 490 and 570 nm, and 610 and 665 nm, respectively. Energy
transfer proceeds successively from phycoerythrin via phycocyanin and allophyco-
cyanin to chlorophyll a with an overall efficiency of almost 100% [13, 14]. A minor
competing process to the deactivation of excited pigments is the emission of
chlorophyll a fluorescence. At room temperature, most fluorescence is emitted by
chlorophyll a of photosystem II, with a sharp peak around 685 nm and a broad
shoulder at about 740 nm [15].

The phycobilisomes allow the various pigments to be arranged geometrically in a
manner that helps to optimize the capture of light and transfer of energy. Accordingly,
they have a very low fluorescence yield in vivo, which increases enormously on
extractionwhen transfer to chlorophyll is prevented. Phycobiliproteins are composed
of a number of subunits, each having a protein backbone to which linear tetrapyrrole
chromophores are covalently bound. All phycobiliproteins contain several phyco-
cyanobilin or phycoerythrobilin chromophores [12–14, 16]. Each bilin has unique
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spectral characteristics, which may be further modified by interactions of the
subunits and of the chromophore with the apoprotein (Table 2.1).

B-phycoerythrin is compromised of three polypeptide subunits forming an
aggregate containing a total of 34 bilin chromophores. It exhibits an absorption
cross-section equivalent to that of �20 rhodamine 6G chromophores and has the
highestfluorescence quantumyield of all phycobiliproteins, 0.98,with afluorescence
lifetime of 2.5 ns [17–19]. B-phycoerythrin was the first species to be detected at the
single-molecule level using laser-induced fluorescence [19–21]. However, single
allophycocyanin molecules with a smaller fluorescence quantum yield of 0.68 [22]
can also be easily visualized when immobilized on a cover glass surface under
aqueous buffer [23]. Therefore, phycobiliproteins are often used as fluorescent labels
in bioanalytical applications requiring high sensitivity.

Phytochromes are biliprotein photosensors that regulate many physiological
processes in green plants, enabling them to adapt to fluctuating light environments.
A red, far-red reversible chromoprotein, phytochrome, was the first photoreceptor to
be identified [24, 25]. Phytochromes are large proteins with covalently bound linear
tetrapyrrole, that is, bilin, chromophores that transduce light signals by reversibly
photointerconverting between red-light-absorbing and far-red-light-absorbing spe-
cies, a process that typically initiates a transcriptional signaling cascade [26]. Because
of efficient double-bond isomerization in the bilin chromophores, the excited state is
rapidly depopulated. Therefore, phytochromes are comparatively poorly fluorescent
biliproteins [27]. However, by introduction of bilin analogs that lack the photoisome-
rizing double bond, strongly yellow-orange fluorescent holoproteins (phytofluors)
have been produced [28]. The ability to tag proteins of interest through fusionwith an
apophytochrome gene and to produce phytofluors within living cells has attracted a
great deal of interest and considerable effort has been spent on the investigation of
the fluorescence properties of red-emitting phytofluors using fluorescence correla-
tion spectroscopy (FCS) [29].Acomparative studywith standard organicfluorophores
demonstrated that a specific mutant of a phytochrome (PR1: phytofluor red 1)
enables even single-molecule detection upon excitation at 632.8 nm using a con-
ventional helium:neon laser [30, 31].

While phytochromes monitor the red and far-red regions of the electromagnetic
spectrum, UV-A/blue light perception is mediated by the cryptochromes, photo-

Table 2.1 Spectroscopic characteristics (absorptionmaximum, labs, emissionmaximum, lem, and
molecular weight, MW) of some prominent phycobiliproteins in aqueous buffer.

Pigment labs (nm) lem (nm) MW (kDa)

R-Phycoerythrin 565 (495) 575 240
B-Phycoerythrin 545 575 240
C-Phycocyanin 615 647 220
R-Phycocyanin 617 (555) 637 100
Allophycocyanin 652 660 100
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receptors regulating stomatal aperture in response to blue light, and the chromo-
protein encoded by the NPH1 gene. NPH1 apoprotein noncovalently binds FMN to
form the holoprotein nph1. The N-terminal region of the protein contains two
domains of about 110 amino acids (LOV1 and LOV2), which are regulated by
environmental factors that affect their redox status: light, oxygen, or voltage
(LOV) [32–34]. Moreover, both domains show bright fluorescence at�500 nm upon
excitation at �450 nm and might therefore be used as efficient alternatives to green
fluorescent proteins for genetic labeling.

2.2
Organic Fluorophores

Organic fluorophores or fluorescent dyes are characterized by a strong absorption
and emission band in the visible region of the electromagnetic spectrum. The
long-wavelength absorption band of a fluorophore is attributed to the transition
from the electronic ground state S0 to the first excited singlet state S1. As the
transition moment for this process is typically very large, the corresponding
absorption bands exhibit oscillator strengths of the order of unity. The reverse
process S1 ! S0 is responsible for spontaneous emission known as fluorescence
and for stimulated emission. Much of the knowledge we have today stems from the
time when new organic fluorescent dyes were developed as amplifying media for
dye lasers [35].

However, since the use of organic fluorescent dyes for qualitative and quantitative
determination of analytemolecules (especially for automatedDNAsequencing in the
80th), their importance for bioanalytical applications has increased considerably [36–
39].Owing to the enhanced demand forfluorescentmarkers, the development of new
fluorescent dyes has increased significantly in recent years [40–45].Usingfluorescent
dyes, extremely high sensitivity down to the single-molecule level can be achieved.
Furthermore, time- and position-resolved detection without contact with the analyte
is possible. Typically, the fluorescent probes or markers are identified and quantified
by their absorption and fluorescence emission wavelengths and intensities. The
sensitivity achievable with a fluorescent label is directly proportional to the molar
extinction coefficient for the absorption and the quantum yield of the fluorescence.
The extinction coefficient typically hasmaximumvalues of about 105 lmol�1 cm�1 in
organic fluorophores and the quantum yield may approach values close to 100%.
Absorption and emission spectra, in addition to the fluorescence quantum yield and
lifetime, are dependent on environmental factors. Furthermore, for labeling of
biological compounds, for example, antibodies or DNA/RNA, the dye must carry
a functional group suitable for a mild covalent coupling reaction, preferentially with
free amino or thiol groups of the analyte. In addition, the fluorophore should be as
hydrophilic as possible to avoid aggregation and nonspecific binding in aqueous
solvents.

Suitable organic fluorescent dyes are distinguished by a high fluorescence
quantum yield. That is, upon excitation into the excited singlet state and subsequent
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relaxation to the lowest vibronic level of S1, the radiative decay to the singlet ground
state S0 is the preferred deactivation pathway. However, there are many nonradiative
processes that can compete efficiently with light emission, and thus reduce the
fluorescence efficiency to a degree that depends, in a complicated fashion, on the
molecular structure of the dye. Internal conversion, that is, the nonradiative decay of
the lowest excited singlet state S1 directly to the ground state S0, ismainly responsible
for the loss of fluorescence efficiency of organic dyes [46]. One important factor that
substantially lowers the fluorescence quantum yield of organic dyes is structural
flexibility. For example, phenolphthalein is practically nonfluorescent in alkaline
solution due to the rotational mobility of the phenyl rings (Figure 2.3). Therefore, the
introduction of an oxygen bridge causes a strong increase in fluorescence quantum
yield. The resulting fluorescein dye exhibits a strong fluorescence intensity in basic
solutions (Figure 2.3).

Since the introduction of fluorescein isocyanate for immunofluorescence by
Coons et al. [47], it has been the fluorophore of choice in many applications.
Fluorescein exhibits a high fluorescence quantum yield of 0.90 and a Stokes shift
of 22 nm (labs¼ 494 nm; lem¼ 526 nm) at pH 9.0. Furthermore, the dye is fairly
hydrophilic. Therefore, it shows only a slight nonspecific affinity to biological
material. Subsequently, the isocyanate has been replaced as the active intermediate
for covalent coupling by isothiocyanate and N-succinimidyl esters (NHS), being
more convenient and safe derivates. On the other hand, the extinction coefficient and
the fluorescence quantum yield and lifetime are strongly pH dependent, and
decrease with deceasing pH value. Furthermore, fluorescein derivatives exhibit a
comparably low photostability in aqueous solvents, the preferred solvent for biologi-
cal applications.

Another pathway of internal conversion which is, to a first approximation,
independent of temperature and solvent viscosity, and occurs efficiently in certain
dyes even if their chromophore is fully rigid and planar, is hydrogen vibrations [46].
The process involves the conversion of the lowest vibronic level of the excited state to a
higher vibronic level of the ground state. It can be expected that only those hydrogen
atoms that are directly attached to the chromophore of the dye will influence the
nonradiative deactivation. Indeed, replacement of hydrogen by deuterium, that is, by
dissolving the dye in monodeuterated methanol, reduces the rate of nonradiative
decay and thus increases thefluorescence efficiency [48]. Themechanism is ofminor
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Figure 2.3 Molecular structures of phenolphthalein and fluorescein in basic solution, pH 9.0.
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importance in dyes that emit in the visible range, but can seriously reduce the
fluorescence efficiency of infrared dyes. Therefore, long-wavelength (>700 nm)
absorbing fluorophores generally exhibit only very poor fluorescence intensities,
especially in aqueous surrounding.

Besides fluorescence quenching via photoinduced electron transfer (PET) or
fluorescence resonance energy transfer (FRET), a molecule excited to S1 may enter
a triplet state and relax to the lowest level T1. The occupation of triplet states is
undesirable with respect to single-molecule fluorescence applications for various
reasons. Firstly, owing to the relatively long lifetimes of triplet states, the chromo-
phore might be excited into higher excited triplet states and undergo irreversible
chemical reactions, that is, it might photobleach. Secondly, provided the dye resides
in the triplet state, no fluorescence photon can be detected, thus decreasing the
number of detected fluorescence photons. On the other hand, photoinduced reverse
intersystem crossing might occur, which induces complicated photophysics and
renders the interpretation of single-molecule data more difficult. That is, excitation
into higher excited triplet states might repopulate the singlet manifold, because
singlet and triplet energies are better matched in higher excited states, and/or some
of the restrictions of intersystem crossing are relaxed due to the different nature of
the triplet symmetry [49, 50]. Therefore, in some organic fluorescent dyes the triplet
lifetime can be reduced by increasing the excitation intensity, that is, with increasing
excitation intensity the dye is pumped into higher excited triplet states, thus inducing
reverse intersystem crossing [51–54].

Furthermore, the intrinsic intersystem crossing rate can be enhanced if the dye is
substituted with heavier elements, which increase the spin–orbit coupling [46]. This
effect can be demonstrated by comparing the fluorescence quantum yield of some
fluorescein derivatives (Figure 2.4).

While fluorescein has a triplet yield of �0.03 in basic solution, the triplet yield of
eosin, a fluorescein derivative bearing four bromine substituents was found to be
0.76 [55]. On the other hand, substitution of bromine by chlorine atoms has very little
effect on the intersystem crossing rate of fluorescein. However, replacement of the
oxygen atoms at the 3- and 6-positions by sulfur yields the dye dithiofluorescein, a
fluorescein derivative with an absorption maximum in basic ethanol at 635 nm,
which is absolutely nonfluorescent [46].
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Figure 2.4 Molecular structures of eosin and dithiofluorescein in basic solution, pH 9.0.
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2.3
Different Fluorophore Classes

Coumarin derivatives were used successfully as efficient laser dyes because of their
marked Stokes shift, a property that was used to achieve a wide tuning range in dye
lasers. Coumarins can essentially be described by two mesomeric forms, one
nonpolar form with a low dipole moment and a more polar form with a higher
dipolemomentwhere a positive charge is located on the nitrogen atomand a negative
charge is on the oxygen atom (Figure 2.5).

In the electronic ground state S0 of coumarins, the nonpolar mesomeric structure
is predominant and the polar form makes only a minor contribution to the actual
p-electron distribution. The more polar mesomeric form is stabilized if the dye
molecule is surrounded by polar solvent molecules. Therefore, the absorption
maximum of coumarin dyes is generally shifted to longer wavelengths with increas-
ing solvent polarity. In the electronic excited state S1, themore polarmesomeric form
is predominant. That is, the electric dipolemoment in coumarin dyes increases upon
optical excitation. This induces the rearrangement of the surrounding solvent
molecules and stabilizes the excited state, which lowers the energy of the excited
state considerably. Therefore, coumarin derivatives exhibit a large Stokes shift as
compared with, for example, rhodamine or oxazine dyes. Figure 2.6 shows the
molecular structure of some prominent coumarin derivatives. Usually, coumarin
derivatives are coupled covalently to biomolecules using activated carboxyl functions,
as for example in the case of 7-diethylaminocoumarin-3-acetic acid (Figure 2.6) [56].
As electron donating alkyl groups stabilize the positive charge on the nitrogen atom
in the more polar mesomeric form, a shift in the absorption band to longer
wavelengths occurs from Coumarin 120 (labs¼ 351 nm, lem¼ 440 nm) via Couma-
rin 1 (labs¼ 373 nm, lem¼ 460 nm) toCoumarin 102 (labs¼ 390 nm, lem¼ 480 nm).
Finally, it was found that the absorption and emission characteristics of coumarin
derivatives can be further extended towards longer wavelengths if a heterocyclic
substituent is introduced into the 3-position (see Coumarin 6 with labs¼ 455 nm,
lem¼ 540 nm in methanol). As a typical example of Coumarin dyes, Coumarin 1
exhibits a molar extinction coefficient of 23 500M�1 cm�1 at 373.25 nm [57] and a
fluorescence quantum yield of 0.73 [58].

It has been known for more than two decades that the fluorescence of
7-aminocoumarins is quenched by a variety of organic electron donors and accep-
tors [59]. In general, donors with half-wave oxidation potentials that are less positive

O OH2N H2N
+ -O O

CH3CH3

Figure 2.5 Two mesomeric forms of Coumarin 120. In methanol Coumarin 120 exhibits an
absorption and an emission maximum of 351 and 440 nm, respectively.
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than 1.0 V versus SCE (standard calomel electrode) and acceptors with reduction
potentials less negative than �1.5 V versus SCE are candidates for diffusion limited
quenching of coumarin singlet states. However, it was discovered only recently that
coumarin derivatives are quenched via photoinduced electron transfer (PET) by the
four different DNA bases in a specific manner. Therefore, coumarin dyes are
sometimes denoted as �intelligent� dyes [60]. An intelligent dye is one that has a
fluorescence lifetime that depends on theDNAbase to which it is bound. The shift in
lifetime is caused by excited-state interactions between the fluorescent dye and the
DNA base. The base-specific fluorescence quenching efficiency results in different
fluorescence lifetimes, which can be used for identification of the base type. A dye
that is appropriate for this purpose is Coumarin 120. Phosphothioate modified
nucleotides labeled with C-120 influence the fluorescence lifetime and quantum
yield of Coumarin 120 in a peculiar manner. The four conjugates have fluorescence
lifetimes between 5.3 and 1.9 ns for the Coumarin 120 adenosine and guanosine
conjugate, respectively. Depending on the redox properties of the DNA base, the dye
is reduced or oxidized in its excited state. Themeasured fluorescence quantum yield
and lifetime strongly depend on the DNA base, and on the length and type of linker
connecting the base and the chromophore [61].

Unfortunately, most coumarins have a very low photochemical stability, which
renders their use in single-molecule spectroscopic applications more difficult. The
quantum yield of photobleaching under moderate one-photon excitation (OPE)
conditions is of the order of 10�3–10�4, which is two orders of magnitude larger
than the photobleaching yield of rhodamine dyes [62]. Brand and coworkers studied
fluorescence bursts from single Coumarin 120 molecules using OPE at 350 nm and
two-photon excitation (TPE) at 700 nm in aqueous solution [63]. Their results give
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Figure 2.6 Molecular structures of different coumarin derivatives (Coumarin 1, Coumarin 102,
Coumarin 6, and 7-diethylaminocoumarin-3-acetic acid).
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clear evidence that OPE at a high irradiance results in two-step photolysis via the first
electronic excited singlet and triplet states, S1 and T1, producing dye radical ions and
solvated electrons. Hence, this additional photobleaching pathway limits the appli-
cable irradiance for OPE. Using coherent TPE for single-molecule detection, satu-
ration of the fluorescence was observed for a high quasi-CW (continuous wave)
irradiance (108Wcm�2), whichmay also be caused by photobleaching. Furthermore,
TPE is deteriorated by other competing nonlinear processes (e.g., continuum
generation in the solvent), which only occur above a certain threshold irradiance.
They concluded that the single-molecule detection sensitivity of Coumarin 120
molecules is enhanced substantially by using TPE, primarily due to the higher
background with OPE at UV wavelengths.

Alexa Fluor 350 and 430, and the two dyes ATTO 390 and ATTO 425, belong to a
class of commercially available coumarin derivatives for biological labeling applica-
tions. Their absorption maxima are reflected in their names, that is, the absorptions
maxima are at�350, 430, 390, and 425 nm, respectively. The emissionmaxima of the
three coumarins are located around 445, 545, 480, and 485 nm, respectively. They
exhibit extinction coefficients in the range of 20 000–50 000M�1 cm�1 with fluores-
cence quantum yields of up to 0.90 and lifetimes of between 3 and 4 ns.

Today, most (bio)analytical applications requiring high sensitivity use xanthene
dyes that absorb and emit in the wavelength region from 500 to 700 nm. Owing to
their structural rigidity, xanthene dyes show high fluorescence quantum yields. As
withfluorescein dyes, xanthenes exhibit a small Stokes shift of about 20–30 nm. They
are applied as complementary probes together with other fluorophores in double-
label staining, as energy donors and acceptors in FRET experiments, and as
fluorescent markers in DNA sequencing and immunoassays. Xanthene dyes are in
general far more stable than fluorescein and coumarin derivatives under aqueous
conditions [45, 64]. As most commercially available ATTO and Alexa dyes absorbing
and emitting in the wavelength range between 480 and 630 nm belong to the class of
xanthene dyes, this fluorophore class will be introduced in more detail. To increase
the water solubility of the fluorophores for bioanalytical applications, the xanthene
chromophores are often modified by the attachment of sulfonate groups.

The p-electron distribution in the chromophore of the xanthene dyes can be
described approximately by two identicalmesomeric structures, inwhich the positive
charge is located on either of the two nitrogen atoms (Figure 2.7). Unlike the
coumarin dyes, the two forms have the same weight, and thus in xanthene dyes
there is no static dipole moment parallel to the long axis of themolecule in either the
ground or excited states.

The transition moment of the main long-wavelength absorption band is oriented
parallel to the long axis of the molecule. Interestingly, some transitions at shorter

NN O O NN
+ +

Figure 2.7 Two identical mesomeric structures of xanthene dyes.
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wavelength are oriented perpendicular to the long axis [65]. The absorption spectrum
of xanthene dyes is determined by the symmetrical p-electron system extending
across the diaminoxanthene frame. Because the dipole moment does not change
upon excitation, the absorption maximum shows only little dependence on the
polarity of the solvent. On deprotonation of the carboxyl group, for example, in
Rhodamine B or Rhodamine 101 (Figure 2.8), a small hypsochromic shift to shorter
wavelengths occurs [46]. In contrast tofluorescein derivatives, the esterified xanthene
derivatives, such as Rhodamine 630 and Rhodamine 6G, do not show a pH-
dependent absorption or emission spectrum.

Thefluorescence efficiency of xanthene dyes shows a peculiar dependence on the
substitution pattern of the amino groups. If the amino groups are fully alkylated, as
in the case of Rhodamine B, the fluorescence efficiency is strongly dependent on
solvent viscosity and temperature. These effects can be attributed to some type of
mobility of the diethylamino groups in the excited state, which is enhanced by
increasing temperature and reduced by increasing viscosity. However, the decrease
in fluorescence lifetime by changing from ethanol to water, a solvent with nearly
similar viscosity, demonstrates that other solvent properties, such as solvent
polarity, also influence the excited-state lifetime and thereby the fluorescence
efficiency (Table 2.2). Although only of minor importance for xanthene dyes
absorbing and emitting between 500 and 600 nm, it strongly reduces the fluores-
cence lifetime and quantum yield of xanthene and oxazine derivatives absorbing
and emitting above 600 nm. On the other hand, if the amino groups are only
partially alkylated or incorporated in six-membered rings, for example, in the case
of Rhodamine 630, Rhodamine 101, and Rhodamine 6G, the fluorescence effi-
ciency is close to unity and virtually independent of solvent polarity and temper-
ature (Table 2.2).

Although Rhodamine B and Rhodamine 101 carry an unesterified carboxyl group,
this group is not amenable to covalent coupling to analyte molecules, due to steric
hindrance. Usually, xanthene dyes are coupled to analytes via an additional reactive
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Figure 2.8 Molecular structures of Rhodamine B, Rhodamine 6G, Rhodamine 101, Rhodamine
630, Rosamine 1, and Pyronin 630.
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carboxyl group (typically activated as NHS) attached to one of the amino groups or to
the carboxyphenyl ring. As the carboxyphenyl substituent is held in a position almost
perpendicular to the xanthene moiety, it is not part of the chromophore system.
Hence it has only minor influence on the absorption and emission spectrum of
the dye.

Removal of the bulky o-carboxyl group leads to so-called rosamines, which show
reduced quantumefficiency influid solvents such as ethanol,methanol, orwater [44].
In Rosamine 1 (Figure 2.8) the steric hindrance for torsion of the phenyl group is
reduced, leading to a configuration inwhich the planes of the phenyl substituents and
the xanthene ring system can nearly approach coplanarity in the first excited state.
This process can result in a state with charge transfer character and a reduced S1�S0
energy gap. Hence, the internal conversion rate increases as demonstrated by a
reduced fluorescence efficiency and lifetime (Table 2.2). In this double-potential
minimum model, the height of the potential barrier and the energy difference
between the initial and the final states are controlled by solvent viscosity and polarity
as well as by steric and electronic properties of the chromophore and the phenyl
substituents [44]. Therefore, rosamine derivatives with strong electron donating or
accepting phenyl substituents, for example, with p-amino or p-nitro phenyl sub-
stituents, show only weak fluorescence efficiency.

Rhodamine dyes that carry a free o-carboxyl group can exist in several forms. The
deprotonation is enhanced by dilution or by adding a small amount of a base. The
deprotonated zwitterionic form exhibits an absorption maximum shifted to shorter
wavelengths (3–10 nm). In nonpolar solvents such as acetone, the zwitterionic form
is not stable and forms an intramolcular lactone in a reversible fashion. The lactone is
colorless because the p-electron system of the dye is interrupted. A further inter-
esting characteristic of xanthene derivatives consists in the fact that they are
selectively quenched upon contact formation with the DNA base guanine and the
amino acid tryptophan via photoinduced electron transfer [66–74]. Both guanine and

Table 2.2 Spectroscopic characteristics
(absorption maximum, labs, emission
maximum, lem, and fluorescence lifetime, t) of
various xanthene derivatives in aqueous buffer
and ethanol at 25 �C. Fluorescence quantum
yields are given only for ethanolic dye solutions.
To ensure protonation of the o-carboxyl group in
Rhodamine B and Rhodamine 101,

measurements were performed in aqueous
buffer at pH 3.0 and upon addition of a drop of
trifluoroacetic acid to 1ml of alcoholic dye
solution, respectively. Typically, xanthene dyes
exhibit extinction coefficients in the range of
1� 105 to 1.3� 105M�1 cm�1 in alcoholic
solutions.

Xanthene derivative labs (nm) lem (nm) t (ns) Wf (in ethanol)

Rhodamine B 557/552 578/579 1.43/2.28 0.55
Rhodamine 6G 526/530 556/556 3.89/3.79 0.95
Rhodamine 101 579/574 608/601 4.17/4.28 0.92
Rhodamine 630 564/563 588/587 4.04/4.06 0.97
Rosamine 1 565/562 592/589 2.68/3.76 0.88
Pyronin 630 559/559 579/579 3.69/3.72 0.92
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tryptophan act as efficient electron donors quenching the excited singlet state of
xanthene derivatives efficiently.

There are several functional xanthene derivatives commercially available for
biological labeling: ATTO 488, ATTO 520 and ATTO 532 related to Rhodamine
6G, ATTO 550 related to Rhodamine B, ATTO 565 related to Rhodamine 630, ATTO
590, and ATTO 594. The molecular structures of the Alexa derivatives Alexa 488,
Alexa 532, Alexa 546, Alexa 568, Alexa 594, and Alexa 633 are also based on the
xanthene chromophores shown in Figure 2.8 [75].

Owing to the small number of compounds that demonstrate intrinsic fluores-
cence above 600 nm, the use of near-infrared (NIR) fluorescence detection in
bioanalytical samples is a desirable alternative to visible fluorescence detection.
This fact has prompted current efforts towards the use of NIR dyes for bioanalytical
applications. However, there are few chromophores that show sufficient fluores-
cence quantum yields in the NIR region, especially in aqueous surroundings, and
that can be coupled covalently to analyte molecules [76]. This finding is due to the
fact that at longer wavelengths the fluorescence efficiency tends to decrease with
decreasing energy difference between S1 and S0. As already mentioned, hydrogen
vibrations in particular lead to a decreased quantum yield in the red-near-IR region.
The quanta of hydrogen vibrations have the highest energies for organic com-
pounds. Thus, hydrogen vibrations are most likely to contribute to internal
conversion between S1 and S0. This mechanism, which is expected only for those
hydrogens that are attached directly to the chromophore, seriously reduces the
fluorescence efficiency of infrared dyes [45, 46]. Therefore, only a limited number
of fluorescent dyes with sufficient quantum yields that absorb at wavelengths above
620 nm are known, and fewer still are available in reactive form for conjugation
with biomolecules.

There are several other advantages to using fluorescent dyes that absorb in the red
over those that absorb at shorter blue and green wavelengths. Themost important of
these advantages is the reduction of the background signal, which ultimately
improves the sensitivity achievable. There are three major sources of background:
(i) elastic scattering, that is, Rayleigh scattering, (ii) inelastic scattering, that is,
Raman scattering, and (iii) fluorescence from impurities. The efficiency of both
Rayleigh and Raman scattering are dramatically reduced by shifting to longer
wavelength excitation (scales with 1/l4). Likewise, the number of fluorescent
impurities is significantly reduced with longer excitation and detection wavelengths.

One class of red-absorbing fluorophores constitute cyanine dyes [77–80]. Cyanine
derivatives belong to the class of polymethine dyes, that is, planar fluorophores with
conjugated double bonds where all atoms of the conjugated chain lie in a common
plane linked by s-bonds (see Section 1.1). Cyanine dyes can be best described by
two identical mesomeric structures R2N[CH¼CH]nCH¼NþR2$R2N

þ¼CH
[CH¼CH]nNR2, where n is a small number that defines the longest wavelength
absorption, and the nitrogen and part of the conjugated chain usually form part of a
heterocyclic system, such as imidazole, pyridine, pyrrole, quinoline, or thiazole.
Figure 2.9 gives the molecular structure of some commercially available symmetric
(e.g., Cy5) and asymmetric (e.g., Dy-630) cyanine derivatives. As in the case of
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xanthene dyes, there is no static dipolemoment parallel to the long axis of symmetric
cyanine derivatives in either the ground or the excited states, because the two
mesomeric forms have the same weight.

Cyanine dyes are widely used in ultrasensitive imaging and spectroscopy, espe-
cially for biological applications. The absorption can be tuned through the visible and
near-infrared region by variation of the length of the polymethine chain joining the
two heads of the cyanine dye. As can be seen in Table 2.3 each additional double bond
shifts the absorption maximum by roughly 100 nm towards the red (see Cy3 !
Cy5 ! Cy7). Themolar extinction coefficients of cyanine derivatives are comparably
high and lie between 1.2 and 2.5� 105M�1 cm�1 [81–83]. On the other hand, the
fluorescence quantum yield only varies between 0.04 and 0.4 with lifetimes in the
range of a few hundred picoseconds (0.2–1.0 ns). In addition, cyanine dyes are less
photostable than xanthene dyes, especially under single-molecule conditions [84] and
some derivatives (Cy5) are destroyed by environmental ozone [85].

Fluorescence experiments have revealed several expected and also unexpected
photophysical phenomena of cyanine derivatives (especially Cy5), such as cis–trans
isomerization, off-states in addition to triplet formation, and complex photobleach-
ing pathways including nonfluorescent intermediates that still absorb light in the
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Figure 2.9 Molecular structures of the cyanine derivatives Cy3, Cy3B, Cy5, Alexa 647, Cy5.5, and
Dy-630.
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Table 2.3 Spectroscopic characteristics (absorption maximum, labs, emission maximum, lem)
of various cyanine derivatives in aqueous buffer at 25 �C. Cy5, for example, exhibits a fluorescence
quantumyield of 0.27, a lifetimeof 0.91 ns, and amolar extinction coefficient of 2.5� 105M�1 cm�1.

Cyanine derivative labs (nm) lem (nm)

Cy3 548 562
Cy3B 558 572
Cy3.5 581 596
Cy5 647 664
Alexa 647 649 666
Cy5.5 673 692
Cy7 747 774
Dy-630 627 651
Dy-640 627 667
Dy-650 646 670

Figure 2.10 Molecular structures of oxazine 1, the oxazine derivativeMR121, Rhodamine 800, the
Rhodamine derivatives Alexa 594 and JA 22, and ATTO 611x .

2.3 Different Fluorophore Classes j45



visible range [86–89]. A fluorescence correlation spectroscopy study of Cy5 showed
that for most excitation conditions that are relevant for ultrasensitive fluorescence
spectroscopy, a photostationary equilibrium is established between the cis- and trans-
forms, where approximately 50% of the Cy5 dye molecules can be expected to be in
their nonfluorescent cis-states [87]. The rate constant for cis–trans isomerization in
water was measured to be 2.5� 107 s�1 under moderate excitation conditions (>10
kWcm�2). To reduce cis–trans isomerization in Cy3B, the polymethine structure has
been made more rigid by the incorporation of three 6-membered rings (Figure 2.9).
Therefore, Cy3B exhibits a fluorescence quantum yield of 0.70 and a prolonged
fluorescence lifetime of 2.8 ns.

However, a method of stabilizing normal cyanine dyes in solution has been
developed and is used extensively in single-molecule experiments, by applying an
oxygen scavenging system and thus retracting the main reason for the photobleach-
ing of the cyanine dyes [90]. The oxygen scavenging system is composed of
phosphate-buffered saline (PBS), pH 7.4, containing 10% (wt/vol) glucose, 12.5%
(vol/vol) glycerin, 50–100 mgml�1 glucose oxidase, 100–200 mgml�1 catalase, and
0.4–0.8mMDTT. To quench the lifetime of the triplet states in the absence of oxygen,
100mM b-mercaptoethylamine (MEA) is added as a triplet quencher. Consequently,
cyanine derivatives have emerged as a set of standard dyes inmanymulticolor single-
molecule assays.

Recently [91, 92], it was demonstrated that the commercially available cyanine
derivatives Cy5 and Alexa 647 can intriguingly act as efficient reversible single-
molecule photoswitches, and that the fluorescent states of these, after apparent
photobleaching by 633 nm excitation, can be restored by irradiation in the range of
�300–532 nm. Besides the importance of single-molecule photoswitches, for exam-
ple, for optical data storage, this finding implies limitations for the use of cyanine
dyes such as Cy5 and Alexa 647 as acceptors in single pair fluorescence resonance
energy transfer (sp-FRET) experiments.

In addition to cyanine derivatives, xanthene derivatives are also available with
absorption and emissionwavelengths above 620 nm. For example, it has been known
for a long time that if the central carbon group of a pyronin or rhodamine dye is
replaced by a nitrogen atom, a compound is obtainedwhose absorption and emission
are shifted by about 100 nm to longer wavelengths [46]. Such planar oxazine
derivatives are rigid and exhibit suitable spectroscopic characteristics in the wave-
length region 580–700 nm. The exchange of the carboxyphenyl substituent by an
electron-accepting group at the central carbon has an effect similar to the introduc-
tion of a nitrogen atom (see Figure 2.10 and comparewith the data inTable 2.4). In the
case of a cyano group, the resulting rhodamine derivative exhibits absorption and
emission spectra shifted by about 100 nm. The squares of the frontier orbital
coefficients, calculated with semiempirical methods, show that the electron density
at the central carbon of a pyronin chromophore is zero in the HOMO but high in the
LUMO. By introduction of an electron acceptor at this position, as in case of
Rhodamine 800, or exchange of the methane group by a more electronegative atom,
as in case of oxazine 1, the energy of the LUMO decreases, resulting in a decreased
excitation energy.
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Another possibility for shifting the absorption maximum towards longer
wavelengths is the addition of two double bonds in the nitrogen-containing rings
of xanthene derivatives. This strategy is used to shift the absorption spectrum of
organic fluorescent dyes such as Alexa 568, Alexa 594, Alexa 633, and ATTO 590.
Owing to the two additional double bonds, the absorption and emission maxima
shifts to longer wavelengths are of about 30 nm (Table 2.4). Alternatively, the
oxygen atom in rhodamine derivatives can be exchanged by a tetrahedral carbon
atom. The absorption maxima of the resulting carbopyronin or carborhodamine
dyes (e.g., ATTO 611x or ATTO 635) exhibit a 40–80 nm shift towards longer
wavelengths, as compared with the corresponding oxygen-bridged dyes. On the
other hand, ATTO 611x exhibits a remarkable Stokes shift of 70 nm in aqueous
solvents (Table 2.4).

Table 2.4 Spectroscopic characteristics
(absorption maximum, labs, emission
maximum, lem, and fluorescence quantum yield
Wf) of various red-absorbing and emitting dyes

in aqueous buffer (or ethanola) at 25 �C.
Fluorescence lifetimes in water vary between
�0.5 ns for ATTO 725 and �4 ns for ATTO 590
or JA 22.

Fluorophore labs (nm) lem (nm) Wf

Boidpy FL 504 513
Bodipy 630/650 632 640
Rhodamine 800 682a 698a 0.19a

Oxazine 1 645a 667a

MR121 661 673
JA 22 621a 642a 0.90a

Alexa 594 590 617
ATTO 590 594 624 0.80
ATTO 594 601 627 0.85
Alexa 610 612 628
ATTO 610 615 634 0.70
ATTO 611x 611 681 0.35
ATTO 620 619 643 0.50
Alexa 633 632 647
ATTO 633 629 657 0.64
ATTO 635 635 659 0.25
ATTO 637 635 659 0.29
ATTO 647N 644 669 0.65
ATTO 655 663 684 0.30
Alexa 660 663 690
Alexa 680 679 702
ATTO 680 680 700 0.30
Alexa 700 702 723
ATTO 700 700 719 0.25
ATTO 725 725 752 0.10
ATTO 740 740 764 0.10
Alexa 750 749 775
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To summarize, red-absorbing rhodamine, oxazine, and carborhodamine or
carbopyronin derivatives exhibit a high fluorescence quantum yield of up to
0.90 with lifetimes of 2.0–4.0 ns in alcoholic solutions. Usually, the fluorescence
lifetime of xanthene derivatives absorbing and emitting above 620 nm shows a
marked decrease on changing from ethanol to an aqueous environment [45].
Exceptions are dyes derived from JA 22 (Figure 2.9). This rhodamine derivative
JA 22, with the tetrachlorocarboxyphenyl substituents, also shows a fluorescence
efficiency of close to unity in an aqueous buffer. Finally, it has to be noted that all
long-wavelength absorbing rhodamine, oxazine, and carborhodamine or
carbopyronin derivatives show a much higher photostability than their related
cyanine derivatives.

Finally, bora-diaza-indacene derivatives have to be considered, which span
the visible spectrum from 500 to �650 nm. These so-called Bodipy dyes are
unusual in that they are relatively nonpolar, they exhibit only a small Stokes
shift, and the chromophore is electrically neutral. Therefore, they tend to bind
nonspecifically to biomolecules in aqueous surroundings. On the other
hand, they exhibit extinction coefficients and quantum yields comparable to
xanthene derivatives.

Interestingly, some of the red-absorbing xanthene derivatives show a loss of
absorption and emission under basic conditions, for example, while coupling the
activated dye to amino functions of a biomolecule at pH �9.0. Unfortunately, all
triphenylmethane and related dyes show a tendency to react at the central carbon
with nucleophiles, for example, hydroxide ions, if this carbon is sterically
available. Therefore, some of the above mentioned derivatives become colorless
on addition of a base to their aqueous solutions, due to the formation of a so-called
pseudobase. In the pseudobase thep-electron system is interrupted and therefore
the long-wavelength absorption is lost. Although this process is reversible,
subsequent reactions, for example, with oxygen, may lead to an irreversible
destruction of the dye. It has to be pointed out that the tendency for the formation
of the pseudobase is strongly controlled by the structure of the dye. Furthermore,
other destructive, that is, irreversible, reactions also tend to increase with
increasing absorptionmaximum. In the case of �normal� rhodamines, the central
carbon of the chromophore is protected by the carboxyphenyl substituent.
Therefore, rhodamine derivatives, such as JA 22 or Alexa 594, are completely
stable even in strong basic solutions. Due to the decrease in fluorescence
quantum yield with increasing absorption wavelength, it is advisable to work
with red-absorbing fluorescent dyes whose absorption and emission maxima lie
between 620 and 700 nm.

Owing to their outstanding chemical and photochemical stabilities and their high
fluorescence quantum yields, rylene derivatives have been established as alternative
fluorophores, especially in single-molecule fluorescence spectroscopy. The compa-
rably high photostability of rylene dyes immobilized in different polymeric matrices
enables the observation of photophysical processes, for example, photon antibunch-
ing and electron or energy transfer, at the single-molecule level over extended periods
of time [93–98]. Perylenetetracarboxdiimide (PDI) represents the key structure from
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which new types of fluorophores, important intermediates, and various functional
perylene dyes are derived. Depending on the substitution pattern, PDI exhibits an
absorption maximum between 520 and 580 nm with a typical Stokes shift of
30–40 nm. The fluorescence quantum yield is close to unity with the fluorescence
lifetime in the range of 4–5 ns. Extension of PDI by one naphthalene results in
terrylenediimide derivatives (TDI) (Figure 2.11) with absorption maxima shifted by
about 100 nm to the red. By extending the aromatic p-system, the molar extinction
coefficient also increases from 60 000M�1 cm�1 (PDI) to 93 000M�1 cm�1 (TDI).
One limitation of perylene derivatives is represented by their low water solubility.
Therefore, strategies based on the incorporation of sulfonated phenoxy groups have
been developed to make new red-absorbing water-soluble TDI derivatives available
for biological labeling applications [93].

2.4
Multichromophoric Labels

As an alternative to conventional organic fluorescent dyes, fluorescent nano-
and microspheres imbedded with organic fluorescent dyes can be used. They
have been developed and then conjugated to antibodies or streptavidin for
immunological studies using flow cytometry, fluorescence microscopy, and
ELISAs (enzyme-linked immunosorbent assay) [99–102]. Furthermore, fluo-
rescent spheres or beads can be synthesized with other surface functional
groups, for example, carboxy-, aldehyde-, sulfate-, or amino-modified, to enable
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Figure 2.11 Basic molecular structures of the perylene dyes perylenetetracarboxdiimide (PDI) and
terrylenediimide (TDI).
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conjugation to the molecule of interest. These brightly fluorescent nano- and
microspheres are available with diameters from 20 nm to several mm. With
respect to the fluorescent dyes embedded, they absorb and emit in the visible
range from 400 to 700 nm. Owing to the incorporation of the fluorophores into
polystyrene or silica, fluorescent spheres posses many advantages, such as high
photostability and signal-to-noise ratio, and environmental insensitivity.
Furthermore, homogeneously fluorescing spheres can be used advantageously
for calibration and alignment of fluorescence microscopes and flow
cytometers. However, even the smallest fluorescent spheres with a size of
20–40 nm are much larger than organic fluorophores with a size of �1 nm,
which seriously deteriorates the binding and interaction characteristics
of labeled biomolecules, for example, antibodies with a size of <10 nm
(Figure 2.12).

Instead of the organic fluorescent dyes, luminescent dyes with long lifetimes in
the region of hundreds of nanoseconds to milliseconds can be incorporated into
micro- and nanospheres. Besides rare earth metal chelates such as Eu(III)- or Tb
(III)-complexes, Pt- and Pd-porphyrin complexes, and ruthenium, osmium or
rhenium complexes with polypyridyl ligands are useful long-lived luminescent
dyes [103–107]. In combination with time-resolved or time-gated detection
schemes, these long-lived luminescent dyes, with lifetimes much longer than that
of conventional fluorescent dyes, and autofluorescence are suited to the highly
sensitive detection of targetmolecules in biological samples, for example, tissue. In
addition, some of these dyes feature long-wavelength emission at�600 nm, which

Figure 2.12 A IgGantibody labeledwith a fluorescent nanospherewith a size of 20 nmare shown to
scale. Comparison of the size of the fluorescent dyes embedded (�1 nm) and the sphere (20 nm)
clarifies the different proportions.
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is well separated from the excitation peak at <400 nm. On the other hand, these
compounds are prone to quenching by oxygen. Therefore, these materials have to
be encapsulated inmaterial that is impermeable to oxygen. An additional limitation
to the use of luminescent nano- or microspheres is their long lifetime,
which seriously limits the maximum number of photons detectable within a
given time.

The need to detect as many different analyte molecules as possible simulta-
neously has driven the development of multicolor or multiparameter strategies,
that is, the development of fluorescent labels that can be excited at single wave-
lengths with comparable efficiency, but emit at different wavelengths. This can be
achieved, for example, by the incorporation of two or more differently absorbing
and emitting organic fluorophores into microspheres that can undergo fluores-
cence resonance energy transfer (FRET). Each microsphere contains one class of
dyes that absorbs at the desired excitation wavelength. In addition, each micro-
sphere contains one or more longer-wavelength dyes, which are carefully chosen to
create an energy transfer cascade that guarantees efficient energy transfer from the
initially excited dye to the longest-wavelength dye. Ideally, the excitation energy is
transferred quantitatively fromdye to dye so that only the longest-wavelength dye in
the cascade emits significant fluorescence. As these microspheres exhibit a large
Stokes shift, they are ideally suited to detection in samples with significant Rayleigh
or Raman scattering or strong autofluorescence. Depending on the dye composi-
tion, 40 nm nanospheres (so-called TransFluoSpheres) can be prepared that can be
excited efficiently at 488 nm but emit at 560, 605, 645, 685, or 720 nm, respectively.
Besides applications in multiparameter experiments, such as energy transfer,
nano- or microspheres can be used advantageously in high-resolution multicolor
colocalization experiments [108]. Furthermore, bioimaging with luminescent
nanoparticle probes has recently attracted widespread interest in biology and
medicine. Because luminescent nanoparticles are better in terms of photostability
and sensitivity, they are suitable for real time tracking andmonitoring of biological
events at the cellular level, which may not be accomplished using regular fluo-
rescent dyes.

Alternatively, so-called tandem dyes or resonance energy transfer (RET) dyes
have been synthesized to increase the Stokes shift of common fluorophores. The
conjugates rely on efficient fluorescence resonance energy transfer between two
fluorophores. Inmost cases tandemdyes based on phycobiliproteins, serving as the
energy transfer donors, have been developed, particularly for immunofluorescence
applications that apply flow cytometry [109, 110]. For the sake of completeness, the
development of light harvesting dendrimers has to be discussed. Tree-like multi-
chromophoric dendrimers with spectrally different fluorophores featuring various
absorption and emission spectra have been synthesized and studied at the single-
molecule level. The multichromophoric dendrimers show strong absorption over
the whole visible spectral range, but only the longest-wavelength absorbing
fluorophore shows strong fluorescence [111, 112]. Unfortunately, the hitherto
synthesized energy transfer dendrimers are not suitable for mild covalent labeling
of biomolecules.
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2.5
Nanocrystals

One class of fluorescent nanoparticles with great expectations are semiconductor
nanocrystals (NC), such as core-shell CdSe/ZnS NCs [113]. Their unique optical
properties – tunable narrow emission spectrum, broad excitation spectrum, high
photostability and long fluorescence lifetime (of the order of tens of nanoseconds) –
make these bright probes attractive in experiments involving long observation times,
multicolor and time-gated detection. Furthermore, the relatively long fluorescence
lifetime of CdSe nanocrystals, in the region of several tens of nanoseconds, can be
used advantageously to enhance the fluorescence biological imaging contrast and
sensitivity using time-gated detection [114].

In contrast tometals, semiconductors exhibit a significant energy gap,EG, typically
in the range of a few eV, between the fully occupied valence and the empty conduction
band (Figure 2.13). Classical semiconductor materials are based on the electronic
structure of the elements of the fourth row (IV) of the Periodic Table. Therefore,
semiconductors based on the element combinations of groups III–V, II–VI, and
I–VII are frequently found.

Although most of the outer shell electrons are located in the valence band,
even at room temperature, there is a certain fraction that is excited into the
conduction band and is responsible for the conductive properties of semicon-
ductors. Each electron, e� in the conduction band leads to a reduced screening of
the nuclear charge in the valence band. Therefore, the missing electron is
denoted as a �hole,� hþ (Figure 2.13). Generally, electrons and holes can move
freely within the bands. However, owing to their opposite charges they can also
interact to form an electron–hole (e–h) pair or �exciton.� The exciton is a quasi-
particle with paired spin, that is, a Boson, and can be regarded as a state where
the electron and hole orbit around their center-of-mass, similar to the description
of a hydrogen atom (Figure 2.13b). The e–h binding energy, EB, is given for
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Figure 2.13 (a) Semiconductor bands with
fully occupied valence and empty conduction
bands separated by the band gap energy, EG.
Excitation of an electron, e� generates a hole,
hþ , in the valence band. (b) In bulk

semiconductor an exciton can be formed as an
e–h pair with a characteristic radius (dashed
circle). (c) In the case of a nanocrystal the
semiconductor is smaller than the typical
radius, thus confining the e–h pair.
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the nth state by

EB ¼ m�e4

2 4pe0e�hð Þ2
1
n2

where

m� denotes the reduced mass of the electron and hole
e is the electric permittivity of the semiconductor.

The average distance between e and h, that is, the exciton radius, aX, in the ground
state, ismuch larger than the Bohr radius of hydrogen of aH¼ 0.5� 10�10m, and lies
in the region of 1–13 nm (e.g., aX¼ 1.7, 6.1, and 12.5 nm for ZnS, CdSe, and GaAs,
respectively).

Significant deviations from bulk semiconductor properties occur when the crystal
size is reduced in one or more dimensions to the diameter of the exciton radius
(Figure 2.13c) [115–117]. The strong influence of the reduction in size on the
semiconductor properties can be understood by considering that both the electron
and the hole can theoretically only exist within the semiconductor material, which
means, its interface constitutes an infinite potential. For such a particle within a
boundary, that is, a particle in the box, the allowed energy states can be calculated
according to (Section 1.1)

Ec ¼ h2

8m�a2
1
n2

where

a is the �length� of the box.

While for sizes a� aX this is of minor importance for the energy levels of the e–h
pair, in the case of a� aX, the confinement regime, the exciton energy is forced into
a higher energy level and discrete absorption bands appear (Figure 2.14). Thus, the
exciton energy can be controlled by size reduction. In principle, confinement is
possible in all three dimensions. Therefore, different structures exist, such as
�quantum wells� (1-dimensional confinement), �quantum wires� (2-dimensional
confinement), and �quantum dots� (3-dimensional confinement). Although all
three types of confinement are important, it is mainly quantum dots (QDs), that is,
colloidal nanocrystals (NCs) that are used for external labeling of analytemolecules.

The crucial step for fabrication of such small particles is the controlled growing
procedure, which ideally leads to crystals of similar composition, similar structure
and nearly equal size (monodisperse particles). Growing of particles starts from an
atomic precursor of both materials involved. As soon as clusters have been formed,
there are two competing reactions in the supersaturated solution: growth of initially
formed clusters and formation of new nuclei. As the latter will lead to increasing
heterodispersity, the nucleation process has to be interrupted instantaneously, for
example, by a sudden change in temperature. Once a sufficient number of nuclei
have been produced, further growth can continue under milder conditions, where
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no new nucleation occurs [113,118] . For the most widely used material, CdSe, the
precursor substances generally consist of dimethylcadmium (Me2Cd) and tri-n-
octylphosphine selenide [(C8H17)3PSe], both of which rapidly disintegrate into
non-reactive organic compounds and Cd and Se atoms upon heating to 250–300 �C
in tri-n-octylphosphine oxide, TOPO [118]. Cooling of the reaction mixture to
temperatures<200 �C prevents further nucleation, and growth continues for several
hours under heating at 250 �C. The progress of the reaction can be easily followed by
absorption spectroscopy. A more sophisticated procedure is size-selective precipi-
tation, where, under careful conditions, only the largest NCs in solution are
precipitated and removed. This method can be successfully used to synthesize CdSe
NCs with a diameter of 1.2–11.5 nm, corresponding to photoluminescence emission
in the range of 400–700 nm. NCs synthesized by this method exhibit a wurtzite-like
crystal structure and are more or less spherical. However, because the e–h pairs
created upon excitation strongly interact with the environment, resulting in
increased non-radiative deactivitation via �traps�, the photoluminescence quantum
yield is less than 0.10. Therefore, the �core� of aNC is nowadays coated with a �shell,�
that is, an insulator material, to yield a stabilized core–shell NC with high quantum
yield [119, 120]. The best material for this purpose has been found to be ZnS, which
can be grown onto the NCs in an analogous manner to the NC preparation, by
addition of precursors (dimethylzinc, Me2Zn, and hexamethyldisilathiane,
[Me3Si)2S] to a heated NC solution in TOPO. As ZnS has a much higher bandgap
energy than CdSe (3.91 versus 2.51 eV), interactions of the carriers with the
environment are greatly reduced, resulting in photoluminescence quantum yields
in solution of >0.50.
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Figure 2.14 Absorption (black) and emission
spectra of CdSe NCs of various sizes (green:
2.2 nm; red: 5 nm). The emission maximum is
only slightly red-shifted to the longest-
wavelength absorption shoulder
(corresponding to the ground state of the
exciton). The absorption in NCs stems from the
photoinduced creation of discrete e–h pair

combinations. Hence, the absorption would
probably be expected to consist of narrow bands
instead of a broad band distribution. However,
owing to the slight heterodispersity of the
sample, inhomogeneous line width broadening
results. The overlap of the broadened bands
with different absorption cross-sections results
in the observed absorption spectra.
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For biological applications the water solubility of the rather hydrophobic NCs has
to be increased. For example, surface modification with thiols with charged residues
are the simplest approach to increasing the water solubility. On the other hand, thiol
coatings exhibit only a limited stability, which renders their application for long-term
studies in living systems difficult [121, 122]. Other materials used to increase the
water solubility, and through this enabling biological imaging applications to be
made, include coating with silanes [113, 123], peptides [124–126], and ambiphilic
polymers [127–130].

Although reports showing NC biocompatibility actually appeared a few years
ago [113, 121], their breakthrough for biological targeting was only very recent
[130–136]. At present, NCs can be easily functionalized, for example with streptavidin,
to facilitate mild coupling to biotinylated biomolecules (Figure 2.15). Immunofluo-
rescent labeling of cancermarkers andother cellular targets on the surface offixed and
live cancer cells in addition to stainingof actin andmicrotubulefibers in the cytoplasm,
and the detection of nuclear antigens inside the nucleus, have been successfully
demonstrated [136]. Therefore, NCs might also be useful for in vivo single-molecule
studies and the first successful results have already been presented [137, 138].

However, NCs also posses serious limitations. One disadvantage of NCs is the
difficulty to engineer them with single binding sites that can be specifically conju-
gated to only one molecule of interest. Instead, during the labeling step, NCs tend to
bind to several molecules simultaneously. Another problem is blinking, which is
strongly controlled by the excitation intensity (Figure 2.15b), and often obeys a power
law [139, 140]. Although blinking of NCs is efficiently reduced in the presence of
1–10mM mercaptoethanol, the addition of reducing agents is not compatible with
live cell imaging [141]. In addition, not all semiconductor particles are generally
active, that is, luminescent, but they can be photoactivated [142]. To explain the strong
blinking phenomenon it is assumed that trapping of an electron occurs, induced by
photon absorption. Trappingmeans that the electron is emitted into the surrounding
of the NC, thus leaving a charged NC behind. The charged NC can still be excited,
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Figure 2.15 (a) Assembling of water soluble quantum dots carrying a streptavidin layer for labeling
of biotinylated biomolecules. (b) Fluorescence trajectory of a single QD605 immobilized on a dry
cover slide surface (1ms bin�1).
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resulting in the formation of an e–h pair, which is efficiently quenched by Auger
interactions. After a certain time, the electron can be released back into the NC,
neutralizing the charge and resulting in an emissive NC. Typical photoluminescence
lifetimes measured for core-shell CdSe or CdTe NCs are in the range of 10–80 ns
[143, 144]. A systematic study of the radiative and non-radiative rate fluctuations in
single NCs revealed a correlation of photoluminescence emission maxima, lifetime,
and intensity of individual NCs withmillisecond time resolution [144]. Furthermore,
the technique that was applied enabled the exact determination of the photolumi-
nescence quantum yield of single NCs. In this study, average quantum yields of 0.82
for QD 705 and 0.85 for QD 605 were obtained. Very recently [145], it was shown that
single NCs show multiexciton emission under high power excitation. This means
that it is possible to create more than one e–h pair per NC. In contrast to organic dyes
e–h pairs can coexist in NCs because they are Bosons.

Another issue is whether such particles, which are composed of seemingly toxic
material, are well suited for in vivo studies and whether they retain biological func-
tionality. For example, besides their core–shell structure, commercially available NCs
have a third layer– an organic surface coating – to provide chemical and photophysical
stability, inertness in different environments, buffer solubility, and to introduce
reactive groups for linking to biomolecules. Ultimately, this results in particle sizes
of 15–25nm in diameter (Figure 2.15a), that is, about 15–25 times larger than
conventional fluorophores used to tag biomolecules (for comparison see Figure 2.12).

A new class of water-soluble nanocrystals or nanodots made from small numbers
of gold or silver atoms could be the basis for a new biological labeling system with
narrower excitation spectra, smaller particle size, and fluorescence comparable to
systems based on semiconductor nanocrystals. Nontoxic noble metal nanoclusters
composed of only a few atoms also show very strong, robust, discrete, size-dependent
emission but with much smaller sizes than those of semiconductor nanocrys-
tals [146–149]. For example, gold nanodots are made up of 5, 8, 13, 23 or 31 atoms,
each size fluorescing at a different wavelength between �350 and �850 nm to
produce ultraviolet, blue, green, red and infrared emissions, respectively [149, 150].
Thefluorescence energy varies according to the radius of the crystal, with the smallest
structures being the most efficient at light emission.
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3
Fluorophore Labeling for Single-Molecule Fluorescence
Spectroscopy (SMFS)

3.1
In Vitro Fluorescence Labeling

Depending on the fluorophore hydrophobicity and the conformational flexibility of
the linker used, fluorophores tend to interact nonspecifically with the biomolecule in
an unpredictable dynamic fashion. In other words, the fluorophore samples its
conformational space, including unforeseeable and uncontrollable quenching inter-
actions, through its local nanoenvironment, for example, with aromatic amino acids
when attached to a protein. Therefore, highly water soluble hydrophilic fluorophores
should preferably be used in combination with small and rigid linkers. Currently,
most single-molecule fluorescence spectroscopy experiments are performed in vitro,
using fluorophores introduced extrinsically after biosynthesis and purification. At
present, fluorophores can be used to covalently label proteins, synthetic oligonucleo-
tides, lipids, oligosaccharides or other biological molecules [1].

Fluorescence labeling is used to investigate localization, interactions, and
movement of interesting biological molecules. Reactive groups able to couple with
amine-containing molecules are by far the most common functional groups used.
An amine coupling process can be used to conjugate with nearly all protein or
peptide molecules and with synthetically modified oligonucleotides and other
macromolecules. Most of these reactions are rapid and occur in high yield to give
stable amide or secondary amine bonds. In general, amine-reactive activated
fluorophores are acylating agents that form carboxamides, sulfonamides or thiour-
eas upon reaction with amines. For labeling experiments to the amine groups of
(bio)molecules it has to be considered that buffers containing free amines such as
tris(hydroxymethyl)aminomethan (Tris), ammonium sulfate, and glycine must be
avoided or removed before the reaction. The most significant factors affecting the
reactivity of amines are class and basicity. Specific labeling of nucleic acids is easy,
and several fluorophores or reactive groups can be introduced at various sites using
automated solid-phase synthesis. On the other hand, site-specific labeling of
proteins is very demanding with respect to site-specificity and preservation of
biological functionality.

Handbook of Fluorescence Spectroscopy and Imaging. M. Sauer, J. Hofkens, and J. Enderlein
Copyright � 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-31669-4
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Nearly all proteins exhibit amine groups in terms of lysine residues and at the N-
terminus. Aliphatic amines such as the e-amino group of lysine aremoderately basic
and reactive towards most acylating reagents. However, the concentration of the free
base form of aliphatic amines below pH 8.0 is very low. Therefore, pH values of
8.5–9.5 are commonly applied in the modification of lysine residues [2]. In contrast,
the a-amino group at the N-terminus of a protein can sometimes be selectively
modified by reaction at a near neutral pH due to its lower pKa value of �7.
Furthermore, it has to be considered that acylation reagents tend to degrade in the
presence of water with increasing pH value. Therefore, a compromise between the
reactivity of the amine group and the degradation of the acylation reagent in aqueous
buffers has to be found for each coupling reaction. In other words, reaction time and
pH value have to be carefully optimized. Aromatic amines are very weak bases and
thus they are unprotonated at pH 4.0–7.0. In aqueous solution, acylating reagents are
virtually unreactive with the amino group of peptide bonds and with the side-chain
amides of glutamine and asparagine residues, the guanidinium group of arginine,
the imidazole group of histidine and the amines found in natural nucleotides.

TodayN-hydroxysuccinimide (NHS) esters are most commonly used for coupling
to amino groups. An NHS ester may be formed by the reaction of carboxylate with
NHS in the presence of carbodiimide. To prepare stable NHS ester derivatives, the
activation has to be performed in nonaqueous solvents. As exemplified in Figure 3.1,
by the reaction of fluorescein-NHS with tryptophan, then the NHS or sulfo-NHS
esters react with primary and secondary amines, creating stable amide and
imide links, respectively. Thus, in protein molecules, NHS esters can be used to
couple principally with the a-amines at the N-terminals and the e-amines of lysine
side chains, depending on the pH value, that is, on the degree of deprotonation of
the amines. The reaction of NHS esters with thiol or hydroxyl groups does not yield
stable conjugates. NHS esters can also be prepared in situ to react immediately with
amines of the target molecules in aqueous solvents. Using the water-soluble
carbodiimide EDC [1-ethyl-3-(3-dimethylaminopropyl)-carbodiimide] (carbodii-
mides are zero-length cross-linking agents used to mediate the formation of an
amide or phosphoramidate linkage between a carboxylate and an amine or a
phosphate and an amine, respectively), a carboxylate-containing fluorophore can
be transformed into an active ester by reaction in the presence of NHS or sulfo-NHS
(N-hydroxysulfosuccinimide). Sulfo-NHS esters are more water soluble than clas-
sical NHS esters, and couple rapidly with amines on target molecules with the same
specificity and reactivity as NHS esters [3]. Furthermore, sulfo-NHS esters hydrolyze
more slowly in water. Usually, NHS esters have a half-life of the order of hours under
physiological pH conditions, but both hydrolysis and amine reactivity increase with
increasing pH.

Figure 3.1 Standard amine coupling reactions
used for covalent labeling of target molecules
with organic fluorophores. Fluorophores can be
activated as NHS esters or derivatives,
isothiocyanates or sulfonyl chlorides to form

carboxamides, thioureas or sulfonamides upon
reaction with aliphatic amines. As an example,
fluorescein-NHSand its reactionwith the amino
group of the aromatic amino acid tryptophan is
shown in the first line.

"
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Alternatively, tetrafluorophenyl (TFP) esters can be used for covalent coupling of
fluorophores to amines. NHS and TFP esters form the same strong amide bond, but
TFPesters are less susceptible to hydrolysis in aqueous solvents. TFPesters are stable
for several hours even under basic pH (8.0–9.0). Therefore, lower fluorophore
concentrations can be used in conjugation experiments.

Besides NHS esters, fluorophores can be converted into active isothiocyanates by
the reaction of an aromatic amine with thiophosgene. Isothiocyanates react with
nucleophiles such as amines, thiols, and the phenolate ion of tyrosine side chains
[1, 4]. The only stable product of these reactions, however, is with primary amine
groups. Isothiocyanate modified fluorophores react best at alkaline pH (9.0), where
the target amine groups are mainly unprotonated. On the other hand, the isothio-
cyanate group is relatively unstable in aqueous solution. Alternatively, isocyanates
(exchanging the sulfur in an isothiocyanate by an oxygen atom) can be used to react
with amines. However, the reactivity of isocyanates is even greater than that of the
isothiocyanates, which renders their application more complicated due to stability
and storage problems.

Reaction of a sulfonly chloride modified fluorophore with a primary amine-
containing molecule proceeds with the loss of the chlorine atom and formation of
a sulfonamide linker. Reaction of a sulfonyl chloridewith an amine is best performed
at pH 9.0–10.0. In addition, sulfonyl chlorides can be used to couple to target
molecules in organic solvents. On the other hand, sulfonyl chlorides should be stored
under nitrogen or in a desiccator to prevent degradation by moisture. Finally, it also
has to be mentioned that fluorophores functionalized as acyl azides, aldehydes, and
as epoxides can be used to label nucleophilic side groups in target molecules.
However, the stability of the formed products and the specificity to react with primary
amines is generally much lower.

There are fluorophore modifications that are able to couple to thiol groups, the
second most common of the functional groups. Furthermore, thiol-reactive groups
are frequently present on one of the two ends in heterobifunctional cross-linkers. The
other end of such cross-linkers is often an amine-reactive functional group that is
coupled to a targetmolecule before the thiol-reactive end, due to the comparable labile
nature of the amine alkylation chemistries. Amine-reactive and thiol-reactive fluor-
ophores are often used together to prepare doubly labeled fluorescent peptides,
proteins, and oligonucleotides for probing biological structure, function, and inter-
actions, using, for example, fluorescence resonance energy transfer (FRET) between
a donor and an acceptorfluorophore.While polypeptides and oligonucleotides can be
synthesized chemically, and thus offer the advantage of introducing side-chain
protecting groups to facilitate site-specific labeling with different fluorophores,
selective labeling of proteins containing more than 100 amino acids in length is
difficult to achieve [5]. As each e-amino group of lysine residues exhibits a slightly
different pKa value, site-specific labelingmight be accomplished by varying the pHof
the reaction. However, such approaches are cumbersome and, relatively, not very
promising.

Although site-specific labeling is not always required, for example in fluorescence
tracking applications, site-specificity is essential for precise distance or orientation
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measurements. Usually, non-specific labeling is inadequate for retrieving reliable
biological information. Furthermore, one should be extremely cautious concerning
the choice of labeling chemistry, optimization of labeling positions, and ensure
rigorous characterization of the labeled biomolecules for labeling efficiency, site-
specificity, and retention of functionality.

Because the thiol functional group present in cytosine residues is not very
common in most proteins and can be labeled with high selectivity, thiol-reactive
fluorophores often provide an elegant alternative for themodification of a protein at a
defined site. Furthermore, many proteins are either devoid of cysteine or intrinsic
cysteine residues can be removed by site-directed mutagenesis. For site-specific
labeling, cysteine residues can then be introduced into the protein at carefully
selected surface accessible positions for conjugation to thiol-specific fluorophores.
Thiols can also be generated by selectively reducing cysteine disulfides with reagents
such as dithiothreitol (DTT) or b-mercaptoethanol, each of which must then be
removed by dialysis or gel filtration before reaction with the thiol-reactive fluor-
ophore. The common thiol-reactive functional groups are primarily alkylating
reagents, including maleimides, iodoacetamides, and aziridines. Reaction of these
functional groups with thiols proceeds rapidly at or below room temperature in the
pHrange 6.5–8.0 to yield chemically stable thioethers (Figure 3.2). The high reactivity
of most thiols even at pH values below 7.0 (most amino groups require higher pH
values for coupling reactions with NHS esters) thus enables pH controllable
sequential coupling reactions using NHS esters and maleimides for site-specific
labeling of thiol- and amino-modified target molecules with different fluorophores.

Maleic acid imides (maleimides) are derivatives of the reaction ofmaleic anhydride
with amines. The double bond of the maleimide undergoes an alkylation reaction
with the thiol groups to form stable thioether bonds.Maleimide reactions are specific
to thiol groups in the pH range 6.5–7.0 [6, 7]. At pH 7.0 the reaction of maleimides
with thiol groups proceeds at a rate 1000 times faster than the reaction with
amines [1]. At higher pH values some cross-reactivity with amino groups takes
place. Maleimides do not react with methionine, histidine or tyrosine. Fluorophore-
maleimides are usually synthesized in a two-step reaction. Firstly, one amino groupof
a diamine, for example, ethylenediamine, is converted into a maleimide by reaction
with maleic anhydride. In the second reaction the maleimide is coupled to the
fluorophore-NHS ester via the second amino group. Therefore, most fluorophores
that are commercially available as maleimides carry a relatively long and flexible
linker, for example, alkyl chains as in the case of Alexa Fluor 594, shown in Figure 3.2.
Thus, the fluorophores can interact nonspecifically with the protein in an unpre-
dictable dynamic fashion, which is often associatedwith quenching interactionswith
aromatic amino acids (see chapter 7).

Iodoacetamides readily react with thiols, including those found in peptides and
proteins, to form stable thioethers (Figure 3.2). Although the primary objective of
iodoacetamides is to modify the thiol groups in proteins and other molecules, the
reaction is not totally specific. Iodoacetamide and the less active bromoacetamide
derivatives can react with a number of functional groups within proteins: the thiol
group of cysteine, both imidazolyl side chain nitrogens of histidine, the thioether of
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methionine, and the primary e-amino group of lysine residues along with the N-
terminal a-amines [8]. The relative rate of reaction with each of these residues is
generally dependent on the degree of ionization and thus the pH at which the
modification is performed. Besides iodoacetamides, aziridines can be used tomodify
thiol groups in proteins. Thiols react with aziridines in a ring-opening process,
forming thioether bonds (Figure 3.2). The reaction of an aziridine with a thiol group
is highly specific at slightly alkaline pH values. However, in aqueous solution
considerable hydrolysis occurs as an undesired side reaction. Finally, compounds
containing a disulfide group can participate in disulfide exchange reactions with
another thiol. The disulfide exchange process involves attack of the thiol at the
disulfide, breaking the S�S bond, and subsequent formation of a new mixed
disulfide (Figure 3.2). The reduction of disulfide groups to thiols in proteins using,
for example, DTT, proceeds through the intermediate formation of amixed disulfide.

Using thiol-specific fluorophores, imaging of single myosin molecules and of
individual ATP turnovers, that is, cycles of adenosine triphosphate binding and
hydrolysis, and imaging of single kinesin molecules as they move along micro-
tubules, has been demonstrated [9, 10]. On the other hand, fluorophores incorpo-
rated on surface cysteine or lysine residues can also undergo noncovalent interac-
tionswith the local environment. Therefore, the orientation of thefluorophore dipole
can be fixed, at least preliminarily, and thus fluorescence anisotropy experiments can
give insights into the orientation and orientational dynamics of the local protein
structure [11, 12]. For the permanent fixing of the transition dipole, bis-functional
cysteine reactivefluorophores (Figure 3.3) can be coupled to two appropriately spaced
(�16A

�
) cysteine residues [13]. This intramolecular cross-linking strategy, which has

only been used for proteins with an existing high-resolution structure, can be used
advantageously tomonitor the orientation and dynamics of protein domains or other
protein structural elements [14, 15].

Cross-linking of double-cysteine proteins with homobifunctional rhodamine
fluorophores (Figure 3.3) requires the application of low fluorophore-to-protein
molar ratios (ideally 1: 1) to ensure stoichiometric labeling of the site. Nevertheless,
the determination of the number of actual double labeled products, that is the exact
fraction of cross-linked proteins, is challenging and seriously complicates the data
interpretation.
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CH3 CH3

N
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N
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Figure 3.3 Molecular structures of two homobifunctional rhodamine derivatives
(iodoacetamidotetramethylrhodamine derivatives) suitable for intramolecular cross-linking of two
appropriately spaced cysteine residues on protein surfaces.
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Besides these standard fluorophore coupling reactions to amino or thiol groups in
biomolecules, other reactive groups can be used for bioconjugation. For example,
derivatives of hydrazine can specifically react with aldehyde or ketone functional
groups present in targetmolecules. Alternatively, reductive aminationmay be used to
conjugate an aldehyde- or ketone-containing molecule to an amino modified fluor-
ophore. Further detailed description of bioconjugation chemistry would go beyond
the scope of this book. The interested reader is referred to the literature where
excellent books about bioconjugation chemistry can be found, for example, [1].

Proteins can be site-specifically labeled with two different fluorophores, for
example, a donor and an acceptor fluorophore for FRET experiments, by removing
intrinsic cysteine residues by site-directed mutagenesis and reintroduction of two
cysteines at carefully selected surface accessible positions. Stoichiometric labeling of
the two cysteine residues with different fluorophores is then performed following a
two-step reaction [15–19]. In thefirst reaction, thefluorophore–maleimide is added at
a (sub)stoichiometric ratio to minimize double labeling of both cysteine residues.
Singly modified protein molecules are subsequently separated chromatographically
from unreacted or doubly labeled molecules. In the second labeling reaction, the
complementary fluorophore–maleimide is coupled to the thiol group of the remain-
ing cysteine residue. As the fluorophore can react with either of the thiol groups, a
mixture of double labeled constructs cannot be circumvented. This unwanted sample
heterogeneity can complicate the interpretation of FRETdata, because the donor and
acceptor fluorophore might exhibit slightly different spectroscopic characteristics
depending on the coupling position, respectively, due to differences in local charge,
pH, and hydrophobicity and the presence of neighboring quenching amino acids
[20–22]. In more sophisticated multicolor FRET experiments in particular, accurate
site specificity of labeling is absolutely mandatory.

To accomplish site-specific labeling of proteins carrying two cysteine residues,
fluorophores modified as thioesters can be used, which react selectively with N-
terminal cysteine residues to form amide bonds [23–25]. Other strategies involve the
oxidation of an N-terminal serine or threonine to the corresponding aldehyde and
subsequent coupling with a fluorophore modified as hydrazine [26], or the specific
reaction of an N-terminal cysteine with aldehydes to yield thiazolidines [27, 28].
Recently [5], a method has been demonstrated that uses protein–protein interactions
to site-specifically label recombinantly expressed double-cysteine proteins, without
the need for extensive and time-consuming chromatography.

An alternative method to incorporate one or more distinct fluorophores within a
single protein is peptide ligation [29]. This is where the full length protein is
assembled from differently labeled synthetic or biosynthetic peptide fragments.
The most established version of peptide ligation represents a two-step reaction
between a peptide carrying aC-terminal thioester and another peptide containing an
N-terminal cysteine residue, generating a peptide bond between the two peptides.
There is a 50-residue limit to reliable solid-phase peptide synthesis, but peptide
ligation can provide small proteins or protein domains containing up to �100
residues. Larger proteins with more than 100 amino acid residues can be labeled
using peptide ligation to couple short fluorescently labeled synthetic peptides to
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larger recombinant proteins prepared by biosynthesis in bacteria. Proteins can also
be labeled covalently with a fluorophore using cell-free RNA translation systems. The
method is based on the experimentalfinding that afluorescent antibiotic, puromycin,
analog at lower concentrations couples efficiently to the C-terminus of mature
proteins, usingmRNAwithout a stop codon [30, 31]. Using synthetic amino-acylated
tRNA and complementary sequences in the protein-coding DNA, unnatural amino
acids carrying functional groups for fluorophore labeling can be site-specifically
introduced into proteins by in vitro and in vivo transcription/translation [32, 33]. Large
multiprotein complexes, so-called molecular machines composed of several inter-
acting proteins, can be labeled by in vitro reconstitution (assembly) of purified and
selectively fluorescently labeled subunits or components. Here it is of utmost
importance to ensure that fluorescence labeling does not deteriorate the assembly
of the complex [34].

3.2
Fluorescence Labeling in Living Cells

For the investigation of biologically relevant samples, target molecules have to be
labeled in vivo with a fluorescent tag. If fluorescent labels are to be useful for the
labeling of biomolecules in living cells, they have to fulfill special requirements, such
as high biocompatibility, high photostability, and retention of biological function. In
addition, the observation of the fluorescence signal of a single fluorophore is more
complicated than in vitro, primarily due to strong autofluorescence, especially in the
blue/green wavelength region [35, 36]. Furthermore, concentration control is diffi-
cult to perform.

The first problem, however, is site specific labeling inside a living cell and some
procedures have been described in the literature [e.g., 37]. In the simplest case, the
molecules to be investigated are prepared in vitro, utilizing standard techniques for
the labeling of biomolecules. Subsequently, cell-loading is carried out via known
chemical, electrical, mechanical or vehicle-based procedures (e.g., endocytosis,
permeabilization, or microinjection) [38–41]. In this way the dimerization of epi-
dermal growth factor (EGF) bymonitoring FRETbetween donor and acceptor labeled
EGF molecules has been observed on the membrane of living cells [38], and the
mobility of multiple labeled single b-galactosidase molecules has been monitored in
the cell nucleus [39, 40]. To measure, for example, the localization of RNA in living
cells, the target sequence has to be labeled with a complementary fluorescent probe
sequence. A problem that needs to be resolved in the fluorescence in vivo hybrid-
ization (FIVH) approach is the efficient delivery of probes to sites in a cell where they
can hybridize with their target sequence. The most direct method for introducing
probe molecules into a cell is by microinjection using micropipettes. Alternatively,
liposomes can be used to introduce probe molecules into living cells [42].

The microinjection technique is based on the use of a micropipette with a very
small diameter at the end and the application of a higher pressure for a predeter-
mined time. As commercially available standard micropipettes for microinjection
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typically exhibit inner diameters of 500� 200 nm at the very end of the tip (e.g.,
�Femtotips� from Eppendorf ) – comparable to the diameter of a confocal detection
volume – allmolecules passing themicropipette and entering a living cell can thus be
detected (Figure 3.4) [43–45]. Using micropipettes such as these, a well defined
number of fluorescently labeled oligonucleotides were accordingly microinjected
into the cytoplasm and nucleus of living 3T3 mouse fibroblast cells [36]. As a
consequence, quantitative molecular information at the single cell level could be
obtained (Figure 3.4). The reversible membrane permeabilization method using
streptolysin O (SLO) is fast (�2 h), but as in the case of microinjection, it can only
be used in ex vivo cellular assays, that is, when individual cells are analyzed under
in vivo conditions.

Figure 3.4 (a) Phase-contrast image of a
micropipette (Femtotip I; Eppendorf-Nethler-
Hinz, Hamburg, Germany) with an inner
diameter of 500� 200 nm at the very end of the
tip sticking into an adherent 3T3 mouse
fibroblast. Simultaneously, a 635 nm laser diode
is focused into the thin end of the micropipette.
(b) Fluorescence signals observed in the pipette
upon application of a higher pressure for 10 s.
The micropipette was filled with a 10�9M
aqueous solution of oligo(dT) 43-mers labeled
with a red-absorbing oxazine derivative. It is
expected that oligo(dT) hybridizes to poly(A)
RNA. (c) Confocal fluorescence image
(25� 12mm, 6ms integration time per pixel,
50 nm per pixel, 635 nm excitation wavelength

with an intensity of 5 kW cm�2) of a fibroblast
cell in cell culturemedium containing 10% (v/v)
fetal calf serum, and 1mM glutamine at room
temperature (25 �C) after microinjection of
�100 fluorescently labeled oligonucleotide
molecules. Some oligo(dT) molecules exhibit
strongly hindered diffusion in the nucleus,
indicated by blurred point-spread functions and
stripes in the fluorescence intensity image;
whereas, about 20% of the oligonucleotides
microinjected show explicitly that they are
immobile on the time scale of the
measurement. They are most likely tethered to
immobile elements of the transcriptional,
splicing, or polyadenylation machinery [36].
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Another very promising method is known as protein transduction. Several
naturally occurring proteins have been found to enter cells easily, including the
TATprotein from HIV [46, 47]. Specific short sequences within the larger molecule
account for the transduction abilities of these proteins. These arginine-rich peptides
allow efficient translocation through the plasma membrane and subsequent accu-
mulation in the cell nucleus. Therefore, they could be useful vectors for the
intracellular delivery of various non-permanent drugs, including antisense oligonu-
cleotides and peptides of pharmacological interest [48]. Cellular uptake of these
cationic cell-penetrating peptides have been ascribed in the literature to amechanism
that does not involve endocytosis. Living cell penetration studies without fixation
using fluorescently labeled, peptidase-resistant, b-oligoarginines and HeLa cells, as
well as human foreskin kerantinocytes, could demonstrate that longer-chain b-
oligoarginines (8 and 10 residues) enter the cells and endup in thenuclei, particularly
in the nucleoli, irrespective of temperature (37 or 4 �C) or of pretreatment with NaN3

(Figure 3.5a,b) [49, 50]. b-Peptides have been shown to fold into stable secondary
structures similar to those observed in natural peptides and proteins [51]. Thefinding
that b-peptides are completely stable to proteolytic degradation renders them as
candidates for use as peptidomimetics [52].

To circumvent washing steps in gene detection experiments in living cells,
fluorescent probes have to be used that are able to recognize the target sequence
with high specificity, and to exhibit a dramatic increase in fluorescence intensity only
upon specific binding to their target sequence. Among the technologies currently
under development for living cell gene detection and quantification, the most
promising rely on the use of quenched DNA hairpin probes, for example, molecular
beacons [53, 54] or smart probes [55, 56]. Both molecular beacons and smart probes
form a stem–loop structure, where a fluorophore attached to one end of the stem is
efficiently quenched by an external additionally attached quencher (molecular
beacon) or an internal guanosine residue in the absence of a complementary target
sequence. Hybridization with the mRNA target sequence initiates a conformational
reorganization of the hairpin structure, that is, it opens the hairpin structure and
separates the fluorophore from the quencher, which is associated with a strong
increase in fluorescence intensity. However, to detect mRNA in vivo, one needs to
deliver highly negatively charged oligonucleotide probes such as these into living
cells with high efficiency. To overcome this difficulty, again short positively charged
peptides that confer the ability to traverse biological membranes efficiently can
be used.

Upon conjugation of one such peptide (TAT-1;N-TyrGly Arg Lys Lys ArgArgGlnArg
Arg Arg-C) to molecular beacons yields probes that can enter into living cells with
virtually 100%efficiency, fast (�30min) delivery kinetics, and the ability to localize in
the cell cytoplasm (Figure 3.5c–e) [57].

The most widespread technique for detecting specific structures or molecules in
cells is immunolabeling with a primary antibody, followed by amplification with a
secondary antibody conjugated to standard organic fluorophores. Alternatively,
primary antibodies can be directly labeled with fluorophores and injected into living
cells to bind to target molecules. When antibodies with high binding affinity are not

3.2 Fluorescence Labeling in Living Cells j71



available the target can be recombinantly expressed with an epitope tag. The
limitations of immunofluorescence comprise the restriction to permeabilized cells
or extracellular or endocytosed proteins, in addition to problems associated with the
oligomerization tendency, as a result of the multivalency of the antibodies [58].
Furthermore, as for all in vivo probes, the site-specificity should be exceptional to
avoid nonspecific binding or incorporation into macromolecular complexes, and the
probes should be nontoxic and exhibit high cell permeability. One serious dis-
advantage represents the fact that even after successful delivery of a fluorescently

Figure 3.5 (a) Molecular structure of
fluorescein labeled polycationic b-
heptaarginines used to label 3T3 mouse
fibroblasts. (b) Fluorescence image of 3T3
mouse fibroblast cells treated with the
fluorescein labeled b-oligoarginine (1mM) for
40min. After incubation the cells were rinsed
twice with PBS, pH 7.3 [49]. (c–d) Schematic
illustration of three different conjugation
schemes for linking the delivery peptide toDNA-
hairpins [57]. Firstly, peptides can be linked to
DNA-hairpins through a streptavidin–biotin
bridge by introducing a modified
oligonucleotide, biotin-dT, to the stem. As each
streptavidin molecule has four binding sites,

hairpins and delivery peptides can be attached
on the same streptavidin molecule. Secondly,
the hairpin oligonucleotide can bemodified by a
thiol group in the stem through a carbon linker.
The thiol group then reacts with a maleimide
group added to the C-terminus of the peptide to
from a stable thioether. As a third approach, the
TAT-1 peptide can be functionalized by adding a
cysteine residue at the C-terminus, which forms
a disulfide bridge with the thiol-modified
hairpin. Upon entering the reducing
environment of the cytoplasm the disulfide
bond might be cleaved releasing the hairpin
probe (Reproduced from Nitin et al. (2004)
Nucleic Acids Res., 32, e58 [57].)
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labeled antibody and specific high-affinity binding to the target protein, the
question arises as to how free and bound fluorescently labeled antibodies can be
differentiated. However, fluorescently labeled antibodies that increase fluores-
cence intensity only upon specific binding to their target molecules are unfortu-
nately not yet available.

To circumvent these problems, so-called hybrid systems, composed of a small
molecule that can covalently bind to genetically specified proteins inside or on the
surface of living cells, have been developed [59–62]. The most promising system for
covalent labeling of proteins in living cells is the tetracysteine–biarsenical system [59],
which requires incorporation of a 4-cysteine a-helical motif – a 12-residue peptide
sequence that includes four cysteine residues – into the target protein. The tetra-
cysteine motif binds membrane-permeable biarsenical molecules, notably the green
and red fluorophores �FlAsH� and �ReAsH� with picomolar affinity (Figure 3.6) [63].

Besides the desired characteristics, such as relatively high binding affinity and cell
permeability, biarsenical fluorophores exhibit a dramatic increase in fluorescence
intensity upon specific binding to the tetracysteine motif. For example, FlAsH (40,50-
bis(1,3,2-dithioarsolan-2-yl)fluorescein) exhibits a fluorescence quantum yield of
0.49 when coupled to the tetracysteine motif, whereas the unbound form is only
�5� 10�4 times as fluorescent [59]. Thus, similar to quenched DNA hairpin probes,
in the ideal case, specific binding of the fluorophores to the target protein is reflected
in the release of fluorescence intensity. In addition, some biarsenical fluorophores
can be used for both fluorescence and electronmicroscopy (EM). Therefore, they are
available as useful fluorophores for in vitro and in vivo cell staining experiments
[64–66]. On the other hand, the strategy has not yet been demonstrated in intact
transgenic animals, it requires the cysteine residues to be reduced for efficient
labeling, and it does not permit two different proteins in the same compartment to be
simultaneously labeled with different colors. Furthermore, the use of biarsenical
fluorophores results in a relatively high background, due to nonspecific interactions
with other molecules and reactions with other cysteine residues, and thus (as nearly
all endogeneous proteins bear cysteine side chains) a subsequent increase in
fluorescence intensity [58].
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Figure 3.6 Molecular structures of the three membrane permeable biarsenical fluorophores. In
addition, the absorption and fluorescence emission maxima are given for aqueous solvents [103].
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On the other hand, the protein of interest can be expressedwhen fused to a protein
tag that is capable of binding a small fluorescent ligand [62]. In this way antibody tags
canbe fused to localization signal sequences to target hapten–fluorophore conjugates
to specific subcellular compartments in living cells [67]. A 38 amino acid peptide
(�fluorette�), which binds the rhodamine derivative Texas red with high affinity, can
be used likewise to specifically label proteins in cells [68]. Unfortunately, a new
peptide sequence has to be evolved for every new probe of interest. A genericmethod
to selectively label proteins in vivo with organic fluorophores consisits in the use of
fluorophores modified with a metal ion chelating nitrilotriacetate (Ni-NTA-functio-
nalized fluorophores) moiety, which binds reversibly to engineered oligohistidine
tags (hexa- or decahistidine) genetically attached to the protein of interest [69, 70]. The
relatively low binding affinity can be used advantageously, for example, to exchange
photobleached fluorophores in single-molecule fluorescence tracking experiments
on cell membranes [71]. Analogously, bungarotoxin can be covalently labeled with an
organic fluorophore. Bungarotoxin binds specifically to a 13 amino acid sequence,
which can be genetically inserted into proteins [72].

Another very promising technique for the in vivo labeling of proteins with small
organic fluorophores uses the enzymatic activity of human O6-alkylguanine-DNA-
alkyltransferase (hAGT). The enzyme hAGT irreversibly transfers the substrate
alkyl group, an O6-benzylguanine (BG) derivative, to one of its cysteine residues
(Figure 3.7) [61, 73]. Kits for genetic labeling of proteins withO6-alkylguanine-DNA-
alkyltransferase are commercially available as SNAP-tags [74]. Thus, almost any
organicfluorophore can be coupled covalently to an appropriate BG derivative, which
serves as substrate for the hAGT-modified protein (Figure 3.7). Although themethod
seems to produce reliable results, the large size of hAGT, with a length of 207 amino
acids, might induce perturbations in protein expression and functionality. Further-
more, experiments on mammalian cells would need to be performed using AGT-
deficient cell lines to avoid labeling of endogeneous AGT [75]. Originally developed
for the purification of proteins Strep-tag strategies can also be used for in vivo
fluorescence labeling [76]. For example, Strep-tag II is a short peptide (eight amino
acids) with highly selective but reversible binding properties for a streptavidin
variant, which has been named �Strep-Tactin� [77]. Both interacting components
have been engineered by combinatorialmethods. Strep-tag strategies can thus also be
used for specific in vivo fluorescence labeling of proteins using fluorophore labeled
streptavidin conjugates. Each of the chemical labeling approaches has one or more
substantial limitations, such as the endogenous receptor has to be knocked out in
specific cell lines, the tag generates high background labeling or exhibits low cell-
permeability and a half-life for labeling of several hours or more. Recently [78, 79], it
has been demonstrated that trimethoprim (TMP) derivatives can be used advanta-
geously to selectively tag Escherichia coli dihydrofolate reductase (eDHFR) fusion
proteins in wild-type mammalian cells with minimal background and fast kinetics
(Figure 3.7). Because TMP binds much more tightly to eDHFR than to mammalian
forms of DHFR, the use of TMP-eDHFR does not require a knock-out or otherwise
modified cell line. Furthermore, eDHFR is small (18 kDa) and TMP can be easily
derivatized without substantially disrupting its binding efficiency. However, one
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Figure 3.7 General strategy of protein labeling
in living cells with fluorescent tags. (a) Covalent
labeling of an hAGT fusion protein using a
O6-benzylguanine (BG) derivative. In this case
a fluorophore-NHS ester is covalently coupled
to BG-NH2 prior to its application. (b)
Alternatively, other BG derivatives can be used
for the in vivo labeling of proteins with various
small synthetic molecules [74]. (c) Strategy of

protein labeling in mammalian cells with
fluorescent TMP. Living cells are transfected
withDNAencoding a protein of interest fused to
a receptor domain, eDHFR or hAGT. Upon
expression of the receptor fusion, a cell
permeable small-molecule probe consisting of
ligand (TMP or BG) coupled to a fluorescent tag
is added to the cell growth medium.

3.2 Fluorescence Labeling in Living Cells j75



should be aware of the fact that the labeling specificity and efficiency of the various
tags in living cells is deteriorated (high degree of background staining, aggregation
tendency, and low membrane permeability) due to the attachment of organic
fluorophores. Thus, all tag technologies require sensitive controls to ensure specific
labeling of the desired target protein with minimal perturbation.

Unfortunately, photobleaching of natural or artificial fluorophores is a serious
limit observed for all living-cell applications. However, light-emitting semiconductor
nanocrystals (NCs), such as core-shell CdSe–ZnS NCs (see Chapter 2), have
unique optical properties – tunable narrow emission spectrum, broad excitation
spectrum, high photostability, and fluorescence lifetime of the order of tens of
nanoseconds – that make these bright probes attractive for use in experiments
involving long observation times andmulticolor and time-gated detection. Nowadays
the surfaces of NCs can be modified to carry biomolecules that bind specifically to
target structures in biological or biomedical applications. Thus, all the strategies used
for in vivofluorescence labelingwith organicfluorophores can inprinciple be adopted
for NC labeling. On the other hand, NCs also exhibit some limitations, for example,
the difficulty of engineering them with single binding sites that can be specifically
conjugated to just one molecule of interest. Another issue pertains to whether they
retain biological functionality. Although the surfaces of NCs can be modified to
achieve biological tolerance, any modification will result in an increase in particle
size. Biologically compatible NCs easily reach a diameter of 20 nm, which is
substantially larger than conventional fluorophores that typically have a size of
�1 nm. It would appear that currently the toxicity is only of minor importance
[80–82]. For example, NCs encapsulated in phospholipid micelles were injected into
Xenopus laevis embryos, and the results obtained demonstrated that NCs are stable
and non-toxic inside cytosolic compartments [83]. On binding arginine-rich peptides
onto the surface of NCs (protein transduction), cellular labeling readily occurred in
suspension, albeit nonspecifically [84].

However, the most elegant way to specifically label proteins in vivo is direct
genetic labeling with fluorescence. The fluorophore used is a genetically encoded
protein such as the green fluorescent protein (GFP) and its related proteins. GFP,
from the bioluminescent jellyfishAequorea Victoria, has revolutionizedmany areas
of cell biology and biotechnology because it provides direct genetic encoding with
strong visible fluorescence [85, 86]. GFP can function as a protein tag, as it tolerates
N- and C-terminal fusion to a broad variety of proteins, many of which have been
shown to retain native functions [87, 88]. According to this method, the DNA
sequence coding for GFP is placed immediately adjacent to the sequence coding for
the protein of interest. During biosynthesis, the protein will be prepared as a GFP-
fusion protein. GFP is comprised of 238 amino acids and exhibits a barrel-like
cylindrical structure where the fluorophore is highly protected, located on the
central helix of the geometric center of the cylinder. These cylinders have a diameter
of about 3 nm and a length of about 4 nm, that is, significantly larger than common
fluorophores with a size of �1 nm (Figure 3.8). The fluorophore is a p-hydro-
xybenzylideneimidazolinone formed from residues 65–67, which are Ser-Tyr-Gly
in the native protein. The fluorophore appears to be self-catalytic, requiring proper
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folding of the entire structure. The protein is relatively stable, with a melting point
above 65 �C.

Wild-type GFP has an extinction coefficient of 9500 lmol�1 cm�1 at 475 nm and a
fluorescence quantum yield Wf of 0.79 compared with 53 000 lmol�1 cm�1 at
489 nm in enhanced GFP (EGFP) withWf ¼ 0.60 [89]. Several spectral GFP variants
with blue, cyan, and yellowish-green emission have now been successfully
generated (Table 3.1).

As can be seen in Table 3.1. from the product of the extinction coefficients and the
quantum yields, GFP and YFP are the brightest and most photostable candidates
[90–94]. Although single-molecule studies of GFP- or yellow fluorescent protein
(YFP)-fusion proteins were demonstrated in living cells, their complicated photo-
physics and low photostability render their application in single-molecule measure-
ments still very difficult [95–97]. Proteins that fluoresce at red or far-red wavelengths
are of specific interest because cells and tissues display reduced autofluorescence at
longer wavelengths. Furthermore, red fluorescent proteins (RFPs) can be used in
combinationwith other fluorescent proteins that fluoresce at shorter wavelengths for
bothmulticolor labeling and fluorescence resonance energy transfermeasurements.
In this context, the discovery of new fluorescent proteins from nonbioluminescent

Figure 3.8 Comparison of the to-scale images of the green fluorescent protein (GFP) and the
biarsenical fluorophores FlAsH and ReAsH. On the right-hand side, normalized absorption spectra
of CFP, eGFP, mCherry and two biarsenical fluorophores in aqueous solvents are given.

Table 3.1 Spectroscopic characteristics (absorption maximum, labs, emission maximum, lem,
extinction coefficient, e, and fluorescence quantum yield, Wf, of common GFP variants [87].

GFP variant labs (nm) lem (nm) l (l mol�1 cm�1) Wf

WtGFP 475 504 9500 0.79
EGFP 489 509 53 000 0.60
GFP-S65T 489 509 55 000 0.64
EBFP 380 440 31 000 0.17
ECFP 435 478 29 000 0.40
EYFP 514 527 84 000 0.61
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Anthozoa species, in particular, the red-shifted fluorescent protein DsRed, is of
general interest [98]. DsRed (drFP583) has absorption and emission maxima at 558
and 583 nm, respectively. However, several major drawbacks, such as slow matura-
tion and residual green fluorescence, need to be overcome for the efficient use of
DsRed as an in vivo reporter, especially in SMFS (single-molecule fluorescence
spectroscopy) applications.

To improve maturation properties, and to reduce aggregation, a number of other
red fluoresent proteins and variants of DsRed have been developed, for example,
DsRed2, DsRed-Express, eqFP611, or HcRed1 [99–101]. The oligomerization prob-
lem of DsRed has been solved by mutagenetic means (mRFP1) [102]. Although
mRFP1 overcame DsRed�s tetramerization and sluggish maturation and exceeded
DsRed�s excitation and emission wavelengths by about 25 nm, the extinction
coefficient, fluorescence quantum yield and photostability decreased (Table 3.2).
Many new fluorescent proteins with different colors have been discovered in diverse
anthozoan species, but most suffer from obligate tetramerization and would require
efforts similar to those for the evolution ofmRFP1 in order to produce awide range of
useful fusion partners [103].

An elegant alternative to common FRET studies is presented by bimolecular
fluorescence complementation to study protein interactions in living cells. This
approach is based on complementation between twononfluorescent fragments of the
yellow fluorescent protein (YFP) when they are brought together by interactions
between proteins fused to each fragment [105].

GFPand homologous fluorescent proteins are commonly used to visualize protein
localization and interactions by means of FRET in living cells. To obtain information
about the movement of intracellular proteins, photobleaching techniques such as
FRAP (fluorescence recovery after photobleaching) can be used [106–108]. FRAP is
based on the principle of observing the rate of recovery of fluorescence due to the
movement of a fluorescent marker into an area that contains this same marker, but
which has been rendered non-fluorescent via an intense photobleaching pulse of
laser light. The two-dimensional diffusion coefficient of the fluorophore is related to
both its rate and extent of recovery. FRAP can be used tomeasure the lateral diffusion
of various membrane or cytoplasmic constituents. However, photobleaching does

Table 3.2 Spectroscopic characteristics (absorption maximum, labs, emission maximum, lem,
extinction coefficient, e, and fluorescence quantum yield, Wf, of fluorescent protein variants
with red-shifted absorption [104].

Fluorescent protein labs (nm) lem (nm) e (l mol�1 cm�1) Wf

DsRed 558 583 75 000 0.79
mRFP1 584 607 50 000 0.25
mCherry 587 610 72 000 0.22
mOrange 548 562 71 000 0.69
mStrawberry 574 596 90 000 0.29
dTomato 554 581 69 000 0.69
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not allow direct visualization of protein movement routes within a living cell.
Therefore, different photoactivatable and photoswitchable fluorescent proteins have
been developed that enable precise photolabeling and tracking of the protein of
interest and thus give more complete information on its movement velocity and
pathways (Table 3.3) [109–113]. It has to be pointed out that monomeric proteins are
preferred since an oligomeric fusion tag often results in improper protein function-
ing and aggregation.

The monomeric photoactivatable PA-GFPs, for example, increase fluorescence
intensity substantially upon irradiation at 413 nm [109], whereas the dual color
monomeric photoswitchable PS-CFPs are capable of efficient photoconversion from
cyan to green, changing both excitation and emission spectra in response to
irradiation at 405 nm [110]. Similar to PS-CFP, EosFP is photoconverted by violet
light (400 nm) but the green and orange forms are both excited by longerwavelengths
(505/569 nm). The GFP-like fluorescent protein DRONPA, which was cloned from
the coral Pectiniidae exhibits a reversible and highly reliable photoswitching per-
formance [112]. A single-molecule fluorescence spectroscopic study on DRONPA
molecules embedded in poly(vinyl alcohol) (PVA) demonstrated that even individual
molecules can be switched between a dim and a bright state by using 488 and 405 nm
laser light with a response time in the millisecond range and a repeatability of>100
times. This intriguing switching performance led to the termDRONPA, after �dron�
a ninja term for vanishing and �pa�, which stands for photoactivitation [113, 114].
Furthermore, reversible photoswitches such asDRONPAmight be potentially useful
for ultrahigh density optical data storage and far-field fluorescence imaging with
improved optical resolution (see Chapter 8) [115, 116].

However, the use of fluorescent proteins also has limitations: they can only be
introduced at the protein termini and can cause perturbations due to the large size
(238 amino acids in length). Furthermore, their limited brightness, photostability,
and blinking behavior, in addition to the spectral overlap of most mutants with
cellular autofluorescence, complicates single-molecule fluorescence spectroscopy
and imaging in living systems. Therefore, red-absorbing organic fluorophores in

Table 3.3 Spectroscopic characteristics
(absorption maximum, labs, emission
maximum, lem, extinction coefficient, e,
fluorescence quantum yield,Wf, and conversion

wavelength, c, of monomeric photoswitchable
proteins [112]. Data are given for the native/
photoconverted states of the proteins.

Photoswitchable
proteins

labs (nm) lem (nm) e (l mol�1 cm�1) Wf c (nm)

PA-GFP 400/504 515/517 20 700/17 400 0.13/0.79 413
PA-mRFP1-1 588/578 602/605 —/10 000 —/0.08 375–385
PS-CFP 402/490 468/511 34 000/27 000 0.16/0.19 405
PS-CFP2 400/490 468/511 43 000/47 000 0.20/0.23 405
mEosFP 505/569 516/581 67 200/37 000 0.64/0.62 400
DRONPA 503 518 95 000 0.85 490/405
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particular are still appealing if they could be easily attached to the target protein of
interest even in living cells. On the other hand, in all in vivo labeling strategies
introduced so far the fluorophore shows strong fluorescence upon illumination with
visible light, even in the unbound state, thus deteriorating the interpretation of
signals measured from living cells. Ideally, the fluorescence of the fluorophore or
labeled probe would be �activated� only upon specific binding to the biomolecule, for
example, the protein of interest. In some ways, biarsenical fluorophores such as
FlAsH, which increase fluorescence upon binding to their tetracysteine target motif,
exhibit some of the desired characteristics. However, as already demonstrated,
biarsenical fluorophores have the potential to interact non-specifically with other
proteins, accompanied by an increase in fluorescence intensity, that is, they lack
specificity.

To realize a fluorophore labeled probe that changes its fluorescence characteristics
upon specific binding to target molecules, already known quenching mechanisms
might be exploited. A variety of fluorophore–quencher pairs have been identified for
which photoinduced electron transfer (PET) is an exergonic process, and thus results
in complete suppression of fluorescence upon molecular contact. For example,
rhodamine and oxazine fluorophores are selectively quenched via PETupon contact
formation with tryptophan or guanine, the most potent electron donors among the
naturally occurring amino acids and DNA bases [20–22, 44, 55, 56]. Thus, the
fluorophore (a rhodamine or oxazine derivative) might be modified in a way that
ensures efficient fluorescence quenching via PET, for example, upon labeling
to benzyl-guanine or streptavidin. In the case of streptavidin, most fluorophores
are strongly quenched due to interactions with the biotin binding pockets, each of
which contains three tryptophan residues. On the other hand, the quenching
interactions are diminished or prevented upon biotin binding or guanine cleavage,
respectively [20, 55, 117].
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4
Fluorophore Selection for Single-Molecule Fluorescence
Spectroscopy (SMFS) and Photobleaching Pathways

To emphasize the advantage of single-molecule over ensemble experiments, imagine
that you are at a large station observing hundreds of passengers arriving on an
unknown number of trains. From such an observation, you cannot answer questions
about the individual routes that the trains took, how many passengers boarded the
train at which station, and at what times, or how many stops, each train made. You
observe simply an average and can only conclude that trains typically transport
hundreds of passengers at a time. If single-molecule spectroscopy is used tomonitor
reactions, individual properties can be measured, whereas in standard experiments,
only the overall average response is observed. The technique provides the basis for a
direct comparison of models, which are usually derived by envisaging individual
molecules, with solid experimental results. Furthermore, we can determine whether
each molecule exhibits a different but temporally constant reaction rate (static
inhomogeneity) or changes its rate with time (dynamic inhomogeneity, which can
be causedby perturbations that are analogous to �elevations� on a train�s route). Thus,
single-molecule fluorescence spectroscopy (SMFS) is used in a range of scientific
areas in physics, chemistry, and biology, and has been explained in detail in various
excellent reviews [1–16].

The ongoing success of SMFS has been facilitated not only through the develop-
ment of optical single-molecule techniques, but in addition through new refined
organic synthesis methods and the large repertoire of molecular biology techniques.
The ability to specifically label many different sites onmacromolecules, for example,
provides a great toolbox for the application of several spectroscopic techniques, such
as fluorescence resonance energy transfer (FRET) and photoinduced electron
transfer (PET). The dream of being able to detect individual molecules optically
arose in conjunction with the confirmation of their existence. Nevertheless, it took
more than half a century before the group working with Hirschfeld made the first
successful attempts at detecting the fluorescence signal of single antibodymolecules
statistically labeled with 80–100 fluorophores [17]. Subsequently, at the beginning of
the 1990s, Keller�s group was finally able to detect a single fluorophore in a
biologically relevant environment, that is, in an aqueous solvent [18]. Simultaneously,
but independently, Moerner, Orrit and coworkers successfully detected single
molecules at cryogenic temperatures using optical means [19, 20].

Handbook of Fluorescence Spectroscopy and Imaging. M. Sauer, J. Hofkens, and J. Enderlein
Copyright � 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-31669-4
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To adequately explain the technological breakthroughs achieved in singlemolecule
fluorescence spectroscopy (SMFS) we have to understand what the central feature is,
and this is usually a fluorophore under laser irradiation (Figure 4.1). Using a laser
source of appropriate wavelength, the fluorophore is excited from the singlet ground
state, S0, to the first excited singlet state, S1. Subsequently, the fluorophore spon-
taneously emits a fluorescence photon to relax to the electronic ground state, S0.
Owing to the loss of vibronic excitation energy during the excitation/emission cycle,
the fluorescence photon is of lower energy, that is, it is spectrally red-shifted (the so-
called Stokes shift), and can be detected efficiently using appropriate optical filtering.
The Stokes shift represents the basis for the high sensitivity of fluorescence
spectroscopy compared with other spectroscopic methods.

A question arises with respect to the number of fluorescence photons we can
expect to detect froma singlefluorophore. Assuming afluorescence quantumyield of
100%, and a typicalfluorescence lifetimeof 4 ns, afluorophorewould emit on average
2.5� 106 fluorescence photons per second, if it was always excited immediately after
the emission of a photon, that is, under optical saturation conditions. In other words,
the fluorophore would be cycled between the singlet ground S0 and first excited state
S1, which is highlighted light-gray in Figure 4.1, and it would never pause in any one
of the statesmarked gray.However, owing to the presence of competing depopulation
pathways from which intersystem crossing into long-lived triplet states is the most
prominent, the fluorescence quantum yield never approaches 100%. Furthermore, it
has to be taken into account that fluorophores undergo irreversible photobleaching
upon irradiation with intense laser light because of the increased reaction capability
of molecules in electronically excited states. This means that the time available to
detect the presence of a single fluorophore is limited to a specific time, usually in
the region of milliseconds to seconds depending on the excitation intensity.

Figure 4.1 Simple photophysical model,
including the main states involved in
photobleaching of common organic
fluorophores: excitation, kexc, fluorescence
emission, kf, intersystem crossing, kisc, charge

separation, kcs, and photoionization, kphotoion.
As long as the fluorophore is cycled between the
singlet ground state S0 and the first excited
singlet state S1, it emits fluorescence photons
(marked as the light-gray area).
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Nevertheless, if only a small percentage of the photons emitted finally reach the
detector (which is limitedmainly by the collection efficiency of the applied optics and
the transmission of the filters), the presence of a single fluorophore would be
manifested as the detection of a few hundred thousand photons per second. Of
course the quantum efficiency of typical high sensitivity CCD-cameras or avalanche-
photodiodes is less than 100%, but even the human eye exhibits sufficient sensitivity,
especially in the green wavelength range, to detect the fluorescence photons emitted
by a single fluorophore. This demonstrates that the detection efficiency does not
constitute the critical parameter in SMFS.

It is the background signal that sets the detection limit. The background stems
mainly from elastic (Rayleigh) and inelastic (Raman) scattering from solvent mole-
cules and from autofluorescent impurities. While Rayleigh scattering can be effi-
ciently suppressed by the use of suitable optical filters, the complete suppression of
Raman scattering, which is directly proportional to the number of irradiated solvent
molecules, is challenging, because it occurs, at least partly, in the same spectral range
as the fluorescence signal. On the other hand, autofluorescence from impurities
strongly depends on the excitation and on the detection wavelength. In biological
samples in particular, luminescent impurities can decrease the sensitivity or even
prevent the distinct detection of individual fluorophores. As the contribution of the
background signal is directly proportional to the number of molecules in the
excitation volume, the reduction of the excitation/detection volume is critical for
SMFS. Efficient reduction of the excitation volume can be achieved by using laser
excitation in different configurations, that is, confocal, evanescent, or near-field
arrangements. Although all configurations offer distinct advantages, it was confocal
fluorescence microscopy, as introduced by Rigler and coworkers, which established
single-molecule sensitive optical techniques as complementary standard tools for
various disciplines ranging from material science to cell biology [21, 22].

Besides these general aspects, the photophysical properties of the fluorophore
used in SMFS experiments are of fundamental importance. Naturally, the fluoro-
phore should exhibit a high extinction coefficient at the excitation wavelength, e, a
high fluorescence quantum yield, Wf, a large Stokes shift, and a high photostabil-
ity [23–25]. Regarding the brightness of a fluorophore, which is represented by the
product e�Wf, SMFS compatible fluorophores should exhibit values in the region of
e> 10 000 cm�1M�1 andWf> 0.10, that is, a brightness of at least�1 000 to facilitate
their unequivocal detection by fluorescence spectroscopy at the level of individual
fluorophores. For comparison, a standard rhodamine or carbopyronin dye shows a
brightness of 50 000–100 000. The Stokes shift generally varies between 15 and
30 nm for themost prominent SMFS capable fluorophores, that is, xanthene, rylene,
and cyanine derivatives. In addition, the fluorescence lifetime, t, plays an important
role in SMFS. On the one hand, long fluorescence lifetimes, that is, longer than a few
nanoseconds, enable the efficient discrimination of inevitable autofluorescence of
biological samples and inherent Raman scattering from solvent molecules using
time-gated detection techniques to be carried out. On the other hand, a fluorophore
has to be relaxed to the singlet ground state, S0, before re-excitation can occur. Thus,
the maximum number of photons emitted per time period is limited by the
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fluorescence rate, kf ¼ 1/t. Therefore, fluorophores with short fluorescence life-
times, t< 5 ns, are preferable for SMFS.

These considerations are influenced by requirements concerning the intersystem
crossing probability of the fluorophore and other reactions resulting in the formation
of nonfluorescent intermediates, for example, triplet or radical ion states. As the
lifetime of these states generally lasts for several micro- to milliseconds (or even
longer depending on the environmental conditions), they severely decrease the
fluorescence signal that can be detected. In addition, these fluorescence intermit-
tencies complicate thefluorescence imaging and tracking of individualfluorophores.
Therefore, fluorophores exhibiting a high triplet quantum yield or other dark-states
with high yield are less suited to SMFS. However, the most important fluorophore
property for SMFS is represented by photostability. Every organic fluorophore is
prone to irreversible photodestruction due to the higher reactivity of the excited states
and subsequent various photochemical reactions often involving photooxidation,
which limits the total number of photons emitted. Unfortunately, the underlying
mechanisms of photobleaching are not fully understood, and many of the photo-
physical parameters of fluorophores reported vary considerably between different
reports and with the dye concentration levels [26, 27]. Furthermore, not only does the
environment of the fluorophores but also the excitation conditions have a substantial
effect on the photobleaching properties [28–31].

In general, xanthene derivatives (rhodamine, rosamine, pyronin, carbopyronin,
carborhodamine, and oxazine dyes) exhibit a much higher photostability than
cyanine, coumarin, and fluorescein dyes and than phycobiliproteins and other
natural fluorophores (see Chapter 2). The mechanisms by which fluorophores
photobleach are fairly complex, but there is consent that (i) photo-oxidation, that
is, the formation of singlet oxygen through sensitization of ground-state triplet
oxygenmolecules by triplet states of the fluorophore, and (ii) photoionization, that is,
the formation of highly reactive radical ions upon excitation to higher excited states,
are most probably the predominant photobleaching pathways. Thus, to minimize
photobleaching or �photodestruction� the time the fluorophore spends in any of the
gray marked states in Figure 4.1 (long-lived or highly reactive states) has to be
minimized. Because inmost organicfluorophores the tripletT1 ! Tn, and the triplet
and singlet radical T1

. ! Tn
., and S1

. ! Sn
. absorption spectra, respectively, overlap

considerably with their S0 ! S1 absorption spectrum, excitation in higher excited
states can easily occur and initiate photobleaching. Furthermore, charge separation,
that is, electron transfer between excited fluorophores and the surrounding envi-
ronment can take place. The nature of the radical produced, that is, a radical cation
versus a radical anion, depends on the energy levels of the ground state of the
interacting molecules and on those of the excited states of the fluorophore under
investigation.

In addition, it has to be considered that in FRETexperiments the photobleaching
efficiency of the acceptor (i) scales with the FRET efficiency, (ii) is enhanced under
picosecond pulsed versus continuous wave excitation of the donor, and (iii) increases
with the intensity of the donor excitation. These findings indicate that the main
pathway for photobleaching of the acceptor is through absorption of a short
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wavelength photon from the acceptor�s first excited singlet state, that is, via S1 ! Sn
absorption, and subsequent irreversible reactions [29, 30]. Photobleaching can be
reduced, for example using pulsed excitation with a very low repetition rate, which
ensures that the fluorophore residing in a long-lived triplet state (with a lifetime of
typically severalmicroseconds) cannotbe further excited viaT1 ! Tn, absorption [32].
However, such low repetition rates, in the region of�100 kHz, substantially decrease
the number of fluorescence photons detectable per given time span from an
individual fluorophore, and renders the application for fluorescence imaging and
tracking microscopy as impossible.

Molecular oxygen has a dual role, as it is primarily responsible for photobleaching
via photo-oxidation, especially of cyanine and fluorescein dyes, while being an
efficient triplet-state quencher. Therefore, to increase the observation time for
cyanine and fluorescein derivatives, a method to remove oxygen from solution is
required, together with an alternative triplet-state quencher. Most approaches use an
enzymatic oxygen scavenging system, which uses a mixture of glucose oxidase and
catalase that converts glucose and oxygen into gluconic acid and water in a two-step
process, which results in a net loss of O2 from the solution [33]. Although oxygen
removal increases the photobleaching lifetime of Cy3 and Cy5 (typical cyanine
derivatives), it introduces intermittent fluorescence signals on the millisecond time
scale due to the increased triplet-state lifetime. Therefore, efficient extrinsic triplet
quenchers, that is, reducing compounds such as b-mercaptoethanol (BME), b-mer-
captoethylamine (MEA), or glutathione at the higher millimolar level (10–150mM)
have to be added [34–36]. Alternatively, lower concentrations of Trolox (1–2mM) in
combination with the enzymatic oxygen-scavenging system can be applied to
eliminate Cy5 blinking and to reduce photobleaching [37].

To conclude, photon detectors in use at present exhibit detection efficiencies of up
to 100%, the chromatic aberrations of the optical components are almost perfectly
corrected, and the numerical aperture of oil-immersion objectives reaches values
>1.40. In addition, white light lasers covering the whole visible range from blue,
green, yellow, red, and into the infrared, have been developed. Until recently, such
lasers were not available, and it was only ultrashort laser pulse technology that paved
the way towards their realization. In combination with acousto-optic tunable filters
(AOTFs) any desired wavelength can be selected for efficient excitation of different
fluorophores. Thus, the photophysical performance of fluorophores actually repre-
sents the bottleneck for the further improvement of single-molecule fluorescence
spectroscopic techniques. Vital to the detection of single fluorophores is the fact that
they can be cycled efficiently between the singlet ground state S0 and first-excited
singlet state S1 marked as the light-gray area in Figure 4.1. Thus, the occupation of
long-lived and higher reactive states has to be prevented or quenched by the addition
of suitable quenchers that guarantee the efficient repopulation of S0. Furthermore,
fluorophores are considerably prone to photobleaching when they are excited with
light of shorter wavelength, for example, as is possible in FRET experiments, while
already residing in the S1 or T1 state. The absorption of a second photon, that is,
S1 ! Sn or T1 ! Tn absorption, generates higher excited andmore reactive species,
which are probably destroyed by subsequent irreversible reactions.
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Recently [38], a new and universal method has been introduced that dramatically
improves photostability and reduces blinking of organic fluorophore, by recovering
the reactive intermediates. The method is based on the removal of oxygen and
quenching of the triplet and charge separated states by electron transfer reactions.
Therefore, a formula that contains reducing and oxidizing agents, that is, a reducing
and oxidizing system (ROXS) has been developed. The success of the approach was
demonstrated by single-molecule fluorescence spectroscopy of oligonucleotides
labeled with different fluorophores, that is, cyanines, (carbo)-rhodamines, and
oxazines, in aqueous solvents enabling the observation of individual fluorophores
for minutes, under moderate excitation, with increased fluorescence brightness
(Figure 4.2).

By using reducing and oxidizing agents simultaneously (for example methylviolo-
gen and ascorbic acid at �1mM concentration) fluorophores that enter the triplet
state are efficiently reduced by the reducing compound and a radical anion is formed.
The radical anion is then quickly reoxidized by the oxidizing compound to repopulate
the singlet ground state. Alternatively, the fluorophore is oxidized by the oxidant to
form a radical cation and is subsequently returned to the ground state by the reducer.

Figure 4.2 Fluorescence transients of
ATTO647N labeled double-stranded DNA
immobilized in an aqueous environment where
the oxygen is removed using an oxygen
scavenger [33]. (a) In the presence of 1mM
methylviologen serving as the oxidizing
compound, (b) in the presence of 1mM
ascorbic acid serving as the reducing
compound, and (c) in the presence of 1mM of
both the oxidizing and reducing compounds.

The bottom traces are binned into 10ms time
bins, the left insets providemagnified viewswith
1ms resolution, and the right insets show the
second-order autocorrelation function g(t) with
monoexponential fit. Samples were excited on a
confocal fluorescence microscopy at 635 nm
with an average excitation intensity of
approximately 2 kW cm�2 (Reproduced from
Vogelsang et al. (2008) Angew. Chem. Int. Ed.,
47, 5465 [38].)
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The fast recovery of the singlet ground state is essential in order to compete
successfully with the side reactions that lead to photobleached products. If applied
appropriately, fluorophores show constant fluorescence, without any intermittence,
and an intriguing photostability (Figure 4.2c).

Thermodynamic considerations of the underlying redox reactions support the
model, providing a comprehensive picture of blinking and the photobleaching of
organic fluorophores [38]. As ROXS takes into account several photobleaching
pathways, the method is generally applicable and could find widespread implemen-
tation in modern fluorescence imaging and spectroscopy techniques. Very recent-
ly [39], it has been shown that Trolox, which is commonly known as a reducing
compound, works according to the ROXS scheme. That is, the observed increased
photostability and antiblinking effect of Trolox [37] is due to oxidizing quinoid
derivatives of Trolox formed in aqueous buffer through reactions with molecular
oxygen. Thus, Trolox and its oxidized quinoid form an efficient redox couple.
Furthermore, when considering the photoswitching of an organic fluorophore and
its application in various super-resolution or subdiffraction resolution imaging
methods (see Chapter 8) [40], the controlled adjustability of the duration of on- and
off-states is of critical importance [41]. Similarly, the addition of oxidizing and
reducing compounds (usually applied at higher concentrations in the mM range
to increase photostability and eliminate blinking) can be used advantageously at
lower concentrations to generate off-states in standard organic fluorophores with a
readily adjustable lifetime [42]. Interestingly, some reports demonstrated that thiol
compounds, such as b-mercaptoethylamine, dithiothreitol, and glutathione can be
used to efficiently reduce the triplet state of various organic fluorophores. In these
instances, molecular oxygen, which is naturally present in aqueous solvents, at a
concentration of 250 mM, acts as a reducer to repopulate the singlet ground state
[41, 43, 44]. Thus, ROXS represents a universalmethod of choice to selectively control
the lifetimes of excited states of small organic fluorophores.
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5
Fluorescence Correlation Spectroscopy

5.1
Introduction

Fluorescence fluctuation spectroscopy (FFS) is the generalized name for a set of
spectroscopic methods that are based on the measurement and evaluation of
fluorescence intensity fluctuations originating from a small number of fluorescing
molecules, usually containedwithin a sufficiently small detection range. Any process
that influences thefluorescence intensity of thesemolecules (such as changes of their
positions within the measurement systems, their photophysics, chemical reactions,
conformational changes, etc.) will lead to a temporally changing fluorescence signal,
most often in a stochastic way. For example, molecules that are free to diffuse in and
out of the detection region will generate a stochastically changing fluorescence
intensity signal. Similarly, molecules that, besides circling through the first excited
singlet and ground states, can switch from time to time into a non-fluorescent triplet
state, will generate a fluctuating fluorescence intensity signal. The important point is
that the character of these fluorescence signal fluctuations is associated with the
underlying physical processes and their parameters (i.e., diffusion coefficients, or
photophysical rate constants). The core idea of FFS is to evaluate the observed
intensity fluctuation in such a way that one can determine these parameters.

The classical example of FFS is fluorescence correlation spectroscopy (FCS),
originally introduced by Elson, Magde and Webb in the early 1970s [1–3]. In its
original form it was developed for measuring diffusion, concentration, and chem-
ical/biochemical interactions/reactions of fluorescent or fluorescently labeled mole-
cules at nanomolar concentrations in solution. Let us explain the basic principles of
FFS through the example of measuring the diffusion of fluorescingmolecules using
FCS. Assume that one has a measurement system for exciting and measuring the
fluorescence of solved molecules in solution within a sufficiently small detection
range (for the moment, let us postpone all the technical details). The system will be
characterized by a so-called volumeof detection, that is, a region in the solutionwhere
efficient fluorescence excitation and detection take place. If the concentration of
fluorescentmolecules in solution is sufficiently small, so that only one of the very few
molecules is within the detection volume at any moment in time, the resulting
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measuredfluorescence signalfluctuates significantly, in response to the entering and
leaving of individual fluorescing molecules into or out of the detection volume
(Figure 5.1).

In FCS, the detected fluorescence intensity is correlated with a time-shifted replica
of itself for different values of the time shift (the lag time). The result is the so-called
autocorrelation function (a second-order correlation function, abbreviated to ACF)
which is calculated as

gðtÞ ¼ IðtÞIðtþ tÞh it ð5:1Þ

where

I(t) is the fluorescence intensity at time t and the triangular brackets denote averaging
over all time values t.

The physical meaning of the autocorrelation is that it is directly proportional to the
probability of detecting a photon at time t if there was a photon detection event at time
zero. This probability is composed of two basically different terms: The two photons
detected at time zero and at time t can originate from an uncorrelated background or
from different fluorescing molecules, and therefore do not have any physical corre-
lation (provided there is no interaction between the various fluorescing molecules).
These events will contribute to a constant offset of g(t), which is completely
independent of t (the joint probability of detecting two physically uncorrelated
photons is completely independent on the length of time between their detection).

Figure 5.1 Typical FCS experiment.
Fluorescing molecules (blue dots in left-hand
box) diffuse in and out of a small detection
volume (yellowish region in left box). Owing to

the constantly changing number of molecules
within the detection volume, the resulting
fluorescence intensity out of that volume
fluctuates significantly (right-hand graph).
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Alternatively, the two photons can originate from one and the samemolecule and are
then physically correlated. Let us start with some very simple qualitative considera-
tions concerning the lag-time dependence of g(t). Suppose that a molecule is close to
the center of the detection volume. Then therewill be a high probability of detecting a
large number of consecutive fluorescence photons from this molecule, that is, the
fluorescence signal will be highly correlated in time.

When the molecule, as a result of diffusion, begins to exit the detection volume,
this correlation will decrease continuously, that is, the probability of seeing further
fluorescence photons will decrease with time, until the molecule has diffused away
completely and the correlation is totally lost. Of course, the temporal decay of the
correlation, that is, the temporal decay of g(t) with increasing lag time t, will be
proportional to the diffusion speed of the molecule: the larger the diffusion
coefficient, the faster the fluorescence correlation decays. A typical example of this
behavior is shown in Figure 5.2.

A second important property of the ACF is its dependence on the concentration of
the fluorescing molecules. It is fairly obvious that the fluorescence intensity fluctua-
tions will be larger for lower concentrations of themolecules, see Figure 5.3. Indeed,
if one has, on average, only a signal molecule within the detection volume, then the
diffusion of thismolecule out of this volumeor the diffusion of anothermolecule into
this volume will cause a big change to the measured fluorescence intensity. In
contrast, if the average number offluorescingmolecules within the detection volume
is fairly large (e.g., several hundreds), then the leaving or entering of a molecule will

Figure 5.2 Typical FCS curves. Presented are
the ACFs for three measurements on aqueous
solutions of pure dye Alexa633, labeled carbonic
anhydrase, and labeled lysozyme. The different
long-time decay of the various ACFs reflects the

different diffusion coefficients of the three
samples, that is, their different molecular sizes.
The short-time decay in the microsecond time
range is due to photophysical transitions (in this
instance singlet to triplet transitions) of the dye.
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cause only small signal variations. Intuitively one may expect a direct connection
between the average number of molecules within the detection volume (i.e.,
concentration) and the amplitude of the fluorescence intensity fluctuations. Indeed,
as will be seen below, there is a direct connection between the inverse concentration
of the fluorescing molecules and the amplitude of the ACF.

Figure 5.3 Concentration dependence of the
fluorescence fluctuations. Shown are three
fluorescence intensity traces for three
concentrations of fluorescent molecules in the
ratio of 1 : 3 : 9 (see left-hand panels). The top
graph shows the absolute intensity traces, and

the bottom graph the same curves normalized
by their average value. As can be seen, the
relative fluctuations of the fluorescence signal
are larger the lower the concentration of the
molecules.
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Thus, FCS measurements can provide information about diffusion and concen-
tration of fluorescing molecules. Any process that alters one (or both) of these
quantities can also be measured by FCS. For example, consider the binding of two
proteins in solution: by labeling one of the binding partners with afluorescence label,
and monitoring the changing value of the diffusion coefficient of the labeled
molecules upon binding of their binding partner, using FCS, one can directly
measure binding affinities and kinetics.

For various time scales, the temporal behavior of the autocorrelation function is
determined by the different properties of the fluorescing molecules. On a nanosec-
ond time scale, so-called photon antibunching can be observed, reflecting the fact that
directly after the emission of a photon themolecule needs to be re-excited again to be
able to emit the next photon, leading to a steep decrease in g(t) towards shorter times.
If excitation and/or detection are performed with polarization filters, the autocor-
relation will also show contributions from the rotational diffusion dynamics of the
molecules on a pico- to nanosecond time scale. On a microsecond time scale, g(t) is
dominated by fast photophysical processes, or fast intramolecular structural dynam-
ics. As previouslymentioned, on amillisecond to the second level, the autocorrelation
function shows its typical decay, due to the lateral diffusion of themolecules out of the
detection region, as shown in Figure 5.4.

Figure 5.4 Typical anatomy of an ACF
(measured on Alexa633 in aqueous solution).
On a microsecond time scale, one observes the
fast photophysical transition from the
fluorescent singlet state into the non-
fluorescent triplet state; on a millisecond time

scale, the ACF decays due to diffusion of the dye
out of the detection volume, and within the limit
of a large lag time, the ACF decays towards an
offset value, which is produced by physically
non-correlated photon pairs coming from
different molecules.
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It took nearly two decades, until the development of new lasers with high beam
quality and temporal stability, low-noise single-photon detectors, and high-quality
microscope objectives with nearly perfect imaging quality at high numerical aper-
ture, for the technique to see a new renaissance in SMS. Achieving values for the
detection volume within the order of a few mm3 made the technique applicable for
samples at reasonably high concentrations and with short measurement times.

The advantage of FCS is its relative simplicity. Its drawback is that it works only
within a very limited concentration range. If the concentration of fluorescing
molecules becomes too large (typically �10�8M), then the contribution from
correlated photons from individual molecules, scaling with the number N of
molecules within the detection volume, becomes very small compared with the
contribution fromuncorrelated photons fromdifferentmolecules, scalingwithN2. If
the concentration is too low (typically <10�13M), then the probability of finding a
molecule within the detection region becomes extremely low. In both instances, the
measurement time for obtaining a high-quality autocorrelation function becomes
prohibitively large, although a remedy to this problem is to scan the laser focus
rapidly through the solution [4, 5].

There are numerous excellent reviews and overviews of FCS available [6–11] and
there is even a complete book devoted to the subject [12]. The present chapter gives a
very general introduction into the philosophy of FCS, aiming to be self-contained and
to develop the fundamental principles of FCS. However, it also describes recent
methodological advances that are not well covered by previous reviews.

5.2
Optical Set-Up

A typical FCS measurement set-up is shown in Figure 5.5 [13]. Fluorescent
molecules are dissolved in an aqueous solution that is placed on top of a chambered
cover slide. A collimated laser beam with perfect Gaussian TEM00 mode [14] is
coupled via a dichroicmirror into an objective with a highNA (numerical aperture),
which focuses the laser into a diffraction-limited spot in the sample. The dichroic
mirror is reflecting at the wavelength of the laser and transmitting at the wave-
lengths of the fluorescence emission. The use of a Gaussian TEM00 mode assures
diffraction-limited focusing of light, thus achieving a minimum focus diameter in
the sample. Fluorescence light generated in the sample is collected by the same
objective (so-called epi-fluorescence set-up), transmitted through the dichroic
mirror, and focused onto a circular confocal aperture. Behind the aperture, the
fluorescence light is refocused onto a sensitive light detector, usually a single-
photon avalanche diode (SPAD). The confocal aperture effectively rejects fluores-
cence light that is generated outside the focal plane, as shown in Figure 5.5. In
combination, fluorescence generation (by diffraction-limited focusing of the
excitation light) and fluorescence detection (by confocal detection) generate an
effective detection volume of about 0.5 mm in diameter in the focal plane, and a few
micrometers along the optical axis.
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The exact shape and size of the detection volume determines the shape and
temporal decay of the autocorrelation function. For example, the smaller the
detection volume, the faster molecules diffuse out of it and the faster the ACF
decays, and vice versa. The actual quantity that defines the autocorrelation function is
the so-calledmolecule detection function (MDF). TheMDFdescribes the probability
of seeing a fluorescence photon from a molecule at a given position r in the sample.
Thus, the MDF, which we will denote byU(r), is a function of position r and rapidly
falls off to zero if one moves away from the optical axis and/or the focal plane. As we
will see below, knowing the exact shape of theMDFallows one to calculate exactly the
shape of the ACF, which can then subsequently be used to fit experimental data to
obtain, for example, diffusion and/or concentration values of the fluorescent
molecules. However, this is also the principal problem of FCS: a precise quantitative
evaluation of an ACF critically depends on the exact knowledge of the MDF. We will
discuss this topic in more detail in Section 5.4.

5.3
Data Acquisition and Evaluation

In the past, conventional FCS set-ups used to employ hardware correlators that
calculated theACFonboard, on the basis of the fed-in signal from the photodetectors.

Figure 5.5 Schematic of the optical set-up used for FCS measurements. Shown is a set-up with a
linearly polarized excitation laser and polarization-sensitive detection. The detectors are usually
single-photon avalanche diodes or photomultiplier tubes.
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Recently, most set-ups have been using fast photon counting electronics for
asynchronously recording and storing the arrival times of the detected photons,
and subsequently use software algorithms for calculating the ACF from the
recorded photon data. This permits much more flexibility in data handling and
evaluation, as will be seen for example in the case of fluorescence lifetime
correlation spectroscopy (FLCS) (Section 5.7), and we will describe this approach
here in more detail.

Asynchronously measured single-photon counting data consists of a linear file of
detection times {t1, t2, . . ., tN} of the detected photons, whereN is the total number of
detected photons during a given measurement. A special feature of these detection
times is that they are integer multiples of some minimal time dt, determined by the
temporal resolution of the detection electronics.Without the restriction of generality,
it can be assumed that all times aremeasured in units of dt, so that all the numbers tj
take integer values. The value g(t) of the autocorrelation function for a given lag time t
is defined in Equation 5.1. For a photon detection measurement with temporal
resolution dt, the intensity values I(t) within consecutive time intervals can only take
the values 1/dt or 0, depending on whether or not there was a photon detection event
during a time interval ofwidthdt. The average inEquation5.1 is then calculated as the
sum over all consecutive time intervals of width dt, divided by the total number of
summed intervals. In practice, one does not compute the autocorrelation function for
all possible values of lag time t, but at increasingly spaced lag time values. If the
temporal resolution of the photon detection is, for example, 100 ns, and one desires to
follow correlation processes up to aminute, possible values of lag time t are any value
between 100 ns and 60 s in intervals of 100 ns, resulting in 6� 108 possible lag time
values. Calculation of g(t) for all of these values would be an enormous time-
consuming numerical effort. Instead, the autocorrelation is calculated for only few,
approximately logarithmically spaced values of t.

A straightforward way of calculating the autocorrelation function is to divide the
total measurement time, tN� t1, into intervals of unit length dt, and to sort the
detected photons into these intervals corresponding to their arrival times tj. The result
is a synchronous photon detection intensity file Ij with j running from 1 through to
tN� t1, where the Ij can only adopt the values one or zero. The fluorescence
autocorrelation can then be calculated as given by Equation 5.1. In practice, such
an approach is prohibitivelymemory demanding and computationally expensive. An
alternative andmuchmore efficient FCS algorithmworks directly on the arrival times
{t1, t2, . . ., tN}, without converting them into time-binned data. For a given lag time t,
the algorithm searches for all photon pairs in the data stream that are a temporal
distance t apart from each other. The number of photon pairs with a distance t is
directly proportional to the autocorrelation value at lag time t. A convenient choice for
the values of t is

tj ¼
1 if j ¼ 1

tj�1 þ 2 ðj�1Þ=Bb c if j > 1

(
ð5:2Þ

where
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j takes integer values starting with one and running up to some maximum number
jmax¼ ncascB
B is some integer base number
the bracket b c gives the integer part of the enclosed expression.

The resulting lag times are grouped into ncasc cascades with equal spacing of 2 j=Bb c.
The advantage of such a choice of lag times is that all tjhave integer values, so that fast
integer arithmetic can be used in subsequent computations. For example, when
using a base number value of B¼ 10 and ncasc¼ 3, one obtains the lag time sequence
{t j}¼ {1,2,. . .,9,10,12,. . .,28,30,34,. . .,70}.

For a given lag time t, a second vector of arrival times {t01; t02; . . . ; t0N} is generated,
containing the time values t0 j ¼ tj þ t. At the beginning, the value of the autocor-
relation at lag time t is set to zero. The algorithm starts with the time t1 in the original
vector andmoves to consecutive time entries in that vector until it encounters a value
tj which is equal to or larger than t01. If tj ¼ t01, the value of the autocorrelation at lag
time t is increased by one. Next, the algorithm switches to the entries of the second
vector and, starting with t01, moves to consecutive time entries in that vector until it
encounters a value t0 j1 that is equal to or larger than t0 j1 . If t

0
j1 ¼ t0 j1 , the value of the

autocorrelation at lag time t is increased by one. The algorithm switches back to the
first vector and, startingwith t0 j1 ,moves to consecutive time entries in that vector until
it encounters a value t0 j2 which is equal to or larger than t0 j1 , and so on until the last
entry in one of either vectors is reached. In its simplest form, the autocorrelation
algorithm calculates, up to some constant factor, the probability of detecting a photon
at some time t þ t if there was a photon detection event at time t. A visualization of
the algorithm�s working is shown in Figure 5.6.

When only applying the algorithmat the increasingly spaced lag times as given by
Equation 5.2, it will completely miss, for example, the strong autocorrelation of any
periodic signal with a repetition time not included within the vector of the lag times
used. To avoid this, one usually applies an averaging procedure by coarsening the
time resolution of the photon detection times tj when approaching the calculation
of the autocorrelation function at increasingly larger lag times. This is equivalent to
the multiple-tau and multiple-sampling time correlation method employed in
hardware correlators [15]. Such a procedure is easily incorporated into the present
algorithm. Besides working just with the original and shifted vectors of the arrival
times, {t1; t2; . . . ; tN} and {t01; t02; . . . ; t0N}, all time entries tj and t0 j are associated
withweight valueswj andw0

j, which are all set to one at the start of the algorithm. For
the case of an equality tj ¼ t0k, the autocorrelation is increased by theweight product
wjw0

k and not by one. A time coarsening step is inserted each time when finishing
the calculations for one cascade of B lag times tj with equal spacing, and before
starting with the next cascade of B lag times with double spacing. All values
{t1; t2; . . . ; tN} used in the previous cascade are divided by two and rounded to the
nearest lower integer value, which occasionally leads to the occurrence of conse-
cutive entries with the same time value. Before continuing the autocorrelation
computation, such double entries are reduced to one entry, and the corresponding
weight of that remaining entry is increased by the weight of the eliminated one.
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Thus, with increasing lag time tj, the time scale underlying the autocorrelation
calculation becomes increasingly coarser, and the total number of time entries to
be processed increasingly smaller. To correct for the varying time scale of the
autocorrelation calculation, one has finally to divide, at each lag time tj, the
calculated autocorrelation value by the corresponding time scale factor 2 j=Bb c. As
pointed out in reference [15], this time coarsening leads to a triangularly weighted
average of the true value of the autocorrelation function.

The above algorithm can easily be generalized for more complex situations. In
most photon detection experiments, it is desirable to detect the fluorescence within
two detection channels, either to obtain more information about the fluorescence
(e.g., detection of fluorescence polarization or different emission colors), or to
eliminate the adverse effects of detector afterpulsing [16] on the short-time behavior
of the FCS curve. In all these situations, cross-correlating the signals of both detection
channels instead of autocorrelating the signals of each channel becomes an impor-
tant task. This is easily realized with the above algorithm by using the time values of
the first channel as the entries for the first vector {t1; t2; . . . ; tN} and the time values of
the second channel for calculating the lag-time shifted vector {t01; t02; . . . ; t0N}. In this

Figure 5.6 Visualization of the software correlation algorithm as described in the text.
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case, one obtains the cross-correlation of the second channel with positive lag times
relative to thefirst channel. By reversing the order, that is, assigning the time values of
the second channel to {t1; t2; . . . ; tN} and using the time values of the first channel for
{t01; t02; . . . ; t0N}, one obtains the cross-correlation of the first channel with positive
lag times relative to the second channel.

5.4
Milliseconds to Seconds: Diffusion and Concentration

Thermally induced translational diffusion is one of the fundamental properties
exhibited by molecules within a solution. Via the Stokes–Einstein relationship,

Dtrans ¼ kBT
6pgRtrans

ð5:3Þ

it is directly coupledwith the hydrodynamic radiusRtrans of themolecules [17], where

Dtrans is the translational diffusion coefficient
kB is Boltzmann�s constant
T the absolute temperature
g the viscosity of the solution.

Any change in this radius will change the associated diffusion coefficient of the
molecules. Such changes occur for most biomolecules – in particular proteins, RNA
and DNA – when interacting with their environment (e.g., binding of ions or other
biomolecules) or performing biologically important functions (e.g., enzymatic
catalysis) or reacting to changes in environmental parameters, such as pH, temper-
ature, or chemical composition (e.g., protein unfolding). Therefore, the ability to
precisely measure diffusion coefficients has a large range of potential applications,
formonitoring, for example, conformational changes in proteinsupon ionbinding or
unfolding. However, many biologically relevant conformational changes are con-
nected with fairly small changes to the hydrodynamic radius, of the order of
A
�
ngstrøms (see e.g., [18]). Tomonitor these small changes, it is necessary tomeasure

the diffusion coefficient with an accuracy of better than a small percentage. Standard
methods for diffusion coefficientmeasurements achieving this accuracy are dynamic
light scattering (DLS) [19], pulsed field gradient NMR (nuclear magnetic reso-
nance) [20], size exclusion electrophoresis [21], or analytical ultracentrifugation [22].
However, all these methods operate at rather high sample concentrations, far
removed from the limit of infinite dilution. To obtain the correct infinite-dilution
limit and thus a correct estimate of the hydrodynamic radius, one frequently has to
measure at different concentrations and to extrapolate the concentration/diffusion
coefficient curve towards zero concentration (see e.g., [23]). Another problem is that
proteins are often prone to aggregation [24] at the concentrations needed to obtain
sufficient data quality. Thus, FCS is a relatively simple and attractive alternative for
measuring diffusion coefficients, and the next sections will explain in detail how this
is done.
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5.4.1
Single-Focus FCS

Following Equation 5.1, the ACF is the correlation of thefluorescence intensity with a
time-shifted replica of itself, calculated for all possible lag times t. The measured
signal I(t) stems from thefluorescence of all themoleculeswithin the sample plus the
uncorrelated background Ibg (light scattering, electronic noise, etc.):

IðtÞ ¼ Ibg þ
X
j

IjðtÞ ð5:4Þ

where

the index j refers to the jth molecule, and the summation runs over all molecules in
the sample.

Thus, the ACF gðtÞ is given by

gðtÞ ¼ IbgðtÞþ
X
j

IjðtÞ
 !

Ibgðtþ tÞþ
X
k

Ikðtþ tÞ
 !* +

¼
X
j

IjðtÞIjðtþ tÞ� �þ X
j 6¼k

�Ij�Ik þ þ
X
j

�Ij�Ibg þ�I2bg

ð5:5Þ

where the triangular brackets and bars denote averaging over all possible time values
t. The last line takes into account that fluorescence photons coming from different
molecules are completely uncorrelated (no intermolecular interaction provided).
Because all molecules in solution are indistinguishable, the last equation can be
simplified further to

gðtÞ ¼ N iðtÞiðtþ tÞh iþNðN�1Þ iðtÞh i2 ð5:6Þ

where

i is the measured fluorescence intensity of any molecule
N is the total number of molecules present in the sample.

Thus, the task of calculating the function gðtÞ reduces to calculating iðtÞiðtþ tÞh i,
the correlation of the fluorescence signal from one and the same molecule, and ih i,
the average detected fluorescence intensity of one molecule.

The correlation iðtÞiðtþ tÞh i of the fluorescence signal from one and the same
molecule can be easily derived if its physical meaning is remembered. It is
proportional to the probability of seeing, from one and the same molecule, a
photon at time tþ t if there was a photon detection at time t. The probability of
finding a molecule within an infinitely small volume dV anywhere in the sample is
equal to dV/V, whereV is the total sample volume. Next, the probability of detecting
a photon from a molecule at a given position r0 is directly proportional to the
value of the MDF at this position, that is, to U(r0). Furthermore, the chance that
the molecule diffuses from position r0 to position r1 within time t is given by the
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solution of the diffusion equation

qG
qt

¼ DDG ð5:7Þ

where

D is the three-dimensional Laplace operator in coordinate r1
D is the diffusion coefficient of the molecule
G approaches a three-dimensional Dirac function for t! 0, Gðr1; r0; t ¼ 0Þ ¼
dðr1�r0Þ, that is, the molecule is exactly at position r0 at time zero.

For a sample with wide boundaries, this solution is explicitly given by

Gðr1; r0; tÞ � Gðr1�r0; tÞ ¼ 1

ð4pDtÞ3=2
exp � r1�r0j j2

4Dt

 !
ð5:8Þ

Finally, the chance to detect a photon from the molecule at the new position r1 is
again proportional to the value of theMDFat this position, that is, toUðr1Þ. Thus, the
autocorrelation iðtÞiðtþ tÞh i is calculated as the product of all these individual
contributions and averaging over all possible initial and final positions of the
molecule, that is, integrating over r0 and r1:

iðtÞiðtþ tÞh i ¼ 1
V

ð
V

dr1

ð
V

dr0Uðr1ÞGðr1; r0; tÞUðr0Þ ð5:9Þ

Similarly, the average fluorescence intensity from a single molecule in the sample
is given by

iðtÞh i ¼ 1
V

ð
V

drUðrÞ; ð5:10Þ

so that the full ACF, in its most general form, reads

gðtÞ ¼ c
ð
V

dr1

ð
V

dr0Uðr1ÞGðr1; r0; tÞUðr0Þþ c
ð
V

drUðrÞ
2
4

3
5
2

ð5:11Þ

where

c denotes the concentration of fluorescent molecules (numbers per volume)

and one has used the fact that in the limit of large sample volume N=V ! c and
NðN�1Þ=V2 ! c2

The above Equations 5.9 and 5.10 are of general validity, but before being able to
apply them to the evaluation of real FCSexperiments onehas to specify theMDFU(r).
In the majority of publications on FCS, a very simple approximation of the MDF has
been adopted, assuming that it is well described by a three-dimensional Gaussian
distribution, that is,

UðrÞ ¼ k exp � 2
a2

x2 þ y2
� �� 2

b2
z2

� �
ð5:12Þ

where
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k is some overall constant
(x, y, z) are Cartesian co-ordinates centered at the intersection of focal plane and
optical axis and with z ¼ 0 being the optical axis
a and b are the characteristic half axes of the cylindrically symmetrical, Gaussian-
shaped detection volume.

This corresponds to the lowest-order polynomial expansion of lnU(r) (due to both
axial and mirror symmetry, terms linear in x, y, z are absent). The characteristic
parameters a and b are not known a priori and are usually determined by reference
measurements on a sample with know diffusion coefficient. Using the expression in
Equation 5.12, the single-molecule autocorrelation iðtÞiðtþ tÞh i can now be explicitly
calculated as

iðtÞiðtþ tÞh i ¼ ce2

ð4pDtÞ
3
2

ð
V

dr
ð
V

d rUðrþ rÞexp � rj j2
4Dt

0
@

1
AUðrÞ

¼ p
3
2

8

0
@

1
A ce2a2b

ð1þ 4Dt=a2Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4Dt=b2

p
ð5:13Þ

where

e is a constant factor taking into account overall detection efficiency of the mea-
surement system, absolute fluorescence brightness of the molecules (defined by
absorption cross-section and fluorescence quantum yield) and so on.

In a similar way, the average fluorescence signal resulting from one molecule is
given by

iðtÞh i ¼ ce
ð
V

drUðrÞ ¼ p3

8

� 	1
2

cea2b ð5:14Þ

Thus, the final result for the total autocorrelation reads

gðtÞ ¼ p
3
2

8

 !
ce2a2b

ð1þ 4Dt=a2Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4Dt=b2

p þ Ibg þ p3

8

� 	1
2

cea2b

" #2
ð5:15Þ

where an additional background intensity Ibg has been included. An important
property of the ACF is that the concentration of thefluorescent species can be derived
from Equation 5.15 via

gð1Þ
gð0Þ�gð1Þ ¼ c

Ð
drUðrÞþ Ibg


 �2Ð
drU2ðrÞ ð5:16Þ

where we have taken into account that Gðr; tÞ in Equation 5.8 approaches a
d-function for t! 0. Using Equation 5.16 one can define the effective detection
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volumeVeff as

Veff ¼
Ð
drUðrÞ
 �2Ð
drU2ðrÞ ð5:17Þ

so that, for negligible background, the left-hand side of Equation 5.16 equals cVeff,
that is, the mean particle number within Veff. Thus, the ACF is often used for
estimating concentrations of fluorescing molecules.

Although Equation 5.15 is remarkably successful at fitting measured autocorrela-
tion curves, the physical meaning of the parameters a and b is rather obscure, because
the actualMDF is usuallymuchmore complicated than as given by Equation 5.12. It is
known that the real shape of theMDF is only poorly described as a three-dimensional
Gaussian. A more serious problem is that the exact form of the MDF is extremely
sensitive to several optical and photophysical artifacts and can easily change from one
measurement to another. The most severe of these will be discussed here.

Thefirst commonproblem is that state-of-the-art water immersion objectives used
in FCS set-ups are designed to image through a cover slide of specific thickness. In
this sense, the cover slide acts as the last optical element of an objective, and the
optical quality of the imaging (and laser focusing) critically depends on the exact
matching of the cover slide thickness the objective is adjusted to with its actual
thickness. What happens when the cover slide thickness deviates from its design
value by only a fewmicrometers is shown in Figure 5.7, where one can see the severe

Figure 5.7 The large figure shows, from left to
right, the MDF and ACF for three increasing
values of cover slide thickness deviation, d¼ 0,
d¼ 5 mm, and d¼ 10mm. Box size of the MDF
displays is 1� 1� 2 mm3; the numbers next to
each box give the center position along the
optical axis in mm.Note the shift of the center of
the MDF along the optical axis for increasing

values of d. The inset figure shows the
dependence of apparent diffusion coefficient
and the chemical concentration on thickness
deviation value. These valueswould be obtained
when performing a comparative FCS
measurement using an ideal ACF (d¼ 0) as
reference (the same applies to subsequent
figures).
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optical aberrations introduced by cover slide thickness mismatch and the resulting
deformation of an ACF, and the shift of its decay towards longer lag times. The
enlargement of the MDF results in increased diffusion times, that is, apparently
lower diffusion coefficients, and in an apparently increased concentration (there are
more molecules present in the detection volume because the latter has become
larger). In general, any aberration results in an increased detection volume and thus
leads to the same trend of an apparently lower diffusion coefficient and higher
concentration with increasing aberration. The impact on the apparent concentration
is much stronger than on the apparent diffusion, resulting, for example, for a cover
slide thickness deviation of 10 mm, in an error of over 100% for the former and of
roughly 30% for the latter. It should be noted that the errors shown do not change
significantly when the focus position in the solution is changed.

This is in stark contrast to the effect of refractive index mismatch, which will be
considered next. An optical microscope using a water immersion objective is
optimally corrected for imaging inwater. However, inmany biophysical applications,
one has to work in buffer solutions with slightly different refractive indexes. Also,
when measuring in cells or tissues, one faces similarly slight refractive index
variations. Typical values of interest are between 1.333 and 1.360. Figure 5.8 shows
the impact of refractive index mismatch on the MDF and ACF and subsequently on
the apparent diffusion coefficient and concentration. The impact of even a slight
refractive index mismatch is much more dramatic than that of the cover slide
thickness. This ismostly due to the large assumed distance of the focus position from
the cover slide surface (200mm, the default value of commercial instruments such as
the Confocor I by Carl Zeiss). In contrast to cover slide thickness, the aberrations
introduced by refractive index mismatch accumulate with increasing distance of the

Figure 5.8 The large figure shows, from left to
right, the MDF and ACF for three increasing
values of refractive index of the sample solution,
nm¼ 1.333, nm¼ 1.346, and nm¼ 1.360. Box
size of the MDF displays is 1� 1� 5mm3. Note

again the shift of the center of the MDF along
the optical axis for increasing values of nm. The
inset figure shows the dependence of apparent
diffusion coefficient and the concentration on
refractive index.
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focus from the cover slide surface because an increasingly thicker layer of solution
with the mismatched refractive index lies between the optics and the detection
volume. The effect of refractive index mismatch can be much reduced when
positioning the detection volume closer to the surface.

Another purely optical effect is laser beam astigmatism, that is, different focus
positions within different axial planes of the laser beam. Astigmatism is easily
introduced through slight curvatures of reflective elements in the optical set-up (such
as the dichroic mirror), or by slight axial asymmetry of the optical fiber that is often
used for guiding the excitation light towards the objective. The impact of astigmatism
on the shape of theMDFandACFin addition to the apparent diffusion coefficient and
chemical concentration are shown Figure 5.9.

As can be seen, the effect of astigmatism on the measured diffusion and
concentration is of similar magnitude to that of cover slide thickness deviation.
With regard to cover slide thickness, the effect of astigmatism is fairly independent of
the focus position in the sample.

A particularly intriguing effect in FCS measurements is the dependence of the
ACF on excitation intensity due to optical saturation. Optical saturation occurs when
the excitation intensity becomes so large that amolecule spendsmore andmore time
in a non-excitable state, so that increasing the excitation intensity does not lead to a
proportional increase in the fluorescence intensity emitted. The most common
sources of optical saturation are: (i) excited-state saturation, that is, the molecule is
still in the excited state when the next photon arrives; (ii) triplet-state saturation, that
is, the molecule undergoes intersystem-crossing from the excited to the triplet state

Figure 5.9 The large figure shows, from left to
right, the MDF and ACF for three different
values of laser beam astigmatism. Box size of
the MDF displays is 1� 1� 2mm3. There is no
shift of the center of the MDF along the optical

axis for increasing astigmatism. The inset figure
shows the dependence of apparent diffusion
coefficient and the concentration on beam
astigmatism.
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so that it can no longer become excited until it returns back to the ground state;
(iii) other photoinduced transitions into a non-fluorescing state, such as the pho-
toinduced cis–trans isomerization in cyanine dyes, or the optically induced dark states
in quantum dots. The exact relationship between fluorescence emission intensity
and excitation intensity can be very complex [25] and can even depend on the
excitation mode (pulsed or continuous wave) [26], but an adequate approximation of
the dependence of fluorescence intensity on excitation intensity is given by the
simple relationship

Ifluo / Iexc
1þ Iexc=Isat

ð5:18Þ

where

Ifluo and Iexc are the fluorescence and excitation intensity, respectively
Isat is a parameter referred to as the saturation intensity, which describes the
saturation behavior of a given dye.

Figure 5.10 shows how optical saturation changes the shape of the MDFand ACF
and the apparent diffusion coefficient and concentration.

An important feature is the behavior of the curves for apparent diffusion and
concentration at the limit of vanishing excitation intensity. Whereas for all optical
effects studied so far, the slope of these curves tended to zero for vanishing
aberration (or astigmatism), its value now is largest at zero intensity. To better
understand the reason for this behavior, consider an ideal Gaussian excitation
profile I0�exp(�x2/2) with a mean square deviation of one. Figure 5.11 shows the
widening of such a profile when transformed by a saturation to I0�exp(�x2/2)/

Figure 5.10 The large figure shows, from left to
right, the MDF and ACF for three increasing
values of optical saturation. Box size of theMDF
displays is 1� 1� 2mm3. The inset figure shows

the dependence of apparent diffusion
coefficient and concentration on optical
saturation, that is, excitation intensity.
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[1 þ I0�exp(�x2/2)]. As can be seen, the relative change in the profile width is
fastest at the limit of zero intensity I0 ! 0, explaining why one sees most of the
changes in FCS at low saturation levels.

All of these effects make a quantitative evaluation of standard FCSmeasurements
quantitatively unreliable. As pointed out previously, the core problem is the absence
of an extrinsic and fixed length scale in the experiment. Even reference measure-
ments, that is, using a dye with a known diffusion coefficient to determine the
parameters a and b and then using them tomeasure the diffusion of a sample, can be
problematic due to the strong dependence of an FCS result on optical saturation,
which is itself determined, in a complex manner, by the photophysics of a particular
dye. The photophysical parameters of one and the same dye can even change upon
binding it to a protein or other target molecule! The next section describes a recent
modification of the standard FCS measurement that seems to solve this long-
standing problem and which allows for reproducible, quantitative, and absolute
measurements of diffusion coefficients.

5.4.2
Dual-Focus FCS

Several modified concepts of FCS have been proposed to obtain a better defined
detection volume, that is, better defined MDF by introducing an external ruler into
the measurement, which is lacking in standard FCS. Among these attempts were
excitation in front of dielectric mirrors [27], standing wave excitation [28], or spatial

Figure 5.11 Change of the mean square deviation of the function exp(�x2/2)/[1 þ z�exp(�x2/2)]
with increasing value of z.
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correlation FCS between two detection volumes generated by detecting the fluores-
cence through two laterally shifted pinholes [29]. The external ruler was provided
either by the known modulation length of a standing light wave, or the estimated
distance between the detection volumes. However, all the proposed methods suffer
from a similar problem, in that for a precise quantification of the diffusion coefficient
one still needs precise knowledge of the overall shape of the MDF, evoking the same
problems as in conventional FCS.

Recently, a new and straightforward modification of FCS was developed, namely
dual-focus FCS or 2fFCS, which fulfils two requirements: (i) it introduces an external
ruler into the measurement by generating two overlapping laser foci of precisely
known and fixed distance, (ii) it generates the two foci and corresponding detection
regions in such a way that the correspondingMDFs are sufficiently well described by
a simple two-parametermodel, yielding accurate diffusion coefficients when applied
to 2fFCS data analysis. Both of these properties allow for the measuring of absolute
values of the diffusion coefficient with an accuracy of a small percentage. Moreover,
the new technique is robust against refractive indexmismatch and optical saturation
effects, which are problems in standard FCS measurements.

The 2fFCS set-up, as shown in Figure 5.12, is based on a standard confocal epi-
fluorescence microscope as was shown in Figure 5.5. However, instead of using a
single excitation laser, the light from two identical, linearly polarized pulsed diode
lasers is combined by a polarizing beam splitter. Both lasers are pulsed alternately
with a high repetition rate (about 40–80MHz), and by an excitation scheme that is
termed pulsed interleaved excitation or PIE [30]. Both beams are then coupled into a
polarization-maintaining single-mode fiber. At the output, the light is again colli-
mated. Thus, the combined light consists of a train of laser pulses with alternating
orthogonal polarization. The beam is then reflected by a dichroic mirror towards the
water-immersion objective of the microscope, but before entering the objective, the
light beam is passed through a Nomarski prism, which is normally exploited for
differential interference contrast (DIC) microscopy. The Nomarski prism is an
optical element that deflects the laser pulses into two different directions according
to their corresponding polarizations. Thus, after focusing the light through the
objective, two overlapping excitation foci are generated, with a small lateral shift
between them. The distance between the beams is uniquely defined by the chosen
Nomarski prism and is independent of the sample�s refractive index, cover slide
thickness, or laser beam astigmatism, because all these properties may introduce
severe aberrations but will not change the main distance between the axes of
propagation of both focused laser beams.

As in one-focus FCS, the generated fluorescence is collected by the same objective,
passed through the Nomarski prism and the dichroic mirror, and focused onto a
single circular aperture (diameter 200 mm), which is positioned symmetrically with
respect to both focus positions and chosen to be large enough to allow the light from
both foci to easily pass. After the pinhole, the light is collimated, split by a non-
polarizing beam splitter cube, and focused onto two SPADs. Electronics for single-
photon counting are used to record the detected photons from both SPADs with
picosecond temporal resolution. The picosecond temporal resolution is used to
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decide which laser has excited which fluorescence photon, that is, within which laser
focus/detection volume the light was generated. This is done by correlating the
detection time of each photonwith the time of the last preceding laser pulse. A typical
histogram of these time correlations, a so-called time-correlated single-photon
counting or TCSPC histogram [31], is shown in Figure 5.13.

In this figure, two different fluorescence decay curves that correspond to the two
alternately pulsing lasers can be seen. In the data evaluation, all photons that fall
into the first time window are associated with the first laser, and all photons that fall
into the second time window with the second laser. For this method to work
successfully, it is, of course, necessary that the time between the laser pulses is
significantly larger than the fluorescence lifetime of the fluorescent molecules.
Knowing which photon is generated in which detection volume, the ACFs for each
detection volume in addition to the cross-correlation function (CCF) between the
two detection volumes can be calculated. The CCF is calculated in a similar way to

Figure 5.12 Schematic of the 2fFCS set-up.
Excitation is achieved by two interleaved pulsed
lasers of the same wavelength. The polarization
of each laser is linear but orthogonal to each
other. Light is then combined by a polarizing
beam splitter and coupled into a polarization
maintaining optical single-mode fiber. After
exiting the fiber, the laser light is collimated by
an appropriate lens and reflected by a dichroic
beam splitter through a DIC prism. The DIC

prism separates the laser light into two beams
according to the polarization of the incoming
laser pulses. The microscope objective focuses
the two beams into two laterally shifted foci.
Fluorescence is collected by the same objective.
The tube lens focuses the detected fluorescence
from both excitation foci onto a single pinhole.
Subsequently, the fluorescence light is split by a
50/50 beam splitter and detected by two single
photon avalanche diodes.
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the ACF but the correlating photons are fromdifferent detection volumes. TheCCF
at lag time t is thus proportional to the probability of seeing a photon from the
second detection volume at any time t þ t if there was a detection event from the
first detection volume at time t, and vice versa. A typical 2fFCS measurement is
presented in Figure 5.14.

A crucial point for a successful 2fFCS data analysis is to have a sufficiently
appropriate model function for the MDF. It was found that a suitable expression
is given by the following

UðrÞ ¼ kðzÞ
w2ðzÞ exp �2

x2 þ y2

w2ðzÞ
� �

ð5:19Þ

where kðzÞ and wðzÞ are functions of the axial coordinate z (optical axis) defined by

wðzÞ ¼ w0 1þ lexz
pw2

0n

� 	2
" #1

2

ð5:20Þ

and

kðzÞ ¼ 2
ða

0

drr
R2ðzÞ exp � 2r2

R2ðzÞ
� �

¼ 1�exp � 2a2

R2ðzÞ
� �

ð5:21Þ

where the RðzÞ itself is defined by an expression similar to Equation 5.20:

Figure 5.13 TCSPC histograms measured on
an aqueous solution of Atto655. The photon
counts in the left time window (73 ns� t
� 89 ns) are generated by the first laser, that is,
the first focus, the photon counts in the second

time window (99 ns� t� 115 ns) are generated
by the second laser, that is, the second focus. In
both time windows (limited by vertical lines in
the figure), there are two curves corresponding
to the two SPAD detectors, respectively.
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RðzÞ ¼ R0 1þ lemz
pR2

0n

� 	2
" #1

2

ð5:22Þ

where, in the above equations

lex is the excitation wavelength
lem is the center emission wavelength
n is the refractive index of the immersion medium (water)
a is the radius of the confocal aperture divided by magnification
w0 and R0 are two (generally unknown) model parameters.

Equation 5.20 is nothing other than the scalar approximation for the radius of a
diverging laser beam with beam waist radius w0. Equation 5.19 is a modification of
the three-dimensionalGaussianwehave already discusssedwith respect to one-focus
FCS, and indicates that in each plane perpendicular to the optical axis, the MDF is
approximatedby aGaussiandistributionhavingwidthw(z) and amplitudek(z)/w2(z).
How well such a simple model fits a real MDF of a well-adjusted confocal epi-
fluorescence set-up is shown in Figures 5.15 and 5.16, where the model function is
comparedwith three-dimensional scans of the actualMDFusingfluorescent beads of
100 nm diameter.

All that remains is to calculate the auto- and cross-correlation curves of the two-
focus set-up. One derives these expressions by following a similar philosophy to the

Figure 5.14 2fFCS measurement on a
nanomolar aqueous solution of Atto655. Shown
are the autocorrelation functions for the first
focus (ACF 1st focus), second focus (ACF 1st
focus), and the cross-correlation between both

foci (CCF). The shapes of both ACF curves are
virtually identical. Dots are experimental values,
solid lines represent global fits. The bottom
panel shows the difference between
experimental and fitted values.
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Figure 5.15 Dependence of the effective beam radius of the two PSFs on the vertical scan position.
Solid lines are fits of Equation 5.20 to the measured values (circles). Fitted effective beam radius is
440 nm for the first and 445 nm for the second focus.

Figure 5.16 Dependence of the amplitude factor k(z) of the two PSFs on the vertical scan position.
Solid lines are fits of Equations 5.21 and 5.22 to the measured values (circles). Fitted value of R0 is
130 nm for the both foci.
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calculation of the photon detection and diffusion probabilities, as described in the
previous section. For example, the cross-correlation function between the fluores-
cence signals from the twodifferent detection volumes is givenby a similar integral to
that in Equation 5.15:

gðt; dÞ ¼ ce1e2

ð4pDtÞ3=2
ð
V

dr1

ð
V

dr0Uðr1Þexp � r1�r0 þ dx̂j j2
4Dt

0
@

1
AUðr0Þ

þ e1e2 c
Ð
V drUðrÞ
 �2

ð5:23Þ

Here, we have taken into account that the MDFs of both detection volumes
are identical but shifted by a distance d along the x-axis (along unit vector x̂) and
having potentially two different overall detection efficiencies e1 and e2. Inserting
Equations 5.19–5.23 into Equation 5.23 yields

gðt; dÞ ¼ g1ðdÞþ e1e2c
4
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ð5:24Þ
which is certainly more complicated than the simple expression of the second line in
Equation 5.15, but it is not much harder to handle numerically in the age of powerful
PCs. For numerical purposes, it is useful to slightlymodify this result by changing the
variables to

j ¼ z2�z1
2
ffiffiffiffiffi
Dt

p ; g ¼ z2 þ z1
2

ð5:25Þ

leading to the expression
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Because w and k are rapidly decaying functions for large argument values, the

infinite integrations over g and z can be approximated by numerically evaluating the
integrals within a finite two-dimensional strip defined by |g� (Dt)½z|<M, whereM
is a truncation value chosen in such a way that the numerical integration result does
not change on increasing M further. Numerical integration can be performed, for
example, using a finite element scheme [32], and convergence is checked by testing
whether the numerical result remains the same upon refining the finite element size
and when increasing the threshold value M.
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Data fitting is usually performed with least-square fitting of the model curve,
Equation 5.26, against themeasured ACF (d¼ 0, e1e2 replaced by either e21 or e

2
2) and

cross-correlation CCF simultaneously in a global fit. As fit parameters one has e1c
½,

e2c
½, D, w0 and R0, in addition to three offset values g1. The distance d between the

detection regions is determined by the properties of the Nomarski prism and has to
be exactly known a priori, thus introducing an external length scale into the data
evaluation. It is important to notice that a crucial criterion of fit quality is not only to
simultaneously reproduce the temporal shape of bothACFs and the cross-correlation
function, but also to reproduce their three amplitudes gt! 0� g1 using only the two
parameters e1c

½ and e2c
½. The relationship between the amplitudes of the CCF and

the amplitudes of the ACFs is determined by the overlap between the twoMDFs, and
thus by the shape parameters w0 and R0. Hence, achieving a good quality fit for the
relative amplitudes of theACFs and theCCFhelps considerably infinding the correct
values of these parameters.

Owing to the presence of an external length scale determined by the distance d

between thedetection volumes and the reasonably accuratemodel of theMDF, 2fFCS
is indeed a method of superior accuracy and stability for measuring diffusion. An
optimal distance between foci is equal to their radius in the focal plane, giving a
sufficiently large overlap between detection volumes, so that the amplitude of the
cross-correlation function between both detection volumes is roughly one half of the
amplitude of each autocorrelation function. Larger distances will lead to significantly
longer measurement times for accumulating a sufficiently good cross-correlation,
whereas smaller distances will lead to a cross-correlation function too similar to the
autocorrelation functions so that data fitting becomes unreliable.

A crucial aspect of 2fFCS is the precise knowledge of the interfocal distance, as
generated by the DIC prism. Any error in determining this distance will lead to twice
as large a relative error of the determined value of a diffusion coefficient. An elegant
way to determine this distance is to perform a comparative measurement of the
diffusion of fluorescently labeled beads by both dynamic light scattering (DLS) and
2fFCS, as described in reference [33].

The insensitivity of 2fFCSwith respect to optical saturation effects, which cause so
much trouble for conventional single-focus FCS, is demonstrated in Figure 5.17,
where we measured the diffusion of the cyanine dye Cy5 in aqueous solution at
different values of laser excitation power. To evaluate the ACFs of conventional FCS,
the standard model approach assuming a three-dimensional Gaussian distribution
for the MDF would also have sufficed, because conventional FCS is not an absolute
method for determining diffusion coefficients: it must be calibrated against a
reference standard with known diffusion coefficient. In Figure 5.17, we used as
reference the diffusion coefficient of Cy5, as determined by 2fFCS. The figure shows
the dependence of the determined values of the diffusion coefficient as a function of
total excitation power. As one can see, the values as determined with 2fFCS are
insensitive to the excitation power.

We used 2fFCS to systemically determine the absolute values of diffusion
coefficients for several dyes across the visible spectrum. The values obtained are
summarized in Table 5.1. These values could serve as reference values for calibrating
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FCS measurements in the future. It should be pointed out that the value found for
Rhodamine 6G is 37% larger than the value that was used for nearly 30 years as the
reference value for conventional single-focus FCS measurements [3]. However, the
new 2fFCS value is in perfect agreement with a recent measurement using peak
broadening in capillary flow [34].

Figure 5.17 Determined diffusion coefficient
as a function of total laser excitation power per
focus. Points with error bars are the results of
2fFCS, using ten measurements for each point
to determine a standard deviation of the
diffusion coefficient. Solid horizontal line shows
the average value of all 2fFCS measurements.

Lower intensity-dependent curve refers to the
results of conventional FCS, using the
extrapolated zero-intensity value as reference.
Dotted line is an extrapolation of the
determined power dependence toward zero
power.

Table 5.1 Absolute values of diffusion coefficients for several dyes across the visible spectrumusing
2fFCS.

Dye Diffusion coefficient
(106 cm2 s�1) at 25 �C

Atto655-COOH (free acid) (AttoTec, Siegen, Germany) 4.26� 0.08
Atto655-maleimide (AttoTec, Siegen, Germany) 4.07� 0.1
Cy5-maleimide (Amersham) 3.7� 0.15
Rhodamin6G (No. R634, Invitrogen, Karlsruhe, Germany) 4.15� 0.05
Oregon Green 488 (No. D6145, Invitrogen, Karlsruhe, Germany) 4.11� 0.06
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5.5
Nanoseconds toMicroseconds: Photophysics, Conformational Fluctuations, Binding
Dynamics

Thus far we have considered the temporal behavior of an ACF on the millisecond to
second time scale, where it is governedmainly by diffusion.On a time scale of dozens
of nanosconds up to severalmicroseconds, the positions of themolecules are virtually
frozen, anddiffusion can be neglected. Any temporal changes of theACFon this time
scale are due to processes that aremuch faster thanmolecular diffusion on the length
scale of a typical detection volume. The most prominent process showing up on a
microsecond time scale in almost all FCS experiments is the triplet-state dynamics of
the fluorescent molecules. For a better understanding of its impact on an ACF,
consider the following rate equations (inmatrix notation) for the transitions between
the singlet ground, first excited, and first triplet states:

d
dt

s0
s1
t1

0
@

1
A ¼ M

s0
s1
t1

0
@

1
A ð5:27Þ

where

s0, s1, and t1 are the time-dependent probabilities of finding a molecule in the singlet
ground, first excited, and the triplet state, respectively
M is the rate matrix given by

M ¼
�ke k10 kt
ke �k10�kisc 0
0 kisc �kt

0
@

1
A ð5:28Þ

where

ke is the excitation rate
k10 is the transition rate between the singlet first excited and the ground state
kt is the transition rate from the triplet to the ground state
kisc is the intersystem crossing rate from the first excited singlet to the triplet state.

Usually kisc and kt are smaller than the k10, by orders of magnitude, so that one
may assume, on the time scale of the triplet-state transitions, that there is a
stationary equilibrium between s0 and s1 leading to k10s1	 kes0 and the simplified
rate equations

d
dt

s0
t1

� 	
¼ �kekisc=k10 kt

kekisc=k10 �kt

� 	
s0
t1

� 	
ð5:29Þ

Now, an FCS experiment always measures the probability of detecting a photon at
lag time t if there was a photon detected at time zero. Consider for a moment the
fluorescence from a singlemolecule. If there was a photon at time zero, this indicates
that the molecule has just jumped back from state S1 to S0. The probability of seeing
another photon at lag time t is proportional to k10s1(t)	 kes0(t), which can be found as
the solution to Equation 5.29with the initial conditions s0(t¼ 0)¼ 1 and t1(t¼ 0)¼ 0.
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Thus, one finds that the single molecule related part of the ACF on the microsecond
time scale will be proportional to

gtripletðtÞ ¼ kt
kt þðkekisc=k10Þ þ

kekisc=k10
kt þðkekisc=k10Þ exp �ðkt þ kekisc=k10Þt½ 
 ð5:30Þ

that is, via a fast exponential decay towards a stationary valuewith characteristic decay
time ttriplet,

ttriplet ¼ kt þ kekisc
k10

� 	�1

ð5:31Þ

The constant part of Equation 5.30 is usually denoted by T and gives the average
probability of finding a molecule in the triplet state after stationary equilibrium has
been reached between the three photophysical states. Then, Equation 5.30 can be
rewritten as

gtripletðtÞ ¼ T þð1�TÞexp � t

ttriplet

� 	
ð5:32Þ

Finally, the full ACFfrommicroseconds to infinity is given bymultiplying gtriplet by
the time dependent diffusion-related part of Equation 5.11. This is, of course, only
justified if the time scale of the triplet-state dynamics and that of the diffusion out of
the detection volume are clearly distinct.

While deriving Equation 5.32 we made one significant simplification. It was
assumed that the excitation rate ke of a molecule is constant and independent of
position. Of course, in reality this is a position-dependent function, determined for
example by the laser intensity distribution in the detection volume, but also by the
relative orientation of a molecule�s absorption dipole with respect to the local
polarization of the exciting laser light. For rapidly rotatingmolecules, the orientation
dependence usually averages out over the time scale of the triplet-state dynamics;
however, it remains position dependent because of the non-uniform laser intensity
distribution. In general, the excitation rate can depend on excitation intensity in a
fairly complicated non-linear way (as has already been mentioned when discussing
optical saturation effects in Section 5.2.1), and a rigorous treatment would require a
complicated averaging of Equation 5.32 over all possible molecule positions within
the detection volume. As it happens, Equation 5.32 fits measured ACFs remarkably
well, yielding some type of effective triplet time tt. However, it must be clear that this
effective triplet time tt bears a somewhat empirical character, and it is not advisable to
confuse it with absolute quantitative values for the underlying photophysical rate
constants (such as intersystem crossing rate or triplet-state lifetime). This is espe-
cially true in the light of all the uncertainties in knowing the true light intensity
distribution in the detection region (and fluorescence excitation peculiarities), as was
discussed extensively in Section 5.2.1.

Some molecules exhibit other light-driven processes that influence their fluores-
cence rate in a manner similar to triplet-state dynamics. The most prominent
example is the light-induced cis-trans isomerization of cyanine dyes, such as the
popular NIR dye Cy5. The mathematical description of these dynamics is fully
equivalent to the triplet-state dynamics, the only difference is in a reinterpretation of
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the involved states.Now, the triplet state corresponds to a dark cis-conformation of the
molecule, and the intersystem crossing rate, in addition to the triplet-to-ground state
rates, corresponds to the trans-to-cis and cis-to-trans-transition rates, respectively.
Again, although fitting of the experimental ACFs usually looks adequate when using
Equation 5.32, one has to keep in mind that behind it is a somewhat semi-empirical
model, which does not allow for obtaining precise quantitative numbers for the
transition rate constants, although some attempts in this direction have beenmade in
the literature [35, 36].

The situation becomes much better when considering fast dynamic processes that
are not light driven. The most prominent example is the photoelectron transfer (PET)
dynamics of the oxazine dye Atto655 in the presence of tryptophan or guanosine (see
Chapter 7). Attto655 has the tendency to form conjugates with tryptophan or
guanosine, andwhen in the conjugated form, any photoexcitation of the dye is quickly
transferred to the conjugated molecule via a fast electron transfer. This results in
complete quenching of the fluorescence. The PET of Atto655 with, for example,
tryptophan, can be used for monitoring fast conformational dynamics in peptides by
binding Atto655 to a position in the peptide at a well-defined distance from a
tryptophan site. For the fast behavior of the ACF, we will again find a relationship
similar to Equation 5.32, but now the intersystem crossing rate and the triplet-to-
ground state rate correspond to the transition rates between an open (Atto655 far away
from the tryptophan) and a closed (Atto655 in conjugation with the tryptophan)
peptide conformation. However, in contrast to light-induced triplet-state or cis-trans
conformational dynamics, Equation 5.32 is now an exact description and can be used
for determining precise quantitative transition rates for the conformational dynamics.

A similar argument holds for any other fast fluorescence-influencing dynamics
that are not light-driven, for example, fast binding or reaction kinetics. For all such
processes, FCS can be a very powerful tool for obtaining rate constants on thenano- to
microsecond time scale.

5.6
Picoseconds to Nanoseconds: Rotational Diffusion and Fluorescence Antibunching

When approaching the picosecond to nanosecond time scale, one enters the realm of
the fast photophysical transition between singlet first excited and ground state and of
fast molecular rotation. We will first consider fluorescence antibunching neglecting
any polarization effects, and then turn our attention to the impact of rotational
diffusion.

5.6.1
Antibunching

Let us consider an experiment where the sample is excited by two consecutive pulses
of negligible pulse width.What is the probability of detecting, from one and the same
molecule, two photons with lag time t between them? If we assume that the
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fluorescence decay ismono-exponential with decay time t, and if we further take into
account that a molecule can emit, after one excitation pulse, only one photon, this
probability will be proportional to

ðd

minðd�t;0Þ

dt1
k1
t
e�t1=t k2

t
e�ðt1 þ t�dÞ=t ¼ k1k2F1ðt; t; dÞ ð5:33Þ

where we have introduced the function

F1ðt; t; dÞ ¼ 1
t

sinh ðt=tÞe�d=t t � d

sinh ðd=tÞe�t=t t > d

(
ð5:34Þ

where

d is the time delay between the two pulses
k1 and k2 represent the chances of the first or the second pulse leading to a photon
detection event, respectively.

For a time distance between the two pulses that is much longer than the
fluorescence decay time, d� t, and lag time values much larger than the fluores-
cence decay time, t� t, this function approaches the simple form

F1ðt; t; dÞ! 1
t
exp � t�dj j

t

� 	
ð5:35Þ

The value of F1(t,t,d) tends to zero when the pulse delay d goes to zero, an effect
termed fluorescence antibunching, which reflects the fact that a single molecule
cannot emit more than a single photon per excitation.

The chance of detecting two photons with lag time t from two differentmolecules is
similar to the expression in Equation 5.34, with the difference being that the upper
integration limit is now extended to infinity, leading to

ðd

minðd�t;0Þ

dt1
k1
t
e�t1=t k2

t
e�ðt1 þ t�dÞ=t ¼ k1k2 F1ðt; t; dÞþ 1

2t
exp � tþ d

t

0
@

1
A

2
4

3
5

� k1k2F2ðt; t; dÞ
ð5:36Þ

If we neglect that excitation and detection efficiency will, in general, be a function
of a molecule�s orientation, which is constantly changing due to rotational diffusion,
then the coefficients k1 and k2 in the above equations are lag-time independent
constants, so that the full ACF is simply proportional to

gðtÞ / cðc�1Þ
X1
k¼0

F2ðt; t; dþ kTÞþ c
X1
k¼0

F1ðt; t; dþ kTÞ ð5:37Þ

where c is the probability of finding a molecule within the detection volume, so that
the first sum in Equation 5.37 accounts for photon pairs arising from two different
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molecules, and the second sum for photon pairs originating from one and the same
molecule.

Equation 5.37 shows nicely that one can use a measured ACF for estimating the
average number c of independent emitters within the detection volume. By fitting
Equation 5.37 to ameasuredACF, one extracts the coefficients c(c� 1) and c in front
of both sums and the value of c can then be calculated. Combining this information
with the average number of diffusing molecules within the detection volume as
extracted from the long-time behavior of the ACF, compare with Equation 5.16, one
thus has the possibility of determining the number of independent emitters per
diffusing molecule, which does not have to be the same, for example in the case of
multiply labeled complexes. A typical example for such a fluorescence antibunching
measurement in solution is shown in Figure 5.18.

Most reported measurements of fluorescence antibunching have been carried out
on immobilized molecules [37–41], because for the detection of a sufficient number
of photon pairs with only nanosecond temporal distance, one needs large numbers of
emitted photons, which usuallymakes antibunchingmeasurements fairly noisy, due
to the limited number of fluorescence photons that can be extracted from an
individual molecule until photobleaching occurs. In solution measurements, how-
ever, one averages over many transits of different molecules through the detection
volume, which makes antibunching measurements feasible even for weak or
photolabile emitters [42–44].

Figure 5.18 Normalized measured ACF
(circles) of a nanomolar solution of Atto655 in
water at nanosecond lag-time values.Minimum
temporal resolution is 50 ps. Positive lag-time
values correspond to pair correlations of
photons detected by the first detector against

photons detected by the second detector, and
negative lag-time values correspond to pair
correlations of photons detected by the second
detector against photons detected by the first
detector. Curve fitting was done using
Equation 5.37.
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5.6.2
Rotational Diffusion

Iffluorescence detection is done in a polarization-sensitivemanner, that is, by placing
a polarization filter into the detection channel, the ACF will be affected by rotational
diffusion of the fluorescing molecules. Nearly all fluorescing molecules of interest
behave as electric dipole emitters (and absorbers – exceptions are some rare-earth
luminophores such as certain europium complexes), so that their fluorescence is
anisotropic and polarized. In the far field, the electric field amplitude E of a dipole
emitter is described by the simple relationship

EðrÞ ¼ expðikrÞ
er

p�êrðêr � pÞ½ 
 ð5:38Þ

where

k¼ 2p/l is the absolute wave vector of the emitted light
e is the dielectric constant of the embedding medium
p is the electric dipole amplitude
r the distance from the dipole to position r
êr is a unit vector pointing from the dipole towards r.

Owing to the rotation of a molecule between photon emission and detection and
thus rotation of the molecule�s dipole axis in or out of the polarization plane of the
detector, the correlation of the recorded fluorescence signal will show a temporal
component that is related to the rotational diffusion of the molecule [45–49].

Measuring the rotational diffusion of a molecule is an interesting alternative for
obtaining values for its hydrodynamic radius. This connection between rotational
diffusion coefficient and hydrodynamic radius is provided by the Stokes–Einstein–
Debye equation [50]:

Drot ¼ kBT
8pgR3

rot
ð5:39Þ

where kB, T, and g have the same meaning as in Equation 5.3.
In the previous section, we considered the antibunching-induced shape of the

ACF. The contributions of rotational diffusion are hidden in the pre-factors k1 and k2
in Equations 5.33 and 5.36. To gainmore insight into these contributions, one has to
resort to the theory of rotational diffusion of a generally anisotropic rotor, as first
applied to correlation spectroscopy and light scattering byArag�on andPecora [46], see
also [19]. Let us start with the rotational diffusion equation

qP
qt

¼ � DaĴ
2
a þDbĴ

2
b þDcĴ

2
c

� 

P ð5:40Þ

where

a, b, and c denote the principal axes of rotation of the molecule
P¼P(y,�,w) is the probability of finding the molecule�s principal axes rotated by
Euler angles y, �, and w with respect to the lab frame
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Da,b,c are the generally different rotational diffusion coefficients around the
molecule�s principal axes
Ĵa,b,c are the three angular momentum operators around these axes.

Equation 5.40 is derived analogously to the more familiar translational diffusion
equation. The difficulty with Equation 5.40 is that the angular momentum operators
relate to the intrinsic frame of themolecule�s principal axis, which is rotating in time
with respect to the fixed lab frame. To simplify matters, one can first rotate the
molecule back to the lab�s frame so that its axes align with the fixed Cartesian
coordinate axes of the lab frame, then apply the operator, and finally rotate the
molecule back, that is,

qP
qt

¼ �R DaĴ
2
x þDbĴ

2
y þDcĴ

2
z

� 

R�1P ð5:41Þ

where

R denotes the operation of rotating themolecule�s frame from an orientation aligned
with the lab�s Cartesian x,y,z-coordinates to its actual orientation as specified by the
Euler angles w, �, and y, see Figure 5.19.

The rotation operator R can be decomposed into

R ¼ RzðwÞRyð�ÞRzðyÞ ð5:42Þ
where

Ry,z(b) denotes a rotation by angle b around axis y or z, respectively.

Figure 5.19 Geometric meaning of the three Euler angles w, �, and y. Shown are the molecule�s
three principal (and orthogonal) axes of rotation a, b, and c, and the three Cartesian axes x, y, and z of
the lab frame.
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The advantage of Equation 5.41 is that the angular momentum operators are now
referring to the fixed lab frame. To further analyze Equation 5.41, let us consider the
special case that the function P is replaced by

P ¼ R l;mj i ð5:43Þ
where

|l,mi is an eigenfunction of the angular momentum operator obeying the two
relationships

Ĵ
2
l;mj i ¼ Ĵ

2
x þ Ĵ

2
y þ Ĵ

2
z

� 

l;mj i ¼ lðlþ 1Þ l;mj i ð5:44Þ

and

Ĵz l;mj i ¼ m l;mj i: ð5:45Þ
Inserting Equation 5.43 into Equation 5.41 yields

q R l;mj ið Þ
qt

¼ �R DaĴ
2
x þDbĴ

2
y þDcĴ

2
z

� 

l;mj i: ð5:46Þ

Next, one has to clarify how the rotation operator R acts on |l,mi. One of the most
lucid derivations of this action has been given by Feynman in reference. [51] using
the possibility of representing any state |l,mi through a combination of spin-½
states, for which the transformation relationships under the action of R are known,
see for example, Chapter 3.3 in reference [52]. Here, we will give only the final
result,

Rðw; �;yÞ l;mj i ¼ eimy
Xl

k¼�l

eikwSlmkð�Þ l; kj i ð5:47Þ

The functions Slmk are Wigner�s rotation matrices defined by

Slmk �ð Þ ¼ �l; kjRy �ð Þ l;mj i ¼ ðjþ kÞ!ðj�kÞ!
ðjþmÞ!ðj�mÞ!

2
4

3
5

1
2

�
X
n

ð�1Þjþ k�nðjþmÞ!ðj�mÞ!
k!ðjþm�nÞ!ðjþ k�nÞ!ðn�m�kÞ!C

2n�m�kS2jþmþ k�2n

ð5:48Þ

Here we have introduced the abbreviations C¼ cos(�/2) and S¼ sin(�/2). For the
sake of simplicity, we will further consider the special case of a symmetric top rotor
where one has Da¼Db¼D? and D||¼Dc. The general case of the fully asymmetric
rotor will be briefly discussed later. For the symmetric top rotor, one finds, by
multiplying Equation 5.46 with hl,k|, that the functions

exp � D?lðlþ 1Þþ ðDjj�D?Þm2

 �

t
� �

Cl
mkðw; �;yÞ ð5:49Þ
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with

Cl
mkðw; �;yÞ ¼ clmkexpðikwþ imyÞSlmkð�Þ ð5:50Þ

are eigenfunctions of the rotational diffusion equation. In Equation 5.50 we intro-
duced a normalizing factor clmk so that the Cl

mkðw; �;yÞ represents a complete
orthonormal system of eigenfunctions obeying the relationships

ðp

0

d�sin�
ð2p

0

dw
ð2p

0

dyCl
mkðw; �;yÞCl0�

m0k0 ðw; �;yÞ ¼ dl;l0dk;k0dm;m0 : ð5:51Þ

The dl,l0 are Kronecker symbols taking the value one for l¼ l0 and zero
otherwise. The orthogonality of the functions Cl

mkðw; �;yÞ with respect to the
variables w and y is obvious from their definition in Equation 5.50. The
orthogonality with respect to � is less obvious, but is a consequence of the
fundamental orthogonality theorem of group theory (see e.g., [53]), which is
applied here to the functional representation of the three-dimensional rotation
group, as given by the functions Cl

mkðw; �;yÞ. With this complete orthonormal
system of eigenfunctions, the probability that a molecule has rotated, within time
t, from an initial orientation V0 described by the Euler angles w0, �0 and y0 into a
final orientation V described by Euler angles w, �, and y is given by Green�s
function in the standard way [54] as

GðV;V0; tÞ ¼
X1
l¼0

Xl

m;k¼�l

exp � D?lðlþ 1Þþ ðDjj�D?Þm2

 �

t
� �

Cl
mkðw; �;yÞCl�

mkðw0; �0;y0Þ
ð5:52Þ

where the asterisk superscript denotes complex conjugation.
For the sake of completeness, we will briefly discuss the most general case of a

completely asymmetric rotor. Now, it is not possible to obtain simple eigenfunctions
in the form of Equation 5.50 However, it is helpful to introduce the operators

Ĵ� ¼ Ĵx � îJy ð5:53Þ

so that the Ĵx and Ĵy operators on the right -hand side of Equation 5.41 can bewritten
as

Ĵ
2
x ¼

1
4

Ĵ
2
þ þ Ĵ

2
� þ Ĵ

2�Ĵ
2
z þ Ĵz

� 

ð5:54Þ

and

Ĵ
2
y ¼

1
4

�Ĵ
2
þ�Ĵ

2
� þ Ĵ

2�Ĵ
2
z þ Ĵz

� 

ð5:55Þ

where the commutation property of the angular momentum operators

Ĵx; Ĵy
h i

� Ĵx Ĵy�Ĵy Ĵx ¼ îJz ð5:56Þ
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has been used. When taking into account how the operators Ĵ� act on the
eigenstates |l,mi (see e.g., Chapter 3.4 in reference [52]):

Ĵ� l;mj i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lðlþ 1Þ�mðm � 1Þ

p
l;m � 1j i ð5:57Þ

it is straightforward to see that Equation 5.41 separates, for each value of l, into a set of
2l þ 1 coupled ordinary and linear differential equations on the basis of the 2l þ 1
state vectors |l,mi (more correctly: into two sets of equations with l þ 1 equations
coupling the values of m with m 2 [�l, �l þ 2, . . ., l] and l equations coupling the
values of m with m 2 [�l þ 1, �l þ 3, . . ., l� 1]), which can be solved in a standard
way [55]. This yields 2l þ 1 orthonormal eigenfunctions as superpositions of the states
|l,mi with the corresponding eigenvalues as characteristic temporal exponents, from
which Green�s function can be constructed as previously. Because the case of a fully
asymmetric rotor is of rather little interest for almost all fluorescence-based measure-
ments of molecular rotation, we will not pursue this topic further.

After having found Green�s function for the rotation diffusion equation, one has to
specify the fluorescence excitation and detection conditions of the measurement, in
particular its polarization properties. Let us assume that the fluorescence lifetime is
considerably shorter than the rotational diffusion time, which ismostly the case when
studying rotational diffusion of large proteins when using short-lifetime dyes. Thus,
one needs only to consider the so-called molecule detection function (MDF), which
describes the probability of exciting and detecting a photon of a dye molecule as a
function itsorientationandposition.Thecalculationof this functioncanbedoneusing
a wave-optics approach as described in reference [56]. For our subsequent considera-
tions it is important that theMDFcan be expanded into a series of spherical harmonics
in the anglesa andb that describe the angular orientationv of the excitation/emission
dipole (which are assumed to be collinear) as depicted in Figure 5.20. The coefficients
of this series expansion are functions of themolecule�s position r, and theMDF,which
will be denoted by U(a,b,r), and is thus represented through

Uðv; rÞ � Uða; b; rÞ ¼
X1
l¼0

Xl

m¼�l

ulmðrÞYlmðb;aÞ ð5:58Þ

Figure 5.20 Geometric meaning of the orientation angles b and a with respect to the lab frame.
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where the spherical harmonics Ylm(b,a) are defined by

Ylmðb;aÞ ¼ P mj j
l ðcosbÞexpðimaÞ: ð5:59Þ

Here the functions Pl
m(cos b) are associated Legendre polynomials [57]. Using the

orthogonality of spherical harmonics, the coefficients ulm(r) can be found from the
full MDF via the backward transformation

ulmðrÞ ¼
ðp

0

db sin b
ð2p

0

daUðb;a; rÞY �
lmðb;aÞ ð5:60Þ

The importance of Equation 5.60 lies in the fact that the spherical harmonics
themselves are representations of the three-dimensional rotation group and
transform under rotation according to Equation 5.47. The MDF depends, of
course, on the peculiarities of the excitation, and can be different for different
excitation pulses (for example, when exciting the sample with a train of pulses
with alternating polarization). A first laser pulse with corresponding MDF U1(v,r)
thus �prepares� the sample in such a way that U1(v,r) describes the probability of
detecting a photon from an excitation/emission dipole at position r having
orientation v. The next important consideration is that we are interested in
measurements where the protein is tagged with a dye molecule in such a way that
the relative orientation of the dye with respect to the protein�s principal axes is
random but fixed (co-rotation of the dye with the protein). Thus, rotating the
distribution U1(v,r) back into the protein�s frame of principal axes, which has
orientation V0 with respect to the lab frame, gives the average probability of
exciting and detecting a photon from the protein–dye complex. Next, Green�s
function G(V,V0,t), Equation 5.52 provides the probability that the protein–dye
complex rotates from orientationV0 into orientationV within time t, and through
a similar argument as before, the probability of exciting and detecting a photon by
a second laser pulse with MDF U2(v,r) is given by a back-rotation V of U2(v,r)
into the protein�s frame. Finally, by integrating over all possible positions and
orientations, one obtains the average of the product k1k2 (averaged over many
repeats of the double-pulse excitation and many different relative protein–dye
orientations):

k1k2h it ¼
Ð
dr
Ð
dv
Ð
dV
Ð
dV0 R�1ðVÞU2ðv; rÞ½ 


�GðV;V0; tÞ R�1ðV0ÞU1ðv; rÞ½ 

ð5:61Þ

where R�1 is the back-rotation operator. The integrations run over all possible
initial and final orientations V0 and V of the protein, all possible dye–label
orientations v, and all possible positions r. It should be emphasized that the
above expression is fairly general, allowing for different excitation and detection
geometries/polarizations for the first and second laser pulse. Now, using the
transformation relationship in Equation (5.47), and the orthonormality of the
eigenfunctions Cl

mkðw; �;yÞ and of spherical harmonics Ylm, the integrations over
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V, V0 and v can be performed analytically, resulting in

k1k2h it ¼
X1
l¼0

Xl

m¼�l

ð
dr u�2;lm rð Þu1;lm rð Þ

� �

� exp �lðlþ 1ÞD?t�ðDjj�D?Þm2

 � ð5:62Þ

For a spherically symmetricmolecule withD?¼D||�D this expression simplifies
to

k1k2h it ¼
X1
l¼0

Xl
m¼�l

ð
dr u�2;lmðrÞu1;lmðrÞ

" #
exp �lðlþ 1ÞDt½ 
 ð5:63Þ

The explicit calculation of the coefficients ua,lm(r) is a formidable task, and for the
details the reader is referred to reference [56] and citations therein. Remarkably, when
neglecting optical saturation (i.e., the excitation rate is directly proportional to the
absolute square of the scalar product of the excitation light electric field amplitude
multiplied by the molecule�s absorption dipole vector), only coefficients with
‘¼ (0,2,4) will differ from zero. Even taking into account depolarization in excitation
and detection caused by objectives with high numerical aperture [58, 59] does not
change the computation noticeably. As an example, Figure 5.21 shows the result of a
numerical calculation for a 1.2NA (numeric aperture) water immersion objective as a
function of the laser beam diameter coupled into the objective�s back focal plane. In
these calculations, it was assumed that detection is done by two detectors looking at
orthogonal emission polarizations.

Without loss of generality, we will denote the detection polarization for the first
photon by the symbol ||, and that for the second photon by ? (||�? detection
polarization mode). Then, there are three principally different excitation modes:
(i) polarizations of excitation for the first and second photons are both parallel to the
respective detection polarization (||�? excitation polarization mode), (ii) polariza-
tions of excitation for the first and second photons are both orthogonal to
the respective detection polarization (?� || excitation polarization mode), and
(iii) excitation polarizations for both photons are the same (||� || or?�? excitation
polarizations mode), so that the first (second) photon is excited with an excitation
polarization parallel to its detection polarization, and the second (first) orthogonally
to its detection polarization. Figure 5.21 shows several remarkable features: Firstly,
the amplitude ratios in the ||�?, the?� || and the ||� || excitationmodes are close to
9 : 1 : 3 for l¼ 0, (�18) : 1 : 3 for l¼ 2, and (�6) : 8 : 9 for l¼ 4, which are the values at
the limit of zero numerical aperture, the situation considered by Arag�on and
Pecora [46]. Secondly, one always has non-zero contributions with l¼ 4. However,
the relative weight of these contributions when compared with the l¼ 2 term is least
for the ||�? excitation mode, where it is about 1/15th of the amplitude for l¼ 2.

Thirdly, when getting closer to diffraction-limited focusing (values at the right in
Figure 5.3), depolarization effects have a non-negligible impact on the different pre-
exponential amplitudes in Equation 5.63. The lowest impact is observed for the ||�?
excitation mode, which makes this mode of excitation/detection the most favorable
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one for measuring rotational diffusion via fluorescence correlation spectroscopy in a
confocalmicroscopewith highNA. It yields themaximumamplitude for the lag-time
dependent part of the correlation function with smallest contribution from the l¼ 4
mode, and the smallest impact from depolarization effects. As an example, the
modeled correlation functions for a globular protein (isotropic rotor) with 20 ns
rotational diffusion time trot¼ 1/6Drot are shown in Figure 5.22.

Often, fluorescent molecules exhibit a non-negligible angle between the absorp-
tion and emission dipoles. This will change the amplitudes of the different expo-
nential terms in the autocorrelation function, but not the exponents themselves.
Thus, any data analysis of autocorrelation curves that relies solely on these exponents
will be independent of these peculiarities.

As a typical example of a rotational diffusionmeasurement, Figure 5.23 shows the
ACF for a double-pulse experiment on the fluorescently labeled protein aldolase. An
important aspect when devising such experiments is to ensure that the fluorescent
label used co-rotates with the labeled protein, and that its fluorescence lifetime is
sufficiently short. For themeasurements on aldolase, the proteinwas non-specifically

Figure 5.21 Dependence of the (normalized)
coefficients [

P
m

Ð
d r u�2,lm�u1,lm] in

Equation 5.63 for l¼ 0 (solid lines), l¼ 2 (solid
lines with circles), l¼ 4 (solid lines with
triangles) and for different excitation/detection
polarizations as a function of laser beam
diameter (measured at the objective�s back focal
plane). It is assumed that detection is done
through two polarizers with orthogonally
aligned polarization axes for the first and the
second photon. The red curves show the case

when the first and second laser pulse are both
polarized along the same direction as the first or
the second detector polarizer; the blue curves
show the case when both laser pulses have the
same polarization as the corresponding
detector polarizers; and the green curves show
the case when both laser pulses are polarized
perpendicular to the corresponding detector
polarizers. The calculations were done for a
perfectly aplanatic 1.2 NA water immersion
objective.
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Figure 5.22 Correlation functions for ||�? (blue),?� || (green) and ||� || (red) excitationmodes
for a spherical globular protein with 20 ns rotational diffusion time.

Figure 5.23 Measured ||�? correlation
function (blue bars, compare with blue curve in
Figure 5.22) and fitted mono-exponential lag-
time dependence (dashed red line) for aldolase.
The fitted exponential time was 71.2 ns. Similar
to the antibunching measurement of
Figure 5.18, positive lag-time values correspond

to pair correlations of photons detected by the
first detector versus photons detected by the
second detector, and negative lag-time values
correspond to pair correlations of photons
detected by the second detector versus photons
detected by the first detector.
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labeled with the bis-functional fluorescence label Cy5 bis-succinimidyl (fluorescence
lifetime <1 ns), which binds at two ends to lysin residues on the surface of the
protein. The obtained hydrodynamic radius of 4.1� 0.1 nm is in excellent agreement
with that obtained by dual-focus FCS.

At the end of this section, we will briefly discuss when it is necessary to take into
account the non-spherical shape of a molecule, and when the assumption of a
rotationally symmetric shape is still sufficient. As already noted, anymolecule can be
modeled by an object with three orthogonal axes of rotation (principal axes) with, in
the most general case, three different rotational diffusion constants around each of
these axes. In almost all cases of practical interest, it is sufficient to approximate a
molecule by a symmetrical top, that is, an object that has two identical rotational
diffusion constants around two of its principal axes and one different one around the
third. This corresponds to approximating the shape of a molecule by a prolate or
oblate ellipsoid of rotation. The question arises as to how large the axis ratio between
the axes of the ellipsoid has to be in order to be clearly discernible in a rotational
diffusion measurement. Following Perrin [60, 61] and Koenig [62], the rotational
diffusion coefficients for an oblate ellipsoid of rotation with aspect ratio e¼R?/
R||< 1 are given by

Dk
D0

¼ 3e2

2ð1�e4Þ
2�e2ffiffiffiffiffiffiffiffiffiffiffi
1�e2

p ln
1þ

ffiffiffiffiffiffiffiffiffiffiffi
1�e2

p

e

" #
�1

( )
ð5:64Þ

and

D?
D0

¼ 3
2ð1�e2Þ 1� e2ffiffiffiffiffiffiffiffiffiffiffi

1�e2
p ln

1þ
ffiffiffiffiffiffiffiffiffiffiffi
1�e2

p

e

" #( )
ð5:65Þ

whereas for a prolate ellipsoid of rotation (e> 1) they read

Djj
D0

¼ 3e2

2ðe4�1Þ
e2�2ffiffiffiffiffiffiffiffiffiffiffi
e2�1

p arctan
ffiffiffiffiffiffiffiffiffiffiffi
e2�1

p� 

þ 1

� �
ð5:66Þ

and

D?
D0

¼ 3
2ðe2�1Þ

e2ffiffiffiffiffiffiffiffiffiffiffi
e2�1

p arctan
ffiffiffiffiffiffiffiffiffiffiffi
e2�1

p� 

�1

� �
ð5:67Þ

Here,D0 is the diffusion coefficient of a sphere of radiusR0 with the same volume
as the ellipsoid, that is,

R3
0 ¼ RjjR2

? ð5:68Þ

In all the above expressions, the subscript || refers to the symmetry axis, and
the subscript ? to the two transversal axes of the ellipsoid. Figure 5.24 shows the
dependence of the two rotational diffusion coefficients on the eccentricity e of the
ellipsoid.

As can be seen, the values of rotational diffusion coefficients change fairly quickly
with changing eccentricity. Theoretically, it should be possible to observe the
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difference in the rotational diffusion coefficients around the symmetrical and the
transverse axes by the emergence of a more complex multi-exponential behavior of
the correlation function comparedwith the correlation function produced by an ideal
spherical rotor. However, in practice the measured correlation curves are usually too
noisy to extract this information except the axes ratio becomes exceedingly large.
Usually onefits the correlation function assuming a spherically shapedmolecule and
obtains amean rotational diffusion coefficient and ameanhydrodynamic radius. This
corresponds to taking the mean of the diffusion coefficients, hDi¼ (2�D? þ D||)/3,
and to use Equation 5.39 to obtain the hydrodynamic radius. owing to the cubic
relationship between radius and diffusion coefficient, the dependence of the thus
defined mean value of hydrodynamic radius changes much less with eccentricity
than the individual rotational diffusion coefficients. This is shown in Figure 5.25,
where one can see that the mean value of the hydrodynamic radius changes only
slightly in the range 0.75< e< 1.5, at maximum by only 2%. Thus, assuming a
spherical shape is a fairly reasonable approach for moderate values of eccentricity,
which applies to most globular proteins.

5.7
Fluorescence Lifetime Correlation Spectroscopy

A powerful extension of FCS is to use multi-color excitation and detection [63], or to
use two-photon excitation at a single wavelength together with multi-color detec-
tion [64]. Two-photon excitation uses the fact that most fluorescing molecules show

Figure 5.24 Dependence of the rotational diffusion coefficients on ellipsoid eccentricity.
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extremely broad excitation spectra, allowing for the simultaneous excitation of
molecules with significantly different emission spectra. Detecting the fluorescence
in different spectral regions offers the possibility to perform, besides an autocor-
relation, a cross-correlation analysis on the signals from different detection
channels (fluorescence cross correlation spectroscopy or FCCS). Again, the
cross-correlation will show a nontrivial temporal behavior only if there is a physical
correlation between photons detected within the various detection channels.
Thus, cross-correlation is an ideal tool to follow binding/unbinding or dissociation
processes. FCCS has been successfully applied in studies of DNA [65], prion
proteins [66], vesicle fusion [67], gene expression [68], DNA–protein interac-
tions [69], protein–protein interactions [70], enzyme kinetics [71], and high-
throughput screening [72]; for more details and literature citations see refer-
ence [73]. However, dual-color FCCS is technically challenging due to the necessity
of simultaneously exciting two spectrally different fluorescent labels byeither two
different excitation sources, or by employing a single-wavelength, femtosecond-
pulsed high-repetition and high-power laser by using the broad absorption bands of
many fluorescent dyes upon two-photon excitation [74]. Recently, the emergence of
quantum dots with broad overlapping absorption bands, with distinct narrow
emission bands, have also shown promise for simplifying dual-color FCCS [75].
Another problem is always the imperfect overlap of the detection volumes at the two
emission wavelengths, due to chromatic aberrations of the optics used. An
alternative to dual-color FCCS is fluorescence lifetime correlation spectroscopy
or FLCS [76]. The core advantage of FLCS is that one has only a single excitation and
a single emission channel, so that optical pathways and detection volumes are

Figure 5.25 Dependence of the mean hydrodynamic radius on ellipsoid eccentricity.
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identical for all fluorescent labels involved, whereas the distinction between the
different labels is done solely on the basis of their fluorescence lifetime.

In an FLCS measurement set-up, a high-repetition pulsed laser is used for
fluorescence excitation, and detection is done using time-correlated single-photon
counting (TCSPC) [31] electronics in so-called time-tagged time-resolved (TTTR)
mode [23], so that both the macroscopic detection time of the photons, with about
100 ns temporal resolution, and the time delay between the last laser pulse and the
detected photon, on a picosecond time scale, are recorded.

Let us consider a sample emitting fluorescence with two different lifetime
signatures, so that the measured intensity signal Ij has the form

IjðtÞ ¼ wð1ÞðtÞpð1Þj þwð2ÞðtÞpð2Þj ð5:69Þ

where

index j refers to the jth discrete TCSPC time channel used for timing the photon
detection events with respect to the exciting laser pulses
pj
(1,2) are the normalized fluorescence decay distributions over these channels for the

two different fluorescence decay signatures of the sample (e.g., two mono-exponen-
tial decays with different decay constants)
w(1,2)(t) are the total intensities of both fluorescence contributions measured at a
given time t of the macroscopic time scale.

When inspecting Equation 5.69, it should be emphasized that two completely
different times scales are involved: themacroscopic time scale of t, for which theACF
is calculated, and the (discrete) TCSCP time scale labeled by the numbers j of the
corresponding TCSPC time channel. Fluorescence decay-specific auto- (ACF) and
cross-correlation (CCF) functions can now be defined by

gabðtÞ ¼ wðaÞðt0ÞwðbÞðt0 þ tÞ
D E

t0
ð5:70Þ

where the a, b can take either the values 1 or 2, and the angular brackets denote
averaging over time t0. Please take into account that reference to the TCSPC time
scale is no longer present. The question now is how to extract the weightsw(a)(t) from
the measured photon count data. Let us rewrite Equation 5.69 in matrix notation as

I ¼ M �w ð5:71Þ
where

I and w are column vectors with elements Ij and w(a), respectively
the elements of matrix M are given by Mja¼ pj

(a).

The most likely values of w(a)(t) at every moment t are found by minimizing the
quadratic form [77, 78]

I�Mw
� �T �V�1 � I�Mw

� � ð5:72Þ

where
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M is the average of M over many excitation cycles
V is the covariance matrix given by

V ¼ I�Mw
� � � I�Mw

� �TD E
� I�Mw
� �� � � I�Mw

� �� �T
¼ diag Ih i

ð5:73Þ

Here, triangular brackets denote averaging over an infinite measurement time
interval of t. In the last equation, it was assumed that the photon detection obeys
Poisson statistics so that IjIk

� �� Ij
� �

Ikh i ¼ djk Ikh i. The solution of the above min-
imization task is given by using a weighted quasi-inverse matrix operation and has
the explicit form

w ¼ M
T � diag Ih i�1 �M

h i�1
�MT � diag Ih i�1 � I ¼ F � I ð5:74Þ

Thus,

u ¼ M
T � diag Ih i�1 �M

h i�1
�MT � diag Ih i�1 ð5:75Þ

is the desired filter function that recovers wðaÞðtÞ from the measured IjðtÞ,

wðaÞðtÞ ¼
XN
j¼1

uðaÞj IjðtÞ ð5:76Þ

Notice thatu is a 2�Nmatrix, with elementsuj
(1,2), 1� j�N, and a visualization of

the meaning of the filter functions uj
(a) is depicted in Figure 5.26. Finally, the auto-

and cross-correlations are calculated as

gabðtÞ ¼
XN
j¼1

XN
k¼1

uðaÞj uðbÞk Ijðt0 þ tÞIkðt0Þ
� �

t0
ð5:77Þ

The concept just described can be expanded to an arbitrary number of different
fluorescence components in a straightforward way. It is often advisable to include,
besides the distinct fluorescence contributions of the sample, an additional com-
ponent with a uniform distribution among the TCSPC diagram, corresponding to a
uniform background (e.g., dark counts, electronic noise, detector afterpulsing). This
automatically eliminates background contributions from the fluorescence ACFs and
CCFs finally calculated, see for example, [79].

Apotential application of FLCS is the study ofmolecular conformational changes
of a biomolecule (protein, DNA,RNA, etc.) that are reflected as lifetime changes of a
fluorescence label. In the experimental example described in the next section, a
fluorescing molecule is covalently attached to a protein, and one observes two
distinct fluorescence decay times that supposedly reflect two different states of the
protein–dye. Inmany instances, one also has to take into account fast photophysical
processes of the fluorescent label itself, such as triplet state dynamics (intersystem
crossing from the excited singlet state to the first triplet state with subsequent
phosphorescence back to the singlet ground state) or conformational transitions
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between a fluorescent cis- and a non-fluorescent trans-state (as happens for many
cyanine dyes).

Thus, we will consider the general case of a system depicted in Figure 5.27: A
dye–molecule complex undergoes major transitions between states A and B (from
left to right and back in Figure 5.27), whereas the dye itselfmakes transitions between
a fluorescent (S) and a non-fluorescent (N) state (from top to bottom and back in

Figure 5.26 Visualization of the meaning of
the filter functions uj

(1,2). At the top of the table,
the fluorescence decay curves of two states 1
and 2 are depicted. The filter functions, shownat
the left side of the table, are designed in such a

way that element-wise multiplication and
summation of these functions with the
fluorescence decay curves yields the identity
matrix. In the table, we used the abbreviation
||xj||¼Sjxj.

Figure 5.27 Schematic of the four-state model
for a dye–protein complex. The whole complex
toggles back and forth between states A and B
(left to right and back). In both states, the
fluorescent dye can reside either in a fluorescent

state S or a non-fluorescent sateN. Fluorescent
decay in states SA and SB is distinct and is used
for FLCS. Transitions between fluorescent and
non-fluorescent states may be light-driven
(indicated by the waving lines with hn on top).
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Figure 5.27). In the general case, the photophysical transition rate constants ksn and
kns may themselves depend on whether the complex is in state A or B. Thus, the
essential model parameters are the two transition rate constants kab and kab for the
transition fromA to B and from B toA, respectively, and the transition rate constants
kðaÞsn , kðbÞsn , k

ðaÞ
ns , and k

ðbÞ
ns , describing transitions of the label between a fluorescent and a

non-fluorescent state. The rate constants of most interest are kab and kab, which may
describe, for example, conformational changes of a protein or a DNA complex.

Let us denote the four probabilities of finding the molecular complex in states SA,
SB,NA, andNB by sa, sb, na, nb, respectively, which all have to take values between zero
and one, all adding up to one. By introducing the column vector v¼ (sa, sb, na, nb)

T,
where the superscript T denotes transposition, the rate equations for the temporal
evolution of these states are given by

dv
dt

¼ M̂ � v ð5:78Þ

where the matrix M̂ has the explicit form

M̂ ¼
�kab�kðaÞsn kba kðaÞns 0
kab �kba�kðbÞsn 0 kðbÞns

kðaÞsn 0 �kab�kðaÞns kba
0 kðbÞsn kab �kba�kðbÞns

0
BBB@

1
CCCA ð5:79Þ

This linear system of differential equations can be solved in a standard way by
finding the eigenvalues lj and eigenvectors êj of matrix M̂ obeying the equation
M̂ � êj ¼ lj êj. Then, the general solution for v(t) takes the form

vðtÞ ¼
X4
j¼1

½v0 � d̂j
 êj exp ð�ljtÞ ð5:80Þ

where the vectors d̂j form a conjugate basis to the eigenvectors êj, that is, obey the
relationship d̂j � êk ¼ djk, and v0 is the initial value of v at t¼ 0. Knowing this general
solution to the rate equations, the fast part of the ACFs and CCFs of the fluorescence
emerging from states A and B are explicitly given by

gfastab ðtÞ ¼ kakbvb
�
t v0;c ¼ dac
�� � ¼X4

j¼1

gab;j expð�lj tÞ ð5:81Þ

where the coefficients gab,j have the form

gab;j ¼ kakbd̂j;a êj;b ð5:82Þ

and the ka are coefficients accounting for the relative brightness of the different
fluorescent states. The �fast part� of the ACFs and CCFs means that one considers
correlation lag times much shorter than the typical diffusion time, so that one may
assume that a molecule is not moving significantly within the spatially inhomoge-
neous molecule detection function, and the temporal dynamics of the ACFs and
CCFs is dominated by the fast photophysical and molecular transitions. For the
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matrix M̂ in Equation 5.79, the eigenvalues are given by

l1 ¼ 0; l2 ¼ kab þ kba and l3;4 ¼ s � d

2
ð5:83Þ

where the abbreviations

s ¼ kab þ kba þ kðaÞsn þ kðaÞns þ kðbÞsn þ kðbÞns ð5:84Þ
and

d ¼ s2�4 kba kðaÞsn þ kðaÞns

� 

þ kðbÞsn þ kðbÞns

� 

kab þ kðaÞsn þ kðaÞns

� 
h in o1=2
ð5:85Þ

where introduced. The zero value of the first eigenvalue, l1, reflects the conservation
of the sumof all state occupancies (neglecting photobleaching for the short time scale
considered). The second eigenvalue, l2, is solely dominated by the transition
dynamics between A and B, whereas l3,4 are determined also by the transitions
between the fluorescent and non-fluorescent states of the label. The quantities of
interest are the transition rate constants kab and kba. The second eigenvalue l2 yields
their sum; to separate this sum one can use the amplitude coefficients gab,j from
Equation 5.82. After some tedious algebraic calculations one finds the two
relationships

gab;2gaa;2
gba;2gbb;2

¼ kab
kba

ka
kb

� 	2

ð5:86Þ

and

gab;1gaa;1
gba;1gbb;1

¼ ka
kb

� 	2

ð5:87Þ

allowingdeterminationof thebrightness ratioka/kb and, togetherwithEquation5.83,
the separate values of kab and kba.

Of course, for fitting experimentally obtained ACFs and CCFs one also has to
consider the long-time behavior of these functions that is determined by the diffusion
of the molecules out of the detection volume. This can be done in a standard way as
described in Section 5.4. For fitting purposes, it is also important to notice that all
amplitude coefficients gab,j are non-negative except for gab,2 and gba,2, which are
connected with the transition from A to B and back (and thus with l2) and generate
higher terms in the CCFs. It should also be noted that the particular model used for
describing the diffusion part of the ACFs and CCFs is unimportant, because we are
not interested in determining diffusion coefficients by extracting rate constants
acting on a much faster time scale.

As a typical example of an FLCS, measurements on the Cy5-labeled protein
streptavidin are presented. The fluorescence lifetime decay of this complex is shown
in Figure 5.28.

Using the short and long lifetime components as the patterns for the two �pure�
states of the system, we subsequently measured and calculated the FLCS auto- and
cross-correlations, which are shown in Figure 5.29.
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Figure 5.28 Measured TCSPC curve for the Cy5–streptavidin complex (red dots). Blue and green
lines are the fitted short and long lifetime components used as fluorescence decay patterns in the
FLCS. Thin vertical lines delimit the time window used for the FLCS calculations.

Figure 5.29 Calculated (circles) and fitted (lines) ACFs and CCFs for themeasurements at 400mW
excitation power. L denotes the long lifetime state, S the short lifetime state. The amplitude of the
L� L autocorrelation is divided by a factor of ten for better comparability with the other curves.
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The observable short-time dynamics of the auto- and cross-correlation functions is
due to a cis–trans-isomerization dynamics of the fluorescent label Cy5. In contrast to
free Cy5, one observes two fluorescing states, both having a fluorescence lifetime
different from themono-exponential lifetime observed for free Cy5 (�1 ns). Also, the
FLCS curves cannot be fitted satisfactorily without taking into account the two
additional exponential terms with l2,3. This shows that, in contrast to free Cy5, the
Cy5–streptavidin is a more complex multi-state system, with two fluorescing states
and two non-fluorescing states.

5.8
Conclusion

In this chapter, we have tried to give both an introduction to FCS, without
demanding any prior knowledge, but also to present several recent and, what we
consider, important advances of the technique.However, in noway have we covered
the whole subject exhaustively, as this would certainly go far beyond the space
available in this book. For themany exciting and diverse applications of FCS and its
variants, the reader is referred to the many excellent reviews already cited in the
introduction [6–12]. It was our aim, beyond presenting the basics of the method, to
highlight several aspects of FCS that are fairly difficult to find in other reviews or
books on the subject.
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6
Excited State Energy Transfer

6.1
Introduction

Excited fluorophores dissipate their excess energy mainly via fluorescence, through
intersystem crossing (ISC) and other non-radiative pathways, such as internal
conversion as the competitive pathways. In the presence of quenchers, additional
new pathways are available; for instance, in quenching, the loss of fluorescence can
occur through electron transfer or energy transfer. This chapter will take a closer look
at the mechanisms of the energy transfer phenomenon and a number of examples
will be elucidated on how energy transfer can be applied to gain insights into
chemical and biochemical processes.

In its most simplified form, energy transfer can be explained as the transfer of the
energy of an excited donor molecule (D) to an acceptor molecule (A). This transfer
causes the donor to relax to its ground state, while the acceptormolecule ends up in a
(higher) excited state. As a result, the donor�s excited state lifetime (decay time)
decreases, while the fluorescence of the acceptor is sensitized. There are some
important conditions that apply for excited state energy transfer. For instance,
transfer to a higher energy level is forbidden by the laws of energy conservation.
Moreover, sufficient spectral overlap between the emission of the donor and the
absorption of the acceptor is required.

In general two types of energy transfer can be distinguished: radiative and non-
radiative transfer. In radiative transfer an emitted photon from a donormolecule is re-
absorbedby anacceptor.Non-radiative energy transfer implies that a secondaryphoton
is not involved. In this case energy is transferred directly, for example, through long-
range (1–10nm)dipolar interactions betweendonor and acceptor (F€orster transfer [1]),
or through short-range (<1nm) interactions between molecular orbitals leading to a
concerted electron exchange (Dexter mechanism). The latter is an important process
in, for example, quenching bymolecular oxygen. This chapterwill focus on the F€orster
mechanism, also known as fluorescence resonance energy transfer (FRET) or F€orster
type energy transfer, because it is broadly applicable in various (bio)chemical systems.
However, when studying FRET processes, one should keep in mind that at short
distances (<2 nm), interference with Dexter transfer may occur [2].
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6.2
Theory of (F€orster) Energy Transfer

In recent years, FRET has become a popular tool in biological and chemical
investigations. Although the first reported FRET experiments date back to 1922
[3–6], F€orster described and modeled the phenomenon of FRET correctly during
the 1940s [1, 7, 8]. The widespread use of FRET is due to the fact that it is highly
sensitive to the distance between donor and acceptor, usually in a range between 2
and 10 nm, and hence can be considered as a �molecular ruler� [9].

6.2.1
Mechanism and Mathematical Formalism of FRET

Owing to long-range dipole–dipole coulomb interactions, FRET can occur between
an excited donor and an acceptor (Figure 6.1) provided that there is a spectral overlap
between the normalized emission of the donor and the absorption of the acceptor.
Although this transfer mechanism is in fact based on the interaction between
transition densities, a fairly good mathematical approximation can be obtained by
considering transition dipoles instead of densities. Thus, the rate of FRET (kFRET) is
given by [10–12]:

kFRET ¼ 8:79� 10�5 � wD;0 � k2 � J
tD;0 � r6 � n4 ð6:1Þ

k2 ¼ ðcos qT�3cos qDcos qAÞ2 ð6:2Þ

Donor Acceptor

Excitation

Vibrational relaxation

FRET
S1

S1

S0S0

Figure 6.1 Schematic representation of
fluorescence energy transfer (FRET). After
excitation and internal conversion, the donor
molecule reaches the vibrational ground level of
the first excited state S1. Through FRET it can

pass on its excitation energy to an acceptor that
in turn is excited. Conservation of energy
implies a spectral overlap between the donor
emission and the acceptor absorbance.
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J ¼
ð1
0
FDðlÞ � eAðlÞ � l4 dl ð6:3Þ

where

wD;0 and tD;0 are, respectively, the quantum yield and the excited-state lifetime of the
donor in the absence of the acceptor
n is the refractive index of the surrounding medium

k2 is an orientation factor that is dependent on the angle between the donor and
acceptor transition dipoles (qT ) and the angles qD and qA, as defined in Figure 6.2,
this orientation factor ranges from 0 for perpendicularly oriented dipoles to 4 for
head-to-tail arranged dipoles.

For randomly oriented dipoleswith fast rotational diffusion the ensemble averaged
k2 yields 2/3. In the case of randomly oriented, but static orientations, 0.476 is used
for k2 [13]. When the orientations are restricted in plane, k2 is 4/5. J is the overlap
integral between the donor emission FD, normalized such that

Ð1
0 FDðlÞdl ¼ 1, and

the acceptor absorption spectrum expressed in exctinction coefficients e (Figure 6.3).
Finally, r is the center-to-center distance between donor and acceptor. For correct use
of these formulae, J should be expressed in M�1 cm�1 nm4, while r should be
expressed in Å. The F€orster radius R0 is defined as

R6
0 ¼ 8:79� 10�5 � wD;0 � k2 � J

n4
ð6:4Þ

Equation 6.1 then simplifies to

kFRET ¼ R0

r

� �6

� 1
tD;0

ð6:5Þ

It is clear from this equation that there is a very strong dependency of the energy
transfer rate on the distance (inverse sixth power).

The FRETefficiencyE is defined as the fraction of excited molecules that undergo
energy transfer from the donor to the acceptor and can be expressed in terms of the
rate constants of the processes involved:

A

D

θT

θD

θA κ 2 = 1

κ 2 = 4

κ 2 = 0

Figure 6.2 The orientation factor k2. The grey and black arrows represent, respectively, the donor
(D) and acceptor (A) transition dipoles. Left: definition of the angles for calculating the orientation
factor k2. Right: some examples of orientations with their corresponding k2 values.
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E ¼ kFRET
kFRET þ kf ;donor

ð6:6Þ

Combining this expression with Equation 6.5 results in a different way of
expressing E:

E ¼ R6
0

R6
0 þ r6

¼ 1� ID;FRET
ID; 0

¼ IA;FRET
ID;FRET þ cIA;FRET

¼ 1� tD;FRET
tD;0

ð6:7Þ

c ¼ gAwA

gDwD
ð6:8Þ

Experimentally the amount of energy transferred can be calculated from the
observed quenching of the donor intensity (ID;FRET versus ID;0), by the enhanced
acceptor fluorescence (IA;FRET) in the presence of the donor, or from the ratio of the
intensities from the donor and acceptor channels (or by the corresponding lifetime
ratios tD;FRET versus tD;0). In Equation 6.7 it is assumed that only the donormolecule
is directly excited by the light source. The factorc is a detector correction factor, which
compensates for differences in the sensitivity of the detector system to the donor and
acceptor fluorescences (wD and wA are the fluorescence quantum yields and gD and
gA are the detector efficiencies for both channels) [14].

Wavelength

extinction coefficient (ε)

N
o

rm
a

liz
e

d
 in

te
n

si
ty

 Emission of donor  Absorption of acceptor

 Spectral overlap
 overlap integral 

= spectral overlap • λ4

Figure 6.3 Spectral overlap between emission
of donor and absorption of acceptor. The
dashed area represents the spectral overlap of
the donor emission and acceptor excitation,
while the grey area represents the overlap
corrected to the fourth power of the wavelength,
as defined by Equation 6.3. For correct

calculation, the donor emission spectrummust
be normalized such that the area under the
curve is 1, while the absorption spectrum
should be expressed in extinction coefficients e.
The bigger the overlap integral J, the more
efficient the energy transfer will be. Note:
intensity scaling is relative.
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R0 can be interpreted as the characteristic distance for the F€orster interaction
between the donor and acceptor: when r equalsR0 the FRETefficiency equals 50%.R0

typically has a value in the range of 1–10 nm, meaning that distances within this
range can be accurately probed by use of FRET experiments (Figure 6.4). F€orster
distances of some commonly used donor–acceptor pairs in FRETexperiments can be
found in Table 6.1. The structures of the dyes used are shown in Figure 6.5.
References [15, 16] contain some more R0 values of frequently used FRET pairs.

The above mentioned formulae are based on the assumption that the chromo-
phores behave as perfect point transition dipoles. This means that the shape of the
wave function of the donor and of the acceptor is neglected and thus these formulae
only yield an accurate value when the size of the chromophores ismuch smaller than
the intermolecular distance. If this was not the case, the interchromophoric inter-
actionwould bemore complex as the total transition densities around the dyes have to
be taken into account. This can be done by expressing the total electronic coupling as

Figure 6.4 FRET efficiencyE as a function of distance r between donor and acceptor.When r equals
the characteristic FRET distance R0, the FRET efficiency is 50%.

Table 6.1 F€orster radii of some widely used donor–acceptor pairs in FRET experiments. The
structures of the dyes are shown in Figure 6.5. The values are based on references [17–21].

Donor Cy3 Atto 495 Alexa Fluor 488 PDI ECFP
Acceptor Cy5 Atto 590 Alexa Fluor 546 TDI EYFP

R0 3.6 nm 5.6 nm 5.5 nm 7.3 nm 4.9 nm
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Figure 6.5 Chemical structures of the organic dye-based FRET pairs listed in Table 6.1.
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a sum over all the pairwise interactions between the individual atomic transition
charges. The electronic coupling promoting the energy transfer can then be written
as:

VCoulomb
DA ¼ 1

4pe0

XD
p

XD
q

rDðpÞrAðqÞ
rpq

ð6:9Þ

The summation runs over all atomic positions p on the donor and q on the acceptor,
rpq is the interatomic center-to-center distance between p and q and rDðpÞ and rAðqÞ
represent the atomic transition densities on, respectively, site p and site q for the
lowest optical excitation on the donor and the acceptor. More information on this
improved F€orster model can be found in references [22, 23], where this model is
applied to the study of interchain and intrachain energy transfer in rigid rod-shaped
polyindenofluorene polymers endcapped with perylene derivatives. Conjugated
polymeric materials are typical examples where the classical F€orster model does
not hold, because of the important through-bond electronic interactions between
donor and acceptor.

6.2.2
Measuring FRET Efficiencies Through Excited-State Lifetimes

As illustrated in Equation 6.7 the efficiency of resonance energy transfer can be
calculated by measuring the ratio of the donor excited state lifetime in the presence
and absence of an acceptor. However, by far not all fluorophores used for FRET
experiments have a single-exponential decay of the singlet excited state. In the case of
multi-exponential decay, an average decay time can be used as an approximation (see
Equation 6.10):

taverage ¼
X
i

ai � ti ð6:10Þ

where

ti represents the characteristic time of the ith decay component
ai is its corresponding weight factor.

In the presence of acceptor molecules the donor decay rate can also be multi-
exponential in bulk experimentswhen several donor–acceptor distances are possible,
or even in single-pair experiments when fast fluctuations in the interchromophoric
distances occur. In these cases Equation 6.10 can also be applied to calculate an
average tD;FRET.

Furthermore, it is worth noting that Equation 6.7 is based on the assumption that
there is no influence on the donor decay other than the FRET influence. However,
this condition is not fulfilled in all instances. For example, in biomolecules, allosteric
interactions between donor and acceptor can induce changes in the excited state
decay behavior or other photophysical parameters that do not result from energy
transfer.
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6.2.3
Spin Rules for FRET

For the acceptor molecule of the FRETpair, only transitions in which no change of
electron spin is involved are allowed (singlet-to-singlet or triplet-to-triplet). How-
ever, the donor molecule can make a spin-forbidden transition, for instance from a
singlet to a triplet state or vice versa, provided that this donor has a sufficiently
high quantum yield for intersystem crossing [24]. In general there are three ways
in which F€orster transfer can occur, these being the normal singlet–singlet
transfer [DðS1ÞþAðS0Þ!DðS0ÞþAðS1Þ], singlet–singlet annihilation [DðS1Þþ
AðS1Þ!DðS0ÞþAðS2Þ], and singlet–triplet annihilation [DðS1ÞþAðT1Þ!
DðS0ÞþAðT2Þ]. As indicated in Figure 6.6, upon singlet–singlet or singlet–
triplet annihilation the excitation is transferred to an acceptor that already resides
in an excited singlet or triplet state. These processes are called annihilation
processes as there is a net decrease in the number of excited states upon energy
transfer.

Singlet–triplet transfer, being the transfer from a singlet excited state of the
donor to yield a triplet excited acceptor [DðS1ÞþAðS0Þ!DðS0ÞþAðT1Þ] is spin-
forbidden for F€orster transfer, but can occur via the Dexter exchange mechanism.
Also triplet–triplet transfer, from an excited donor in the triplet state yielding a
triplet excited acceptor [DðT1ÞþAðS0Þ!DðS0ÞþAðT1Þ], can only occur through
the Dexter type of energy transfer, as the acceptor makes a spin-forbidden
transition. Triplet–singlet transfer [DðT1ÞþAðS0Þ!DðS0ÞþAðS1Þ], on the other
hand, can occur by the F€orster mechanism. Although the donor molecule makes
a spin-forbidden transition, the low rate for this process will be compensated by
the large lifetime of the donor triplet state.

6.2.4
Homo-FRET and FRET-Induced Depolarization

Fluorescence resonance energy transfer does not necessarily require two spec-
trally distinct fluorophores as a donor–acceptor pair. In particular, dyes with a
rather small Stokes shift often have a significant overlap of their absorbance and
emission spectra. So in principle, such a fluorophore can transfer its excitation
energy to a neighboring molecule of the same species, which is denoted as
homo-FRET or homotransfer [25]. Because energy transfer between identical
chromophores is reversible, this mechanisms is also termed energy hopping,
while the irreversible transfer from a donor to a red-shifted acceptor molecule is
often referred to as energy trapping. In fact, the F€orster theory was originally
based on observations of homotransfer [1]. In this instance, no spectral distinc-
tion can be made between donor and acceptor, which makes it difficult to
measure the FRET efficiency directly through the ratio of the acceptor and
donor fluorescence intensities. Luckily other techniques are available for quan-
tification of the degree of FRET, for instance, by measuring the degree of
depolarization.
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Figure 6.6 Examples of different types of FRET transitions.
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Indeed, FRET causes a net decrease in the steady-state anisotropy of the
emission. When a donor molecule is excited by plane polarized light, its emission
will also be polarized corresponding to the orientation of the emission dipole,
provided that the rotational diffusion of the molecule is slower than the singlet
excited state lifetime. However, when the donor fluorophore transfers its excitation
energy to an acceptor, the acceptor emission will be relatively depolarized
because of the broad range of allowed angles for the FRET transition (Figure 6.7).
Usually the depolarization is measured by a decrease in the fluorescence
anisotropy, A,

A ¼ Ik�I?
Ik þ 2 � I? ð6:11Þ

where

Ik and I? represent the intensities of the light polarized parallel and perpendicular to
the incident polarization, respectively.

For randomly oriented transition dipoles in the absence of energy transfer, A
equals 0.4. When homo-FRET (or hetero-FRET) occurs, a significant depolarization
is observed, yielding an anisotropy closer to 0. A general formula for the FRET

A = ± 0.4

0 < A < 0.4
Polarized 

excitation light

FRET

FRET

Transition dipoles of fluorophores Anisotropy

Figure 6.7 Depolarization caused by FRET.
Upon excitation by plane polarized light (blue
arrow), the broad angular allowance for FRET
causes a net decrease in emission polarization
(measured as a decrease in polarization
anisotropy A). The black, green, and red arrows
represent the orientation of the transition

dipoles of the dye molecules. The dyes with a
dipole parallel to the polarized light (green
arrows) have the highest probability for
excitation. Through FRET, the excitation energy
can be transferred to a neighboring molecule
with a transition dipole more perpendicular to
the polarized excitation light (red arrows).
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efficiency based on polarization anisotropy can be given by:

E ¼ 1�AFRET

A0
ð6:12Þ

Here AFRET and A0 are the anisotropy of the fluorescence in the presence and
absence of energy transfer, respectively. Also, time-resolved anisotropy measure-
ments are possible for correlation of the decrease in anisotropy to the FRET-rate. As
FRET-quenching is, in most instances, an extremely fast process, characteristic
depolarization times are found to be in the subnanosecond range. The response time
of 30 ps for most TCSPT (time-correlated single photon timing) set-ups is therefore
often a limiting factor in time-resolved depolarization measurements.

The advantage of depolarization measurements over intensity measurements for
quantification of FRET efficiencies is the independence of depolarization measure-
ments from dynamic processes other than FRET that may cause fluctuations
in emission intensity. Homo-FRET and depolarization measurements have been
successfully applied for the study of structural arrangements of biomolecules (for
instance lipid rafts) in the membranes of (living) cells [26–28].

6.3
Experimental Approach for Single-Pair FRET-Experiments

When aiming at elucidating FRET properties of a donor–acceptor pair, the most
powerful approach is observing the process at the single-molecule level. By doing so,
one is no longer hampered by heterogeneities, for instance, in the distance and
orientation of the various FRETpairs, causing the analysis of the FRETsignals to be
fairly complicated. In fact, as the excited volume contains two dyes, a donor and an
acceptor, the term single-pair FRET experiments is more correct than single-mol-
ecule FRETexperiments. Single-pair FRETexperiments allow for the monitoring of
time-resolved dynamics of the chromophoric system and as there is only one
donor–acceptor distance, it simplifies the analysis of the effect of FRET on, for
instance, the donor excited state lifetime. A general scheme for such experiments is
highlighted in Figure 6.8.

6.3.1
Single-Laser Excitation

Aconfocalmicroscope set-up with pulsed laser excitation and two detection channels
is most convenient, as FRET efficiencies can be monitored by comparing the
intensities in the two channels and by monitoring the lifetime of the donor excited
state. In short, the chromophoric system is excited by a pulsed laserwith awavelength
matching the absorption spectrumof the donor, but not of the acceptor. The emission
light is sent via a dichroic mirror to the detection part of the set-up where a second
dichroicmirror allows the donor emission to be separated from themore red-shifted
acceptor emission. In this way, the intensity originating from both dyes can be
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separately monitored by using two avalanche photodiode (APD) detectors. Although
in principle the FRETefficiency can be calculated in a straightforward way from the
decrease in donor intensity upon FRET, as indicated in Equation 6.7, in real
experiments strong intensity fluctuations may occur that do not originate from the
energy transfer. Therefore, it is preferable to calculate E from the ratio of the acceptor
fluorescence over the sum of the donor and acceptor intensities.

Whenmeasuring the acceptorfluorescence, one should keep inmind that, inmost
instances, the observed intensity in this channel does not originate exclusively from
FRET-induced acceptor emission. Firstly, the long emission tail of the donor
molecule often causes a small but considerable emission in the acceptor channel.
Secondly, the acceptor absorption often shows short-wavelength tailing resulting in a
(small) absorption cross-section at the donor excitation wavelength. Consequently,
direct excitation of the acceptor may occur to a small extent, also leading to
an increased non-FRET based emission level in the acceptor detection channel
(Figure 6.9). Depending on the extent of these background phenomena, corrections
need to be made to provide a reasonable estimation of the acceptor intensity
originating from FRET. If it is possible to measure the emission spectrum over the
total wavelength range of the donor and acceptor emissions, the precise FRET

Pulsed laser

Objective lens
(confocal excitation)

Sample

Pinhole

Dichroic mirror APD 
donor’s channel

APD 
acceptor’s channel

Dichroic mirror

Donor’s intensity

Acceptor’s intensity

FRET efficiency

Time

Time

Time

Donor’s excited 
state lifetime

Time

TCSPT

Figure 6.8 Scheme for single-pair FRET
experiments using a confocal laser microscope
and two detection channels. A dichroic mirror
distinguishes between fluorescence from the
donor and from the acceptor. In this way their

respective intensities can be monitored
separately (see simplified time traces), and the
FRET efficiency can be calculated. Analysis of
the time-resolved lifetime of the donor excited
state must give a similar (but inverse) result.
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efficiency can be calculated by curve fitting combined with complex numerical
computer methods [29], based on the reasonable assumption that the shape of the
emission spectra of the donor and acceptor do not change upon energy transfer.
Alternatively, one can correct the acceptor intensity according to Equation 6.13.

IcorrA;FRET ¼ IA;FRET�bID;FRET�aIdirA ð6:13Þ

Here the second term on the right-hand side of the equal sign corrects for the
contribution from donor emission leaking into the acceptor channel (b is the
crosstalk correction factor, defined by the ratio of donor signal detected in the
acceptor channel to the donor signal in the donor channel). The last term corrects for
direct acceptor excitation at the donor excitation wavelength (a is the ratio of acceptor
intensity upon donor excitation, in the absence of donor to the acceptor intensity,
when excited at the acceptor excitation wavelength).

In another approach the excited state lifetime of the donor molecule, which is
also related to the FRET efficiency, can be calculated by time-correlated single
photon timing (TCSPT). To measure depolarization effects, a similar set-up can be
used. In this instance, however, the second dichroic mirror should be replaced by a
polarized beam splitter to distinguish between the parallel and perpendicular
polarized light.

Figure 6.9 Origins of non-FRET induced
emission in the acceptor channel. Short-
wavelength tailing of the acceptor absorption
results in direct excitation of the acceptor

molecule. Also, long-wavelength tailing of the
donor emission canoverlapwith thewavelength
range of the acceptor channel.

6.3 Experimental Approach for Single-Pair FRET-Experiments j159



Correlating the transfer efficiencywith a precise interchromophoric distance is not
always straightforward because of the uncertainty on the orientational factor k2.
Indeed, for a single FRETpair, the exact orientation of donor and acceptor is often not
known, and the typical estimation of 2/3 implies a certain error on the calculated
distances. By combining Equations 6.7 and 6.4 it can be easily derived that

r ¼
ffiffiffiffiffiffiffiffi
k2

2=3
6

s
� rk2¼2=3 ð6:14Þ

The inverse sixth power of k2 indicates that the error on the orientation factor
fortunately results only inminor changes to the calculated distance.Moreover, upper
and lower limits can be obtained for k2 by estimating the donor and acceptor
transition dipole orientation using polarization anisotropymeasurements [30]. It can
thus be concluded that FRET allows for accurate distance measurements in the nm
regime relative to the calculated F€orster distance, R0.

6.3.2
Alternating-Laser Excitation (ALEX)

One of the problems with the single-laser approach is that it cannot discriminate
between those situations where the distance between the two fluorophores happens
to be larger than the few nanometers required for FRET, or where the donor
fluorophore is present alone, as a result of incomplete labeling. When one is
studying, for example, the interaction between different groups or parts of a
molecule, then the following problem may occur. If one observes only donor and
no acceptor emission, then one might wrongly conclude that there is no acceptor
present, when in fact the particular conformation of the system might be such that
the distance between the dyes is too large for significant energy transfer. Conversely,
one might assume that this distance is too large, when in fact there is no acceptor
present at all. Because the experiment does not discriminate between these scenarios
there is a significant risk of misinterpretation of the data.

One might feel that a possible way to address this would be to use two lasers
simultaneously, where one laser is tuned to the absorption band of the donor and the
other to the absorption band of the acceptor. Thus we can obviously detect and
separate the single fluorophores from the FRETpairs. This approach fails, however,
when one wants to separate the FRET emission from the emission caused by the
direct excitation of the emitter.

In fact, a solution to these problems can be found somewhere in between these
cases. Similar to the previous idea, it makes use of two overlapping lasers of a
different wavelength. However, both of the lasers are pulsed and synchronized such
that the laser pulses are introduced intermittently, an excitation scheme known as
alternating laser excitation (ALEX) [31] or pulsed-interleaved excitation (PIE) [32]
(Figure 6.10). Moreover, by keeping track of which laser pulse induces which
fluorescence photon, we can reliably distinguish between direct emission and energy
transfer, and hence between scenarios of single emitters, single acceptors, and FRET
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pairs with a �long� interdistance. Similar to other experiments, the FRET efficiency
can be calculated by the (corrected) ratio of intensities of donor to acceptor as
indicated in Equation 6.7.However in the case of alternating laser excitation, only the
emission as a result of excitation of the donor channel should be considered. We can
also define a distance-independent ratio S, which reports on the donor–acceptor
relative stochiometry:

S ¼ ID�exc

ID�exc þ IA�exc
ð6:15Þ

where

ID�exc and IA�exc refer to the total emission as a result of excitation in the donor and
acceptor absorption areas, respectively.

6.4
Examples and Applications of FRET

To prove the relevance of FRET in (multi�)chromophoric systems, some examples of
FRET applications are outlined throughout this section. However, this list is by no

Figure 6.10 General scheme for alternating
laser excitation microscopy. The sample is
excited alternatingly by two lasers. This allows
emission photons excited by the two lasers in
each of the detection channels to be

distinguished. DM, dichroic mirror; OBJ,
objective lens; PH, pinhole; F, focusing lens;
APD, avalanche photodiode detector.
(Copyright Kapanidis et al. (2005) Acc. Chem.
Res., 38, 523 [31].)
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means exhaustive and is only intended to give a short and clear overview of the
possibilities of implementing FRET as a quasi non-invasive in situ tool for charac-
terizing various types of processes. More examples of applications of FRET in
biochemical research can be found in references [15, 33].

6.4.1
FRET Processes in Bulk Experiments

6.4.1.1 FRET-Based Molecular Biosensors
Sensing the presence of specific compounds or enzyme activity in living cells attracts
a great deal of interest from biochemical researchers as this allows for an in situ real-
time characterization of cellular properties. For this purpose, several FRET-based
indicators have been developed over the last 15 years. A general scheme for such
FRET-based molecular sensors is depicted in Figure 6.11: a FRET pair is linked
through a peptide or protein with a specific binding domain for the target molecule.
The interaction between this target and the binding domain triggers a conforma-
tional change in the peptide linker, resulting in a displacement of the two dyes with
respect to each other. As this will affect the FRETefficiency, binding or unbinding of
specificmolecules can be probed in situ. By usingfluorescent proteins such as (e)CFP
and (e)YFP as the FRET pair, these biosensors are genetically encodable, thereby
improving to a large extent their applicability in living cells [34].

This scheme is, for instance, successfully applied in an intracellular calcium
indicator, termed a cameleon [35, 36]. The linker consists, in this case, of a calmodulin
moiety and an M13-sequence. Binding of Ca2þ increases the affinity between
calmodulin and M13, giving rise to the necessary conformational change. Similarly,
amaltose sensorwas constructed for studyingmaltose uptake in living yeast cells [37].
This process is of considerable importance in several food processes, such as the
brewing of beer.

The groupworkingwith Ting used this sensor approach to investigate the ability of
cells to perform post-translational modifications on histone peptides [38, 39].
Modification of histones is a key control point in gene transcription. Phosphorylation

Target molecule

CFP YFP

Binding domain

C
FP

YF
P

FRET

Figure 6.11 General scheme for FRET-based molecular sensors. Upon interaction of a target
molecule (blue) with the binding domain of a specific bridging peptide, the donor (CFP) and
acceptor (YFP) dyes move closer towards each other resulting in a high FRET efficiency.
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of serine-hydroxyl groups or methylation of lysine groups in the histones are two
examples of such post-translational modifications. By incorporating the histone
peptide and a phosphoserine or methyllysine binding domain in the linker between
CFP and YFP, an efficient biosensor for phosphorylation and methylation, respec-
tively, is produced. Indeed, the post-translational modification of the histone moiety
induces an increased interaction with the methyllysine or phosphoserine binding
domain, causing the FRET pair to move closer towards each other (Figure 6.12).

As formidable as this scheme may seem, one must take care when applying
fluorescent proteins based on the GFP (green fluorescent protein) structure as
reporter dyes. In bulk these dyes have a pronounced pH-dependency, which narrows
their applicability to a well defined pH-range. For instance, the commonly used
F€orster acceptor (e)YFP with a pKa of 7.0 only shows its bright fluorescence in the
deprotonated form [40]. Moreover, GFP and its mutants have very complex photo-
physical properties, including excited state proton-transfer involving bright and dark
states [41–44]. This complicates the interpretation of both bulky and single-molecule
measurements of these dyes, and of the abovementioned cameleon sensors based on
these dyes [45].

An extensive characterization of an ECFP–(e)YFP-based cameleon calcium indi-
cator was performed by Habuchi et al. [40]. These workers could identify several
subpopulations of the calcium indicator each with different FRETproperties. (e)YFP
was found to be an efficient acceptor molecule for F€orster transfer only in its
deprotonated form. Therefore, at a pH of 7.4 a first subpopulation comprising
28% of the total population with a FRET efficiency of zero was identified as the
protonated (dark) state of the chromophore. For the calcium bound cameleons, three
other subpopulations were found based on the folding of the calmodulin-M13 linker.
In its completely stretched form (34% of the population) the transfer efficiency also
equals zero. FRET can occur only via a compact form of the linker (E ¼ 0:62�0:67;
23% of the population) or via a completely folded form with a transfer efficiency of
0.95 comprising 15% of the population.When no calcium is bound to the linker, only
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Figure 6.12 FRET-based molecular sensor for
probing methyltransferase activity. Upon
enzymatic methylation of the lysine residues in
the histone moiety, the interaction with the

methyllysine binding domain causes a
conformational change resulting in enhanced
FRET efficiency.
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the extended form (47%) and the compact form (25%) could be identified in the
sample (Table 6.2). Their results proved the complexity of these systems, making
them, at the same time, extremely interesting research objects in their own right. It
also pinpoints the need for improving and developing new sensors composed of
different GFP FRET pairs.

Note that the above mentioned examples all consist of reversible processes, in
which the FRETprobe can switch between the bound (high FRETefficiency) and the
unbound (low FRET efficiency) state. However, one can also envision a scheme in
which the linker is irreversibly cleaved by the action of the target molecule, causing
the FRETpair tomove away from each other. Efficient and accurate virusmonitoring
systems have recently been developed that can rapidly detect very low numbers of
infectious enteroviruses in living cells by using a genetically expressed FRET-based
indicator analogous to the one depicted in Figure 6.11 [46, 47]. In this case, the linker
consists of a specific peptide that is exclusively cleaved by the viral 2A protease upon
viral infection (Figure 6.13). The resulting loss of interaction between the donor and
acceptor dye of the FRETpair leads to an increase in the donorfluorescence and to the
loss of the acceptor fluorescence (Figure 6.14).

6.4.1.2 Energy Hopping and Trapping in Chromophore-Substituted Polyphenylene
Dendrimers
Dendrimers are highly branched structures with a huge potential for use as building
blocks in photonic devices [48]. Moreover, they are studied extensively because they
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C
FP

YF
P

Peptide domain 
as specific
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protease

Figure 6.13 FFRET-based molecular sensor for probing enteroviral infection. Upon enteroviral
infection, the viral 2A protease cleaves exclusively the linker of the genetically expressed FRET-based
sensor, resulting in a dramatic decrease of FRET efficiency.

Table 6.2 Contribution of the subpopulations of the ECFP-EYFP cameleon.

Transfer efficiency Protonated
form E ¼ 0

Extended
form E ¼ 0

Compact form
E ¼ 0:62�0:67

Folded form
E ¼ 0:95

Ca2þ -bound sample 28% 34% 23% 15%
Ca2þ -free sample 28% 47% 25%
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represent mimics of natural light antenna systems when decorated with chromo-
phores, as will be elaborated on further in this chapter. Nowadays synthetic proce-
dures are well established for creating a wide variety of symmetric or even asym-
metric chromophore-derivatized dendrimeric structures [49].

Recently some detailed studies concerning intramolecular energy hopping and
energy trapping in polyphenylene dendrimers with multiple chromophores were
reported [50, 51]. The process of energy hopping was, for instance, studied by Maus
et al. by using a first generation polyphenylene dendrimer with from 1 to 4
peryleneimide chromophores attached at the meta-positions of the outer phenyl
group (G1Rx with 1 � x � 4; Figure 6.15) [50]. The rigid tetrahedral central core
ensures a spherical outer surface and thus a tetrahedral packing of the chromophores
at equal distances. The energy hopping kinetics were analyzed by fitting the
anisotropy decay curve according to the kinetic model given in the following
equation:

rðtÞ ¼ r0
i

e�t=qrot þði�1Þe� i � khopping þ q�1
rotð Þth i

ð6:16Þ

where

i stands for the amount of peryleneimide dyes bound to the dendrimer (1–4)
qrot represents the rotational relaxation time
r0 is the initial anisotropy.

Figure 6.14 Anisotropy decay curves for G1R1 (I), G1R2 (II), G1R3 (III), and G1R4 (IV). The more
chromophores are attached to the dendrimer, the more pronounced the fast decay component is.
(Copyright Maus et al. (2001) J. Phys. Chem. A, 105, 3961 [50].)
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It is easily seen from the formula that at long times, in the absence of rotational
diffusion the leveling-off value is r0=i: the more chromophores are bound to the
dendrimer, the more hopping occurs yielding a stronger anisotropy decrease. For
the G1R1, no energy hopping is possible, and the anisotropy decays according to a
single exponential with a time constant of approximately 1 ns, corresponding to the
rotational relaxation. For the dendrimers containing more than one chromophore
this rotational component has a slightly higher time constant because of the bigger
molecular dimensions. Moreover, these molecules have a second fast component in
the anisotropy decay with a time constant ranging from 200 ps for G1R2 to 110 ps for
G1R4, which is within the typical FRET time range (Figure 6.14 and Table 6.3).

para

meta

meta

meta
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R = N
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O

Figure 6.15 Structure of the first order polyphenylene dendrimer. The positions where the
chromophores (R) are attached in the G1Rx series and in the G1R3Ter-p system are indicated by
meta and para, respectively.

Table 6.3 Fitting parameters of the anisotropy decay curves for G1R1–G1R4.

Compound r0 qrot (ns) khopping (ns
�1) (i�1)/ia)

aG1R1 0.38 0.95
G1R2 0.31 1.1 2.05 48% (50%)
G1R3 0.28 1.2 2.29 63% (67%)
G1R4 0.24 1.3 2.08 66% (75%)

a) The values between the parentheses in the column of ði�1Þ=i correspond to the theoretical
values.
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Most of the data were in excellent agreement with the theoretical kinetic model,
although for the G1R4 a small deviation from the theoretical value was seen in the
contribution of the FRETeffect in the anisotropy decay. According to Equation 6.16
this contribution is given by ði�1Þ=i and thus theoretically equals 50, 67 and 75% for
G1R2,G1R3, andG1R4, respectively. The respective experimental results were 48, 63
and 66%. These workers attributed the smaller contribution for G1R4 to the
formation of a preformed dimer (excimer) that acts as an energy trap, thereby
preventing further energy hopping. This hypothesis was further supported by the
observation of a second decay component in the fluorescence lifetime of the multi-
chromophoric dendrimers. Fast energy trapping by an excimer can also explain the
lower starting anisotropies (r0) for dendrimers containing more peryleneimide
chromophores: the anisotropy decay time of this very fast process is below the
experimental time resolution of 10 ps.

In a similar study, energy trapping was investigated together with energy hopping
in a polyphenylene dendrimer with three peryleneimide moieties as energy donors
and one terryleneimide as energy acceptor [51]. To minimize the possibility of
excimer formation, as was probably the case in the above mentioned G1Rx systems,
the chromophores were attached to the para- instead of the meta-positions of the
outer phenyl ring (Figure 6.15). This structure is subsequently abbreviated as
G1R3Ter-p. Owing to the large spectral overlap between the terryleneimide absorp-
tion and the peryleneimide emission, the terryleneimidemoiety can be expected to be
a very efficient energy sink for the energy harvested by the peryleneimides. Through
global analysis performed on the time-resolved emission spectra of the dendrimeric
system, these workers found evidence for two FRET-pathways from the perylenei-
mides to the terryleneimide. In Table 6.4 the global fit results for the fluorescence
decay at emissionwavelengths of 600 and 750 nm, corresponding to, respectively, the
donor and the acceptor emission, are summarized. The parameters t1 and t2
correspond to the decay of the perylene dyes as a result of energy transfer and are
thus visible as decay components at 600 nm (emission wavelength of peryleneimide)
and as rise components at 750 nm (emission wavelength of terryleneimide). t3
represents the decay of the terryleneimide acceptor and thus its contribution in the
600 nm channel is zero. The observation of two decay components for the donor
molecule indeed supports the existence of two transfer pathways. As the contribution
of the slow and the fast component are, respectively, 2/3 and 1/3 in the donor channel,

Table 6.4 Fitting parameters by global analysis of the fluorescence decay at 600 and 750 nm for
G1R3Ter-p. At 600 nm only fluorescence from peryleneimide is detected, while the decay at 750 nm
only contains fluorescence from the terryleneimide chromophore.

lfluo ¼ 600 nm lfluo ¼ 750 nm

t1 (ns) t2 (ns) t3 (ns) a1 (%) a2 (%) a3 (%) a1 (%) a2 (%) a3 (%)

0.052 0.175 2.51 62.1 37.9 0 �30.9 �15.7 53.4
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and�2/3 and�1/3 in the rise part of the acceptor channel, it is suggested that one of
the three peryleneimides takes a much better through-space orientation or a smaller
interchromophoric distance towards the terryleneimide acceptor compared with the
other two peryleneimide chromophores.

These results obtained from bulk FRET experiments revealed the extent of the
information that can be gained for synthetic light-harvesting systems. In the next
section an example is given on how single-pair FRET studies can be applied to
examine similar light-harvesting chromophore associations in even more detail.

6.4.2
Single-Molecule Observation of FRET

6.4.2.1 Light-Harvesting Systems: Phycobilisomes and Allophycocyanins
Photosynthesis is by far the most well known light-induced chemical reaction in
nature. Essentially, solar energy is used by plants and several microorganisms as a
driving force for biochemical reactions. In most organisms this reaction is initiated
by the excitation of a special pair chlorophyll molecule with a maximal light
absorbance in the far-red to near-infrared region. However, the relatively small
absorption band of this chlorophyll can only collect a minor fraction of the incident
sunlight. Therefore nature developed a complex light-harvesting system (partially)
based on FRET to direct higher energy photons towards the active special pair
chlorophyll. For instance, normal chlorophylls and carotenes that absorb at lower
wavelengths (visible part of the solar spectrum) can serve as light antennae and
transfer their excitation energy to the reaction center, thereby greatly enhancing the
efficiency of the photosynthetic system. A similar mechanism is found in cyano-
bacteria and red algae that live deep in the ocean. As blue and red light have a very
limited penetration depth in sea water, due to absorption by the water itself and by
microorganisms in the top layer (this also causes the greenish color of the ocean), the
yellow and green light needs to be efficiently converted into red light by the marine
photosynthetic organisms. In this case, the job is done by the phycobilisomes
containing phycoerythrins and phycocyanins organized in rods and a core of
allophycocyanins. The rods surrounding the core serve as antennae that catch yellow
and green light and direct this light by FRET processes towards the reaction center
(Figure 6.16).

The allophycocyanin (APC) dyes themselves have been the subject of extensive
research because this protein is actually a trimer of which each monomer contains
two dyes, a84 and b84 (Figure 6.17). Therefore this protein is a multichromophoric
system with interesting properties of its own. Both dyes have the same chemical
structure but the b84 chromophore has a strong steric and electronic interactionwith
a nearby tryosine residue. This interaction extends the conjugation of the chromo-
phore and causes a small shift to the red of its absorption and emission spectrum
compared with a84. Within one monomer the distance between a84 and b84 is
roughly 5.1 nm. In the trimer, however, there is a closer distance of about 2.1 nm
between the a84 and b84 chromophore of the neighboring monomers
(Figure 6.17) [52].
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Figure 6.16 Schematic representation of phycobilisomes as a light harvesting system. The red and
the blue parts represent rods containing phycoerythrins and phycocyanins, respectively. They tunnel
yellowand green light throughFRET towards the center, containing allophycocyanins (green circles).

Figure 6.17 The structure of allophycocyanins
(APC). APC is a trimer protein, in which the
monomers contain two chromophores, a84
and b84. In the trimer the a84 dyes interact

closely with the nearby b84 chromophore of the
neighboring monomer. The structure of these
chromophores is drawn in the lower part of the
figure.
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There is still a lot of uncertainty about the nature of the interaction between these
close lying chromophores. Some workers claim to have proof of strong excitonic
coupling between the dyes [53, 54]. This would imply that the excitation energy is
spread out over both chromophores and is therefore completely delocalized. The
system then behaves as a single absorber (and emitter). On the other hand, Loos et al.
recently reported single-moleculefluorescence data that suggests only weak coupling
between the absorbers, this being a F€orster type of interaction [55].a84 then acts as an
energy donor that transfers its excitation energy to the more red-shifted b84. A
transfer efficiency of almost 99.5% was calculated, based on a F€orster distance of
5 nm, as reported by Brejc and coworkers [52]. The existence of up to six intensity
levels in the fluorescence intensity trajectories of single APC trimers indeed suggests
the presence of six distinct absorbers rather than three, as would be the case in the
molecular exciton model (Figure 6.18).

Figure 6.18 Single-molecule fluorescencedata
on single APC trimers. Upper graphs: the
fluorescence time transient of a single APC
trimer shows six distinct intensity levels,
indicating the existence of six absorbers. Lower
graphs: the time transient of the emission
polarization of a single APC trimer shows

discrete jumps between three polarization
values. The well-defined polarization values are
an indication of efficient energy hopping to one
of the three acceptor dyes that serves as an
emissive trap. (Copyright Loos et al. (2004)
Biophys. J., 87, 2598 [55].)
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Aside from heterotransfer between a84 and b84, also homotransfer or energy
hopping can be seen in this multichromophoric system. The individual b84 mole-
cules are located at a center-to-center distance of about 3.1 nm, which is smaller than
the F€orster radius for homotransfer of 4.5 nm as calculated by Loos et al. Experi-
mental proof for this energy hopping was found by measuring time transients of the
emission polarization p defined by

p ¼ 2cos2ðqÞ�1 ð6:17Þ

where

q stands for the angle between the transition dipole moment of the dye and the
direction of the electric field vector of the plane polarized light.

In Figure 6.18 discrete jumps between three states of this polarization p can be
identified. This means that for a certain time (in the seconds range) emission always
originates from the same chromophore that acts as an emissive trap for the others.
From time to time the emissive trap is shifted to one of the other acceptormolecules.
The existence of mainly three emitters also proves that energy is very efficiently
transferred from the donors (a84) to the acceptors (b84). Energy hopping between
these acceptors subsequently tunnels the energy towards one of the b84 molecules
that serves as an emissive trap.

The allophycocyanine system has also been studied at the single-molecule
level by using an anti-Brownian electrokinetic (ABEL) trap, thereby minimizing
the effect of surface immobilization of individual allophycocyanine molecules
[56].

Inspired by the beauty of nature, many attempts have been made to mimic light-
harvesting properties in synthetic multichromophoric systems [57–59]. For instance
in aT2P8dendrimer the energy from the excited perylenemonoimide (PMI)moieties
at the outer rim is transferredwith very high efficiency to the central terrylenediimide
(TDI) (Figure 6.19).

Extensive single-molecule studies on this system have revealed detailed informa-
tion on the different types of energy transfermechanismswithin this light-harvesting
system [60]. Figure 6.20 shows typical emission trajectories of two single T2P8
molecules upon pulsed excitation with emission detection in two channels: a green
one detecting the donor fluorescence and a red one detecting only the acceptor
fluorescence. The upper graph is a time transient representative of the majority of
molecules: initially no emission from the donor molecules is seen because of very
efficient energy transfer to the central TDImolecule. Fast energy hopping among the
different donor molecules ensures that even when an unfavorably oriented donor
molecule is present, the excitation will still end up in the acceptor molecule. The
stepwise decrease of the acceptor fluorescence is the result of successive bleaching of
the different donor molecules. Only after bleaching of the acceptor can the donor
emission (green) be observed. The inset shows the fractional emission of the
acceptor, which equals 1 for the non-bleached acceptor, or 0 after bleaching of the
acceptor.
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However in 10–15% of themolecules studied, simultaneous emission from donor
and acceptor is seen after bleaching of some of the donor molecules, yielding
intermediate fractional emission values for the acceptor. This observation was
previously attributed to the so-called exciton blockade phenomenon [61]. Thismeans
that when multiple donor molecules are excited by the same laser pulse, only one of
them can transfer its energy to the acceptor as the excited acceptor cannot serve as the
�acceptor� for an additional excitation. Because of the very similar fluorescence
lifetimes of PMIandTDI, theywill both emit theirfluorescent photons at very similar
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Figure 6.19 Structure of T2P8 as a synthetic light-harvesting system. The eight
perylenemonoimides at the outer rim transfer their excitation energy very efficiently
to the central terrylenediimide by F€orster energy transfer.
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times, yielding highly correlated emission photons.However, recent single-molecule
investigations proved that this explanation is not very plausible for several reasons.
Firstly, the simultaneous existence of excited PMI and excited TDI would result in a
very efficient singlet–singlet annihilation, which would out-compete the fluores-
cence of PMI. Secondly, simultaneous emission of donor and acceptor under
continuous-wave (CW) excitation was observed to the same extent as under pulsed
excitation, although the probability of exciting two donor molecules simultaneously
is extremely low under CW excitation. Thirdly, simultaneous excitation of different
PMImolecules becomes less probable asmore PMImolecules are bleached, which is
inconsistent with the observation that simultaneous emission of PMI and TDI only
occurs after bleaching part of the donormolecules. Finally, cross-correlation between
the arrival times of the photons emitted by the donor and the acceptor molecules
yields three equally intense peaks at time lags zero, �tpulse, and þ tpulse (tpulse is the
time between two successive excitation pulses (Figure 6.21). This cross-correlation
profile corresponds to two non-correlated emitters, whereas in the case of the exciton
blockade two correlated emitters are present, which would result in a much higher
peak at zero time lags.

Through defocused wide-field imaging [62] (Figure 6.22), revealing the orien-
tation of the emitter transition dipole, it was found that in the case of simultaneous

Figure 6.20 Typical fluorescence transients of
T2P8 molecules. The red and green curves
represent, respectively, the acceptor (TDI) and
the donor (PMI) emission. The inset shows a
histogram of the fractional intensities of the
acceptors. The upper graph corresponds to the
majority of molecules, in which donor emission

is only seen after bleaching of the acceptor. The
lower graph represents a minor group
(10–15%) that shows simultaneous emission
fromdonor and acceptor. The stepwise intensity
decrease in the red channel is due to bleaching
of the donor molecules. (Copyright Melnikov
et al. (2007) J. Phys. Chem. B, 111, 708 [60].)
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green and red emission, the two corresponding dipole moments were oriented
perpendicular with respect to each other, yielding a FRETorientation factor k of 0.
Based on this observation, the hypothesis was suggested that after bleaching part
of the donor molecules, some unfavorable oriented PMI chromophores will
become �isolated� and thus will not undergo FRETnor singlet–singlet annihilation
with the acceptor. The only relaxation pathway for such an isolated donor is the
emission of a fluorescence photon. The fact that only a small fraction of molecules
displays this behavior can be explained by the existence of different conformational
isomers.

As stated previously, while energy transfer is usually considered between an
excited donor and an acceptor in the ground state, other scenarios (e.g., excited
donor transfer to excited acceptor or excited acceptor in the triplet state) are also
possible. In single-molecule experiments onmultichromophoric systems these other
energy transfer pathways can be easily visualized and identified. Experimentally this
was demonstrated for the tetra-PMI-substituded dendrimer discussed previously
[50, 51]. If the multichromophoric system undergoes optical excitation under high
photon flux, two excited states (S1) can be present in a single molecule at the same
time. If the S1–S0 transition of one chromophore is in resonance with a transition of
S1 of the other chromophore to a higher excited singlet state, that is, an S1–Sn
transition, energy transfer between the excited singlet states can occur. The process
results in only one excited state remaining in the multi-chromophoric system and is
often referred to as singlet–singlet annihilation. As depicted in Figure 6.23, there is a
large overlap between the S1–Sn absorption spectrum for PMI (the singlet absorption
spectrum was measured by femtosecond transient absorption measurements). The
presence of this process has been proven at the ensemble level, by means of
femtosecond fluorescence upconversion and time-resolved polychromatic femto-
second transient absorption measurements [65]. At the single-molecule level,
singlet–singlet annihilation ensures that multichromophoric dendrimer systems

Figure 6.21 Cross-correlation curve between
the donor and acceptor emission. Three equally
intense peaks at time lags 0,�122 and þ 122 ns
indicates that both chromophores have an

uncorrelated emission behavior. A time lag of
122 ns corresponds with the inter-pulse time of
the excitation. (Copyright Melnikov et al. (2007)
J. Phys. Chem. B, 111, 708 [60].)
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act as excellent single-photon sources. Indeed, increasing the number of chromo-
phores at the nanometer scale results in a higher absorption cross-section. In the case
where pulsed laser light is used (higher excitation powers), just as in solution,
multiple excitations can be generated per pulse. With efficient singlet–singlet
annihilation, which depends on the spectral characteristics of the chromophores
used and the distance between them, the process represents a feedback mechanism
that ensures the emission of only one photon per pulse, even though multiple
excitations occurred. This concept has been used to develop deterministic single-
photon sources that are sought after for application in quantum encryption and
so on [63, 66–72].

The time traces of the fluorescence intensity, the fluorescence decay time, and
the interphoton arrival time distribution, measured from a G1R4 molecule
embedded in zeonex film, are shown in Figure 6.24. In addition, the time trace
of the ratio of the central peak (NC) to the average of the lateral peaks (NL), that is,
NC/NL, is given in Figure 6.24b. Details on how NC/NL and interphoton times are
determined experimentally can be found in reference [67]. Several intensity
levels in the fluorescence intensity time trace (Figure 6.24b) indicate successive

Figure 6.22 Defocused wide-field images of
two T2P8 molecules showing simultaneous
donor (right images) and acceptor (left images)
emission. The first molecule (upper two
images) has an out-of-plane orientation of the
acceptor transition dipole, while that of the
donor is perfectly in-plane. The second

molecule has in-plane but perpendicular dipole
moments for donor and acceptor. In both cases
k equals zero. The images shown are matching
simulated patterns of the detected images.
(Copyright Melnikov et al. (2007) J. Phys. Chem.
B, 111, 708 [60].)
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photobleaching of individual chromophores. As can be seen in Figure 6.24a, the
fluorescence decay time shows a constant value of around 4 ns, which is charac-
teristic of peryleneimide. Thus, the decay time trace indicates the absence of
stronger interchromophoric interactions (excimer type interactions) inG1R4. Note
that for all intensity levels, intensity drops to the background level can occasionally
be observed. The origin of these on/off jumps, even when multiple chromophores
are active, will be explained in the next paragraph. Figure 6.24c shows the
interphoton arrival time distribution taken from the first intensity level of the
time trace ofG1R4 in Figure 6.24b, and Figure 6.24d shows an attenuated excitation
laser beam (Ti:sapphire laser) that had approximately the same count rate. The
center peak of the distribution at the time, t¼ 0 ns, corresponds to photon pairs
induced by the same excitation laser pulse. In all other cases, interphoton arrival
times are distributed around a multiple of the laser repetition period; that is, the
peak appears every 122 ns. The peak width is determined by the fluorescence
lifetime, and it can be seen that the peak width of G1R4 is broader than that of the

Figure 6.23 Four F€orster type energy transfer
processes that can occur in PMI-substituted
polyphenylene dendrimers. (a) The spectral
overlap of the PMI S0 absorption and S1
emission spectrum responsible for energy
hopping among PMI chromophores. (b) The
spectral overlap of the PMI S1 absorption and S1
emission spectrum responsible for
singlet–singlet annihilation among PMI
chromophores. (c) The spectral overlap of the

PMI T1 absorption and S1 emission spectrum
responsible for singlet–triplet annihilation
among PMI chromophores. (d) The spectral
overlap of the PMI radical anion absorption and
S1 emission spectrum responsible for
singlet–radical anion annihilation among PMI
chromophores [63, 64]. (Copyright Weil et al.
(2010) Angew. Chem. Int. Ed., doi 10.1002/anie
2009 02532.)
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pulsed laser beam. It has been shown, previously, that the NC/NL ratio can be used
to estimate the number of independently emitting chromophores [73]. Neglecting
background, NC/NL values of 0.0 and 0.5 are expected for one and two emitting
chromophores, respectively. For the distribution shown in Figure 6.24c,NC andNL

are 66 and 1376.5, respectively, giving an NC/NL value of 0.05. This indicates that
G1R4 behaves as a single-photon emitter as the signal-to-background ratio means
that the coincidences in the center peak can be attributed to background–back-
ground and background–signal photon pairs [72]. On the other hand, as can be seen
in Figure 6.24d, the central peak of the interphoton arrival time distribution taken
from the attenuated Ti:sapphire laser is identical in intensity to the lateral peaks.
This distribution indicates typical Poissonian light behavior. A step-by-step analysis
of the NC/NL ratio calculated every 20 000 photons is shown in Figure 6.24b. The
consistently low value of the ratio proves that G1R4 behaves as a single-photon
emitter throughout the trace.

Direct excitation of one of the chromophores in a multichromophoric assembly
can also lead to intersystem crossing (ISC) of that chromophore to the triplet state.
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Figure 6.24 Typical time traces of fluorescence
intensity (b, solid line), fluorescence decay time
(a), and the ratio of the central peak to the
average of the lateral peaks (NC/NL; b, squares)
measured from a single G1R4 embedded in
zeonex. (c) Interphoton arrival time distribution

obtained from the first fluorescence intensity
level of the time trace in panel (b). (d)
Interphoton arrival time distribution measured
from an attenuated Ti:sapphire laser. (Copyright
Masuo et al. (2004) J. Phys. Chem. B, 108,
16686 [67].)
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Because of the relatively long lifetime of the triplet state (for polymer-immobilized
single molecules up to several hundreds of microseconds), a second chromophore
can be excited while a first chromophore is still in the triplet state. As a result, two
excited states are present, an S1 and a T1 state. If the triplet state exhibits transitions
into higher excited triplet states, Tn, that are in resonance with the S1 to S0 transition,
energy transfer from the excited singlet state to the energetically lower lying triplet
state can occur [63]. This process is often called singlet–triplet annihilation. Such a
process is not easy to see in bulk experiments but manifests itself directly in single-
molecule fluorescence trajectories as collective on/off steps [63]. Figure 6.23 shows
the spectral overlap of this process for the structure represented in Figure 6.15, and in
Figure 6.25 an example is presented for collective on/off jumps. Note that careful
analysis of the on/off jumps corresponding to different intensity levels in multi-
chromophoric systems can result in quantitative information on the intersystem
crossing and even on intersystem crossing of higher excited states [68]. Besides the
above mentioned on/off blinking process, there is an additional even rarer event
leading to longer fluorescence intermittence than the triplet off times. The cause of
this is the formation of a radical anion on one of the PMIs. This radical anion can
quench thefluorescence of the other PMIs due to energy transfer. Figure 6.23d shows
the spectral overlap of this process and an example of a long collective off event is
presented in Figure 6.25c.

Figure 6.25 (a) Fluorescence intensity [count
rate c (kHz) versus time t (s)] and lifetime
[fluorescence lifetime, t (ns) versus time t (s)]
trajectory of a single molecule of the G1R4 dye.
(b) Second-order intensity correlation of the
various intensity levels clearly demonstrating
different off times (triplet related) for the various

intensity levels. (c) Expanded view of the first
intensity level of a single molecule of G1R4,
demonstrating short off times (around 200ms,
triplet related) and one long off event (400ms,
related to the formation of an anion). (Copyright
Copyright Weil et al. (2010) Angew. Chem. Int.
Ed., doi 10.1002/anie 2009 02532.)
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6.4.2.2 Hairpin Ribozyme Dynamics and Activity
The pronounced distance dependency of FRET at r close to R0 (Equation 6.4 and
Figure 6.4) allows for probing distances in the nm-regime betweenfluorophoreswith
high accuracy. This has recently been exploited in studying the conformational
dynamics of several biomolecules. By selectively labeling the target with a FRETpair
in combination with single-molecule detection techniques, dynamics can be probed
with high time resolution. Two examples of this scheme will be highlighted: this
section deals with the recent observation of single ribozyme activity through FRET,
while the next section gives a short overview on studies on protein folding and
unfolding.

Hairpin ribozyme is a two-strand RNAmolecule with catalytic activity towards the
cleavage of other single-strandRNAmolecules. As depicted inFigure 6.26 thehairpin
conformation of the ribozyme is drastically altered in the course of the catalytic cycle.
Substrate binding induces the ribozyme to adapt its undocked or open conformation,
which is in equilibriumwith the closed or docked conformation. This docked state is
stabilized by tertiary interactions between loops A and B as shown in Figure 6.26.
Cleavage occurs in the docked state, after which undocking is necessary for the
products to unbind and diffuse away.

Zhuang et al. used FRET from a Cy3 molecule attached at the 30-terminal of this
ribozyme to a Cy5molecule attached at the 50-terminal to probe these conformational
changes [74]. The distance between the FRETpair is then approximately 8 nm for the
undocked state, 4 nm for the docked state, and 6 nm for the free state (without
substrate). The Cy3–Cy5 pair with its characteristic F€orster distance R0 of about
5.4 nm is particularly well suited for probing distances in this range. However, one
has to be cautious in interpreting results from aCy3–Cy5 FRETpair, as it has recently
been demonstrated that these dyes show complex photophysical properties, such as
reversible photoswitching [75, 76]. Bymonitoring the ratio of intensities of both dyes
in a single molecule set-up with two-color detection, the FRETefficiency – and thus

Figure 6.26 Schematic representation of the
catalytic cycle of hairpin ribozyme. During the
catalytic cycle a docked conformation is formed,
which is stabilized by tertiary interactions
between loops A and B. The conformational

dynamics are monitored by labeling the two
ends of the ribozyme with a Cy3 (grey star)–Cy5
(black star) FRETpair. Thedocked conformation
can be identified by its high FRET efficiency, as
the dyes are in close proximity in this state.
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from this the conformational dynamics – can be calculated. In this way the docked
state can easily be identified, because in this state the two dyes are in very close
proximity giving rise to very high FRET efficiencies. Analysis of the dwell times
between subsequent docked and undocked states revealed a heterogeneity that
suggests the existence of four different docked states, of which one was predom-
inantly present. Bulk measurements so far could only prove the existence of this one
dominant docked state.

6.4.2.3 Protein (Un)folding and Dynamics
Recently a lot of attention has been paid to the study of folding and unfolding
processes in proteins and DNA macromolecules by means of single-pair FRET
fluorescence microscopy [77, 78]. The underlying concept is based on the fact that
upon unfolding of a protein (often caused by denaturation) the distance between the
residues increases drastically. This is, for instance, clearly elucidated for the ribo-
nuclease H, labeled with a donor and acceptor dye [79]. A cartoon model of this
enzyme with the localization of the FRETpair is given in Figure 6.27. For this study
the denaturation process was induced by addition of guanidinium chloride. By
measuring the interchromophoric distance for many molecules individually at
different concentrations of the denaturing agent, these workers could extract
information on the distribution of folded and unfolded states. As expected, they
found a structurally well defined folded state, evidenced by the narrow distribution
of E. However, the distribution of the transfer efficiency of the unfolded state is
much broader, indicating a lack of structure for this denatured conformation.
Moreover, themean distance between donor and acceptor increases gradually upon
increasing the guanidinium chloride concentration. Apparently in this type of
denaturation, the protein backbone gradually expandsmore as the concentration of
denaturing agent is increased.

Figure 6.27 Structure of RNase H with a FRET pair for studying unfolding processes. By labeling
two parts of the protein with an appropriate FRET pair, the distance between them can be tracked
upon the denaturation process.
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Even more interesting than unfolding of a protein is the reverse process: the
folding of a protein from a highly random and disordered state into a well defined
three-dimensional structure. It is postulated that specific pathways for the folding
processmust exist, but there is still a lot of debate about the nature of these pathways.
Recently, the existence of a so-called collapsed state in which the protein is in a
compact conformation with only small secondary structure elements was suggested.
This state would facilitate the formation of the final three-dimensional structure [80].
Unfortunately, observing such transient states is extremely difficult because of their
short lifetimes and their low equilibrium concentrations. However, thanks to the
intrinsic property of single-molecule observations to distinguish between equilib-
rium subpopulations, ensemble averaging as happens in bulk experiments, can be
avoided. Thus in principle this collapsed state should be observable.

Recent single-enzyme studies on the cold shock protein CspTm support the
hypothesis of the collapsed state as an intermediate in protein folding [81–83]. In
this case, distances between the amino acid residues where mapped by labeling
specific sites in the enzyme with a FRET pair as indicated in Figure 6.28. FRET
efficiencies in freely diffusing enzymes were then monitored as a function of
guanidinium chloride concentration. To eliminate errors in the determination of
the FRETefficiencies these values were calculated by combining intensity data with
lifetime data. Similarly to the research on ribonuclease H, three subpopulations
where identified based on the histogram of FRETefficiencies: a state with high FRET
efficiency corresponding to the folded state, a lower FRETefficiency state, this being
the collapsed state, and a population with (almost) no FRET originating from
enzymes without acceptor dye or with a �damaged� acceptor dye. By using several
enzyme mutants with dyes attached in different positions, these workers could
investigate if the collapse was the result of a compaction of a small part of the protein
rather than a global isotropic compaction. As indicated in Figure 6.29 the increase in
FRETefficiency upon decreasing the guanidinium chloride concentration is similar
for all the enzyme variants, which supports the isotropic collapse hypothesis.

Figure 6.28 Labeling of the CspTm protein
with FRET pairs. For all the enzyme variants one
dye is attached to a cystein at position 67 (gray)
while the other FRET dye is attached to one of

the colored positions. Left: representation of the
folded state; Right: representation of the
denatured state. (Copyright Hoffmann et al.
(2007) Proc. Natl. Acad. Sci. USA, 104, 105 [82].)
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However, they could prove the existence of small secondary structure elements in the
collapsed state by combining the single-molecule measurements with bulk circular
dichroism experiments. Here the collapsed state was kinetically populated by rapid
dilution (in the microsecond time scale) of an enzyme solution with a high
concentration of the denaturing agent. Because of the dilutions, all the enzymes
will undergo the folding transition and this can be followed by measuring time-
resolved circular dichroism spectra. Considerable amounts of b-sheet structures
were found, indicating that the collapse is not completely isotropic in the very small
distance range (<0.5 nm).

Aside from collapsing, these workers could also identify fast chain dynamics by
using single-photon statistics. For this purpose, autocorrelation was performed on
the donor intensity with corrections for triplet-state components, as described in the
supplementary information of reference [83] (Figure 6.30). At a time lag t of close to

Figure 6.29 Efficiency of energy transfer as a function of denaturant concentration for the different
enzyme variants. The colors correspond to those used in Figure 6.28 (Copyright Hoffmann et al.
(2007) Proc. Natl. Acad. Sci. USA, 104, 105 [82].)

Figure 6.30 Donor intensity autocorrelation
for unfolded CspTm (left) and for a stiff
polyproline peptide (right) labeled with a FRET
pair at the two terminals. In the case of CspTm, a
clear bunching effect is seen for short time lags
(<50 ns) due to chain dynamics on this time
scale. The autocorrelation graph is calculated

from the corresponding interphoton time
distribution. Corrections are made for pile-up
and triplet-state components as described in the
supplementary information of reference [83].
(CopyrightNettels et al., (2007)Proc.Natl. Acad.
Sci. USA, 104, 2655 [83].)
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zero, a strong antibunching (negative amplitude) is seen that is a typical feature of
single fluorophores, which can only emit one photon at a time. More interestingly, a
weak bunching component (positive amplitude) is seen with a characteristic time
constant of about 50 ns. This positive correlation is ascribed to chain dynamics in the
unfolded state. Consider a specific inter-dye distance of the FRETpair at time t ¼ 0. In
very short periods of time, there will be hardly any difference in this inter-dye
distance, and thus there will be a high correlation in donor intensity, as the degree of
FRET will not have changed very much. However, after longer times (>50 ns) the
correlation in distance will be lost due to the chain dynamics. As a comparison, the
autocorrelation for a rigid polyproline peptide is shown in the right graph of
Figure 6.30, lacking the bunching component.

This study serves as a basis for further extensive research on the complicated
process of protein folding and related phenomena, such as enzyme activation. High-
accuracy single-molecule techniques such as single-pair FRETexperiments will be a
major tool for elucidating these types of dynamics.

Besides the folding and unfolding mechanisms, also small reversible conforma-
tional dynamics can be efficiently monitored by the FRETapproach. Single-molecule
enzymology proved to bean important influence for such dynamics on the activity of
these biocatalysts (Chapter 9). The dynamics of Staphylococcus nuclease (SNase) are
for instance studied by specifically conjugating the enzyme with tetramethylrhoda-
mine (TMR) as the FRETdonor andCy5 as the FRETacceptor [14, 84]. Fluctuations in
FRET efficiency were found that could not be explained by normal fluorophore
reorientations or spectral shifts, and thus must originate from conformational
fluctuations of the protein backbone. Distinct patterns of dynamics were found in
the millisecond time range.

As the time resolution of such experiments is mainly limited by the amount of
signal photons that can be collected over a certain time, a 1ms resolution is at the
moment the best that can be achieved.However, lots of the proteinmotions known to
date occur on a much faster time scale [85], so one of the key challenges for future
advances will rely on the improvement of the signal-to-noise ratio in single-molecule
experiments. There is no doubt that this will reveal new insights into protein
dynamics.
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7
Photoinduced Electron Transfer (PET) Reactions

7.1
Fluorescence Quenching by PET

Charge transfer or electron transfer processes are of utmost importance in a variety of
biochemical processes, with one of the most prominent examples being photosyn-
thesis. While ensemble or bulk level charge transfer processes are fairly well
understood [1–4], the study and characterization of these processes at the individual
or single-molecule level is still in its infancy [5]. Electron transfer between one and
another molecule occurs if one molecule can accept or donate electrons to the other
molecule. Often electron transfer can be observed to or from electronically excited
molecules, such as fluorophores. If excitation occurs through absorption of photons
in a fluorophore (usually an organic molecule with a delocalized p-electron system),
its redox properties change, which might enable so-called photoinduced electron
transfer (PET) whereby the fluorescence of the fluorophore is quenched. Both
fluorescence resonance energy transfer (FRET) [6–9] and PET [1–5, 10–14] are two
mechanisms that lead to variation of fluorescence emission by distance-dependent
fluorescence quenching between a fluorophore and a quenching moiety. Whereas
FRET from a donor (D) to an acceptor (A) chromophore scales with 1/[1 þ (R/R0)

6],
where R0 is typically between 2 and 8 nm, PET can be designed in a way such that
contact formation (van der Waals contact) is required for efficient quenching, with a
separation between the fluorophore and quencher that can also be seen as an electron
transfer donor and acceptor on the sub-nanometer length scale.

To interpret fluorescence quenching caused by PET, the transfer mechanism and
its distance dependence has to be well understood. In general, the electron transfer
rate is proportional to the square of the electronic coupling between the donor and the
acceptor, which in turn depends exponentially on the donor–acceptor distance [3].
Thus changes in the PET rate can also directly report on changes of the donor–
acceptor distance caused, for example, by conformational dynamics of a biopolymer
(nucleic acid, peptide or protein). In standard electron transfer theory, quenching of
fluorophores in thefirst excited singlet state by electron donors or acceptors results in
charge separation with rate constant kcs and the formation of a radical ion pair
Dþ s

A� s

, which returns to the ground state via charge recombination with rate
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constant kcr (Figure 7.1). The efficiency of charge separation and charge recombi-
nation is mainly controlled by the relationship between the free energy of the
reactions, DGcs and DGcr, the reorganization energy l, and the distance between
donor and acceptor [1–5]. Typically the total reorganization energy is written as the
sum of an inner contribution, lin, and an outer contribution, lout, attributed to
nuclear reorganization of the redox partners and their environment (solvent),
respectively.

Depending on the properties of the electron donor and acceptor, and the linker
connecting both compounds, different charge transfer mechanisms of the donor–
bridge–acceptor system have to be distinguished [1–5]. Charge separation can
proceed by (i) coherent tunneling (super-exchange, with an exponential dependence
on the separation distance), in which the electron or hole never resides on the bridge,
or (ii) via thermally activated (or non-activated) reduction or oxidation of the bridge.
When diffuse hopping between bridge sites becomes rate limiting, the distance
dependence of PET is inversely proportional to the donor–acceptor distance. In
general, tunneling and hopping pathways can operate in parallel.

A particular case of PET refers to the situation in which the locally excited state
D�–A and the charge-separated state Dþ–A� (Figure 7.1) are relatively close in
energy. Depending on the free energy for charge separationDGcs, thermally activated
reverse electron transfer can occur with rate k�cs if the radiationless deactivation of
the charge separated state Dþ–A� to the ground state D–A is inefficient [13, 15]. As a
consequence, fluorescence emitted by the locally excited state D�–A is delayed but
retains a high quantum yield. In some instances the stability of the charge separated
stateDþ–A�, that is,DGcs, and thus the efficiency of reverse charge separation canbe
sensitively tuned by the polarity of the solvent, for example, by destabilizing the
charge separated state, changing to a solvent with lower polarity.

Neglecting through-bond interactions, PETquenching occurs transiently through
molecular collisions, a process known as �dynamic quenching�, or in molecular
complexes that are stable for multiple excitation–emission cycles, a process called
�static quenching�. Complex formation between organic fluorophores and small
aromatic compounds in aqueous solution are often driven by hydrophobic and

D-A

∆Gcr

∆Gcs D+ -A-
kcs

k-cs

kcr

kex kf

D*-A

HOMO

LUMO

Figure 7.1 Kinetic and thermodynamic
scheme for the intramolecular charge
separation and charge recombination in
donor–acceptor compounds. D represents the
donor fluorophores, and A is the electron

acceptor. Depending on the free energy of
charge separation, DGcs, and charge
recombination, DGcr, reversible electron
transfer with rate constant k�cs can occur to
repopulate the locally excited state D�–A.
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p-stacking interactions. In such complexes, the overall electron distribution changes,
resulting in shifts in the absorption spectrum [14, 16]. The effect is well known from
fluorophores that form homodimers at high concentration: depending on the
interaction geometry, either fluorescent J-dimers with a red-shifted absorption
spectrum, or non-fluorescent H-dimers, with blue-shifted absorption spectrum, can
be found [17, 18]. In heterodimers, moreover, the respective redox potentials of the
interacting compounds can enable PET and, consequently, efficient quenching of
fluorescence occurs, such that a low quantum yield is combined with a red-shifted
absorption spectrum [11, 16].

To estimate the efficiency of photoinduced charge separation, its change in free
energy for charge separation, DGcs, can be estimated using the Rehm–Weller
equation (Equation 7.1) [19, 20],

DGcs ¼ Eox�Ered�E0;0�C ð7:1Þ

where

Eox and Ered are the first one-electron oxidation potential of the donor and the first
one-eletron reduction potential of the acceptor, respectively, in the solvent under
consideration
E0,0 is the energy of the zero–zero transition to the lowest excited singlet state
C is the solvent dependent Coulomb interaction energy (which can be neglected in a
moderately polar solvent).

Here the reaction rate for electron transfer follows an exponential D–A distance
dependence, with a characteristic length scale of the order of a few Angstr€oms [1, 5].
Evidence for PETreactions can be derived from experiments revealing the existence
of transient charged-separated species, that is, radical ions. However, photoinduced
electron transfer reactions between fluorophores and quenchers are often ultrafast,
that is, in the femtosecond (fs) to picoseconds (ps) time regime, which complicates
their unequivocal characterization. Zhong and Zewail reported electron transfer
reaction times from tryptophan (D) to riboflavin (A�) in the riboflavin binding protein
in the order of �100 fs and charge recombination in the lower ps time scale [21].
Tryptophan and riboflavin are found to exist in stacked interaction geometries,
similar to those revealed from simulations of the bimolecular fluorophore–trypto-
phan complex formation in water [22]. Experiments with denaturing agents showed
that electron transfer rates decrease with changes in protein tertiary structure,
demonstrating the necessity of well defined, stacked contact geometries between
riboflavin and the aromatic amino acid residue for efficient electron transfer [21, 23].

Measured redox potentials allow estimation of PET efficiencies based on the
Rehm–Weller formalism (Equation 7.1). Table 7.1 gives the one-electron redox
potentials and zero–zero transitions energies for various standard fluorophores used
in diverse fluorescence applications. As can be clearly seen by the exergonic
free energy change for charge separation, DGcs, for the reduction of the excited
fluorophore by the electron donor guanosine, G, most rhodamine and oxazine
derivatives are prone to photoinduced reduction [24–33]. With an oxidation potential

7.1 Fluorescence Quenching by PET j191



of Eox¼ 1.24V versus SCE [10, 25] G exhibits themost pronounced electron donating
properties among the naturally occurring nucleobases. The oxidation potential for
tryptophan of Eox¼ 0.60–1.00 V versus SCE is lower still. Therefore, tryptophan is an
even more efficient electron donor and quenches the fluorescence of most organic
fluorophores via PET [34–38]. The oxazine fluorophore MR121, for instance, has a
reduction potential of Ered¼�0.42V versus SCE [39] measured in acetonitrile and a
transitionenergyof�1.9 eV, such thatPETfromtryptophanorguanosine toMR121 is
exergonic (DGcs¼�0.7 and �0.2 eV, respectively) according to Equation 7.1. Fur-
thermore, ascorbic acid exhibits a relatively low oxidation potential of Eox¼ 0.06V
versusSCE[39,40]andthusservesasaveryefficientelectrondonor, that is,aquencher,
even for dicarbocyanine dyes such as Cy5 with DGcs¼ 0.98 eV. On the other hand,
oxidation of dicarbocyaninedyes is facilitated, comparedwithoxidation of rhodamine
or oxazine derivatives (compare Eox values in Table 7.1). Using a strong electron
acceptor,however, suchasmethylviologenwithareductionpotentialofEred¼�0.45V
versus SCE [3] all fluorophores shown in Table 7.1 are efficiently quenched via PET
with DGcs varying between �0.46 eV for Cy5 and �0.10 eV for MR121.

Overall, the data inTable 7.1 are a gooddemonstration that structurally similar dyes
show similar PETquenching behavior. Furthermore, it reveals that carbocyanine dyes
are prone to oxidation whereas rhodamine and oxazine dyes are fairly easily reduced
by potent electron donors. In other words, direct electronic interactions, that is, van
der Waals contact, between rhodamine or oxazine and carbocyanine dyes, for
example in FRETconstructs with short donor/acceptor distance, have to be prevented
to avoid undesirable fluorescence quenching or formation of non-fluorescent
heterodimers [9]. The free energy change for charge separation between Cy5 (D)
and Rhodamine 6G (A) is calculated as DGcs¼�0.29 eV for excited rhodamine (A�)
andDGcs¼�0.01 eV for excited carbocyanine. Thus, upon excitation of Rhodamine
6G in close proximity to Cy5, relatively efficient PET, that is, reduction of excited
Rhodamine 6G by Cy5, can occur.

Finally, it has to be considered that PET reactions can also quench triplet states of
fluorophores. Triplet quenching by electron transfer results in the formation of
radical anions or cations depending on the charge of the ground state. Such ionized
fluorophores can also be formed through other pathways, such as photoionization,
and they represent additional potentially reactive intermediates in photobleaching
pathways [39, 41–45]. Furthermore, triplet quenching by electron donors (e.g., thiols
or ascorbic acid) and formation of thermally stable radical anions with lifetimes of up
to several seconds in aqueous buffer represents an elegant method on which to base
the development of super-resolution imaging methods such as dSTORM (see
Chapter 8) [46, 47].

7.2
Single-Molecule Fluorescence Spectroscopy to Study PET

In recent years, several innovations in fluorescence imaging and spectroscopy
techniques have made possible, and in fact routine, the detection and study of
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individual fluorophores at room temperature [8, 50–53]. Single-molecule fluores-
cence studies allow one to observe fluctuations in fluorescence properties of
individual molecules over time (dynamic disorder) in addition to variations in
fluorescence properties of chemically identical molecules located in different envir-
onments within the same heterogeneous sample (static disorder). Some phenomena
that would not necessarily be predicted based on our knowledge of ensemble
measurements are readily observed by looking at single molecules, for example,
blinking due to intersystem crossing into long-lived off-states. In addition, single-
molecule experiments are ideally suited to unravelling subpopulations with slightly
different reaction pathways, that is, phenomena that are hidden in ensemble
experiments due to averaging. Finally, we should keep in mind that single-molecule
observations allow the directmonitoring of conformationalfluctuations, for example,
protein folding, without synchronization under equilibrium conditions.

All single-molecule experiments imply that the molecule to be observed is labeled
with a fluorophore whose fluorescence properties report specifically on the envi-
ronment and intra- aswell as inter-molecular changes. For example, distance changes
might alter the electron transfer rate between a fluorophore and a quencher. Thus,
fluorescence intensity and lifetime measurements represent complementary meth-
ods to measure electron transfer rates of individual molecules. However, for very
efficient electron transfer (kcs� kf), the fluorophore will always be quenched upon
excitation by charge separation and radiationless deactivation to the ground state via
charge recombination. In order to be reflected in the fluorescence lifetimemeasured
froma singlefluorophore, kcs has to be of a similar order ofmagnitude to kf [12]. If, on
the other hand, charge separation is very inefficient (kf� kcs) the fluorescence
lifetime or intensity of a single fluorophore will barely be affected.

Often fluorescence quenching is diffusion limited, that is, each diffusional
collision described by kþ (Figure 7.2) between the fluorophore and quencher is
effective at quenching the fluorescence in a so-called �dynamic� quenching process.
Dynamic quenching can be observed through the linear dependence of the fluores-
cence lifetime on the quencher concentration, resulting in a reduced dynamic
fluorescence quenching yield QYdyn¼ t/t0. Furthermore, the diffusive encounter
of fluorophore/quencher pairs can depend on the hydrophobicity of their structure
which induces, for example, the formation of hydrophobic complexes in aqueous
solution [14, 22]. Owing to the short distance between fluorophore and quencher, kcs
is much larger than the intrinsic fluorescence emission rate kf and the measured
fluorescence intensity drops almost to zero. If the quenched state lasts much longer
than the unquenched excited state, an effectively non-fluorescent species is formed
and the quenching process can be considered as �static�. In static quenching no
change in the fluorescence lifetime of a mixed ensemble with quenched and
fluorescent species is detected and quenching is reflected solely in a decreased
fluorescence intensity. Whereas the dynamic quantum yield QYdyn is determined
from fluorescence lifetimemeasurements, a steady state fluorescencemeasurement
in a spectrofluorometer provides the steady-state quantum yield, QYss.

In fact, it is static quenching in stacked complex interaction geometries that
provides on–off switching of fluorescence with sufficient contrast to be analyzed in
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single-molecule fluorescence spectroscopy (Figure 7.2) [14, 16]. Aromatic ring
systems are known to interact at short range through p-stacking, van der Waals,
and in aqueous solution, through hydrophobic interactions, among others. The
complex stability depends, besides individual non-covalent energetic contributions
(e.g., dispersion and Coulomb interactions) and solvent compositions, on the
interaction geometry between the compounds stabilized by hydrophobic forces. A
precise quantitative description of such short-range interactions within macromo-
lecules, however, is complicated by entropic effects from solvent and interacting
molecules [54, 55].

Fluorescence intermittencies or blinking of individual fluorophores, that is, the
reversible occupation of non-fluorescent off-states is generally accepted as proof
for the observation of a single quantum system. Besides triplet-state dynamics
[53, 56–58], molecular reorientation [59], spectral diffusion [60], and conformational
changes [61, 62], intramolecular PETreactions can also be the source of such intensity
fluctuations (Figure 7.3) [11–15, 27]. Furthermore, single-molecule studies on
fluorophores immobilized on glass surfaces and in polymer matrices revealed that
intermolecular charge separation between the excited state of the fluorophore and
traps present in the inhomogeneous surrounding environment can cause blinking of
individual fluorophores [63–67].

Several studies revealed long-lived dark states with durations ranging from
milliseconds to hundreds of seconds. Interestingly, the resulting on- and off-time
distributions often obey a power law function, which can be explained by a charge
tunnelingmodel where a charge is transferred between thefluorophore and localized

D: A:

k+k+

k- k-

(a) (b)

(c) (d)
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kcs>>kf

kf >> kcs

kf ≈

TimeTime
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Figure 7.2 (a) Intermolecular and (b)
intramolecular fluorescence quenching of a
donor fluorophore by an electron acceptor can
occur transiently through molecular collisions
or complex formation. Both dynamic and static
quenching is determined by the rate constants
kþ and k�. (c) In the case of dynamic quenching
in the range of kf� kcs, PET is reflected in

reduced fluorescence intensity and shortened
fluorescence lifetime. (d) Static quenching
(kcs� kf) provides on–off switching of
fluorescence between an unquenched and
strongly quenched state. Thus, single molecule-
fluorescence spectroscopy can be used
advantageously to monitor the dynamics of
individual molecules.
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states in the polymer matrix or surface material [69–71]. Subsequent charge recom-
bination by back charge tunneling restores the fluorescence. The dependency of
the on- and off-time distributions upon power law (i.e., the distribution can be fitted
well to a straight line when plotted on a log–log scale) manifests itself in the
exponential distribution of charge tunneling rates that arise from the exponential
distributions of both the spatial locations and energies of the trap states present.
These results led to the suggestion that power law behavior of off-state distributions
might appear as a universal feature for single emitters undergoing fluorescence
blinking [42]. However, other studies demonstrated that the blinking behavior
changes, which are dependent on the environment and on- and off-time distributions
derived fromfluorophores immobilized under aqueous conditions in the presence of
a homogeneously distributed oxidizing agent, can be fitted by an exponential
function [68].

7.3
Single-Molecule Sensitive Fluorescence Sensors Based on PET

The development and investigation of molecular systems and methodologies that
enable themonitoring of specific recognition and binding events is crucial for a better
understanding of molecular signaling and information transfer in biological sys-
tems [72]. In the ideal case, the molecular system signals selective recognition or
binding events via a change in a characteristic property, for example, fluorescence
that can be conveniently transmitted into an electronic signal by the appropriate
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Figure 7.3 Fluorescence trajectory of an
individual oxazine fluorophore immobilized on
a dry cover glass. The fluorescence intensity
shows frequent jumps between a bright on- and

a non-fluorescent off-state. Besides spectral and
fluorescence lifetime fluctuations, the
fluorophore shows a remarkable change in
blinking frequency after about 10 s [68].
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detector. Besides signaling, sensors have the potential for information processing if
measurable characteristic properties can be switched between two distinguishable
states through environmental stimuli. The use of fluorescence characteristics for
sensing or switching is advantageous as single photons can easily be converted into
electrical signals with a high efficiency using, for example, avalanche photodiodes as
detectors.

Again, PET reactions can be used advantageously to transfer discrete and stoi-
chiometric recognition events into an altered fluorescence signal of a fluorophore.
Molecular systems in which the excited state of a fluorophore is controlled by the
redox properties of a receptor module covalently attached to the fluorophore form an
important class of chemosensory materials [72]. In these sensors a spacer holds the
fluorophore and a receptor close to, but separate from, each other. The redox
properties of the receptor module are altered upon guest complexation and decom-
plexation. As PETreactions are controlled by the relationship between the free energy
of the reaction, the reorganization energy, and the distance between the donor and
acceptor, careful selection of the optical, guest-binding, and redox properties of the
components allow the optimization of the signaling parameters of the PET sensor.
Hence, reversible guest-induced �off–on� and �on–off� fluorescence sensors and
switches are both designable.

Usually, �chemosensors� are used in homogeneous solution to detect target
concentrations as low as micromolar to nanomolar [72–74]. On the other hand,
optical probing of individual binding events represents the ultimate degree of
sensitivity for sensing and imaging. However, there have been only a few single-
molecule fluorescence spectroscopy studies of potential chemo- or biosensors, that
is, fluorophores that respond to binding events via changes in their spectroscopic
properties. This is mainly due to the fact that most fluorophores used in sensors to
date, for example, anthracene or coumarin derivatives, have to be excited in the UV
and exhibit a relatively low photostability [75]. Optimally, new fluorescence sensors
should be excitable in the visible range and exhibit a sufficient fluorescence
quantum yield and photostability to ensure their detection at the single-molecule
level.

In this context, perylene 3,4,9,10-tetracarboxyl bisimide fluorophores have
emerged as useful alternative to probe local structure, reversible chemical reactions,
and interfacial processes such as electron transfer (Figure 7.4) [76]. The perylene
3,4,9,10-tetracarboxyl bisimide fluorophore can be excited in the green wavelength
range and exhibits a high photostability and fluorescence quantum yield (>99%). To
realize a chemical sensor, a p-aminophenyl group conjugated to the perylene
bisimide has to be attached, which can efficiently quench the fluorescence of the
fluorophore in the unbound state via intramolecular PET. Benzylic amino moieties
covalently linked to a fluorophore have been used widely to probe the presence of
metal ions or protons [72]. The high-energy nonbonding electron pair of the nitrogen
atom efficiently quenches the excited state of the fluorophore via PET (Figure 7.4).
Thermally-induced back-electron transfer from the lowest unoccupied molecular
orbital (LUMO) of the fluorophore follows as a self-repair mechanism to regenerate
the potentially damaged PETsensor. Protonation of the nonbonding electron pair of
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the amino group or titration with solutions of ZnCl2 in THF (tetrahydrofuran), Pt
(SEt2)2Cl2 in CHCl3, TiO2 nanoparticles in THF, and aldehydes in CHCl3 lower the
energy of the electron pair. Thus, PET is no longer possible thermodynamically and
fluorescence is restored [76]. Chemical PET sensors such as these can thus provide
sensitive reports about their nanoenvironment, for example, the protonation state or
pH value.

This somewhat classical method of transducing a metal-binding event into a
fluorescent signal relies onmetal binding induced alterations of the redox potential of
a receptor molecule covalently attached to a fluorophore. Alternatively, a synthetic
polypeptide template (zinc finger domain) and a covalently attached fluorescent
reporter can be used as an efficient sensor for metal atoms [77]. Such sensors rely on
site-specific labeling with appropriate fluorophores and conformationally induced
alterations in energy transfer efficiency upon binding. Although fluorescence
resonance energy transfer (FRET) has been successfully transposed into the sin-
gle-molecule level only a few potential biosensors based on PET have been inves-
tigated at the single-molecule level.
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Figure 7.4 Molecular structure of a perylene
3,4,9,10-tetracarboxyl bisimide derivative and
simplified frontier orbital energy diagrams
illustrating the thermodynamics of
intramolecular PET. Fluorescence is efficiently
quenched by the benzyclic amino moiety
(electron donor) covalently attached to the

fluorophore. Thermally-induced charge
recombination repopulates the singlet ground
state of the fluorophore. Protonation of the
nitrogen group or reaction with metal atoms
lower the energy of theHOMOand prevent PET.
Thus, fluorescence of the fluorophore is
restored.
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On the other hand, new PET biosensors have been developed that use conforma-
tionally induced alterations in the PET efficiency upon binding for the specific
detection of DNA or RNA sequences and antibodies, and for the study of biopolymer
dynamics under equilibrium conditions at the single-molecule level [14, 16, 29, 32,
33, 38, 78–83]. The method takes advantage of specific properties of naturally
occurring DNA nucleotides, and amino acids and will be explained in more detail
in the next chapter.

7.4
PET Reporter System

In order to monitor conformational dynamics of biomolecules, such as the initial
steps of protein folding or conformational transitions crucial for functional
mechanisms, distance changes between certain amino acid or nucleic acid
residues within the polymer chain have to be measured with high spatial and
temporal resolution. From the spectroscopic point of view, any distance dependent
energy transfer method, such as resonant or non-resonant energy transfer, proton
transfer, or photoinduced electron transfer reactions, can be used to record
conformational changes provided they are reflected in alterations in the interaction
distance or geometry of extrinsic or intrinsic probe molecules, for example,
fluorophores. From the technical point of view one is confronted with the problem
of synchronization of conformational dynamics. Various techniques have been
applied to induce the synchronous conformational change of an ensemble of
molecules by ultra-rapid mixing [84, 85], temperature or pressure jumps [86],
or photochemical triggering methods [87]. An elegant alternative to ensemble
spectroscopic experiments is provided by single-molecule fluorescence spectros-
copy. The observation of conformational fluctuations of an individual (bio)polymer
is advantageous because the need for any synchronization procedure can be
avoided.

On the other hand, a reporter system consisting of a fluorophore and a quencher
has to be identified that can efficiently report on the structure formation and
conformational dynamics with high specificity. For example, coupling of a fluores-
cein dye to a hydrophobic cavity of an intestinal fatty acid binding protein enabled the
observation of characteristic fluorescence fluctuations by fluorescence correlation
spectroscopy (FCS) [88]. As it is known that fluorescein is quenched fairly efficiently
by several amino acids, in particular, by tryptophan residues [37, 89], it is likely that
the intensity fluctuations observed are caused by fluctuations in the interaction
geometry of the fluorescein moiety and a tryptophan residue located in close
proximity. Hence, small conformational changes are directly reflected in the charge
separation efficiency. That is, PET reactions enable the direct monitoring of sub-
nanometer conformational fluctuations of a protein in its native state at the single-
molecule level with microsecond time resolution. Furthermore, PET between a
tyrosine residue and the flavin moiety could be directly observed in single-protein
molecules [90]. Correlation of the fluorescence lifetime fluctuations measured from
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single flavin molecules enabled the monitoring of conformational dynamics with
sub-millisecond time resolution.

As seen in Section 7.1. tryptophan (Trp) and guanine (G) are found to be the only
compounds among all amino acids and nucleotides, respectively, that serve as potent
electron donors and selectively quench most fluorophores via PET (Table 7.2). Thus,
the incorporation of fluorophore/Trp or fluorophore/G pairs in polypeptides or
nucleic acids and investigation of fluorescence fluctuations yields a universal single-
molecule sensitive method to investigate fast conformational dynamics with nano-
second time resolution [14, 16, 29, 32, 33, 38, 78–83]. This requires site-specific
modification of biopolymers with a fluorophore and a quencher, for example,
through NHS-ester or maleimide reactive linkers. The naturally occurring com-
pounds tryptophan and guanine represent intrinsic quenchers that can be incorpo-
rated by site-directedmutagenesis, or chemical peptide or oligonucleotide synthesis.

As previously mentioned, complex formation occurs between most organic
fluorophores and tryptophan and guanine residues in aqueous solution. This
complex formation is mostly due to intermolecular forces mediated by solvent
properties, and to a first approximation is independent of the photophysical state.
Alterations of the spectral characteristics are thus a likely indicator of, but not a
prerequisite for, complex formation. A computational example of bimolecular
complex formation between fluorophores (Rhodamine 6Gand the oxazine derivative
MR121) and Trp was given by Vaiana et al. [22]. Molecular dynamics (MD) simula-
tions in explicit water were used to show formation of non-fluorescent hydrophobic
complexes and estimated a binding energy of 20–30 kJmol�1.

To construct a suitable PET-reporter system, the fluorophore and quencher have to
be attached to the (macro)molecule of interest in a well definedmanner. Site-specific
labeling necessarily requires a molecular linker between the aromatic ring system
and the (macro)molecule. Most fluorophores are synthesized with a reactive group
attached through a poly-carbon linker. This linker introduces a certain variation in the
position and orientation of the fluorophore relative to the attachment point on the
macromolecule. These degrees of freedom allow the fluorophore and quencher to
align correctly to form a stacked complex as soon as the attachment points are closer

Table 7.2 Relative fluorescence quantum
yields, Wf,rel of the oxazine fluorophore MR121
covalently attached to different peptides and
oligonucleotides. Fluorescence is selectively
quenched by tryptophan and guanine residues.

Abbreviations for the aminoacid residues are: A:
alanine; D: aspartic acid; E: glutamic acid; F:
phenylalanine; G: glycine; I: isoleucine; K: lysine;
L: leucine;N:asparagine;P:proline;Q:glutamine;
R: arginine;S: serine; T: threonine;W: tryptophan.

Sequence Wf,rel

Peptide: MR121-SQETFSDLFKLLPEN 1.00
Peptide: MR121-SQETFSDLWKLLPEN 0.17
Peptide: MR121-SPDDIEQWFTEDPGPDEAPR 0.28
Peptide: MR121-SPDDIEQFFTEDPGPDEAPR 1.00
Oligo: MR121-ACTAATTAATTAACC 1.00
Oligo: MR121-ACTGATTAATTAACC 0.42
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than a certain threshold distance.With the stacked complex presenting a local energy
minimum for the separation distance of the fluorophore and quencher, two distinct
states, the complexed and non-complexed states with highly efficient and inefficient
PET, respectively, can be distinguished. Any intermediate state in which the PET
efficiency might have intermediate values is not heavily populated and therefore not
detected in the experiment. PETefficiencies of 1 and 0, that is, less than themolecular
contact or separation, can be clearly distinguished through thefluorescence emission
of any fluorophore with a fluorescence emission rate lower than the largest PETrate.
The PET interaction thus reports on the contact between the fluorophore–quencher
pair with exquisite contrast in the observed fluorescence signal.

In an idealized system, the fluorophore and quencher interact as soon as the
attachment points are closer than the reaction radius. The reaction radius generally
influences the measured rate constants for the diffusional encounter of the attach-
ment points. This is shown in various theoretical and computational treatments of
first contact times in diffusion-limited reactions [91–94]. In order to characterize the
effective reaction radius of the MR121/Trp fluorophore (F)/quencher pair, polypro-
lines F-Prox-Trp with 0< x< 10 were studied [80]. In aqueous solution, polyprolines
form a rather rigid structure with a large PPII-helix content [95, 96], and the distance
between the attachment points is fairly well defined. The dependence of static
quenching as a function of the number of proline residues yields a steep transition
from strong to very low quenching around x¼ 4 (albeit not quite zero due to prolyl-
isomerization based subpopulations [80, 97]) reflecting an effective reaction radius of
the order of �1 nm.

In comparison with FRET systems, which can be seen as molecular ruler for
probing distances continuously between 1 and 10 nm, the PET system provides a
molecular measuring rod to distinguish between distances above and below�1 nm.
Whereas FRET determines the fluorescence readout continuously as a function of
distance, PET yields a digital fluorescence readout with maximum contrast. Even
though such a two-state signal provides less spatial information about the molecular
system, transitions in between the two states can be analyzed in a straightforward
manner and with high temporal resolution. Single-molecule fluorescence spectros-
copy and FCS allow the analysis of transition rates between a few nanoseconds and
minutes [11, 98, 99], provided that no other photophysical effects interfere. Such
interferences can arise from fluorescence intermittency due to population of non-
fluorescent triplet states (intersystem crossing). When monitoring fluorescence
fluctuations it is important to use a well characterized fluorophore and to test the
dependence on excitation power: fluctuations due to conformational dynamics as
reported by PET-based quenching are independent of excitation power, whereas
triplet states are heavier populated with increasing excitation rates. The oxazine dyes
MR121 and ATTO655 exhibit a very low intersystem crossing rate [43, 53] and are
thus particularly well suited for probing microsecond kinetics.

In a number of studies long-range electron transfer between electron D and A
either through-space or through-bond have been observed [1, 5, 100]. Rate constants
for such ETprocesses strongly depend on the connecting bonds and the environment
around D and A [5]. However, it has been shown [78] that no such long-range ET
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significantly influences the dye–quencher reporter systemdiscussed previously. This
important conclusion is based on the following observations. (i) PET quenching
between oxazine and rhodaminefluorophores andTrp spaced by polyprolines exhibit
strong length dependence for the static quantum yield and the number of strongly
quenched complexes (as measured by FCS) [78]. In other words, what changes with
D–A distance is the ratio between quenched and non-quenched molecules or the
efficiency of formation of the quenched complexes. At the same time only a weak
length dependence for the dynamic quantum yield (estimated from fluorescence
lifetime) and the brightness per molecule (measured by FCS) was found. In a
distance-dependent long-range ET process, the quenching rate as reflected in the
dynamic quantum yield would change continuously. (ii) A molecular construct with
Rhodamine 6Gdirectly labeled to theN-terminus of Trp is strongly fluorescent with a
quantum yield close to that of the free dye. This can be rationalized by the fact that the
local orientation of Rhodamine 6G is heavily restricted, such that the aromatic ring
systems cannot enter into a stacked orientation. Any through-bond contribution
that would have to be seen with maximum efficiency in such a small construct can
thus be excluded.

7.5
Monitoring Conformational Dynamics and Protein Folding by PET

Intrachain contact formation in an unfolded polypeptide chain is thought to be the
initial step in protein folding [101, 102]. In very early studies, the dynamics of
unfolded polypeptide chains were investigated by Haas et al. using FRET from D- to
A-fluorophores placed at the chain ends of an oligopeptide [103]. Later, intrachain
diffusion in chemically unfolded heme proteins was estimated by probing ligation
kinetics using photosensitization, or electron transfer kinetics [104, 105]. More
recently, intrachain contact formation rates in unfolded polypeptides were investi-
gated by triplet–triplet energy transfer (TTET) [102, 106, 107], triplet quenching
[108, 109], and fluorescence quenching of long-lifetime fluorescence probes
[110, 111]. In addition, contact-induced PET-quenching of rhodamine or oxazine
dyes by Trp can be used successfully to monitor conformational dynamics of
polypeptides [14, 22, 81]. Here,fluorescencefluctuations induced by contact-induced
quenching can be analyzed by PET-FCS with nanosecond time resolution at the
single-molecule level under equilibrium conditions (Figure 7.5).

The potential of the PET-FCS technique can be demonstrated studying end-to-end
contact formation in unstructured, highly flexible polypeptides [102, 107]. These
polypeptides consist of repetitive units of glycine–serine (GS) residues and were
modified with the fluorophore MR121 and Trp at the amino- and carboxy-terminal
ends, respectively. PET-based quenching interactions report on end-to-end contact
formation of the polypeptide backbone (i.e., loop closure) mediated by intrachain
diffusion (Figure 7.5c). From the resulting decay of the autocorrelation function in
FCS experiments, the end-to-end contact formation rate constant of the polypeptide
chain can be extracted [81]. The observed dependence of the contact rate on
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polypeptide length can be described using a Gaussian chain model [107]. Moreover,
FCS measurements carried out under varying solvent viscosities demonstrated that
formation of end-to-end contacts is purely diffusive. Therefore a poly-(GS)-peptide
can serve as a model for an ideally unfolded protein chain that lacks non-random
chain conformations caused by side-chain–side-chain or side-chain–backbone inter-
actions. Recent experimental, computational, and theoretical work, however, suggest
that backbone hydrogen-bond networks might be present [112–114].

The use of a reporter system that consists of a fluorophore and quencher that
interact to form non-fluorescent complexes obviously has an effect on the energy
landscape of the system under study. Investigation of the bimolecular interaction
between oxazine or rhodamine fluorophores and Trp or guanosine revealed a
binding constant of the order of 10–100M�1 measured through changes in static
quenching. The equivalent binding energyDG¼DH�TDS¼�RT ln (KS) is thus of
the order of 6–13 kJmol�1.

Figure 7.5 (a) Principle of studying fast
-folding dynamics using PET-FCS. Reporter
design: the extrinsic fluorophore (red) is site-
specifically attached to the biopolymer (here a
peptide forming a b-hairpin) such that
fluorescence quenching contacts with Trp
(blue) in the cross-strand hydrophobic cluster of
the fold (F) cannot be formed. In contrast, in the
denatured state (D) intramolecular
fluorescence quenching contacts are formed
mediated by intrachain diffusion. (b) Folding
dynamics can be observed at the single-
molecule level. Kinetics of b-hairpin folding and
translational diffusion through the detection
volume result in stochastic fluorescence
fluctuations. Furthermore, intramolecular
complex formation and dissociation of dye and
Trp within the denatured state result in on–off
fluorescence fluctuations on nanosecond time
scales, reporting on the kinetics of intrachain
diffusion. (c) Monitoring conformational

dynamics in an unstructured (red) peptide by
PET-FCS with nanosecond time resolution. The
autocorrelation function is characterized by a
decay in themillisecond time domain, reporting
on translational diffusion, and a nanosecond to
microsecond decay (gray area) reporting on
internal conformational dynamics.
Fluorescence of the dye attached to the peptide
is quenched upon intramolecular contact
formation with a single Trp residue in the
peptide chain. Temporal fluorescence
fluctuations directly reflect amino acid contact
formation (kþ ) and dissociation (k�) dynamics
(red curve). The green curve shows data
recorded from a stiff, polyproline-based
dye–peptide conjugate. In this peptide
sequence, six proline residues space the dye
conjugated to the amino terminal end from a
single Trp residue at the carboxy terminus;
intramolecular contact formation between the
dye and Trp is prevented.
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However, an entirely different energy landscape arises for the reporter system
when attached to a biopolymer. This is due to very different entropic contributions
from solvent and linkers in themonomolecular system. ComparingMD simulations
of GS-peptides with and without the reporter system reveals that the closed state is
more populated due to stabilization by complex formation in the reporter system.
However, the closed state is only stabilized by a few kJ mol�1, up to an order of
magnitude less than that observed in bimolecular interactions. Furthermore, with
the stabilizing forces only being significant at short-range, the open configuration
ensemble is not influenced, as shown by correct estimates of end-to-end contact rate
constants for the polymers [81].

In conclusion, the use of a reporter system that is based on formation of stacked
complexes inevitably influences the energy landscape. However, in many instances
the influence is negligible in the context of the molecular process under study. In
other cases, the alteredmolecular system directly illustrates themolecular processes,
for example, as a validation link between experimental and computer simulation
studies. Finally, a well designed molecular system with its own unique energy
landscape can be used to study the relative effects under environmental or structural
perturbations.

In contrast to unfolded poly-(GS) peptides, natural proteins consist of heteroge-
neous amino acid sequences that have been selected through evolution to sponta-
neously adopt characteristic three-dimensional structures tailored for function [101].
The unique fold of the protein is solely determined by its amino acid sequence. In the
folded state the entropic contributions to the free energy of the originally unfolded
chain in water is canceled by enthalpic contributions that arise from a large variety of
intramolecular interactions within the polypeptide chain [55]. These include van der
Waals, hydrogen bonding, and Coulombic interactions. Characterization of inter-
action networks and the possible residual structure in the unfolded state in addition
to its dynamic nature is crucial for the understanding of folding mechanisms.

The introduction of the MR121/Trp reporter system at tailored positions in small
proteins such as the 20-residuemini-proteinTrp-cage, allows fast folding dynamics to
be investigated by PET-FCS (Figure 7.6) [78]. The Trp-cage is one of the smallest
proteins known to date [115]. A single Trp residue is buried in a small hydrophobic
core, well shielded from solvent exposure. Site-specific modification of a lysine
residue on the surface of themini-protein yields a single-molecule sensitive reporter
system for folding transitions (Figure 7.6). The stability of the protein remains
essentially unperturbed by fluorescence modification [78, 115].

In the folded stateMR121 is shielded fromfluorescence quenching interactions by
the Trp residue that is �caged� in the hydrophobic core, whereas in the denatured
state Trp is solvent-exposed and accessible to MR121. As folding/unfolding transi-
tions of the Trp-cage are in themicrosecond time domain [116], they appear asmono-
exponential correlation decays in FCS experiments [78]. Moreover, dynamic prop-
erties of the denatured state of the Trp-cage can be extracted from nanosecond
relaxations. In the denatured state, intrachain contact formation betweenMR121 and
Trp is possible and the corresponding contact formation is mediated by the
flexibility of the peptide backbone. In thermal denaturation experiments essentially
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no suchfluctuations are present in FCS data, even beyond themid-point temperature
of 35 �C. In contrast, upon chemical denaturation and introduction of a helix-
breaking single-point mutation, nanosecond fluorescence fluctuations with consid-
erable amplitude are evident in FCS data reporting on increased conformational
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Figure 7.6 Temperature dependent PET-FCS
data of fluorescently modified Trp-cage (pdb
code 1L2Y). Selective fluorescence quenching
of MR121 (red) in the denatured state of the
Trp-cage by the single Trp (blue) residuepresent
in the sequence results in �on�–�off�
fluorescence switching correlated with
folding–unfolding transitions and result in a

microsecond decay of the autocorrelation
function reporting on folding kinetics. With
increasing temperature the �quenching
amplitude� in the microsecond time range
increases. Data analysis of PET-FCS curves
reveals that folding occurs in a few
microseconds. Measurements were
performed in PBS, pH 7.4.
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flexibility of the denatured state ensemble. Therefore, PET-FCS reveals that under
conditions that favor folding, the unfolded peptide chain first collapses to a con-
formationally confined denatured state ensemble from where the final folding
transition proceeds.

The denatured state ensemble of Trp-cage is apparently considerably different
from that observed for idealized model systems, such as poly-(GS) peptides. This
observation addresses important and open questions in protein folding: how
�random� is the conformational ensemble of the protein denatured states? Is collapse
of the originally unfolded protein chain to a conformationally confined denatured
state a general feature in protein folding, and is structure formation involved even
during this early stage of folding? These examples demonstrate that PET-FCS
combined with protein engineering represents a valuable tool to address funda-
mental questions of protein folding.

7.6
Biological and Diagnostic Applications

The extraordinary sensitivity of fluorescence-based methods is especially important
for the application of �smart� fluorescent probes, used for the detection of minute
amounts of target structures from biological samples. In the past PET sensors or
probes have been developed that use conformationally induced alterations in PET
efficiency upon binding, for the specific detection of DNA or RNA sequences,
antibodies, and also proteases and nucleases at the single-molecule level [29, 32,
33, 37, 38, 83, 117]. Again, these PETprobes take advantage of specific fluorescence
quenching of fluorophores by selected quenchers such as the naturally occurring
DNAnucleotides (G) and amino acids (Trp) to probe the presence of targetmolecules.
With careful design of these conformationally flexible sensors, efficient single-
molecule sensitive PET-probes can be produced. If quenching interactions between
the fluorophore and G or Trp residue are deteriorated upon specific binding to the
target, for example, due to binding of a complementaryDNAsequence or antibody, or
due to cleavage by an endonuclease or protease enzyme, fluorescence of the sensor is
restored.

For example, selective contact-induced fluorescence quenching of rhodamine and
oxazine derivatives has been successfully used to study end-to-end contact rates in
unstructured poly-thymine with a length of 4 to 10 nucleotides [79]. End-to-end
contact rates scale with polymer length according to a power law as is expected for
unstructured polymers. Through extending the termini by complementary bases that
form a closed stemdue to base pairing, it has been demonstrated that as few as one or
two complementary bases in the stem region reduce opening and closing rate
constants by an order of magnitude [79]. Likewise, protein binding to DNA or RNA
can be studied by PET-quenching interactions. Here, changes in conformational
dynamics of RNA or DNA upon protein binding can be analyzed as the reporter for
the binding process [82]. Such experiments yield structural information about
various bindingmodes but also serve as diagnostic tools to detect protein–nucleotide
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and also protein–protein interactions. For example (Figure 7.7), PET-FCS experi-
ments demonstrate that the conformational flexibility of short single-stranded (ss)
fluorophore-labeled oligonucleotides is reduced upon binding of the RNA binding
proteinAtGRP7. In contrast tomany other RNA recognitionmotif proteins,AtGRP7
binds to ssRNApreferentially if the RNA is fully stretched andnot embeddedwithin a
stable secondary structure. The results suggest that AtGRP7 binding leads to a
conformational rearrangement in the mRNA, arresting the flexible target sequence
in an extended structure of reduced flexibility, which may have consequences for
further post-transcriptional processing of the mRNA (Figure 7.7) [82].

With careful design of conformationally flexible PET probes a new class of DNA-
hairpins – so-called �smart probes� – can be synthesized [29, 32, 33, 83]. Smart probes
are single-stranded nucleic acids that adopt a stem–loop structure and are ideally
suited for highly sensitive homogeneous and heterogeneous DNA binding or

G(τ)

τ (ms)

Figure 7.7 Normalized FCS curves measured
from 10�9 M solutions of two MR121 labeled
RNA sequences (native sequence, NS: MR121-
50-UUUGUUCUGGUUC-30 and hairpin, HP:
MR121-50-GUGGUUCUGGCAC-30) in the
absence and presence of the RNA binding
protein AtGRP7 [82]. The RNA recognition
sequence is given in bold letters; hairpin
forming stem nucleotides are underlined. The
fluorescence correlation function of the free
RNA hairpin, HP, and native sequence, NS, is
shown in black and green, respectively. The

curve of the HP bound to the AtGRP7 protein is
shown in red, the NS bound to AtGRP7 in blue.
The proposed model of the conformation of a
two-state hairpin folding that can be bound by
the protein in the unfolded state is illustrated
above. The protein binds preferentially to the
fully stretched structure where the recognition
sequence is not involved in hairpin formation.
Binding of the RNA binding protein is reflected
in an increase in diffusion time and a decrease in
quenching amplitude (compare the black and
red curves).
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cleavage assays (Figure 7.8). The loop consists of a probe sequence that is comple-
mentary to a portion of the target sequence, whereas the stem is formed by annealing
of two complementary strands that are unrelated to the target sequence. In contrast to
molecular beacons [118–120] where an additional quencher has to be attached to the
oligonucleotide, in smart probes intrinsic guanosine residues terminating the 30-end
of the hairpin are responsible for strong fluorescence quenching of the dye labeled to
the 50-end. If quenching interactions between the fluorophore and the guanosine
residue are deteriorated, for example, due to binding of a complementary DNA
sequence, or due to cleavage by an endo- or exonuclease enzyme, fluorescence of the
DNA-hairpin is restored (Figure 7.8). DNA-hairpins labeled with a single oxazine dye
at the 50-end increase fluorescence upon hybridization up to 20-fold [32], which
provides the basis for a cost-effective, and highly sensitive DNA/RNA detection
method. The design of efficient PET-based DNA-hairpins has been achieved by a
careful study of various factors that influence the photoinduced intramolecular
electron transfer efficiency. Among these are the selection of suitable fluorophores,
the influence of the guanosine position in the complementary stem, the attachment
of additional overhanging single-stranded nucleotides in the complementary stem,
and the exchange of guanosine by more potent electron donors, such as 7-deaza-
guanosine [32]. In this way smart probes have also been successfully used for the
sensitive and specific identification of mycobacterial strains [83].

In addition, smart probes can be used to efficiently detect the presence of single
targetDNAorRNAmolecules, even in the sub-picomolar concentration rangewithin

+Target DNA

+ Exo- or endonuclease

Denaturation/
re-annealing

Figure 7.8 Scheme of the functional principle
of smart probes. The fluorophore is attached to
the 50-end of the oligonucleotide and quenched
byG residues in the complementary stem.Upon

hybridization to the target sequence
(complementary to the loop sequence) or exo-
or endonucleolytic digestion fluorescence is
restored.
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a reasonable period of time [33]. This has been achieved by immobilization of smart
probes on coated cover slips whilemaintaining their native conformation. Therefore,
the method is ideally suited to the search for specific sequences using extremely low
concentrations of target sequence. It is anticipated that optimization of reaction
conditions (salt, temperature, etc.) and variations of thefluorophore in addition to the
use of modified nucleotides can result in even higher sensitivities.

The extraordinary sensitivity of the PET-based quenching method can also be
used for the detection of antibodies using specific peptide epitopes [38, 121]. Through
the design and synthesis of peptide epitopes based on selective fluorescence
quenching of an attached fluorophore by a single tryptophan residue, the detection
of p53-autoantibodies was achieved with very high sensitivity in homogeneous
solution. P53-autoantibodies are among the most encouraging universal tumor
markers in cancer diagnosis. They are found in sera of a significant number of
cancer patients who have different cancer types, and have the potential for early-stage
diagnosis of certain tumors [122]. Common heterogeneous diagnostic tools for
antibody detection, such as ELISA (enzyme-linked immunosorbent assay), are
time consuming and suffer from a lack of specificity. Hence, the development of
fast and simple homogeneous formats is favored in biomedical sciences. Owing to
the unique quenching mechanism that requires contact formation between the
fluorophore and the tryptophan residue, fluorescently labeled conformationally
flexible peptides that serve as epitopes for the antibody can be used as efficient PET
biosensors. Upon specific binding to a p53-autoantibody the peptide chain adapts to
the shape of the antibody cleft. Consequently, contact formation between tryptophan
and fluorophore is prevented (Figure 7.9). The resulting increase in fluorescence
intensity can be used to signal binding events. In combination with the single-
molecule sensitivity, the new assay allows for direct monitoring of p53-antibodies
present in blood serum samples of cancer patients with picomolar detection
sensitivity [38].

Alternatively, the selective quenching mechanism in tryptophan-containing pep-
tides can be used advantageously for the detection of proteases. The interest in fast
and sensitive assays for proteolytic enzymes, that is, enzymes that specifically cleave
peptide bonds, has increased considerably in the last few years. In particular, there are
twomedically important facts that accelerated the development of proteolytic assays.
Firstly, more and more diseases can be implicated using proteases. Because of the
involvement of proteases in tumor progression and metastasis, for example, matrix
metalloproteinases, urokinase plasminogen activator (uPA), and cathepsins, such as
cathepsinB, and cathepsinD, proteolytic assays play a central role in cancer diagnosis
and follow-up ofmalignant diseases [123–128]. Secondly, viral infections such asHIV
can be diagnosed directly by detection and monitoring of their own, specific
proteases. This underscores the need for new highly sensitive and fast assays for
the specific detection of proteolytic enzymes.

As chemicalmodifications on peptide or nucleic acid substrates reduce the affinity
of the resulting probe for the target molecule and subsequently the detection
sensitivity of the assay, minimum chemical modification is favorable for the design
of high-affinity molecular probes for proteases. Here again, contact-induced fluo-
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rescence quenching via PET between fluorophores and the amino acid tryptophan or
DNA base guanine emerge as methods for ultra-sensitive and specific detection of
protease and nuclease enzymes in homogeneous solution (Figure 7.10) [117]. The
PET-based approach to assay proteases and nucleases offers several advantages.
Firstly, the synthesis of large quantities of quenched probes is uncomplicated and
inexpensive compared with the use of doubly labeled probes. Secondly, modification
of the peptide or nucleic acid substrate is reduced to a minimum, that is, a single
reporterfluorophore,which potentially enablesmore accuratemonitoring of enzyme
activity. By monitoring the time-dependent fluorescence intensity, the presented
technique permits real-time analysis of enzyme activity (see Chapter 9). Thirdly, the
assay enables fast, specific, and highly sensitive detection of enzymes with a broad
dynamic range (more than six orders of magnitude), and detection limits below the
picomolar range (Figure 7.10) [117]. The capability of single-molecule experiments in
the far-red spectral range to study biomolecular recognition and enzymatic activity in
complex biological media, such as human blood serum, opens up the possibility of
developing diagnostic tools for in vivo applications andnear-patient testing in thenear
future.

Finally, it has to be pointed out that the smart probe method can also be combined
with bead-based heterogeneous detection strategies. Although more sensitive meth-
ods, for example, single-molecule fluorescence spectroscopy (SMFS), are about to
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Figure 7.9 Principle of operation of peptide-
based PET biosensor for the specific detection
of p53-autoantibodies. Driven by the
conformational flexibility, the peptide adopts
conformations where the fluorophore is
efficiently quenched by Trp upon contact
formation. The quenched conformation
coexists in equilibrium with an open,
unquenched conformation. Upon specific
binding to the antibody binding site, the
peptide adopts a new conformation and

charge transfer interactions between
tryptophan and the dye are diminished.
As the consequence, the fluorescence
intensity increases (right-hand side). The
fluorescence trajectories (1ms integration
time) observed from 1:10 diluted human
serum samples of a healthy donor (left)
and from a breast cancer patient containing
10�11 M peptides demonstrate the potential
of such conformational flexibly PET
biosensors [38].
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break the current barriers of sensitivity, alternative approaches, such as heteroge-
neous assays can be used to increase the sensitivity by use of less demanding
techniques [129, 130]. Thus, the increase in fluorescence intensity of smart probes
upon binding can be combinedwith the enrichment of the signal on the bead surface.
To construct a smart probe bead assay for the specific detection of target DNAor RNA
sequences capture, oligonucleotides have to be immobilized on micrometer-sized
beads, for example, via biotin/streptavidin binding on paramagnetic beads, and
appropriately designed smart probes have to be added to the sample. In the presence
of specific target sequence a sandwich-type complex is formed and fluorescence is
enriched on the beads. Thus, standard wide-field fluorescence imaging can be
used to quantify the fluorescence brightness of the beads without the use of any
washing step.

Figure 7.10 PET-quenched probes for the
specific detection of proteases and nucleases in
homogeneous assays. Owing to the
conformational flexibility of the biopolymer
(peptide or oligonucleotide) the fluorophore is
efficiently quenched by, for example, a
tryptophan residue located at the other end of
the peptide via contact-induced PET quenching.
In the presence of a protease that specifically
recognizes the peptide sequence located
between the fluorophore
and tryptophan residue, contact formation
and subsequent fluorescence quenching is
prevented due to specific cleavage.

Thus, the fluorescence intensity of the
fluorophore increases. The lower graph shows
the relative fluorescence intensities, Irel,
measured for the fluorescently labeled
peptide MR121-Lys-Trp at a concentration of
10�7 M versus time, after addition of
various amounts of carboxypeptidase A (CPA).
(a) 10�6 M, (b) 10�9 M, (c) 10�11 M, (d) 10�13

M, and (e) 10�15 M CPA. Measurements were
performed in pure water at 25 �C (excitation
wavelength: 640 nm; emission wavelength:
690 nm). Data points were measured every
5–20 s switching between the various
samples [117].
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8
Super-Resolution Fluorescence Imaging

8.1
Diffraction Barrier of Optical Microscopy

Optical microscopy enables the non-invasive investigation of optically transparent
material, such as cells, to be made under a variety of conditions in three dimensions
(3D). Through the development of efficient fluorescent labels that can be covalently
attached to antibodies and other biomarkers, and the associated possibility to
specifically label cellular structures, the expansion of fluorescence microscopy in
laboratory applications and research has been accelerated substantially [1–5]. Today,
fluorescence microscopes are essential in biological and biomedical sciences for 3D
non-invasive imaging of the interior of cells. Thus, diverse confocal and wide-field
optical fluorescence microscopes are in operation at most major research institutes.

However, conventional fluorescence microscopy only enables two neighboring
emitting objects to be spatially resolvedwhen they are separated by approximately the
wavelength of used light. The ability to spatially resolve a structure has a physical
limit, which is caused by the wave nature of light. Because of diffraction by lenses,
focusing of light always results in a blurred spot, the size of which determines the
resolution achievable [6]. Already at the end of the nineteenth century Abb�e had
shown that the diffraction limit is proportional to the wavelength and inversely
proportional to the angular distribution of the light observed [7]. Therefore, any lens-
based microscope can not resolve objects that are closer together than half the
wavelength of the light in the imaging plane, that is, for visible light in the region of
�200 nm. The resolution along the optical axis is even worse, that is, fluorescent
objects can only be distinguished if their axial distance is larger than approximately
700 nm. Analogously, the resolution limit for optical microscopy can be described by
the point-spread function (PSF), which describes the response of an imaging system
to a fluorescent point object. Owing to diffraction of light passing through an
aperture, the fluorescence signal of a single fluorophore produces an Airy disk in
the image plane of a fluorescence microscope, a bright region in the center with a
series of concentric rings called the Airy pattern. The dimensions of this image are
much larger than the fluorophore itself, and are determined by the wavelength of the
light and the size of the aperture (Figure 8.1).
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Owing to this �spreading� of the emission, the images of adjacent fluorophores
overlap, and the ability to distinguish between them is lost. On the other hand, with
the introduction of low-noise high-quantum yield charge-coupled device (CCD)
cameras, it is possible to localize the center ofmass of the PSFof a single fluorophore
at sub-wavelength scales [8–10]. This enables colocalization or distance determina-
tion between individual emitters, that is, single fluorophores that are separated by a
distance less than the diffraction limit, provided that their emission can be separated
in some way. This can be achieved using any optically distinguishable characteris-
tic [11] either by spectral [12–14] or time-resolved [15, 16] detection, and also by
temporal means via subsequent photobleaching of the fluorophores [17, 18].

Unfortunately, the decryption of structural informationwith nanometer resolution
is challenging, relying solely on colocalization methods. What is challenging scien-
tists theworld over is the development of techniques to improve the spatial resolution
of far-field fluorescence microscopy, using alternative methods capable of resolving
the structural details of sub-cellular structures. This might pave the way towards a
refined understanding of how biomolecules are assembled within cells to form the
fundamental molecular machines supporting living organisms [19–21]. As was
suggested in 1928 by Synge, near-field techniques are qualified to enable high-
resolution optical microscopy [22]. However, the use of a nanometer-sized mechan-
ical tip to excite molecules or to detect their fluorescence signal has the disadvantage
that it can only be used on surfaces and cannot image the interior of cells [23].
Although the spatial resolution cannot compete with that of electron microscopy,
optical far-field microscopes allow us to study living samples, for example, cells or
tissue, withminimal perturbation.However, comparedwith the biomolecular length
scale, which is in the range of a few nanometres, one can immediately determine that
structural details or the organization of biomolecular assemblies can not be ade-
quately resolved by light microscopy. This fact motivated researchers worldwide to
overcome the limit imposed by the diffraction barrier and to find ways to report on
important details on biomolecular structures and interactions at the molecular level
and inside the cell.

Figure 8.1 The diffraction barrier for optical
microscopy. Owing to diffraction, focusing of
light always results in a blurred spot. If two
fluorophores are separated at distances shorter
than the diffraction barrier, that is,Dx< 200 nm,
the two fluorophores cannot be resolved

(left-hand side). The image in the middle
shows the limit of resolution, that is, the
Rayleigh criterion when 80% of the Airy disks
overlap. The image on the right-hand side
shows the disks of two fluorophores spaced
2mm from each other.
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8.2
Multi-Photon and Structured Illumination Microscopy

The first concepts developed to improve axial resolution are based on the quadratic
dependence of the fluorescence signal on excitation intensity. Two-photon micros-
copy as introduce by Denk et al. in 1990 [24] does not lead to a resolution
enhancement per se: although the size of the excitation point-spread function (PSF)
is reduced, the trade-off is that the wavelength has to be doubled to excite the
fluorescent probes.However, andmore importantly, two-photonmicroscopy reduces
out-of-focus light considerably, and allows for true optical sectioning in the axial
direction. At the same time, the imaging depth of two-photon microscopy is much
larger because of the reduced scattering of the infrared light used to excite the sample.
Therefore, two-photonmicroscopy is an ideal tool to study deep tissue and even living
animals [25]. Twomain concepts capable of effectively improving the axial resolution
have been introduced independently, these are, 4Pi microscopy [26] and I5M
microscopy [27]. Both concepts use a set of opposingmicroscope lenses that sharpen
the PSF along the optical axis through interference of the counter-propagating wave
fronts. At the same time, the efficiency of collecting light is increased by the presence
of two objectives. 4Pi microscopy is a spot-scanning method that achieved a four- to
sevenfold increase in axial resolution using different experimental configura-
tions [28]. On the other hand, I5M microscopy is a wide-field method but it achieves
a similar axial resolution of 100 nm [27, 29, 30]. Both 4Pi and I5M microscopy have
mainly been used to study the structure of sub-cellular organelles in 3D [27–32], but
they have also been combined with other microscopic techniques that improve the
lateral resolution. A concise comparison of both methods can be found in
reference [33].

Structured illumination microscopy (SIM), on the other hand, is a concept that
combines wide-field imaging and illumination of a sample with a known pattern of
excitation light, and achieves a twofold resolution improvement [34]. Experimentally,
a periodic illumination pattern of parallel stripes of excitation light is projected onto
the sample with the help of a fine grating. A series of images is recorded where the
light pattern is moved along the sample laterally and rotated into different angles.
Structural features with spatial frequencies that are higher than the frequency of the
illumination pattern aremodulated by the latter, resulting in so-calledMoir�e fringes,
and can be extracted mathematically (Figure 8.2). As such, a reconstructed image
with increased spatial resolution can be obtained.

As a purely physical approach, SIM does not depend on any particular fluorophore
properties, such as high photostability, or on any particular transitions between
orthogonal states, and can therefore be applied generally. For example, multicolor
SIM has been used to study the nuclear periphery of mammalian cells [35].
Furthermore, the acquisition time of SIM as a parallelized imaging method is
substantially shorter than spot-scanning methods. As such, SIM is a well suited
method to study dynamic processes in living cells [36].

The principle of SIM has been extended to three dimensions by two different
experimental configurations. In the first approach, three coherent beams were used
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to record an interference pattern varying both laterally and axially, yielding a twofold
enhancement in resolution in all three dimensions after image reconstruction [three-
dimensional SIM (3D-SIM)] [37]. Employing a nonlinear structural illumination
scheme, saturated SIM (SSIM) experimentally demonstrated a lateral resolution of
�50 nm and is essentially unlimited [29]. The key feature that is exploited in SSIM is
the nonlinear response of the fluorescence intensity with respect to the excitation
intensity.

Alternatively, multi-photon absorption of semiconductor quantum dots and
subsequent generation ofmultiple exciton states can be used for resolution enhance-
ment [38, 39]. As opposed to two- or multi-photon microscopy, the generation of
multi-excitonic states in quantum dots does not require the use of infrared light and
high excitation intensities, such that a �twofold resolution enhancement can be
easily realized on any confocal microscope system equipped with a continuous-wave
laser light source providing appropriate excitation wavelengths, with low excitation
intensities (Figure 8.3). As a pure physical process, this so-called quantum dot
triexciton imaging (QDTI) operates under any experimental conditions and in
particular in living cells [39]. Although the resolution is less than that afforded
by other techniques, QDTI is currently the only sub-diffraction–resolution
imaging technique that can provide images of whole fixed and living cells with
enhanced resolution in both axial and lateral directions, using standard fluorescence

Figure 8.2 (a) Structured-illumination
microscopy (SIM) illuminates an unknown
structural feature of a sample with a known
periodic pattern. The spatial frequencies of the
original structure appear as a beat pattern with
lower spatial frequencies and can be resolved.

(b) Total internal reflection fluorescence (TIRF)
(left) and reconstructed SIM image (middle)
from themicrotubular network of amammalian
cell (scale bar 1 mm). (Reprinted from Ref. [36];
reproduction with kind permission fromNature
Publishing Group.)
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microscopes available in almost any laboratory. As a consequence, the method is
widely applicable, in particular for biological imaging in living cells.

8.3
Stimulated Emission Depletion

The ever-growing demand in biology for improved resolution has stimulated the
development of novel fluorescence microscopy techniques that overcome the fun-
damental diffraction limit and achieve theoretically unlimited resolution. To attain
sub-diffraction–resolution fluorescence imaging, methods have been implemented
that are based on the fact that the emission of a fluorophore can have a nonlinear
dependence on the applied excitation intensities, determined by the excitation
wavelength(s) and intensity (e.g., saturation of the emission), and on its position
(by applying a spatial intensity distribution) [40, 41]. Oneway to obtain this is tomake
use of saturable transitions of a fluorophore between two molecular states, for
example, transitions to states with different emission properties, such as intersystem
crossing to the triplet state [42]. These strategies have been generalized under the
acronym RESOLFT [43], which stands for reversible saturable optical fluorescence
transitions. The first realization of RESOLFT with far-field optics was stimulated
emission depletion (STED) microscopy [40, 41, 44, 45].

In STED microscopy, the optical resolution is dramatically improved by de-
excitation of excited fluorophores via stimulated emission using a red-shifted light
beam featuring a local intensity zero in the center. In practice, this is accomplished by
overlapping the diffraction-limited spot of the excitation beam of a scanning
microscope with a red-shifted donut-shaped beam (generated by a zero-node phase
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Figure 8.3 QDTI usingQDot655 (a) Triexciton
fluorescence emission is centered around
590 nm, and is thus well separated from the
monoexciton emission centered at 655 nm.
(b) Immunofluorescence images of the
microtubulin network of COS-7 cells stained
with QDot655 labeled secondary antibodies,
recorded with a confocal microscope with a
resolution of 50 nm per pixel. The monoexciton

image was recorded with 20Wcm�2 excitation
intensity and the triexciton image measured on
the short-wavelength detector between 550 and
600 nm applying an excitation intensity of
200Wcm�2 at 445 nm (scale bar 5 mm; 1ms
integration time per pixel). The line profiles
shown for the monoexciton (red) and triexciton
(green) emission channel demonstrate the
improvement in resolution.
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mask) for stimulated emission (Figure 8.4). Consequently, excited molecules in the
outer parts of the focus are turned off by stimulated emission. Thus, depending on
the illumination conditions (intensity and irradiation time) and the quality of the
shape of the donut-mode beam (i.e., the stimulated emission beam), theoretically an
arbitrarily high resolution can be achieved. The theoretical achievable resolution can
be approximated by Equation 8.1 [40].

Dx � l

2n sina
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ I=Isat

p ð8:1Þ

In Equation 8.1, which can be regarded as an extension of Abbe�s equation [7], I is
the peak intensity (photon flux per unit area) of the donut beam and Isat¼ (s� t)�1

Figure 8.4 Principle of STED microscopy. The
fluorophores located in the diffraction-limited
spot are excited by a normal mode (Airy disk)
laser pulse (green) with a duration of
picoseconds or less. A few hundred
picoseconds later a second donut-shaped
laser pulse (red) irradiates the same region
and induces stimulated emission of most
fluorophores, except those located at the
center of the focus. Because of the depletion

of fluorophores in the outer part of the
laser focus, the fluorescence is confined
spatially to sub-diffraction dimensions
leading to increased resolution. Scanning the
sample through the laser foci produces a
complete image. Experimental set-up used
for STED microscopy showing the excitation
and depletion pulse, and the resulting
reduction of the fluorescent spot size.
(With permission from [47].)
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gives the intensity at which the fractional population of the excited state is depleted by
stimulated emission to 1/e.Here s denotes the cross-section for stimulated emission
and t the fluorescence lifetime of the first excited singlet state. For commonly used
fluorophores Isat corresponds to about 30 MW cm�2 in the visible range. Thus Dx
approaches very small values, ideally Dx ! 0, for I� Isat, that is, using very high
excitation intensities for the donut-shaped stimulated emission beam. In combina-
tionwith fast laser scanners, video-rate (28Hz) far-field optical imaging of small areas
(�1.8� 2.5 mm2) of synaptic vesicles by STED with a focal spot size of 62 nm can be
performed [46].

Importantly, STED microscopy does not always require pulsed excitation and has
been demonstrated by solely applying continuous-wave lasers [48]. With decreasing
complexity, STEDmicroscopy can nowadays, likewise, be used for live cell imaging.
This is simplified by the fact that STED microscopy is compatible with some
photostable variants of fluorescent proteins, reaching a lateral resolution of�50 nm
in a living cell [49]. However, one should be aware of the fact that STED microscopy
requires relatively high illumination conditions for efficient stimulated emission,
due to the short lifetime of the first excited singlet state, of a few nanoseconds
[Isat¼ (s� t)�1]. Therefore, many standard fluorophores are not amenable for use in
STED microscopy, and live cell applications have to be carefully controlled with
respect to light-induced damage. On the other hand, very photostable fluorescent
nitrogen-vacancy defects in diamond can be used as ideal probes to demonstrate the
resolving power of STED microscopy. In this context, PDFs of 5.8 nm have been
measured for single nitrogen-vacancy defects [50].

It has to be pointed out that in practice any reversible and saturable molecular
transition that effectively changes the fluorescence intensity of a fluorophore can
be used advantageously to improve resolution. In this context, switching between a
dark and a bright state has been identified as an essential element to separate
adjacent objects in time. The ultimately appropriate saturable transition represents
light-induced switching of fluorescence between two thermally stable states, an off
and an on state. These requirements are fulfilled by molecular optical switches, that
is, photoswitches that exhibit two stable and selectively addressable states, a fluo-
rescent and a non-fluorescent one, which can be reversibly interconverted upon
irradiation with different wavelengths of light under low illumination intensity
conditions. Analogous to STED microscopy, optical switches can be selectively
switched off upon illumination of the sample with a donut-shaped beam of
appropriate wavelength superimposed on the regular beam used to excite fluores-
cence [40, 51, 52].

Alternatively, the temporal behavior of fluorescence intensity controlled by the
local excitation intensity, that is, the nonlinear response of the fluorescence signal
with respect to the excitation intensity, can be used for resolution enhancement
applying concepts such as, for example, dynamic saturation optical microscopy
(DSOM) [53, 54]. Another very promising method that exploits the temporal
information of fluorescence fluctuations and mathematically extracts high-resolu-
tion spatial information constitutes super-resolution optical fluctuation imaging
(SOFI) [55].
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8.4
Single-Molecule Based Photoswitching Microscopy

To achieve sub-diffraction–resolution fluorescence imaging, fluorophore emission
has to be separated in time. Whereas in the STED/RESOLFT case, the phase mask
defines the coordinates of fluorescence emission (predefined in space by the zero-
node), alternative methods have emerged that use stochastic activation of individual
fluorophores and precise position determination (localization). These approaches
randomly separate the emission of stochastically activated individual fluorescent
probes in time. Provided the distance between the individual fluorophores enables
the analysis of the different emission spots to be unaffected, that is, individual
fluorophores are spaced further apart than the distance resolved by the microscope
(>l/2 on a CCD camera), the standard error of the fitted position is a measure of
localization and it can be made arbitrarily small by collecting more photons and
minimizing noise factors. The error in the position determination of detected
photons can be approximated as Equation 8.2:

ðDxÞ2
D E

¼ s2

N
ð8:2Þ

where

Dx is the error in localization
s is the standard deviation of the point-spread function
N is the number of photons collected [8–10, 56, 57] (Figure 8.5).

Thus, depending on photon statistics fluorescence imaging with one nanometer
accuracy (FIONA) can be used, for example, to monitor the migration of single
fluorophores conjugated to myosin proteins along actin filaments [58, 59].

If the emission of fluorophores can be separated in time, then the high localization
precision can be used for sub-diffraction–resolution fluorescence imaging. One way
to achieve this relies on targeting the surface of the object using the diffusion and
transient binding offluorescently labeled probemolecules [62]. Because the diffusion
of the fluorophores is too fast to be followed on a CCD camera, the fluorophores only
appear when they bind or adhere to the target object. This has two advantages:
because the fluorophores, in general, all bind at different time intervals, the localized
emission is spread out in time. Moreover, because binding can, ideally, occur
anywhere on the target object, the probe molecules will eventually map out the
entire structure. A high-resolution image of the target object can then be recon-
structed using the localized positions.

With immobilizedfluorophores a similar approach is possible if the spatial density
of emitting fluorophores can be adjusted in away that ensures that themajority of the
fluorophores resides in a non-fluorescent state. In principle, this can be achieved by
exploiting randomfluorescence intermittencies of semiconductor quantumdots due
to charge separated states [63] or organic fluorophores entering long-lived triplet
states in the absence of oxygen [64]. However, for the well defined control of the
density of active (fluorescent) fluorophores, molecular optical switches or photo-
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switches are most promising [65]. Today, many fluorescent probes that exhibit the
necessary photoactivation or photoswitching properties are available [65, 66], includ-
ing conventional organic fluorophores, such as carbocyanine, oxazine, and rhoda-
mine dyes [60, 61, 67–74], caged fluorophores [75], photochromic compounds
[76–78] and a large variety of fluorescent proteins [79–83]. All these photoswitchable

Figure 8.5 (a) Molecular optical switches that
can be photoactivated or reversibly
photoconverted between two states (�ON� or
fluorescent and �OFF� or non-fluorescent) are
the key to single-molecule based super-
resolutionmethods. The PSF of a single emitter
imaged on a widefield microscope can be
approximated by a Gaussian function, which
allows determination of themolecule�s position

with few nanometers precision. (b) By
selectively observing only a small subset of all
fluorophores in a sample, single emitters can be
identified and localized. The localization
coordinates determined over many imaging
cycles are used to reconstruct an image with
higher resolution. (c) Microtubular filaments of
a COS-7 cell imaged in both TIRF mode (left)
and according to the dSTORM concept [60, 61].
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fluorophores have in common the existence of at least two different states that are
distinguishable in their fluorescence emission properties (Figure 8.5).

Photoswitchable fluorophores populate a fluorescent �on�- and a non-fluorescent
�off�-state (dark state), and the interconversion between these states can be controlled
by light or the chemical nanoenvironment. Photoactivatablefluorophores are initially
found in a dark state and require activation to become fluorescent, typically achieved
by irradiation with light. All methods that use photoswitchable fluorophores for sub-
diffraction fluorescence microscopy employ a temporal confinement of the fluores-
cence signal. This is achieved by first turning off all fluorophores in a sample. In the
next step, only a small subset of fluorophores is transferred into a fluorescent �on�-
state. Here one has to make sure that activated fluorophores can be detected as
individual emitters that are spaced far enough away from their nearest neighbor. The
fluorescence emission signal of a fluorophore is read out, and the position of the
fluorophore is determined by approximating the PSF with a Gaussian function
(Figure 8.5). This procedure is repeatedmany times, and the ensemble of coordinates
collected from localizing single fluorophores is used to generate (�reconstruct�) an
artificial image, which provides sub-diffraction or super-resolution information.

Prominent examples of concepts that rely on photoswitchable fluorophores are
photoactivated localization microscopy (PALM) [84], fluorescence photoactivation
localization microscopy (FPALM) [85], stochastic optical reconstruction microscopy
(STORM) [86], PALM with independently running acquisition (PALMIRA) [87],
direct STORM(dSTORM) [60, 61] (Figure 8.5), and other alternativemethods [73, 74].
Furthermore, faster variants of PALM have been reported using a stroboscobic
illumination scheme [88]. A related method is ground-state depletion followed by
individual molecule return (GSDIM), which switches off fluorophores by populating
the non-fluorescent triplet state out of which the spontaneous return to the ground
state occurs [64].

All the photoswitching-based methods mentioned above are being continuously
improved. For example,multi-color imagingwith�20 nm lateral resolution has been
demonstrated [69, 79, 89–91], setting the prerequisite to study biomolecular inter-
actions at the molecular level. A variety of concepts that allow 3D-imaging have
been developed, either by introducing astigmatism [92] or a helical shape [93] into
the beam path, or by recording two imaging planes simultaneously and approxi-
mating the PSF to a three-dimensional model function [94]. Alternatively, an
interferometric arrangement (iPALM) enables an axial resolution of only a few
nanometers (Figure 8.6) [95]. Although the alignment of iPALM is very demanding, it
can close the gap between electron tomography and light microscopy.

A challenge for all methods is compatibility with live cell imaging. Whereas
methods that rely on the use of fluorescent proteins have the advantage that these
probes can easily be implemented in living cells [96, 97], organic fluorophores cannot
be used so easily in live cell super-resolution imaging, because they typically require
very special buffer conditions for photoswitching [67, 68, 73]. However, a refined
understanding of the impact of redox reactivity on photoswitching has paved the way
for the use of organicfluorophores even in living cells [61, 70]. Finally, it also has to be
mentioned that unsymmetric dimeric cyanine dyes, such as YOYO-1 and others that
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are known to intercalate into double stranded DNA, can be used for super-resolution
imaging, applying conditions as used for �classic� carbocyanine switching [67, 68].
Under these conditions some intercalating fluorophores act as reversible photo-
switches and can be used to image DNA with a resolution of better than 40 nm [98].

8.5
Background and Principles of Single-Molecule Based Photoswitching Microscopy
Methods

The experimental procedure for all single-molecule based photoswitching methods
is similar: a sample has to be densely labeled with a photoswitchable fluorophore, for
example, via immunocytochemistry or co-expression of a fluorescent protein, and
prepared such that most fluorophores are in their off-state, and only a subset of
fluorophores remains fluorescent at any time (Figure 8.5b). As described in the
previous section, the emission profiles of single emitters can be localized through the
approximation with a Gaussian fit with a precision that is determined by the number

Figure 8.6 Operating principle of iPALM [95].
(a and b) Schematic of the single-photon
multiphase fluorescence interferometer.
A point source with z-position d emits a single
photon both upwards and downwards. These
two beams interfere in a special 3-way beam
splitter. (c) The self-interfered photon
propagates to the three color-coded CCD
cameras with amplitudes that oscillate 120� out
of phase, as indicated. The principle takes

advantage of the wave-particle duality, which
allows a single photon to form its own coherent
reference beam. An emitted photon can
simultaneously travel two distinct optical paths,
which are subsequently recombined
so that the photon interferes with itself.
The position of the emitter directly determines
the difference in the path lengths, hence the
relative phase between the two beams.
(With permission from [95].)
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of photons detected and the backgroundfluorescence, that is, autofluorescence of the
sample and residual fluorescence of surrounding fluorophores in the off-state [10].
Thus, photoswitches with a high intensity contrast between the on- and off-states,
together with high extinction coefficients and quantum yields in the on-state, are the
key for nanometer accuracy.

For the case of a densely labeled structure, the dark state should exhibit a lifetime
toff that is substantially longer than the lifetime of thefluorescent state ton. Ideally, the
lifetime of the on-state ton should be very short, with a high photon yield in order to
allow precise localization [10]. Upon irradiation the fluorophore is transferred to a
metastable dark state at a rate of koff, where it resides until it is converted into the
singlet ground state with rate kon. The ratio of these rates is defined as l¼ toff/
ton¼ koff/kon [99]. The denser the labeling of a structure, the higher the ratio l has to
be in order to ensure that fluorescence emission of single fluorophores is temporally
well separated, to allowunambiguous localization of individual emitters. The on-time
or lifetime of the fluorescent state ton can be shortened by applying high irradiation
intensities, thus reaching a higher ratio l and enabling fast acquisition with
commonly available CCD cameras [64, 72, 73, 100]. This has the additional advantage
that further effects such as mechanical drifts are reduced.

In this context, the Nyquist–Shannon sampling theorem becomes important,
which requires that the average distance between neighboring molecules must be at
least half of the desired resolution [101]. Therefore, next to the localization accuracy of
single emitters, which is governed by the photons emitted, the achievable resolution
is also controlled by the labeling density. In the extreme case, the density of
photoswitchable fluorophores can become so high that the photophysical parameters
ton and toff reach their limit and photobleaching must be applied to achieve the
desired fluorophore density. Alternatively, the number of fluorophore labels (e.g.,
antibodies) can be reduced. However, both strategies fail at the expense of optical
resolution according to the Nyquist–Shannon sampling theorem. The importance of
l for super-resolution imaging can be easily demonstrated if we imagine we want to
image aPSFareawith a typical diameter of 250 nmwith a resolution of 20 nm.Hence,
according to the Nyquist–Shannon criterion, the sample has to be labeled with
photoswitchable fluorophores every 10 nm (Figure 8.7a). In order to achieve sub-
diffraction–resolution imaging only one fluorophore is allowed to reside in the on-
state at any time within a diffraction-limited area, that is, a ratio l� 600 is required.
Assuming a lifetime of the on-state ton of only 1ms, a very stable off-state with
toff� 600ms has to be realized.

Only under these conditions will the majority of isolated fluorophores residing in
their fluorescent on-state be appropriately identified and localized (Figure 8.7b). In
some instances, it can happen that more than one fluorophore is fluorescent at the
same time in a diffraction-limited area because of the stochastic nature of the
switching process, or due to inappropriate photoswitching conditions. In this case
the shape of the PSF becomes unsymmetrical, which results in �irregular spots� that
are usually sorted out during software analysis.However, if two ormorefluorophores
are very close, the asymmetry in their shape might be too small to be distinguished
from single-molecule spots. Consequently they are fitted as one spot whose local-

230j 8 Super-Resolution Fluorescence Imaging



ization no longer reflects the physical position of a single fluorophore (Figure 8.7b).
These localizations are called �multiple-fluorophore localizations� [99].

To demonstrate the power of super-resolution microscopy it is very common to
choose cellular polymers such as themicrotubule or actin skeleton infixed cells. Both
filaments have diameters well below the diffraction limit and also a large number of
binding sites for antibodies or other drug molecules, which can be labeled with
photoswitchable fluorophores.However, under realistic conditions, super-resolution
imaging should not just show linear filaments that can be easily resolved irrespective
of the rate ratio l. The error rate due to multiple-fluorophore localizations becomes

Figure 8.7 (a) In order to image a 2D-area with
an optical resolution of 20 nm, the
Nyquist–Shannon criterion demands labeling
with a photoswitchable fluorophore every 10 nm
corresponding to �600 fluorophores per PSF
defined area. Thus, a switching ratio of toff/
ton� 600 is required. (b) If the photoswitching
rates are set inappropriately, two or more
fluorophores are fluorescent at the same time
and their PSFs may overlap significantly
(multiple-fluorophore localizations).
The approximation of the PSF of multiple
emitters yields a position that does not
correspond to the physical position of any of the
fluorophores. If the fluorophores are arranged
along a single filament (above), the mismatch
has no consequences on the resolution
enhancement. In the case of two adjacent
fluorophores on different, for example, parallel,
or crossing filaments (below), a false
localization is generated and this will affect the
ability to resolve the independent filaments.
(c) Simulations on filaments. A network of

straight adjacent filament pairs with neighbor
distances of 50, 100, 300 nm was simulated.
Every filament consists of a line labeled with a
fluorophore every 8.5 nm. The simulated
photoswitching properties are based on the
experimental data of the photoswitchable
fluorophore Cy5. The network was resolved
for different l¼ koff/kon. Cross-section
profiles of three different filament pairs with
distances of 50, 100, and 300 nm; within a
structure the ratio required to resolve the
filaments increases with the complexity of
organization, that is, the denser an area is
labeled the higher the ratio has to be. A low ratio
of l¼ 33 suffices to resolve single filaments
with large distances (300 nm), whereas
filaments with smaller distances or crossing
areas need higher ratios. The image simulated
with l¼ 100 is a good demonstration of the
influence of false localizations. The two
filaments separated by 100 nm show a third
artificial filament appearing in the
interspace [99].
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increasingly important, imaging networks of crossing and adjacent filaments.
Furthermore, when using fluorophore labeled antibodies as probes, the degree of
labeling (DOL) has to be considered because a DOL> 1 reduces the off-time of the
label. According to a binominal distribution for a sufficiently low (and realistic in
terms of antibody labeling) DOL (2–6) and higher rate-ratios (l> 50), l is approx-
imately reduced by l/DOL.

The issue of resolving straight, single, andwell isolatedfilaments is fairly simple. It
does notmatter whether a single fluorophore or a bulk is fitted. Each time amultiple-
fluorophore localization is made along the filament, it contributes to the artificial
reconstructed image in the same way as every regular localization (Figure 8.7c). In
this case the localization no longer reflects the position of a single fluorophore, but
this does not affect the resolution of the structure. Therefore, the rate-ratio l can be
relatively small, and also short-lived off-states of a standard organic fluorophore can
be used under high excitation conditions for super-resolution imaging [64, 73, 102].

The resolution of crossing or adjacentfilaments, however, requires a higher l and a
stable non-fluorescent state with a comparably long lifetime toff, respectively.
Localizing more than one fluorophore within a diffraction-limited area affects the
resolution of the structure as it yields coordinates where no fluorophore actually
resides. In Figure 8.7c, straight filaments were simulated using different l values
with an interfluorophore distance of 8.5 nm, predicting a theoretical resolution of
17 nm [101]. Three crossing pairs offilamentswith neighbor distances of 50, 100, and
300 nm were simulated. Photoswitching parameters used in the simulation were
derived from experimental values derived from carbocyanine dyes [60, 68, 71, 72, 99].
In case of low switching rates (l¼ 33), adjacent filaments with distances of 50 and
100 nm are not resolvable and crossing filaments are blurred completely (l¼ 33,
100). With an increasing ratio (l¼ 300, 1000) adjacent and also crossing filaments
can be resolved clearly. As can be seen for high l, the bulk of the localizations are
made from single molecules, whereas for low rate ratios most of the fluorophores
lead to irregular spots. These spots are sorted out automatically due to their
asymmetry during software analysis. Hence, for lower ratios the total number of
localizations that contribute to the final image is reduced.

After demonstrating the importance of the generation of thermally stable long-
lived off-states, the question arises as to how states such as these can be realized in
standard organic fluorophores. The triplet state of organic fluorophores can only be
used as the off-state when oxygen is efficiently removed in order to prolong the
triplet lifetime from micro- to milliseconds in aqueous solvents [64]. This can be
achieved by oxygen scavenging systems or embedment in a polymermatrix such as
poly(vinly alcohol) (PVA) with low oxygen permeability. Furthermore, relatively
high excitation intensities (>10 kWcm�2) have to be applied to shorten ton.
However, besides the triplet states, radical ion states can be efficiently populated
by the presence of appropriate redox partners. For example, the triplet state might
be reduced by the presence of appropriate reducing substances in the micromolar
range. Thus, a semi-reduced radical anion is formed that exhibits a surprising
stability in aqueous solvents with a lifetime of up to several seconds, which is
dependent on the oxygen concentration. The fluorescent singlet state can be easily
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recovered by reaction with oxygen or other oxidizing substances; that is, ton can be
controlled by the irradiation intensity and the concentration of the reducer, and toff
by the concentration of the oxidizer. This reducing and oxidizing system (ROXS)
was originally introduced to minimize photobleaching and blinking of fluorescent
dyes (see Chapter 4) [103] but might, likewise, be used advantageously to control l
[61, 69, 70, 73, 74].

In order to indentify a general mechanism for the generation of reversible long-
lived off-states in organic standard fluorophores, the photophysical properties are
again in the spotlight. As has been demonstrated in Chapter 7, most rhodamine and
oxazine derivatives are efficiently quenched by electron donors, in particular by
aromatic amines such as the amino acid tryptophan. This finding can be used as a
platform to develop a universal, widely applicable method for super-resolution
imaging with small organic fluorophores. With the exception of some carbocyanine
dyes such as Cy3, Cy5, and Alexa Fluor 647, most other commercially available
fluorophoreswith absorptionmaxima between 480 and 700nm (e.g., Alexa Fluor and
ATTO dyes) belong to the class of rhodamine and oxazine derivatives. Because they
feature the same basic chromophore structure they exhibit similar redox properties,
that is, rhodamine and particularly oxazine derivatives have a high lying one-electron
reduction potential, and because of this they are prone to reduction, whereas cyanine
dyes exhibit a lower one-electron oxidation potential, and are therefore more easily
oxidized than rhodamine and oxazine dyes (see Table 7.1 in Chapter 7).

Following these ideas it was discovered [61] that the triplet states of various Alexa
Fluor and ATTOdyes are quenched by thiol containing reducing compounds such as
b-mercaptoethylamine (MEA), dithiothreitol (DTT), or glutathione (GSH), that is,
substances with slightly lower reduction power compared with aromatic
amines [104]. The quenching efficiency depends on the pH of the solvent because
most thiols (RSH) have a pKa,SH 8–9 [105, 106] and the reducing species is the thiolate
anion (RS�). Therefore, the reduction efficiency of compounds carrying one thiol
group exhibits a plateau at pH> 9 with all relevant functional groups ionized,
followed by a linear increase in reduction potential with pH decrease. Thus, the
reducing power can be easily and sensitively controlled by the pH of the solvent.

Importantly, the first excited singlet state of dyes such as ATTO655 are quenched
by electron transfer from various thiol compounds (RSH/RS�) at pH values>9. The
triplet state, however, has a longer lifetime and thus is quenched even at pH 7–8, that
is, at lower RS� concentrations. Furthermore, the thiolate (RS�) competes with
oxygen, which is known to efficiently quench triplet states and is present at a
concentration of �250 mM under standard conditions in aqueous solution. As a
consequence, the pH value of the solvent and the concentration of the thiol
compound are crucial experimental parameters, and efficient quenching of the
triplet state under physiological conditions (pH 7–8) requires a concentration of
10–100mM of the thiol compound. The reaction scheme for reversible radical anion
formation by thiol compounds is presented in detail in Figure 8.8.

The semi-reduced radical anions formed in the first reaction step can be re-
oxidized bymolecular oxygen in a photoinduced process or can be further reduced to
very stable non-fluorescent species that exhibits a lifetime of several seconds, even in
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the presence of oxygen (Figure 8.8). The role of oxygen is twofold: (i) it quenches the
triplet state in competitionwith the reducing thiolate and (ii) oxygen is responsible for
generation of the on-state by oxidizing the reduceddyes produced. The stability of the
reduced off-state is further corroborated by the fact that the fluorescent form cannot
be recovered efficiently when oxygen is removed from the solution by purging with
nitrogen [61].

According to these results, in the first step, the reaction of RS� with the triplet
states of fluorophores produces radical anions and thiyl radicals (T þ RS� ! T.�

þ RS.). The main reactions of thiyl radicals in aqueous solution are conjugation
with thiols or thiolates, or dimerization to the corresponding disulfides or reaction
with molecular oxygen [107, 108]. The free radical reactions can generate superoxide
radicals and hydrogen peroxide. As the formation of superoxide radicals and
hydrogen peroxide is less efficient, themain consequence of the reactionmechanism
is oxygen consumption. Both thiol oxidation and oxygen consumption have been
shown to increase with pH as a consequence of the increasing fraction of thiolate in
the reaction medium [107, 108].

Consequently, direct stochastic reconstruction microscopy (dSTORM) using stan-
dard fluorophores in the absence of activator fluorophores has become feasible
and allows super-resolution imaging with standard fluorophores under identical

Figure 8.8 Underlying photophysical
processes of reversible photoswitching of Alexa
Fluor and ATTO dyes. Following excitation of
the fluorophores (kexc) into their first excited
singlet state, S1, the excited-state energy is
either released via fluorescence emission with
rate kf, or the triplet state is occupied via
intersystem crossing (kISC). The triplet state (T)
is depopulated either via kISC0 by oxygen or
reduced by thiolate (RS�) with rate kRED to form
radical anions (T

.�). The semi-reduced radical

anions formed in the first reaction can be further
reduced to yield the fully reduced species. Both
the semi-reduced and the fully reduced form can
be re-oxidized by molecular oxygen with rate
kOX. Thus, molecular oxygen plays a crucial role
in single-molecule based photoswitching
methods according to the dSTORM
principle [61]. In other words, the concentration
of molecular oxygen and thiol have to be
carefully balanced to adjust the desired
switching ratio l.
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experimental conditions by simply adding millimolar concentrations of thiols
(Figure 8.9). Thus, the list of organic fluorophores that can be used for super-
resolution imaging can be extended considerably by all common rhodamine and
oxazine derivatives from the blue to the red part of the electromagnetic spectrum.The
underlying mechanism can be described as a remarkably efficient cycling between a
fluorescent and non-fluorescenct state of the fluorophores in the presence of
millimolar concentrations of thiols. Hence, the lifetime of the on-state can be
adjusted by the excitation intensity, provided that the concentration of the reducing
thiolate species ensures efficient quenching of the triplet state via formation of radical
anions and subsequent secondary reactions to a stable off-state. The lifetime of the
off-state, that is, the time it takes until the reduced species are oxidized by oxygen to
repopulate the singlet state, is determined by the oxygen concentration. In the
dSTORM experiments shown in Figure 8.9, the-laser intensities were adjusted to
ensure that the lifetime of the off-state is substantially longer than the lifetime of the
on-state. Thus, only a subset of fluorophores is activated at any time in the field of
view. In order to reconstruct super-resolution images as shown inFigure 8.9. typically
10 000–20 000 frames at frame rates of 10–33Hz were recorded to achieve an optical
resolution of �20 nm. Higher frame rates can be achieved using faster EMCCD
cameras in combination with higher excitation intensities. Under the applied
experimental conditions, all fluorophores tested exhibit fluorescence count rates of
10–30 kHz. Thus, 500–3000 photons can be used to calculate fluorophore localiza-
tions with a theoretical precision of 5–15 nm [10].

Interestingly, dSTORM is not restricted to the use ofMEAbut works similarly with
other thiols, such as GSH, under physiological conditions. The tripeptide GSH is the
most abundant lowmolecular weight thiol protectant and antioxidant inmammalian

O2RS- RS-

dSTORM

Figure 8.9 Super-resolution imaging of the
cytoskeletal network of mammalian cells with
the five spectrally different Alexa Fluor and
ATTO dyes Alexa Fluor 488, ATTO520,
ATTO565, and ATTO655, spanning the visible
wavelength range according to the dSTORM
principle [60, 61]. The immunofluorescence
images were recorded using conventional TIRF
microscopy of microtubules in COS-7 cells. The
left-hand sides show the TIRF images
superimposed by the reconstructed dSTORM
images on the right-hand sides. Experiments
were performed in PBS, 10–200mMMEA, with
a frame rate of 10–33Hz and excitation
intensities between 1 and 4 kWcm�2 matched
to balance the different extinction coefficients of

the fluorophores at the excitation wavelength
(Alexa Fluor 488: 488 nm, 3 kWcm�2, 100mM
MEA; ATTO520: 514 nm, 3 kWcm�2, 100mM
MEA; ATTO565: 568 nm, 1.5 kW cm�2, 100mM
MEA; ATTO655: 647 nm, 1.5 kWcm�2, 10mM
MEA). Between the fluorescence images,
cuvette ensemble experiments demonstrate
the efficiency of reversible photoswitching.
An aqueous solution of ATTO655 (10–6M)
in PBS, pH 8.3 in the presence of 100mM
MEA can be switched between a fluorescent
and uncolored non-fluorescent form
upon irradiation with light. The colored
fluorescent from is recovered upon
delivery of fresh oxygen and agitation
of the cuvette.
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biology. The thiol groups are kept in a reduced state at millimolar concentrations in
animal cells [109]. Thus, super-resolution imaging in living cells is also possible with
small organic fluorophores such as ATTO655, ATTO680, ATTO700, and ATTO520,
which exhibit the most pronounced electron accepting properties and require only
low millimolar concentrations of thiols to be efficiently transferred to the long-lived
off-state [70]. Although the pH value and GSH concentration of cells varies consid-
erably between the various cell types and conditions, the method can offer live cell
experiments using selected fluorophores [61]. Importantly, the method enables
screening for suitable live cell fluorophores by simple ensemble cuvette experiments
(see Figure 8.9). The intriguing simplicity of themethod facilitates its application and
opens avenues for multicolor super-resolution imaging with combinations of small
organic fluorophores. The results indicate that the development of new methods
combining the genetic labeling approach with small, bright and photostable organic
fluorophores represents an elegant method for super-resolution imaging and pre-
cision colocalization experiments. Therefore, dSTORM is ideally suited to the study
of subcellular structures and cluster analysis of protein heterogeneity (distribution)
in fixed and living cells with, so far, unmatched resolution [110–112].

8.6
Temporal Resolution of Super-Resolution Imaging Methods

A major drawback to all photoswitching methods is that a large set of individual
images has to be recorded, typically several thousands, which drastically reduces the
temporal resolution. Even though the lifetime of the on- and off-states can be reduced
in combination with higher excitation intensities, to enable higher imaging speeds,
one should be aware of the fact that higher excitation intensities likewise promote
light induced cell damage. Temporal resolution in STEDmicroscopy, for example, is
limited by the scanning process. The use of fast beam scanners made STED
microscopy at video rate possible, fast enough to observe the dynamics of synaptic
vesicles inside the axons of cultured neurons [46]. However, even the fastest beam
scanner restricts the observable area to a rather small area of 1.8� 2.5mm2.
Furthermore, fast scanning limits the achievable resolution, which was determined
to about 62 nm. In contrast to sequential spot-scanning in STEDmicroscopy, SIM, as
a parallelized imaging approach, allows fast imaging of larger areas of a size that is
essentially determinedby the imaging optics and the camera chip. SIMhas beenused
to study tubulin and kinesin dynamics in living cells with a lateral resolution of
100 nmand a frame rate of up to 11Hz [36].Here the constraint is the resolution limit
of about 120 nm,which is inherent to linear SIM, and the number of images that have
to be recorded at different experimental settings.

Very different constraints have to be considered in single-molecuel based photo-
switching methods. First of all, images with sub-diffraction–resolution are obtained
by reconstruction from individual localizations that were determined from thou-
sands of individual imaging frames. In otherwords, the temporal resolution is, atfirst
order, determined by the number of imaging frames that are required to obtain a
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satisfactorily reconstructed image with sub-diffraction–resolution. Typically, thou-
sands of images are required, recorded in an experimental time of tens of seconds to
minutes. Other constraints lie in the nature of the photoswitchable fluorescent
probes themselves. On the one hand, the fluorescent probes need to exhibit
photoswitching under the particular experimental conditions, for example, in living
cells, and on the other hand, the kinetics of the photoswitching process determines
the temporal resolution. Fluorescent proteins can readily be handled in living cells,
but exhibit slow photoswitching kinetics. Live-cell imaging with sub-diffraction–
resolution using fluorescent proteins has therefore only been demonstrated for
relatively slow processes, such as the dynamics of adhesion complexes [97]. Organic
fluorophores are brighter than fluorescent proteins and at the same time are less
prone to photobleaching, but their photoswitching requires specific chemical con-
ditions. However, as has been demonstrated by the dSTORM method, the refined
understanding of photophysical and photochemical processes that drive the transi-
tion of a fluorophore between a fluorescent and a dark state enables the identification
of suitable fluorophores, even for live-cell imaging using the natural reducing redox
buffer present in all cells.

An important advantage of organic fluorophores is that very fast photoswitching
cycles can be achieved. Taking the example of carbocyanine fluorophores, such as
the commercial derivatives Cy5 and Alexa Fluor 647, both the on- and the off-
switching of the fluorophores is controlled by the irradiation intensity of a green
and a red laser, respectively [60]. Using these carbocyanine fluorophores, rapid
photoswitching with an imaging frame rate up to 1 kHz and a lateral resolution of
�30 nm has been demonstrated [72]. As such, switching cycles of �1ms can be
realized with organic fluorophores that are about one hundred times faster than
those reported for live cell PALM [97] or FPALM [96] experiments. Sliding window
analysis of dSTORMdata takenwith frame rates of�100Hz allow the generation of
video-like (�10Hz) super-resolution movies [100]. Here just 100 consecutive
frames are sufficient to generate a single high-resolution image with a lateral
resolution of �30 nm.
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9
Single-Molecule Enzymatics

9.1
Introduction: Why Study Enzymes on a Single-Molecule Level?

Enzymes, the protein workhorses of almost all biochemical reactions, have been
studied extensively because of their exceptional catalytic activity and selectivity
towards their natural substrates. Although proteins consist mainly of a linear
arrangement of a limited number of different amino acids, they show a very complex
behavior from a conformational point of view. The linear chain tends to fold into a
very specific three-dimensional structure due to electrostatic and van der Waals
interactions between the side chains of the amino acids and due to the formation of
covalent disulfide bridges between cystein residues. The enzymatic activity is, to a
large extent, determined by this three-dimensional structure and is very sensitive to
small structural fluctuations. On the other hand, some degree of conformational
freedom is necessary for the substrate to be able to reach the active site and to be
converted by the enzyme. For instance, an �inducedfit�mechanism is only possible if
the protein backbone of the biocatalyst is sufficiently flexible. This knowledge led to
the insight that enzymes cannot be regarded as static entities, but are fairly dynamic
with respect to conformation and also activity [1].

However, classical bulk experiments return to an activity value that is averaged over
1012–1018 enzymes, and can therefore never reveal such activityfluctuations. In order
to unravel the hidden heterogeneities in enzyme populations, a growing interest in
the study of individual enzymes arose. By 1961, Rotman had already published data
on the denaturation behavior and the time-averaged activity of individual b-D-
galactosidase enzymes, as will be highlighted later in this chapter [2]. Thanks to
the advances in ultrasensitive fluorescence microscopy – since the late 1980s it has
been possible to detect single fluorophores at room temperature – the first results on
single-enzyme activity with a single-turnover time resolutionwere published halfway
through the 1990s [3]. Today single-molecule enzymatic research is one of the hot-
topics in biochemistry. After a short introduction to the basic biochemical principles
that are involved in enzymatic processes, wewillfirst take a closer look at the different
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strategies one can use to study single-enzyme activity and what information can be
obtained. Secondly a few examples will be given of how single enzyme experiments
can reveal some interesting enzymatic mechanisms.

9.2
Biochemical Principles of Enzymatic Activity: the Michaelis–Menten Model

In 1913 LeonorMichaelis andMaudMenten developed a simple kinetic scheme that
models the rate of almost all enzyme-catalyzed reactions. This model describes the
enzymatic action as a two-step reaction in which a reversible complex formation
between enzyme (E) and substrate (S) is followed by the conversion of the complex
(ES) into the reaction product (P) and the free enzyme.

Eþ SÐk1
k�1

ES�!k2 EþP ð9:1Þ

Initially, no product P is present and the rate of product formation is given by

V0 ¼ k2½ES� ð9:2Þ
Under steady-state conditions of constant [ES] this model was mathematically

elaborated by Briggs and Haldane [4].

V0 ¼ Vmax � ½S�
½S� þKM

ð9:3Þ

KM ¼ k�1 þ k2
k1

¼ ½E�½S�
½ES� ð9:4Þ

Vmax ¼ k2½E�total ð9:5Þ
In this instance kcat equals k2. As can be seen from the formula, there are two

limiting cases. At low substrate concentrations (½S� � KM) the complex formation is
rate limiting and the initial reaction rate is directly proportional to the substrate
concentration. At high substrate concentrations (½S� � KM), k2 becomes rate limiting
and V0 is independent of ½S� and is given by Vmax. The enzyme is then saturated with
substrate. The apparent rate constant at these saturating conditions, kcat, then equals
k2.KM is the substrate concentration atwhich the initial rate is half themaximumrate
(Figure 9.1). This very simplified kinetic model also accounts for the activity of more
complex enzymatic systems. For instance, in many protease and lipase catalyzed
hydrolysis reactions, the enzymatic cleavage proceeds in two steps. Firstly, the acyl
group is transferred to the enzyme resulting in an acyl-enzyme intermediate (AE) and
a free alcohol or amine (P1). In the second step this acyl-enzyme intermediate is
hydrolyzed, resulting in a free carboxylic acid (P2) and free enzyme.

Eþ SÐk1
k�1

ES�!k2 P1 þAE�!k3 EþP2 ð9:6Þ
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In this case the MM (Michaelis–Menten) parameters are given by:

kcat ¼ k2k3
k2 þ k3

and KM ¼ ðk�1 þ k2Þk3
k1ðk2 þ k3Þ ð9:7Þ

In general, the deacylation step (k3) is rate limiting over k2, so kcat approaches k3.
Effects of inhibition by substrates or products can also be incorporated in the MM
equation, but this is beyond the scope of the present text.

The key issue in single-molecule enzymology is the validation of this Michaelis–
Menten theory in single-enzyme conditions. Does a single enzyme still obey the
same kinetic laws compared with the averaged activity of a huge ensemble of
seemingly identical enzymes?

9.3
�Looking� at Individual Enzymes

The very high sensitivity of fluorescence measurements allows the detection of low
concentrations offluorophores produced by the action of one individual enzyme. The
crucial factor in this type of time-averaged measurement is that the individual
enzyme molecules need to be spatially resolved.

The possibility of detecting single fluorophores with fluorescence microscopes
(wide-field or confocal) opened up a new area of enzymatic assays. Several strategies
were developed to study individual enzymeswith a single turnover precision, thereby
revealing even more detailed information on the time-resolved activity and mechan-
isms of several enzymatic systems.

This section is divided in two main parts: first we will take a closer look at what
single enzymes can teach us about catalysis kinetics on the scale of individual
molecules. In the second part, a short overview is given about how single-enzyme
research can unravel some interesting enzymatic mechanisms. More detailed infor-
mation can be found in the recent reviews by Blank et al. and by Chen et al. [5, 6].
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Figure 9.1 Michaelis–Menten kinetics. Vmax is the reaction rate at saturating substrate
concentrations. KM represents the substrate concentration at which the rate equals Vmax=2.
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9.3.1
Single-Enzyme Studies and Kinetics

9.3.1.1 Space-Resolved, but Time-Averaged Single Enzyme Assays
Before the emergence of single-molecule fluorescence spectroscopy (SMFS), scien-
tists invented some ingenious techniques for studying single enzymes, by detecting
the accumulated fluorescent products from the action of an individual enzyme.
These spatially-, but not time-resolved experiments revealed useful information on
the distribution of enzymatic properties along a population. A few strategies will be
highlighted in this section.

Water-in-Oil Emulsions Spatial resolution of individual enzymes can be achieved by
confining the enzymes in the small water droplets of a water-in-oil emulsion. By
starting froma very dilute aqueous enzyme solution (�10�10 Mor�10�2 mol mm�3),
one can statistically assume that almost none of the mm-sized water droplets will
containmore than one enzymemolecule;most of themwill contain no enzyme at all,
while some will contain exactly one enzyme. If the aqueous solution also contains a
profluorescent substrate, the time-averaged activity of the individual enzymes can be
monitored by measuring the gradual increase in the fluorescence of the �active�
droplets with a wide-field fluorescence microscope (Figure 9.2).

The first real single-enzyme experiment was carried out by Rotman in 1961, who
used this technique to analyze the activity, and in particular the effect of thermal
denaturation on the activity, of individual b-D-galactosidase enzymes catalyzing the
hydrolysis of 6-hydroxyfluoran-b-D-galactose (6HFG) to the strong emitting 6-hydro-
xyfluoran (6HF) [2]. The results suggested that thedecrease inactivity uponheating is a

Figure 9.2 Studying individual enzymes using
water-in-oil emulsions. Upon enzymatic action
a fluorescent product is formed that
accumulates in the water droplets. This is

visualized as an increase in intensity of the
droplets containing the enzymes. (Copyright
Rotman (1961) (Proc. Natl. Acad. Sci. USA, 47,
1981–1991 [2].)
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consequence of the complete loss of activity of a few enzymes, rather than the gradual
decrease of activity of all enzymes. The discovery that thermal denaturation is an �all-
or-nothing� process immediately proved the power of single-enzyme experiments.

Lee and Brody picked re-visited this experimental scheme to study the protease
activity of a-chymotrypsin [7]. Upon enzyme action a non-fluorescent peptide-
derivatized rhodamine dye is converted into the very fluorescent free rhodamine.
They compared several individual enzymes and discovered that there is a fairly large
heterogeneity or static disorder among the enzyme population. Although the time
resolution and sensitivity of these experiments does not allow the detection of single-
turnovers, they saw a nonlinear increase of fluorescence intensity over time. The
enzyme seemed to fluctuate between states with different activities, a phenomenon
that is termed dynamic disorder. The observation of these fluctuation phenomena
gave rise to much discussion concerning the validity of the traditional Michaelis–
Menten model at the individual enzyme level.

Capillary Electrophoresis Spatial separation of individual enzymes can also be
achieved by loading an extremely dilute enzyme solution together with the pro-
fluorescent substrate into a capillary tube, with the size of a fewmicrons in the radial
dimension and a few centimeters in the axial dimension. After incubation, enzymes,
substrate, and product are led to a fluorescence detector by applying an electrical field
of about 400 kVcm�1. The difference in electrophoretic mobility allows the separa-
tion of substrate and product, thereby preventing interference of substrate fluores-
cence in the detection of the product (Figure 9.3).

An additional advantage of this technique is the relatively high electrophoretic
mobility of the enzyme comparedwith that of the substrate and product. This implies
that the enzyme can be moved from one substrate zone to another by applying
smaller electrical fields, while for instance the temperature is altered. Subsequently,
the various substrate and product zones can bemoved to the detector, and analysis of
the temperature dependence of one single enzyme is possible.

E

E

E

Substrate

Product

Fluorescence
detector

Electrophoresis

Incubation

Intensity

Time

Figure 9.3 General scheme for electrophoretic assays of single-enzymes (E). After incubation of
the enzyme in its substrate environment, a voltage is applied to lead the enzyme, substrate, and
product separately to a fluorescence detector.
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Xue andYeung becamewell known in thisfield after the publication of their results
on the activity of single lactate dehydrogenase enzymes towards the oxidation of lactic
acid by NADþ [8]. Using capillary electrophoresis, they measured the activity by
detecting the typical fluorescence of the NADH formed upon enzymatic reaction.
These researchers were actually the first to prove static disorder in enzymatic activity:
the activities of the individual enzymes differed by a factor of up to four and this
heterogeneity remained stable over a period of at least two hours.

Alkaline phosphatase even showed a tenfold activity difference in the dephos-
phorylation of a hydroxybenzothiazol phosphate according to Craig et al. [9]. How-
ever, these workers attributed this disorder to a difference in the degree of post-
translational glycosylations, rather than the equilibriumbetween several conformers.

Femtoliter Chambers Via photolitographical procedures it is possible to produce
materialswith extremely small –down to femtoliter volumes – andwell definedholes.
These femtoliter chambers are very well suited for use as minireactors for individual
catalysts. Wide-field fluorescence microscopy applications are possible by using a
transparant matrix such as polydimethylsiloxane (PDMS), as shown by Rondelez
et al. (Figure 9.4) [10]. Loading the chambers with substrate and one individual
enzyme is possible by sandwiching a droplet containing the substrate and extremely
dilute enzyme concentrations between a glass coverslip and the PDMS matrix, with

Figure 9.4 Fabrication process of femtoliter
chambers. (a) Using photolithographic
processes and chemical etching the mold is
made. (b) SEM picture of the microstructure of
the mold. (c) Preparation of the PDMS with

femtoliter chambers is carried out by pouring
the PDMS on top of the mold, followed by
curing. (d) SEM images of the resulting PDMS
polymer. (Copyright Rondelez et al. (2005)Nat.
Biotechnol., 23 (3), 361–365[10]).)
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the chambers facing towards the coverslip (Figure 9.5). As the amounts of enzyme in
the chambers are Poissonian distributed, most of the chambers will contain no
enzyme, some have one enzyme and only a few contain more than one enzyme
molecule. Wide-field fluorescence microscopy then monitors the fluorescence
increase of each of these chambers.

As in the abovementioned methods, this technique also requires the use of a
profluorescent substrate in order themeasure the enzymatic activity as an increase in
fluorescence intensity. To prove the usefulness of their technique, Rondelez and
coworkers studied the activity of single b-D-galactosidase molecules, the same
enzyme that Rotman used in 1961 (Figure 9.6). To prevent enzyme adsorption and
denaturation on the hydrophobic PDMS-polymer, thewalls were coatedwith a bovine
serum albumine (BSA) layer. They could prove that more than 70% of the enzymes
remained active under these conditions.

FemtoliterWells Etched inOptical Fiber Bundles Another elegant approach to confine
individual enzymes in small volumes is to use an optical fiber bundle, consisting of a
few tens of thousands of individual fibers of about 5 mmdiameter, in which the distal
ends of the fiber cores were etched away, creating small wells of homogeneous size.
Upon enclosure of the reaction mixture in the individual wells, by sealing the distal
endwith, for instance, a silicon gasket, the reaction can bemonitored by illumination

Figure 9.5 Loading of the femtoliter
chambers. A droplet containing substrate
and dilute enzyme concentration is
sandwiched between a glass coverslip and

the PDMS matrix, with the chambers
facing towards the coverslip. (Copyright
Rondelez et al. (2005) Nat. Biotechnol., 23
(3), 361–365[10]).)

Figure 9.6 Wide-field image of b-D-galactosidase activity in femtoliter chambers. Upon enzymatic
action strong fluorophores accumulate in the chambers, yielding bright emission. (Copyright
Rondelez et al. (2005) Nat. Biotechnol., 23 (3), 361–365 [10]).)
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of the wells via the proximal side of the fiber bundle. The elegance of this approach
thus lies in the fact that the fibers play a bifunctional role in the experiment. Firstly,
they separate the individual enzymes and provide a confined reaction environment
for each individual enzyme. Secondly, they provide a way of illuminating the
individual chambers homogeneously. This approach was pioneered by the group
workingwithWalt, who investigated stochastic inhibitor binding and inhibitor release
in individual b-galactosidase enzymes. For the D-galactal inhibitor, cooperative bind-
ing and release on the four subunits of the tetrameric enzyme was found [11].

A summary of landmark papers on single-enzyme activity assays without single-
turnover sensitivity is given in Table 9.1.

9.3.1.2 Single-Turnover Experiments: Space- and Time-Resolved Enzyme Assays
Although time-averaged single-enzyme experiments yielded some very important
new insights into the functioning of enzymes, researchers still wanted to go a step
further to reveal the secrets of enzyme mechanisms. As fluorescence detectors and
optics became more and more sensitive and single-molecule detection of strong
emitters under ambient conditions was no longer utopia, enzymologists took the
opportunity to study in situ individual enzymatic turnovers.

Interestingly, the concept of �kinetics� takes on a slightly different mathematical
meaning on moving down from the �ensemble� level to the level of individual
turnovers. In bulk experiments, kinetics are expressed as a change in concentration
of reactants and products over time. However, when we look at single-product
molecules formedby an individual enzyme, concentration is an irrelevant concept. In
this case, kinetics are expressed as the probability that one productmolecule is formed
from a reactant by the single catalyst. As turnovers become stochastic events, it is

Table 9.1 Selection of publications highlighting various approaches to single-enzyme activity
assays without single-turnover sensitivity.

Enzyme Substrate Approach Ref.

b-Galactosidase 6-Hydroxyfluoran
b-D- galactopyranoside

Emulsion droplets [2]

Chymotryspin (sucAAPF)2-rhodamine 110 Emulsion droplets [7]
Lactate dehydrogenase Lactate þ NAD Capillary electrophoresis [8]
Alkaline phosphatase 20-(2-Benzothiazolyl)-60-

hydroxybenzothiazole phos-
phate (AttoPhos)

Capillary electrophoresis [9]

b-Galactosidase Resorufin b-D-
galactopyranoside

Capillary electrophoresis [12]

Lactate dehydrogenase Lactate þ NAD Microfabricated wells in
quartz

[13]

b-Galactosidase Fluorescein di-b-D-
galactopyranoside

Microfabricated wells in
PDMS

[10]

b-Galactosidase Resorufin b-D-
galactopyranoside

Wells etched in optical
fiber bundles

[11]
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clear that the classical Michaelis–Menten model needs to be revised to a single-
enzyme MM-model. After a non-exhaustive overview of the most important and
original techniques for single-turnover experiments, we will go into more detail on
the implications of this research on the kinetic model for enzymes.

In the first real single-turnover study, dating from 1995, individual catalytic
cycles of ATP-hydrolysis by the molecular motor myosin were recorded, using
wide-field fluorescence microscopy [3]. For this purpose, extremely small amounts
of myosin, marked with a Cy5 fluorescent dye, were immobilized on a quartz
coverslip, followed by addition of a solution containing the substrate, Cy3-labeled
ATP. As Cy5 has a distinct red-shifted absorption and emission spectrum compared
with Cy3, fluorescence from the enzyme and substrate can be distinguished using
two different lasers and two detection channels, with the appropriate mirrors and
filters. Labeling of the enzyme allows the exact localization of individual enzyme
molecules. By using the total internal reflection technique (TIR), only emission
originating close to the coverslip is collected. In this way, emission from the
substrate is only detected upon binding to the enzyme (Figure 9.7). This results in a
blinking pattern of the emission in the substrate detection channel, originating
from the binding of the substrate and subsequently unbinding of the product from
the enzyme. Despite the original approach, this technique is hampered by some
assumptions. For instance, these workers assumed that every substrate-binding
leads to enzymatic hydrolysis. Of course this is not a priori correct. In general,
substrate binding or formation of the enzyme–substrate complex is considered to
be under the control of dynamic equilibrium. As a result, the spikes in the recorded
trace can also originate from substrate-binding and unbinding without enzymatic
conversion.

A few years later, Lu et al. published their results on the kinetics of cholesterol
oxidase [14].Here the catalytic turnoverswere probed by thefluorescent FADcofactor
used by the enzyme as an electron shuttle. During a catalytic cycle, FAD is reduced by

Cy5

Myosin

Active site

Cy3-ATP Cy3-ATP + Pi
Water

Quartz

Penetration depth
+/-150 nm

Figure 9.7 Scheme of the single-turnover study of myosin, using wide-field TIRFM. Upon binding
of the fluorescent labeled ATP-substrate, a fluorescence signal is detected at the enzyme�s location.
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cholesterol or cholesterol derivatives, resulting in a non-fluorescent FADH2. After
regeneration by O2 the fluorescence is recovered. As a result, catalytic turnovers are
represented by off-times in the fluorescence time trace. For this experiment, spatial
resolution and immobilization of the enzymes was achieved by entrapping them in
an agarose polymer. The large diameter of the enzyme molecules restricts transla-
tional movements, while the smaller substrate and product molecules can freely
diffuse through the porous polymer layer (Figure 9.8). The main advantage of this
immobilization method is that the enzyme is not restricted in its conformational
dynamics and therefore it gives a more representative impression of the activity of
�free� enzyme molecules.

Probing a fluorescent cofactor of the enzyme of interest also has some drawbacks.
Firstly, blinking phenomena, not related to enzymatic activity, might occur and are
not always distinguishable from enzymatic on–off behavior. Secondly, the photo-
stability of the probe determines the time span over which the activity can be
followed. Luckily, the photostability of the FAD-cofactor is strongly enhanced by
the presence of the protective protein shell.

This research led to some interesting conclusions on the dynamic behavior of
enzyme conformations, which will be discussed further. Inspired by the pioneering
work of Lu, other single-molecule groups used this elegant method to study
conformational dynamics of some other flavo-enzymes, such as dihydroorotate
dehydrogenase and p-hydroxybenzoate hydroxylase [15, 16].

The most common way to visualize individual turnovers is to make use of
fluorogenic substrates that are converted into strong fluorophores upon enzyme
action. The big advantage of this technique is that photostability of the dye is not a
limit for the time over which the activity can be followed, because by every turnover a
new dye molecule is formed. However, this technique also has its drawbacks: as
fluorogenic substrates are generally large aromatic compounds, only enzymes with
large and flexible active sites can be examined. In addition, fluorogenic substrates
are often chemically fairly different compared with the enzyme�s natural substrates,
and therefore the observed mechanism is not necessarily representative of the
�natural� mechanism.

S P HO

R

O

R

E-FAD
fluorescent

E-FADH2
(non-fluorescent)

H2O2

R = CH2-(CH3)2-CH(CH3)2 : Cholesterol

R = OH : 5-pregene-3β-20α-diol

Cover slide

Agarose
Cholesterol oxidase

O2

Figure 9.8 Scheme of the single-turnover
study of the oxidation of cholesterol
derivatives by cholesterol oxidase.
Using a confocal fluorescence

microscope the catalytic activity can be
monitored, as the fluorescence of the
enzyme�s cofactor switches on and off
during the enzymatic cycle.
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In the recorded trace, the kinetic scheme of the enzyme activity is simplified to a
two-state-system: the off-state represents the enzyme in its free form and the
enzyme–substrate complex. The on-state corresponds to the enzymatic reaction and
the diffusion of thefluorescent product out of the active site (Figure 9.9). For example,
in 1999, Edman et al. published their results on the oxidation of the fluorogenic
dihydrorhodamine 6G to the strong fluorescent dye rhodamine 6G by horseradish
peroxidase, covalently immobilized by a biotin–streptavidin bonding [17]. Analysis of
these data is more complex as each catalytic cycle consists of the oxidation of two
dihydrorhodamine substrates. The reduced enzyme is subsequently regenerated in
one step by hydrogen peroxide (Figure 9.10).

Until now, it has mainly been hydrolysis reactions that have been studied by this
technique. For this purpose, rhodamine and fluorescein dyes are particularly
suitable: the amino and phenol groups are easily derivatized towards amides,
respectively, esters or ethers, resulting in a complete quenching of the fluorescence.
For instance, Velonia and coworkers used a fluorescein-ester to study the hydrolysis
activity of the lipase CALB (Figure 9.11) [18, 19], thereby confirming the fluctuating
enzyme model, as will be discussed later on in this chapter.

E + S

3

ES EP E + P

OFF OFF OFFON

Figure 9.9 ON-OFF representation of the kinetic scheme in single-turnover experiments when
using a fluorogenic substrate. An on-state arises upon formation of the fluorescent product. After
diffusion of this product the intensity falls back to its background level.
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Figure 9.10 Catalytic cycle of horseradish peroxidase in the oxidation of dihydrorhodamine. The
non-fluorescent dihydrorhodamine 6G is converted by the enzyme into the strong fluorophore
rhodamine 6G.
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The group working with Xie studied b-D-galactosidase through the hydrolysis of
the galactose-ether of resorufin (RGP) (Figure 9.12) [20]. As illustrated in the figure,
these workers used an innovative set-up for reducing the background. By shining a
broad high-intensity bleaching beam over the focal area, freely diffusing fluorescent
product molecules are photobleached before reaching the small confocal volume.
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Figure 9.11 Scheme of the single-turnover study of the CALB-catalyzed hydrolysis of BCECF-AM.
By using a confocal fluorescence microscope the formation of individual fluorophores from a non-
fluorescent substrate in the enzyme can be monitored.
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Figure 9.12 Scheme of the set-up for the
single-turnover study of b-D-galactosidase by
English et al. [20]. The enzyme is immobilized
on a large polymeric bead that can be easily
localized by optical microscopy. Confocal
fluorescencemicroscopy allows the detection of
single fluorescent product molecules formed

inside the enzyme from a non-fluorescent
substrate. The right-hand panel shows the
principle of the bleaching beam: a second
strong excitation beam overlaps the confocal
volume and bleaches freely diffusing
fluorophores before they can reach the
detection volume.
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The results showed that activity fluctuations only occur when the enzyme is nearly
saturated with substrate, indicating that interconversion between the different
conformers mainly takes place in the ES-complex or that substrate binding is hardly
affected by small conformational changes.

Single-turnover counting can reveal more than just conformational dynamics. By
studying the activity of individual chymotrypsin enzymes, a spontaneous deactiva-
tion pathway was observed [21]. Surprisingly, rather than a sudden one-step deac-
tivation due to an abrupt denaturation, a long transient phase of deactivation was
observed. Throughout this transient phase a reversible conformational change
causes the enzyme to switch between active and inactive states (see Figure 9.13).
During this equilibrium, stepwise inactivation occurs before the enzyme deactivates
irreversibly. These results provide important new insights into how transitions occur
during deactivation.

Also, the localization of a secondary reaction in enzymatic systems can be
investigated by single-molecule fluorescence microscopy. This has recently been
illustrated for the Curvularia verruculosa bromoperoxidase [22]. In the presence of
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Figure 9.13 Spontaneous deactivation of a
single a-chymotrypsin enzyme. (a) Time
transient of the turnover frequency (TOF,
averaged over 10 s) of a single deactivating
chymotrypsin enzyme. The solid black line
indicates the different states. (b) The extended

single-molecule deactivation model for
enzymes: a reversible conformational change
causes the enzyme to switch between active and
inactive states. During this equilibrium,
stepwise inactivation occurs before the enzyme
deactivates irreversibly.
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hydrogenperoxide this enzyme converts bromide salts into the reactive hypobromite.
The formed hypobromite will in turn oxidize or brominate organic compounds in a
secondary reaction. However, there is currently a lively debate on where this
secondary reaction takes place. The presence of regio- and stereoselectively bromi-
nated compounds in organisms that produce haloperoxidase enzymes, raised the
idea that this very enzyme has two binding places: one for the conversion of bromide
into hypobromite, and one providing a chiral environment for the secondary
reaction [23–25]. To monitor the secondary reaction with single-molecule sensitivity,
the fluorogenic probe aminophenyl fluorescein was applied. This probe selectively
reacts with hypohalites, yielding the strongly fluorescent fluorescein. By positioning
the laser focus of a confocalfluorescencemicroscope at various distanceswith respect
to the immobilized enzyme, the distance profiles of HOBr reactivity towards
aminophenyl fluorescein can be constructed by counting the number of single-
reaction events as a function of time for each position. It was found that for the
studied enzyme, hypobromite is released into the solution where it can freely oxidize
the organic probe. In this way, the active oxygen atom is transported in the form of a
small molecular vehicle (HOBr) from the catalyst towards the substrate, enabling the
oxidation or bromination of very bulky substrates.

Other approaches for visualizing individual turnover events rely on changes
in energy transfer efficiencies during the catalytic cycle. Electron transfer [26, 27]
and alsofluorescence resonance energy transfer (FRET) [15, 28, 29] have been applied
for single-enzyme activity assays. For instance, Kuznetsova et al. studied the enzyme
copper nitrite reductase (NiR) by labeling the enzyme with a fluorescent donor
dye [30]. NiR is a homotrimeric enzyme with two copper cofactors per monomer,
which catalyze the reduction of nitrite. This reduction involves the transfer of an
electron from one copper to the second copper, before it is finally transferred to
nitrite, yielding nitric oxide. The first copper absorbs light in the visible range, only
in its oxidized and not in its reduced state. Thus, in its oxidized state it can quench
the fluorescence of the attached label. One cycle of quenching/emitting then
corresponds to one catalytic cycle. Of course this approach has similar limitations
to that where a fluorescent cofactor is used as reporter system. In particular, the
limited photostability of the dye puts an upper limit to the time range over which
the activity of a single enzyme can be monitored.

An overview of reports dealing with fluorescence-based single turnover counting
in enzymes is given in Table 9.2.

For some particular enzymatic systems time-resolved information on the activity
of individual enzymes can also be obtained by non-fluorescence based techniques.
In 2003 the first of a series of papers appeared on the activity dynamics of the
l-exonuclease enzyme toward the hydrolysis of double-strand DNA (ds-DNA) to
single-strand DNA (ss-DNA) [37–39]. The activity assay was based on the fact that ss-
DNA, but not ds-DNA, tends to coil into a very compact structure. After binding of the
50-terminal of the ds-DNA substrate through a biotin–streptavidin linker on a glass
slide and attaching a large polystyrene particle to the other end of the DNA strand, a
laminar flow containing the nuclease enzymes is applied, causing theDNA-substrate
to stretch along the flow (Figure 9.14). The exact position of the polystyrene particle
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can easily be tracked by optical microscopy. l-Exonuclease can dock to the substrate
only at the 50-terminal and from this position it converts the ds-DNA into ss-DNA by
progressive hydrolysis of the complementary strand. At the applied extension forces
through the laminarflow, the ds-DNA is almost completely stretched, whereas the ss-
DNA coils into a compact structure, causing a displacement of the polymeric bead in
the direction opposite to the flow direction. This displacement can be tracked as a
function of time and directly relates to the enzyme activity.

Although the resolution in this experiment was restricted to approximately 500
turnovers, dynamic disorder in the activity was observed. In this case the activity
fluctuations were not exclusively assigned to enzyme dynamics, as the free energy of
base melting – a crucial step in the enzymatic reaction – also differed along the DNA
substrate, depending on the exact nucleotide sequence. By estimating this melting
energy as a superposition of hydrogen-bonding and base-stacking interactions, these
workers found a good correlation between the digestion speed of the enzyme and the
free energy of base melting.

9.3.1.3 Results: Revision of the Classical Michaelis–Menten Model
Although from a mathematical point of view, it is not that difficult to translate the
classical MM-equation into its single-enzyme analog, a detailed deduction of this
equation is beyond the scope of this textbook. As single-enzyme turnovers are
stochastic events, the reaction rate is evaluated by the inverse of the mean waiting

Table 9.2 Selection of publications dealing with single-turnover counting in individual enzymes.

Enzyme Substrate Reporter system Ref.

Lysozyme E. coli cell wall particles FRET [28]
Dihydrofolate reductase 7,8-Dihydrofolate þ NADPH Electron transfer [26, 27]
Dihydrofolate reductase 7,8-Dihydrofolate þ NADPH FRET [15]
Staphylococcal nuclease þ /� Single stranded DNA FRET [29]
Cholesterol oxidase Cholesterol or

5-pregene3b-20a-diol
Fluorescent cofactor [14]

Dihydroorotate
dehydrogenase A

Dihydroorotate þ
dichlorophenol indophenol

Fluorescent cofactor [31]

Dihydroorotate
dehydrogenase A

Dihydroorotate þ fumarate Fluorescent cofactor [32]

Nitrite reductase Nitrite FRET [30]
Horseradish peroxidase Dihydrorhodamine 6G Fluorogenic substrate [17, 33, 34]
Horseradish peroxidase Dihydrorhodamine 123 Fluorogenic substrate [35]
Lipase (CalB) 20,70-Bis-(2-carboxy-ethyl)-

5/6-carboxyfluorescein,
acetoxymethylester

Fluorogenic substrate [18, 19]

b-Galactosidase Resorufin
b-D-galactopyranoside

Fluorogenic substrate [20]

Lipase (TLL) Carboxyfluorescein diacetate Fluorogenic substrate [36]
Chymotrypsin (sucAAPF)2-rhodamine 110 Fluorogenic substrate [21]
Haloperoxidase Aminophenyl fluorescein Fluorogenic substrate [22]
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time, hti between two successive turnovers [40]. The single-molecule MM-equation
then becomes:

1
hti ¼

k2 � ½S�
½S� þKM

ð9:8Þ

Because in the absence of static disorder, time-averaging of one individual is
equivalent to averaging out over a large number of individuals at a certain point in
time – a principle that is known as ergodicity – one can compare this equation with
the traditional MM-equation (Equation 9.3) and see that 1=hti equals V0=½E�total.

As the successive steps in the traditional MM-model are supposed to obey first-
order kinetics, a histogram of the waiting times between two turnovers is expected to
show a single-exponential decay in the case of static (non-fluctuating) enzymes in a
homogeneous population with k1 or k2 (see Equation 9.1) as the rate-limiting factor.

Figure 9.14 Time-resolved activity study of
c-exonuclease. (a) By attaching one end of the
ds-DNA substrate to the glass coverslip and the
other end to a large polymeric bead and by
applying a laminar flow, the DNA-substrate is
stretched along the flow. (b) and (c) As ds-DNA
ismore easily stretched in the flow than ss-DNA,

the enzymatic conversionof ds- into ss-DNAwill
cause the bead to move in a direction opposite
to the flow direction. By measuring the
displacement as a function of time the time-
dependent activity can be monitored.
(Copyright Van Oijen et al. (2003) Science, 301
(5637), 1235–1238 [37].)
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Figure 9.15 The fluctuating enzyme model.
The enzyme is in thermodynamic equilibrium
with several conformational substates, each
having their own catalytic parameters.

Interconversion between those substates
gives rise to dynamic disorder in the
catalytic activity. (Copyright Velonia (2005)
Angewandte Chemie.)

However, the truth ismore complex than this. As single-turnover experiments proved
that static and dynamic disorder seems to be the rule, more than the exception, in
enzymology, theMM-model needs to be extended to include conformational fluctua-
tions and its influence on the catalytic kinetics [14, 18, 20]. In the fluctuating-enzyme
model, enzymes are considered to switch between several conformational states,
each with their own characteristic kinetic parameters. This switching is taken into
account in the MM-model by adding a thermodynamic �dimension� to the classical
MM-model, as is shown in Figure 9.15. Every enzyme intermediate (E, ES . . .) of the
kinetic component has its own thermodynamic equilibrium between the different
conformational states, and in addition, memory effects from substrate imprinting
come into play. This means that the binding of an appropriate substrate can induce a
conformational change that is �remembered� over a certain time, thereby allowing
easier substrate binding for the next turnovers. As a result, enzymes show non-
Markovian behavior: the activity at a certain point in time is strongly dependent on
what happened before.

All this has some important implications on the distribution of the waiting times
between successive turnovers. These waiting times can be derived after thresholding
the intensity time transient recorded for a single enzyme (see Section 9.4). For a non-
fluctuating, static enzyme, a single exponential decay of the probability density
function (pdf) of waiting times is theoretically expected (under conditions of a first-
order rate limiting step). The pdf or probability density function f ðxÞ of the waiting
times is the continuous form of the waiting time histogram, normalized such thatÐ þ1
�1 f ðxÞdx ¼ 1. The probability that a waiting time has a value between a and b is
then given by

Ð b
a f ðxÞdx.

If the enzyme is switching between two possible conformational states, thewaiting
time pdf will show double exponential behavior. In the general case of a quasi-
continuum of conformers, one would expect an infinite sum of exponential terms,
which can be represented by the following integral:

Poff -times ¼
ð1

0

AðtÞexp � t
t

� �
dt ð9:9Þ
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Mathematically, this situation can be modeled by a stretched exponential
decay of the pdf:

Poff -times ¼ A � exp � t
toff

� �a� �
ð9:10Þ

The equation is fairly similar to a mono-exponential function, except for the
exponent a, which represents a value between 0 and 1. The more a approaches zero,
the more the decay is stretched over several orders of magnitude (Figure 9.16). For
instance, Velonia et al. proved a stretched exponential decay for the waiting time pdf
of single CALB enzymes with an a-factor of 0.15 [18]. b-D-galactosidase also shows a
significant tailing of the waiting time pdf, fitted by English et al. with a stretching
parameter of 0.4 [20].

The drawback of analyzing the pdf waiting times is that, in the time-scrambled
histograms, all time-correlated information on the dynamics is lost. This problem
can be overcome by plotting the waiting times as a function of their event index.
As illustrated in Figure 9.17 one can distinguish groups of correlated
events, originating from conformational dynamics of the enzyme. Another way of
analyzing such correlation effects in the waiting times is the construction of 2D-
autocorrelation graphs of successive turnovers. Such plots are a graphical represen-
tation of all waiting-time couples separated by n turnovers. Starting from an array
of the successive waiting times of an individual enzyme, the x-axis represents the
xth waiting time, while the y-axis represents waiting time xþ n. A high density of
points among the diagonal of the plot indicates a high degree of correlation. This
means that waiting time xþ n has a high probability of being similar to waiting time
x, because the enzyme is still in the same conformation over this time period. After
longer times, conformational fluctuations will have happened and the kinetic
properties will have changed, so less correlation is expected when n increases
(Figure 9.18).

Figure 9.16 The stretched exponential pdf. When a equals 1, the pdf equals a single exponential
distribution. Themore a approaches zero, the more the distribution is stretched over higher orders
of magnitude.
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9.3.2
Conformational Dynamics

As enzymatic activity fluctuations are attributed to conformational dynamics, exten-
sive research on the exact mechanisms of these dynamics is required to unambig-
uously relate the two phenomena to each other.

Spontaneous protein backbone movements and oscillations have been proven
through theoretical molecular dynamics studies, but also by experimental
results [41]. For instance, 15N-spin relaxation in proteins is influenced by the
backbone dynamics and can be studied by NMR [42]. Other commonly used
techniques for studying dynamic processes concerning protein conformations are
(quasi-)inelastic neutron scattering, which records the energy-resolved thermal
diffuse scattering of biomolecules and M€ossbauer spectroscopy, in which Doppler
effects due to backbone movements cause inelastic scattering of gamma radiations.

The abovementioned techniques all have one large drawback: they are based on
bulk samples of the protein and therefore only contain information on the average

Figure 9.17 Off-times between successive turnovers as a function of their event index. Blocks
of off-times of similar magnitude can be identified indicating correlation effects in the successive
off-times.

Figure 9.18 2D-correlation plot of the
waiting times between successive turnovers
(left) and of the waiting times separated by
ten turnovers (right). For successive turnovers a

clear correlation is observed, while this
correlation is lost over ten or more turnovers.
(Copyright Lu (1998) Science, 282 (5395),
1877–1882 [14].)
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mobility of the protein chain.More relevant information can be acquired by studying
the conformational dynamics of one single protein. Fluorescence resonance energy
transfer (FRET) (which is the F€orster-mechanism of energy transfer, and is propor-
tional to the inverse of the sixth power of the distance between donor and acceptor)
and electron transfer studies of a fluorophore–quencher system are very useful for
this purpose, as distances ranging from a few Ångstr€om to a few nanometer can be
probed by tracking the quenching efficiency.Note that the electron-transfer efficiency
exhibits an exponential dependence on distance between the fluorophore and
quencher of kET ¼ k0ET � exp ð�b �RÞ.

The group working with Xie studied Ångstr€om-scale structural changes in
single flavin reductase (Fre) enzymes [43]. The fluorescent FAD-cofactor is
quenched due to electron transfer with a nearby tyrosin residue. The multidimen-
sional decay of the fluorescence lifetime of the FAD–Fre complex indeed indicated
conformational fluctuations. As the lifetimes are strongly affected by quenching,
electron transfer can be monitored by lifetime analysis in a single-photon timing
experiment.

For probing distances at the nanometer-scale, FRET studies are more convenient
than electron transfer. Ha et al. probed millisecond fluctuations of the conformation
of individual Staphylococcal nuclease using FRET, by labeling the enzyme specifically
with TMR and Cy5 as the FRET pair [29]. An overview of important studies on the
conformational dynamics of individual proteinmolecules canbe found in the reviews
by Blank et al. [5] and by Smiley and Hammes [44] (and references therein).

Single-molecule conformational studies proved the existence of the same type of
dynamic disorder in the enzymatic conformation as in the enzymatic activity,
indicating that these conformational fluctuations are the origin of the dynamic
disorder in the activity. However, the quest for theHoly Grail in this field is still open:
the in situ simultaneous observation of turnovers and their fluctuations together with
conformational dynamics. Although the conceptmight seem fairly easy, there are lots
ofpracticaldifficulties toovercome.Multiple labelingof theenzymewithpowerfuland
photostablefluorophores andmultiple color excitation anddetectionwill be required.

9.3.3
Single-Molecule DNA Sequencing

The single-turnover sensitivity in detecting enzymatic activity has recently been
applied for DNA sequencing. One of the first successful attempts was reported by
Werner and coworkers [45]. In their work, DNA-bases were labeled by tetramethyl
rhodamine (TMR) and the sequence was anchored on a microsphere in a flow
upstream of the ultrasensitive detector region of a flow cytometer, and a dilute
concentration of the exonuclease enzyme.When an enzyme binds to one of the DNA
strands at the microsphere, the progressive digestion of the strand starts, and the
labeled nucleotides flow towards the detector region where they are detected with
single-molecule sensitivity (Figure 9.19). In this way, not only information on the
exonuclease is obtained, but also the nucleotide sequence of the substrate can be
investigated.
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Since this pioneering approach, the research on single molecule DNA sequencing
has taken a tremendous leap forward. Nowadays two strategies are operational.
One is the so-called true Single Molecule Sequencing (tSMS) from Helicos
Biosciences [46], while another strategy, Single Molecule Real Time Sequencing
(SMRT) has been launched by Pacific Biosciences [47]. The former method (tSMS)
relies on tethering a piece of ss-DNA (in their case from a M13 viral genome) on a
substrate, after which the sample is incubated with one type of fluorescently labeled
nucleotide and polymerase, followed by rinsing and imaging [46, 48]. A distinct
fluorescent spot in the sample indicates that the first �free� nucleotide of the DNA
strand is the complementary one for the fluorescently labeled nucleotide that was
used for incubation. After imaging, the label is removed by chemical cleavage.
Many of these cycles, each with incubation of a specific type of fluorescently labeled
nucleotide, finally leads to the sequence of the complete DNA strand. Of course,
because of the many necessary cycles of incubation and imaging, this technique is
practically limited to rather short DNA-pieces. Typical read-lengths are in the order
of 30–35 bases.

The SMRT approach is applicable on much larger DNA strands and is less time-
and labor consuming, but has the major drawback of being extremely challenging
fromanexperimental point of view. In this approach, individual polymerase enzymes
are incorporated into an array of zero-mode waveguides (ZMWs) [47]. These ZMWs
consist of cylindrical nano-sized holes in an aluminumfilm. Inside thesewaveguides
the effective detection volume forfluorescence is several orders ofmagnitude smaller

Figure 9.19 Scheme of single-molecule
DNA sequencing. The fluorescently labeled
nucleotides released by a progressive
nuclease enzyme are lead by a solvent

flow towards a fluorescence detector where
they are identified one by one. (Copyright
Werner et al. (2003) J. Biotechnol., 102 (1),
1–14 [45].)
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(approximately 20 zeptoliters) than in conventional confocal fluorescence
microscopy, and therefore only fluorophores present at the active site of the
polymerase will be visualized. Aside from these ZMWs, SMRT relies on the use
of nucleotides with a fluorophore linked to the terminal phosphate. This minimizes
the influence of the fluorophore on incorporation of the nucleotide into the DNA
strand and assures that, as a natural step in the polymerase reaction, the fluorophore
is released upon incorporation, by cleavage of the phosphate chain. For each type of
nucleotide a fluorophore with different spectral characteristics is used. Thus, by
recording fluorescence spectra from the position of a ZMW-bound polymerase
enzyme, the sequence of an attached ss-DNA molecule can be sequenced by
measuring the time-dependent spectral changes (see Figure 9.20). It was demon-

Figure 9.20 Principle of the Single Molecule
Real Time (SMRT) sequencing approach.
(a) Experimental geometry. A single polymerase
enzyme, with a bound DNA template is
immobilized at the bottom of a zero-mode
waveguide (ZMW). The ZMW nanostructure
provides an excitation volume in the zeptoliter
range, enabling detection of individual
phospholinkednucleotide substrates as they are
incorporated into the DNA strand. (b) Overview
of the successive events during nucleotide
incorporation, together with the expected
time trace of fluorescence intensity for the
different colors of the four nucleotides. Firstly,
a labeled nucleotide associates (1–2) with the

template DNA at the active site of the
polymerase, yielding an increased
fluorescence in the corresponding detection
channel. Upon incorporation, the terminal
phosphate chain is cleaved, resulting in
diffusing of the label out of the detection
volume (3). The intensity decreases to its
background level. Next, the DNA strand
moves through the polymerase enzyme
(4) so that the next position is ready for
association with its complementary nucleotide
(5). (c) Example of the recorded fluorescence
spectra as a function of time for an ss DNA
template designed for incorporation of
alternating blocks of dCTP and dGTP.
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strated that read-lengths of up to 1500 bases could be achieved with extremely
high accuracy. More information on single molecule DNA Sequencing can be found
in the recent review by Xu et al. [49].

9.3.4
Shedding Light on Single-Enzyme Mechanisms

Aside from unraveling dynamic fluctuations in enzyme kinetics, thereby adding
a new dimension to the traditional MM-model, single-molecule enzyme studies
have also proved their value by revealing some of the mechanisms of catalytic
action. To illustrate how single-molecule fluorescencemicroscopy can contribute to a
deeper understanding of enzymemechanisms, two examples are highlighted below.

9.3.4.1 Movement of Molecular Motor Enzymes on Actin Filaments
Molecularmotor enzymes convert the chemical energy released fromATP-hydrolysis
into mechanical movement on actin filaments, thereby playing an important role in
the functioning of the cytoskeleton of a cell. Recently, the mechanism of the moving
ofmyosin and kinesin, two examples ofmolecularmotors, over an actin filament has
been extensively studied [50–54]. Kinesin andmyosin consist of heads, held together
by a coiled stalk. Each head contains a catalytic domain at the end and a light chain
that connects the catalytic domain with the stalk. Such a conformation generally
allows for two distinct mechanisms for movement along the actin filaments: the
hand-over-hand and the inchworm movement (Figure 9.21). By labeling one of the
light chains of a single myosin enzyme with a fluorescent dye, Yildiz and coworkers
could assign the hand-over-handmovement as being the appropriatemechanism for
myosin V �walking� along the actin filaments [52]. As depicted in Figure 9.21 a hand-
over-hand movement implies a movement of the fluorescent label by alternating
steps equal to a stalk step size �2x, where x is the distance along the movement
direction between the center of mass of the myosin and the label. An inchworm
mechanism, on the other hand,will give rise to steps of equal distance a. Byfitting the
point-spread-function (psf) of a single dye, as obtained in the wide-filed image by
diffraction-limited spots, with a 2D Gaussian, the dye can be localized with nano-
meter accuracy. This approach is termed ‘Fluorescence Imaging with One-
Nanometer Accuracy’ (FIONA) and allows for the tracking of small displacements
of the enzymes. These workers indeed found alternating steps of from 37� 15 to
37� 5 nm, depending on the location of the label on the light chain. These results
strongly support a hand-over-hand movement. Subsequently, this approach was
elaborated further by using defocused imaging in order to map the three-dimen-
sional orientation of the dye while walking over the actin substrate [55].

9.3.4.2 Lipase-Catalyzed Hydrolysis of Phospholipid Bilayers
Traditionally, enzyme kinetics are described by the MM-model, where substrate and
enzyme are assumed to be solubilized, although the model still holds for immobi-
lized enzymes. However, for an immobilized substrate on which a solubilized
enzyme has to act, othermodels have to be derived. Because enzymes concentrations
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in their natural environments are typically very low, diffusion limitations can occur,
resulting in complex kinetics.

Very recently, the action of lipolytic enzymes on immobilized monolayers of the
substrate (phospholipids) has been investigated using wide-field microscopy [56–58].
Upon phospholipase action, the phospholipids are hydrolyzed, resulting in desorption
ofthe lipidsfromthebilayer.Byincorporatingamphiphiliccarbocyanindyesinthelayer,
thephospholipaseactivitycanbevisualizedinwide-fieldfluorescencemicroscopybythe
appearance of dark areas (Figure 9.22a). For the phospholipase A1 (PLA1), three
morphological appearances of enzymatic digestion of a POPC (1-palmitoyl-2-oleoyl-
sn-glycero-3-phosphocholine)bilayercouldbedistinguished,dependingontheamount
of enzyme present on the bilayer. Although interesting kinetic phenomena can be
examinedinthisway [56], thesedataarebasedontheactionofmultiple lipasemolecules
at the same time.

By using labeled enzymes, one can follow one single enzyme on a monolayer [58].
Moreover, it is possible to image individual phospholipase molecules acting on
the bilayers while visualizing local structural changes to the substrate layer
(Figure 9.22b). Analysis of the trajectories from single phospholipases allows
correlating the mobility of the enzyme with its catalytic activity. The study of related
enzymes with different activities and binding preferences provided insight into the
various diffusivemotions of the phospholipase at different stages in its catalytic cycle.
By employing novel, high resolution image reconstruction methods, �hotspots� of

Figure 9.21 Two mechanisms for walking of
myosin enzymes on actin filaments. By labeling
one of the light chains and tracking the label�s
position with nanometer accuracy and with sub-
turnover time resolution, one can distinguish
between different walking mechanisms

(inchworm or hand-over-hand). In the hand-
over-hand mechanisms the step size is
alternatively 37 nm� 2x. For an inchworm
movement the step size is always 37 nm.
(Reproduced from Yildiz et al., (2003) Science,
300 (5628), 2061–2065 [52].)
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single enzyme activity could be visualized and related to the local substrate structure
(Figure 9.22c). A similar approach can easily be applied to essentially all types of
interfacial enzymes and also other processes occurring at membranes, for example,
active transport, signaling processes and so on.

Figure 9.22 Hydrolysis of phospholipid
layers by PLA1 followed by fluorescence
wide-field microscopy. (a) Time-resolved
fluorescence images of POPC layers labeled
with DiI at progressive stages of hydrolysis.
A collapse of the first bilayer in contact with
the support is observed. [PLA1]¼ 1:9� 10�7M.
(b) PDI-labeled enzyme on phospholipid
multilayers labeled with DiO. Discrimination
of single enzymes is possible (indicated by
arrows in the magnified part of the image).
The magnification shows enzymes slowly
diffusing on the edge (white arrows) and
enzymes diffusing faster on the layer
(orange arrows). (c) Histogram-based
image reconstruction showing the histogram

of the spatial distribution of enzyme
molecules on the substrate. The probability
of enzyme localization is indicated by the
color bar. (d) Typical trajectories of individual
aPLA1 molecules showing a heterogeneous
diffusion behavior. (e) Steady-state
absorption (dashed line) and emission
(solid line) spectra for the DiO (green) and
PDI (red). The excitation wavelengths used
for each dye are indicated by arrows at the
bottom. The best ratio of detected emission
from the layers and from the enzyme
molecules is accomplished by the use of
an appropriate long pass cut-off filter
(cut-off wavelength indicated by the blue
dashed line).
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9.4
Data Analysis of Fluorescence Intensity Time Traces of Single-Turnover Experiments

9.4.1
Threshold Method

Analyzing fluorescence intensity time traces of single turnover experiments is more
than just counting peaks. After all, the key question is: when can we consider an
intensity burst as a peak resulting from a catalytic turnover? Because signal-to-noise
ratios (SNR) are often not that high when measuring in aqueous solutions, the
determination of the threshold for distinguishing the signal from the noise is crucial
for a kinetic analysis. To illustrate this method a trace with a very high SNR is chosen
as an example (Figure 9.23). The trace clearly consists of very intense peaks super-
imposed on a low background level. In this case it can even be seen by eye that it is
very easy to assign a threshold level. In a histogram of the counts, two peaks will be
visible: one originating from noise counts and at higher counts a peak completely
separated from the signal. The threshold simply has to be positioned in between
both peaks. However, in most instances the SNR is much lower, resulting in
two overlapping peaks in the intensity histogram. In this case one has to search for
a good compromise between counting some of the noise and losing the signal. The
simplest way is to try to fit the histogram with a superposition of two Gaussian

Figure 9.23 Trace analysis using the threshold
method. By positioning the threshold between
the noise and the signal level, based on the
intensity histogram, a digitized time trace can

easily be constructed by considering intensities
higher or lower than the threshold as
one and zero, respectively.
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distributions, and to assign the threshold at the intersection of the two distributions.
This is the most intuitive way of analyzing data, but often introduces artifacts due to
inaccurate discrimination between the signal and noise. Recently, more advanced
methods have been proposed, which are beyond the scope of this chapter [19, 61–65].

After having determined an appropriate threshold level, the intensity time trace can
be easily converted into an on–off trace, as is shown in Figure 9.23. Everything above
the threshold is considered to be �on�, while the rest is �off�. The �off-times� then
correspond to the waiting times between the successive turnovers, and a profound
analysis of thesewaiting timeswill reveal thedetailedkinetic properties of the enzyme.

9.4.2
Autocorrelation Analysis

As is explained in the previous section, determination of the threshold level is not
always very straightforward. To circumvent this problem, one can analyze the
intensity trace using autocorrelation. The common equation for the autocorrelation
function is:

CðtÞ ¼ IðtÞ � Iðtþ tÞh i
IðtÞh i2 ð9:11Þ

This function describes howmuch the intensity at a certain time is correlated with
the intensity after a lag time t, as a function of this parameter t. In fact, when the
detected photons originate from enzymatic turnovers, CðtÞ is related to the prob-
ability that a turnover will occur at t ¼ t, given that a turnover occurred at t ¼ 0. This
means that the autocorrelation function immediately returns the pdf of the waiting
times, without the need for assigning a threshold level to distinguish between noise
and signal.

Thus, autocorrelation seems to be advantageous compared with the threshold
method, although the technique also has its limitations. In reality, other processes
also influence the autocorrelation function. For instance, the small amount of free
dye in the bulk solution can cause small intensity bursts, as every now and then a
single dyemolecule will diffuse through the focus volume. Instead of distinguishing
between signal and noise by assigning a threshold level in the first analysis method,
in autocorrelation a distinction has to bemade between the turnover events and side-
effects, such as diffusion, by trying to identify the time scale over which these
processes occur.When there is a sufficient difference in the characteristic time scales
of the various processes, a clear separation can be made.

9.5
Conclusions

Single-molecule enzymology has given scientists many new insights into the
functioning of these miraculous biocatalysts. Studies on conformational dynamics
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and single-turnover resolved activity have illustrated the complex behavior of single
enzymes. Nowadays, a lot of attention is paid to the careful statistical analysis of the
recorded traces, in order to extract the maximum amount of information as possible
on the enzyme�s energy landscape. Some issues on themechanism of enzyme action
have also been successfully addressed thanks to SMFS. Moreover the example of
single DNA sequencing proves that this technique is extremely versatile and can be
applied in many ways in biochemical research. However, single-molecule spectros-
copy is in no way restricted to biochemical research topics. Very recently, inspired by
the single-enzyme studies, SMFS has been successfully applied for in situ investi-
gation of heterogeneous inorganic catalysts [59, 60]. As the scope of applications in
catalysis rapidly expands, it can be expected that SMFS will very soon become an
important analytical tool in catalytic research in general.
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– – photophysical model 86
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photolabeling 79
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point-spread function (PSF) 219
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Raman scattering 43, 87
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recombinant proteins 69
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91, 233
refractive index 21
resonance energy transfer (RET) dyes 31,

51
rhodamine 101 41
rhodamine B 41
rhodamine derivative JA 22 48
rhodamine dyes 12, 38, 42, 46
– enzyme action 245
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– principle of 224
– stimulated emission 225
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Stokes–Einstein relationship 103
Stokes shift 14, 20, 21, 36, 38, 47, 48,
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– principle of 221
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super-resolution optical fluctuation imaging

(SOFI) 225
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synthetic oligonucleotides 61
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TAT protein 71
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– excitation energy, transfer 172
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thiol coupling reactions 66
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thiol-reactive fluorophore 65
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threshold method 266–267
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time-resolved fluorescence anisotropy 28
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water-in-oil emulsions
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water-soluble nanocrystals 56
wavefunctions 4
wide-field fluorescence microscopy 247
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