rnia, San Diego] at 18:50 25 March 2017

Applications in Scientific Photography

Laboratory Imaging
and Photography

Best Practices for
Photomicrography and More

Michael Peres
with James Hayden, Staffan Larsson and Ted Kinsman




Downloaded by [University of California, San Diego] at 18:50 25 March 2017

_ABORATORY
MAGING AND
PHOTOGRAPHY

aboratory Imaging and Photography: Best Practices for Photomicrography and More
Lis the definitive guide to the production of scientific images. Inside, the reader will
find an overview of the theory and practice of laboratory photography, along with useful
approaches to choosing equipment, handling samples, and working with microscopic
subjects. Drawing from over 150 years of combined experience in the field, the authors
outline methods of properly capturing, processing, and archiving the images that are
essential to scientific research. Also included are chapters on applied close-up photography,
artificial light photography and the optics used in today’s laboratory environment, with
detailed entries on light, confocal, and scanning electron microscopy. A lab manual for the
digital era, this peerless reference book explains how to record visual data accurately in an
industry where a photograph can serve to establish a scientific fact.

Key features include:

B Over 200 full-color photographs and illustrations

A condensed history of scientific photography

Tips on using the Adobe Creative Suite for scientific applications
A cheat sheet of best practices

Methods used in computational photography.

Michael R. Peres is the editor-in-chief of The Focal Encyclopedia of Photography, fourth
edition, and former chair of the biomedical photographic communications department
at the Rochester Institute of Technology. Since 1986, he has taught photomicrography,
biomedical photography, and other applications of photography used in science. Prior to
joining the RIT faculty, Peres worked at Henry Ford Hospital and the Charleston Division of
West Virginia University as a medical photographer. He is the recipient of the RIT Eisenhart
Outstanding Teaching Award and the Schmidt Medal for Lifetime Achievement in the Field
of Biocommunications.
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PREFACE
IN THE BEGINNING

March 2014, when I submitted the proposal to write this book, it occurred to me that
perhaps the seeds were planted decades earlier. By chance, I was introduced to scientific
photography when working on a BA degree in biology. At the time, I was attempting to
photograph through a microscope because I wanted to try. Alone and without guidance,
the results I achieved were awful but the exposure to the challenge of photographing nearly
invisible things was thrilling. As I think back to that time, I believe I discovered the power of
curiosity and became further addicted to photography. It was a transformative time.

DRAMA OF LIFE
BEFORE BIRTH

Figure P.1 One of my first recollections of science photography was the use of Lennart Nilsson’s
picture featuring human development on the cover of Life magazine in 1965 (left). A photograph
from the initial publishing was published again in 1996 (right). Within days of the initial publish-
ing, eight million copies were sold. Image courtesy of Time Life/Lennart Nilsson.

The Importance of Curiosity

While at Bradley University, one of the many jobs I held was student photographer
for the university's audio-visual department. The best part of the job might have been
that I had access to the university's darkroom twenty-four hours a day. When the
department was closed, I developed an interest in figuring out how special films made by
Kodak, Ilford, and Agfa worked. I can remember long hours spent evaluating how color
was reproduced using Kodalith® film, Line Positive Direct® film, or Vericolor Print®
film. The more I experimented, the more I wanted to try. I bought my first book, The
Manual of Close-Up Photography written by Lester Lefkowitz, and I joined the Biological
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Preface

Photographic Association, now the BioCommunications Association. As I progressed
with experimenting, photographing technical subjects remained challenging but it
became easier using the new knowledge that I had gained from the investigations.

More than forty years have passed since those early beginnings. Following the completion
of my biology degree I went back to school and earned two more degrees: one in biomedical
photographic communication and a master’'s degree in instructional technology. I
worked in a custom film laboratory, a commercial studio, and in three large teaching
hospitals located in three different states. I became a registered biological photographer
and I worked as a freelance photographer. Now, after teaching biomedical photographic
communications in Rochester Institute of Technology’s School of Photographic Arts and
Sciences for more than three decades, this seems like the right time to write this book.

SLIDE

odnk
PROCESSED BY KODAK

DAYLIGHT

HIGH SPEED
EKTACHROME

FiLM
| 20 EXPOSURES

Color Reversal Film

Kodachrome

Figure P.2 While everything has changed in more than three decades, it also seems like nothing has changed. Sci-
entific photography requires passion, curiosity, and persistence. Left to right: My first photomicrograph featuring
algae (1976), various packages of specialized Kodak® emulsions designed specifically for scientific photography
applications at the time, and a 1975 self-portrait taken while a student at Bradley University.

An Important History

Today the use of film is virtually non-existent in science and images can be made in ways
that I could never have imagined even just a few years ago. For decades, important books
and articles were written about this subject; however, many of these publications were
written at the end of the film era. Today there is no shortage of websites—some great and
some not so good—dedicated to the subject of photography, but not many are dedicated to
the subjects included in this book. While the Internet is nothing less than extraordinary,
I believe there is still a place for a concise and modern resource book that contains—in
one volume—practical suggestions useful for creating the best imaging practices in science
laboratories. This book has been written to co-exist with the Internet and I hope will be
considered as a useful lab manual or handbook.

It has been said so many times that some might consider it trite, but no one achieves
success without the help and encouragement of many along the journey. Sometimes
there are cheerleaders and other times collaborators that contribute valuable assistance
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Preface

and opportunities. The cumulative decades of experiences gained in photographing
challenging subjects and working beside some of the best scientific photographers in the
world has served as the foundation of my career and for this book. It is interesting to
note that much of the important work created during the Internet’s infancy is relatively
invisible on the web. Not much of the work or publications from important authors
and scientist photographers such as Dr. Leon LeBeau (d), John Gustav Delly, Dr. Roger
Loveland (d), H. Lou Gibson (d), Professor Emeritus Nile Root (d), Alfred Blaker (d), Martin
Scott, Dr. Richard Zakia (d), Dr. Leslie Stroebel (d), or Jack Vetter (d) has found its way
online. Maybe that will be one of my “next” projects but for now I hope that in some small
way the entries in this book will give a voice to some of their life’s work, which served as
the foundation of knowledge for countless scientist photographers.

I also invited a few expert collaborators to share their unique knowledge, including
James Hayden, Ted Kinsman, and Staffan Larsson. Between the four of us, there are
nearly 150 years of experience spanning across many diverse imaging experiences and
backgrounds.

Traditions and Practices

I am sure when historians chronicle the history of science
from this era, it will be described as the “Age of the Image”
because every aspect of science now includes imaging. Every
publication and area of research is heavily invested in images
and imaging. There is, however, nothing new about using
images in science. Science adopted photography as soon as the
technology and materials needed to make images permanent
were discovered. What is absolutely new is how people now
create images. The advancement of technology will not slow
down in the foreseeable future and developing new attitudes
about the fast-paced changes and skills is an attitude needed
for success.

Anna Atkins, a British botanist and photographer, is
considered by some to be the first to publish a book dedicated
exclusively using science pictures to convey science data rather
than the traditional drawings—the norm of the time. Images
made in the mid-1800s were singular pieces, because there
was no simple way to make multiple copies. Each image was
an original that could not be duplicated and so the integration
or distribution of images to audiences was challenging.

Today, I am continually amazed that images can be shared

electronically to worldwide audiences nearly synchronously Figure P.3 Scientific illustrations can serve to inspire and
preserve scientific data. This photograph is a cyanotype
of Pteris aquilina produced by Anna Atkins for her book,
Photographs of British Algae: Cyanotype Impressions,
originally published in October 1843. Image courtesy:
http://commons.wikimedia.org/wiki/File:Anna Atkins -
Pteris aquilina - Google Art Project.jpg.

with their creation. It is simply fantastic!
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Preface

A New World of Opportunity

Photography and imaging are playing increasingly new roles in science and in society
in general. At a recent conference, it was shared that Facebook is currently the world’s
largest picture archive, and it goes without saying that smartphones have become the most
frequent type of camera used today. I have seen smartphones used to document surgery
and on microscopes. New apps are being released weekly—or so it seems—and the things
people can do with imaging continues to advance in immeasurable ways.

For this reason, it becomes important to recognize that today's working “imaging”
vocabulary is also evolving. New terms are being formed and adopted by users. Consider
for a minute that Adobe Photoshop® software has become a verb. It is now common to
suggest someone to Photoshop something in or out of a picture. Google® and Xerox® also
benefit from such associations. A web search is now frequently called “Googling it” and
making an electrostatic copy is frequently described as making a Xerox copy. Terms like
“computational photography” are also the direct result of new technologies. Recently,
“selfie” became an accepted word in the English language, and in 2013 the Oxford English
Dictionary designated “selfie” as the word of the year. While not specifically scientific terms
or concepts, these examples speak to the evolution of imaging and its related vocabulary,
which is the new normal. Terminology, devices, applications, and users create new words
and expressions that find their way into the working vocabulary of the imaging industry.

When the topical outline for the book was being created, there were many email exchanges
and debates. I wish there was unlimited space and that I could have included video content,
but it was not possible. Given the rate of change and constant release of new products, it
was decided to write this book sharing global topics rather than specifics about a particular
camera or software. You will also find numerous illustrations and photographs in the book
that were created as references. Shared freely in this book is also work produced by some of
the world’s foremost science photographers. Each image has been attributed to its maker;
however, if there is no attribution, the image has been provided by the author.

Working to a Solution

I have found that having a positive attitude is critical to successful imaging outcomes. While
often not suggesting that they are photographers, scientist photographers must have the
desire to make good images or it will not happen. A real commitment to the process of
making good images is at the foundation of any imaging initiative. Without an interest
to work hard at photographing and improving, the creation of quality images will be just
lucky accidents. Unfortunately, there are no short cuts to success.

The mission of this book is to share useful and practical methods to science photographers.
Given the space constraints, every facet of every subject including image processing has
been covered as completely as space would allow. Making things visible is a recurring
challenge for photographing scientific subjects. I hope you will enjoy and benefit from this
book.

Michael R. Peres

Professor Biomedical Photographic Communications
Rochester Institute of Technology
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This book is dedicated to my wife Laurie and my children, Jonathan and Leah.

Thank you Laurie Peres for your constant encouragement to try new things.
Jonathan and Leah, thank you for your love and frequent suggestions for my projects.
You all inspire me to be a better person every day.
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Introduction
The Imaging Chain

The Product is the Sum of its Parts

hotographing subjects that are sometimes created in a scientific laboratory comes with

different challenges and responsibilities than making photographs for art or advertising
purposes. In the advertising world, the photographer’s role is to make things look better
than they do. Embellishment and amplification of an object and its characteristics is—on
some level—assumed to be part of the plan. One might argue the role of an advertising
photograph is to entice a buyer to make a purchase based on psychological or emotional
strategies rather than creating a photograph that reflects absolutely truth.

In science, the embellishment of characteristics or the making of photographs that share
false truths is not ethical. Science photographs must be absolute reproductions of an object
to the extent that the photographic process will allow. Photographs made of scientific
subjects require an absolute verisimilitude. A neutral point is fundamental and needed to
create images that have no bias and are mandated for careful study, and for the preservation
of scientific data. In Chapter 12, author James Hayden deconstructs this very important
aspect of scientific photographic practices.

The process of making photographs for science requires the use of the appropriate tools
and best methods. Because of the continual release of new products—with ever-increasing
capabilities—there will always be constant challenges to stay current and evolve with
the tools and software. There will be constant pressure to join the bandwagon and to
use the latest and greatest methods to make images. However, the objective in scientific
photography has remained the same since photography’s invention, and that is to make
things visible using tools and accepted practices current with the times. Frequently, this is
heavily dependent on tools and technology.

Making things visible can be accomplished using specifics lights; using lighting in effective
ways; or selecting optical methods including interference or special methods such as
fluorescence or polarization techniques. These methods—useful in photographing difficult
subjects—are considered to be “image forming” events. Once an image has been formed,
it can be recorded. Samples too will play a role in imaging outcomes, and the ultimate
goal remains the same for the science photographer: to reveal and record characteristics
of a subject in highly precise and accurate ways. The first half of this book will explore
features and characteristics of applied physics, camera equipment, optics, and theoretical
foundations required for the production of highly accurate scientific illustrations. These
chapters have been written to provide a thorough overview of how and why things work.
The later chapters in the book will explore applications and methods used across many
subjects that will provide the “how to” do things in the book.
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Introduction

The Imaging Chain

It might be useful to consider that there are many steps and pieces of equipment required
to form and see images. Without overly deconstructing the process, the sequence of events
that leads to the formation of an image might be referred to as an imaging chain. An
imaging outcome is the result of the various decisions made by an operator, the use of
the right tools, and the operator’s ability to form “optimized” images during the various

Subject - Light-EMR - S - Interaction of EMR
Modification with Object

A need for Choice of the right source
photography and spectrum will play a Modification of characteristics of
role on what is recorded. light based on subject requirements.
This will influence contrast and other
important features of the illumination.

. . Image
File Attributes « Exposure . Camera - Formation

Digital image file attributes
based on sensor setting
choices formed.

EMR changed by
the subject characteristics,
large or small.

Image tonal attributes based Image attributes based on Optical influences of lens and

on exposure placement influences of shutter other image characteristics such

will be created. speed and color space are as DOF based on role of aperture
created. will be produced.

Data File Human Image Data Saving
Viewer Processing and Archiving

Digital file attributes based ) )
on file choice and saving Seeing or not seeing results based Making the captured DATA File format and image use
preferences. Artifacts? on captured image attributes and more visible. considerations will play a role.

equipment performances. ‘

Readability and
Digital
Conservation

Software and Computers will
continue to change. Migrating digital
data and ensuring it is readable
regardless of technology influences.

Figure 1.1 There are many steps and factors that play a role in the process of forming, capturing, and producing
a permanent image. Although composed of independent steps or locations in a continuum of the process, each
step contributes to the characteristics of images including enhancement or degradation. The execution of deci-
sions and methods at each stage of formation/processing will influence the quality of the final image. At each
juncture, constructive or destructive influences can be introduced that affect the features of the image, such as
its sharpness or optical resolution, along the way. While each location may only affect minor changes to quality,
when compounded over the entire sequence of events, degradation or other changes to image quality can
occur. Attention should be paid to optimize everything in each step to preserve image structure and integrity.
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steps in the process. Scientist photographers must select methods that maximize what
is possible and that are needed to create visibility before then recording the image. They
must also work within accepted practices of the discipline. These considerations and
strategies used for imaging might be called best practices. Best practices are grounded in
equipment, knowledge, imaging objectives, and using accepted norms. The creation and
use of standardized approaches is a fundamental objective for a scientific photographer.
In Chapter 1, considerations about scientific methods, standardized practices, and
repeatability are discussed.

The best practices used in imaging laboratories would be characterized by a series of
independent but linked events. These events are grounded in reality and are based on
everything that contributes to an image being formed and recorded. Human physiology,
viewing conditions, and photographer/scientist expectations are among other functions
that play a role in this continuum of events. Throughout this book, the fundamentals and
applications of equipment and processes will be described. When taking a holistic view of
photography applied to science, the graphic in Figure 1.1 can summarize why—at each
location—an image of an object is affected by influences of the process, the sample, or an
operator, or all of them to a varying percentage.

Photography Defined

It is a frequent debate what the word “photography” means. “Photography” has come to
mean many things in a constantly changing world. The term “imaging” is also a word that
has come to mean photography, among other definitions. These two words have become

"

interchangeable when used by authors in today’s publications. “Pictures,” “snapshots,”

” W

“images,” “photographs,” “digital assets” are also terms are used to describe the outcomes
of the photographic process. For this book, the authors will try use the term “photography”
to describe single-shot applications as much as possible. The term “imaging” will also be
used to describe outcomes that include the use of many images, software, or computing
devices. It is important to accept that there is truly no absolute definition of “photography”

accepted by all. In most cases the words are nearly interchangeable.

The outcomes of taking pictures can also be variable. For many factors, the often-dynamic
situations surrounding science imaging are influenced by a myriad of factors. I suspect
that there are many photographs made today without great concern for accuracy or
quality. Because image-making technology is everywhere and so easy to operate, I think we
sometimes simply take it for granted and get lazy or sloppy. H. Lou Gibson (1906-1992),
a noted authority on scientific photography who worked from the late 1940s to the mid-
1980s as an editor of Kodak technical publications, often shared, “the production of high
quality photographs requires care and attention to detail.” An example of Gibson's work is
shared on the cover page of Chapter 12.

Introduction
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and Theory
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Chapter 1 Bkl

Science Image

Science or art? This scanning electron photomicrograph features the shell of the white-lipped snail,
Cepaea hortensis. The shell is composed of lime. The photograph reveals the layers of the shell, includ-
ing where the inner wall forms new crystal platelets, and is graphically very interesting. This image

is a composite from three detectors, one secondary detector and two backscattered electron-detec-
tors. Compositing and coloring was accomplished using Adobe Photoshop software. The scanning
electron microscope used 10 kV with a 13 mm working distance and 2500:1 at 15 x 13 cm. The shell
was photographed September 2012 by Nicole Ottawa. Nicole and Oliver Meckes are the owners and
photographers of Eye of Science. Image courtesy of Eye of Science, http://www.eyeofscience.com.




Foundations, Principles, and Theory

A Frame of Reference for the Image in Science

his book has many chapters written to explore various facets of scientific photography.

Before delving into the technical chapters, it might be useful to consider the science
image as a part of a “bigger conversation”. Beginning with the earliest images produced
from a time long gone, people have exhibited an interest in chronicling observations using
whatever tools were available. Museums and other cultural heritage institutions have
countless examples of these wonderful treasures. Making pictures has always needed and
will always require tools, materials, and skills/knowledge. Beginning with the discovery
that was needed to make permanent silver-halide photographic images in the early
nineteenth century, photography’s technology has experienced a huge transformation to
the current digital world we live in. What has not changed during this time of evolution is
the motivation as to why people make pictures in the first place. That motivation remains
the same. This chapter was written to share some highlights of photography’s evolution
specific to science, the challenges and solutions when photographing in science, some key
inventors, some important equipment, and some fundamental practices that have spanned
more than 150 years.

Today, photographic documentation in science has become a science unto itself. It is
difficult to identify an environment or industry not using imaging or images. The idea
to use photography in science is by no means new. Making a photograph of an object
or event implies a certain importance of that object or the event itself. Many of today’s
practices have their origins at the time of photography’s invention and even before.
Pictures record history. Pictures can be called photographs or images. Images in science
are considered data or facts and they have become an integral part of exploration,
discovery, and certainly publishing. Images can record what is not visible to the human
visual system and they can make permanent records of transient events to serve as visual
notes if needed at a later date. Pictures chronicle things and situations where words
might be inadequate and images remember what time will forget. All these outcomes
are pretty impressive.

Digital tools have migrated into every discipline and so have the challenges of staying
current and relevant for both users and manufacturers alike. With all of the technological
advancements, the creation of images that were never possible can easily be produced with
the right digital equipment and knowledge. The rapid adoption of the newest technologies
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is a direct consequence of the simplification of operation of digital tools, the reduction in
the costs of all of the necessary equipment, as well as the continual release of easier-to-
use software. Simply consider the explosion of smartphones and tablet computing as a
microcosm of the digital space that science operates in.
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Defining a Science Image

The Science Image: A Point of Departure

Identifying scientific images from other types of photography requires the use of industry-

accepted criteria. Before proceeding with that analysis, one characteristic fundamental

to any picture is whether a photo itself is a good or a bad picture based on its technical

merits. While seemingly an easy task to accomplish, there can be contributing factors that

come into play when photographing challenging subjects or in difficult situations. Without

doubt, many factors influence outcomes and it has become increasingly easy to operate a

modern camera in the automatic mode and get an acceptable result. Sometimes it is actually

arather good result. Making a photographic recording of a subject has never been easier.

Criteria Used to Identify Good Photography:

B Proper or correct exposure: there is detail in both the dark
and light areas of the subject.

0 Effective isolation of the subject: clear and simple framing
and magnification.

[ Proper selection and use of shutter speed and aperture
based on the sample requirements leading to an adequate
range of focus and object free of blur.

[ Effective use of light and lighting: subject characteristics
are made visible.

B Appropriate sample treatment: the image has a neutral
perspective.

@ Effective use of focus and/or depth of field (DOF).

B Emphasizing details that are in agreement with the
scientific intent.

Additional criteria specific to science photographs:

[ Use of a standardized treatment
[ Proper use of a scale.

There are a number of other factors that separate good
photographs from bad ones that go beyond simply the effective
operation of the equipment. These will also play a role in
scientific imaging outcomes and include:

0 the duration of the event and the photographer’s ability
to synchronize the photography with it;

@ the frequency of the event and the photographer’s ability
to record what is needed to make a useable recording of it;

@ access to (the location of ) the event.

Making high quality photographs in science can be difficult
for these and other reasons. That being said, “making an
image is better than making no image.” To be successful,
science photographers must be able to innovate and control a
multitude of variables that affect the outcome.

Figure 1.1 These photographs clearly illustrate why the
parts of the imaging system matter and skills can make
a difference. Both photographs feature a live Daph-

nia magna (sp). Exposure, sharpness, composition,
treatment, and the recording of data are the criteria for
a successful photomicrograph. The bottom photograph
exhibits proper focus, exposure, isolation, and magnifi-
cation. The upper photograph is awful.
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Figure 1.2 These brightfield photo-
micrographs feature the flower bud
of Taraxacum officinale (dandelion)
shown in a longitudinal section. It is
reproduced without a scale (top) and
with a scale (bottom). The inclusion
of a scale clearly implies a science
image. Without the scale, a viewer
might see the image’s characteristics
such as its shape, color, and design
before assigning the image a science
image.

Foundations, Principles, and Theory

Science Photographs Require a Scale

Categorizing one thing from another is what people do. People identify things
based on experience, criteria, and prior knowledge. On the surface it might be
considered easy to identify one thing from another but that is not always the
case. Many things do not fit into just one category. Nuances and other factors
come into play for identification. Images in particular can operate on many levels
and in many environments. Human perception will also play an important role
in what is seen, observed, and finally what is believed to have been seen. When a
photomicrograph is made, it can operate as a science image or sometimes as art
based on a viewer’s point of view. Astronomical photographs are similar in that
way. Scientific photography might be described differently depending on who is
asked for the definition. It might include references to the equipment that was
used, such as in photomicrography, or it might be described by the application
that was used, such as in radiography. One absolute requirement for the
delineation of a science photograph from other types of photography is the need
for the inclusion and proper use of a ruler or other type of scale. Whether a ruler
is used for a size comparison or a date or timestamp is included, the inclusion of
a scale immediately delineates a science image from other types of photography.

Photographer’s Intent and Subject Matter

For many, the intent of the photographer might also be used to discriminate
scientific photography from other types. Sometimes subtle and not prominent
elements play a role in this process. Sometimes the need to identify an image
from another type is important while at other times it is not. It is actually
quite easy to photograph science subjects in non-scientific ways and it is also
possible to evaluate science images—alfter creation—using a different point
of view than when the image was created. The images in Figure 1.3 were
produced for very different reasons and at very different times by two different
photographers. In both images, the subject might be considered the same. A
quick assessment of the images might lead a viewer to conclude they are both
medical photographs because of the subject. The image of the Dissected Head on
a Soup Plate was made by Dr. Howard Brundage in 1905 and was produced as
a medical gross specimen photograph during an autopsy at the State Hospital,
Columbus, Ohio. The other image, Head of a Dead Man, was made in 1990 by
Joel Peter Witkin as a fine art photograph. While the content in both images,
made decades apart, is similar, the intent of the photographers could not be
more different. Consequently a subject by itself cannot be used as the sole
criterion for the categorization of an image.

Intent can be at the foundation of legal cases as well. In 1993, I participated
as an expert witness in a trial where Dr. William Zink, a Florida pediatric
orthopedic surgeon, was charged with four counts of child molestation
between 1987 and late 1993. Part of the charges included the taking of
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Defining a Science Image

sexually explicit photographs of the children and other
male patients. The physician was ultimately acquitted after
a long trial. Fundamental to the case was the need to create
a legal definition of a clinical medical photograph. The trial
focused a lot of attention on “what discriminated medical
photographs featuring children that contained nudity from
child pornography.” It took many long weeks of testimony
to create a working legal definition for the jury. In the end,
the case ultimately came down to trying to determine the
physician’s intent. Not specific to this case, it can be difficult if
not impossible to measure the intent of an image-maker.

A Picture is Worth a Thousand
Words

The need for and the importance of scientific illustrations has a
well-documented history. It is easy to find historically important
drawings from the seventeenth and eighteenth centuries and
sometimes earlier. Leonardo da Vinci, Michelangelo, and early

astronomers produced countless drawings of science and in
some cases paintings of important discoveries that chronicled—
to the best of their abilities and that of the materials of the
time—the current scientific frontiers. Initially created as

scientific illustrations, these drawings have now become Figure 1.3 Which is the medical photograph and which
is the fine art photograph? Often the boundaries of
distinction are not clearly defined. The subject in both
photographs is a human head. The top photograph was
made by Dr. Howard Brundage in 1905. The lower pho-

valuable pieces of art over time. Mug shots, early medical
photography as well as numerous other types of scientific
photographs from the late eighteenth century have become

collectibles and treasured items in today’s society. While they tograph was made by Joel Peter Witkin in 1990. Upper
were originally created to chronicle science explorations and image, courtesy of Stanley B. Burns and the Burns
for the documentation of things, in modern times they have Archive. Lower image, courtesy of Joel Peter Witkin/

taken on different roles. Bttt e ellinen Bl S5y
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Foundations, Principles, and Theory

Figure 1.5 A View from the Window at Le Gras, produced
by Joseph Nicéphore Niépce, was the first permanent
photograph. Image courtesy of Visual Resources and
Digital Content Library, College of Liberal Arts Office of
Information Technology, University of Minnesota, United
States/USA.

Figure 1.6 One of the earliest known solar photomicro-
graphs is this early daguerreotype from 1840. It features
a cross-section of clematis stem taken by Andreas Ritter
von Ettingshausen. Image courtesy of the Albertina
Museum, Vienna, Austria.

The Beginnings of Permanent
Photographs and Scientific
Photography

The earliest known examples of photographic images using
light-sensitive materials were made by Thomas Wedgwood
at the turn of the nineteenth century. Wedgwood and Sir
Humphry Davy published the results of their experiments in
the Journal of the Royal Institution in 1802. Wedgwood and
Davy made pictures using an emulsion of silver nitrate coated
onto leather, and white paper. In the experiments, leaves
were placed onto the light-sensitive material, which was then
exposed to sunlight and darkened over time. Unfortunately
their photographs could not be made permanent. They did
learn, though, that by adding sodium chloride to the mixture,
they could increase the emulsion’s sensitivity to light. This
shortened the very long exposure times, but even with faster
materials the process was too slow to make images of moving
objects. In the end, they were unable to develop a process
that would make the images permanent. Their discovery did
however serve as the foundation of silver halide photography
for the next 150-plus years.

Permanent silver halide images were first achieved in 1826 or
1827 and attributed to Joseph Nicéphore Niépce. His picture
entitled A View from the Window at Le Gras was the outcome
of years of experimentation and used a process that coated
bitumen onto a highly polished pewter plate. His associate
Louise-Jacques-Mandé Daguerre was also working on a process
later named the daguerreotype. Numerous daguerreotypes of
scientific work have survived. William Fox Talbot was also a
pioneer of a photographic positive/negative processes and he
developed the calotype process. Talbot published much of his
early work in his book, Pencil of Nature.

Photography depicted things with a precision that unskilled
artists and drawings could not achieve, and soon after
photography’s invention scientists, researchers, and physicians
began incorporating photography into their work documenting
the subjects of their research. From the earliest beginnings,
science used more and more photography. The earliest scientist
photographers believed that a photomechanical process
would be viewed as more credible than drawings as they
communicated their ideas to the professional societies of the
times.
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Anna Atkins’ book Photographs of British Algae: Cyanotype Impressions, produced in October

1843, is considered the first book to use photographs. Working with Sir John Herschel, she

invented the cyanotype process. Blueprints, as they were later called, are still produced for

artistic reasons at this time but the slightly different blueprint process used for architectural

drawings has been mostly retired. One of her illustrations can be seen in Figure P.3.

Asphotographic knowledge grew and materials improved, adoption expanded. Photographs

allowed for a careful visual inspection of things difficult to observe in real time. Permanent

accurate images provided an opportunity for critical review after an event was long over

and could be accomplished in a controlled environment. While many events are transitory,

photographs provided a new tool for the collection of scientific
facts that was semi-permanent. Early adopters of photography
could be found in all disciplines of science, research, and
medicine.

Carl Curman (1833-1913), a Swedish professor of medicine
and also a science photographer, worked at the Karolinska
Institutet in Stockholm, Sweden, in the mid-1800s. He was a
very early adopter of photography and used it to collect and
preserve scientific facts about many of his medical subjects and
interests in science. He, like many, realized photographs could
preserve scientific facts in an objective manner and record
the tiniest of details. It was certainly much faster than trying
to draw the same object when trying to achieve this level of
detail. In Figure 1.7, it is interesting to see how Curman placed
objects against dark or light backgrounds, which influenced
the perceptual tones of the object.

Making the Invisible Visible

Scales, subject matter, and intent all play arole in discriminating
scientific photography from other types, but there are other
factors. Creating images that contain empirical facts (data) will
always define an image as science (at the time of its making).
An important early practitioner of informational photography
was Eadweard James Muybridge. Muybridge was hired in 1872
by Leland Stanford to make photographs of a galloping horse in
the hopes that the photograph might show all four feet of the
animal off the ground at the same time. Muybridge successfully
captured this outcome in 1877 by assembling a string of
cameras that created consecutive exposures at regular and
programmed intervals. In 1879, he synthesized motion of this
event and other photographs with his zoopraxiscope, which
used drawings from serial photographs. This discovery resulted
in the first animated movie. He published eleven volumes of his
motion analysis work in 1887, which contained 780 plates of
the first serial photographs of humans and animals in motion.

Figure 1.7 Early examples of laboratory photography
made by Swedish physician and medical photographer
Carl Curman, Karolinska Institutet, circa 1865. Image
courtesy of the Archives of Karolinska Institutet.

Figure 1.8 The Horse in Motion by Eadweard Muybridge,
1877. Frames two and three in the top row show all four

of the horse’s feet clearly off the ground. Image courtesy
of Library of Congress Prints and Photographs Division
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Figure 1.9 This series of
photographs features

a patient with scoliosis
and the related spinal
curvature. The middle
image demonstrates
treatment by suspension
and the use of the
plaster of Paris bandage
developed by Lewis A.
Sayre, MD. This work was
originally published in
London by Smith, Elder &
Co., 1877. Reproduction
courtesy of the Boston
Medical Library in the
Francis A. Countway
Library of Medicine,
Harvard University.

Foundations, Principles, and Theory

Historical Images and a
Contemporary Point of View

Possibly it is now apparent that images can be evaluated using different criteria and that
images are not always easy to categorize. It is important when evaluating images from the
nineteenth century to use the proper frame of reference for the era. The tools, materials,
and skills of scientist photographers were very different and evaluating historical images
using a twenty-first-century point of view can lead to inaccurate conclusions. In the series
of images shared above, one might conclude that the photographs are representations of
early American erotica, but the actual subject of the photographs is a patient with scoliosis.
Seeing the furniture and other elements included in the photograph(s) could easily suggest
the images to be something else. They have been reproduced in art books as such. The
furniture and other elements included in the photographs were necessary to stabilize a
person during the photography because of the long exposure times that were dependent on
the brightness of the daylight when made.

Standardized Approaches and Repeatability

When making scientific images, the use of scientific methods is a requirement. Using
standardized practices leads to the making of high quality and consistent results over time.
Defining scientific methods might be easier to suggest for some scientific disciplines but the
subjective nature of some photographic practices can make this difficult.

It goes without saying that people will bring individual approaches to problem solving
and thinking. Innovation and problem solving as a concept suggests that solutions will
be unique and lead to departures from standard protocols. Human thought is full of
personal bias and distortions and based on frequently incorrect assumptions. That is what
differentiates people from computers. The quality of work produced by a person who works
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in science will be heavily influenced by their experiences and biases. Having good analytical
skills is crucial for success and is required for systematic methods. This is imperative in the
formation of successful and repeatable imaging solutions.

There are fundamental approaches required for all scientific experiments and these
play a role in experimental outcomes. Dr. Richard Paul and Dr. Linda Elder suggested in
their Miniature Guide to Scientific Thinking (Foundation for Scientific Thinking; www.
criticalthinking.org, ISBN 0-944583-18-0) that these approaches include:

0 Scientific method requires a predetermined purpose for the investigation.

@ Scientific method requires appropriate reasoning in the pursuit of resolving a problem
or the answering of a question.

[ Scientific reasoning is based on predetermined knowledge and assumptions.

@ All scientific approaches, no matter how neutral, depend upon the conception that
there will be a point of view.

@ All analysis of experimentation must be grounded in data, evidence, or information.

[ The analysis of experimentation must contain some inferences and interpretation
leading to conclusions.

Photographing for science requires the elimination of variables and the creation of
repeatable methods. For photography this would include:

0 use of the same camera and related sensor as well as settings for photographing the
same object;

use of the same lens;

use of the same lights and lighting;

use of the same aperture required for the production of the same image depth of field;

implementation of a standardized treatment of the object creating a neutral
perspective, including where focus is placed, etc.

The only thing that should change should be the time between photographs. Additionally,
creating a neutral point of view and treatment of the subject is core to scientific images.
This approach leads to the introduction of minimal distortion or embellishment in the
result. In science photography, the image needs to be as precise a facsimile of the object that
the equipment and operator can create. In science, photographs are facts, not fiction.
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Figure 1.10 Subjects can be photographed in many different ways that use both objective and
subjective approaches. In these photographs, the author was photographed using non-standard-
ized and standardized processes. The line on the right views shares what is called a Frankfurt
plane. Images courtesy of, left to right, [ 1) Joshua Shagam, (2] John W. Retallack ( 3,4, and 5,
Clay Patrick McBride.
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Father of Standardized Imaging

Many would argue that Alphonse Bertillon (1853-1914), a
French police officer who suggested using the anthropological
techniques for law enforcement photography, was the father
of standardized photographic practices. His work led to
the creation of an identification system based on physical
measurements of suspects and was called anthropometry.
It became the first scientific system used by police to
identify criminals, but over time was replaced by fingerprint
photography. As part of this initiative, Bertillon became the
inventor of the mug shot system still used worldwide to this
day. Photographing of criminals began as early as the 1840s,
but it was not until 1888 that Bertillon standardized the
process, and it remains as valuable today as the day it was
proposed.

Figure 1.11 The top photograph was from Alphonse
Bertillon’s photo album featuring his display, which
included his equipment, at the 1893 World’s Columbian
Exposition in Chicago. The middle photograph is from
Bertillon card 20472, produced November 21, 1908,
and from the New York City Municipal Archives. The
bottom photograph is a Bertillon card featuring Charles
Clark who was arrested for burglary, December 2, 1908.

Innovators and Technological
Progress

Downloaded by [University of California, San Diego] at 18:50 25 March 2017

As photographic materials improved, so did photographic

outcomes. Initially emulsions were sensitive only to blue light.
These emulsions would be described as orthochromatic or

Figure 1.12 This pair of time-based photographs,
sometimes called chronophotography, demonstrate why

red blind. In the late nineteenth century, technologists and

standardized imaging approaches are valuable. These chemists were working to develop silver halide materials that
two photographs were made thirty days apartand fea- could record more than simply blue light. Herman Vogel is
ture Quercus sp. acorns (0ak). The acorns were cut open credited with creating the initial breakthroughs to increase

to reveal the seed coat, endosperm, and tree embryo.
Dehydration, shrinkage, and color changes are evident
between the two views.

color sensitivity across the green and orange colors, and
Josef Maria Eder, an Austrian photochemist, teacher, and
photographic historian, was also actively working to increase
the photographic responses at that time. He made outstanding



Downloaded by [University of California, San Diego] at 18:50 25 March 2017

(Réduction photographique 1T

Mo* L D* Een g 1o 31

IL — Renselgnements deseriptils.
A= [ Racite (prof) .
i don base

Siae " |8 vaor Saile Lar |7

-‘[Iara- | 1 -

bonk 0. & R barbia L |Rige =
Shibe, — o —wm D 8 [oang -

PSS IR g Colnar

e ir

e i
Iy

traits esrnct e

[pi. 1. e g a—

v

[ J— parte

partr g’ dremst par M.

Figure 1.13 Josef Maria Eder’s portraits were made by
Alphonse Bertillon in the late 1800s and presented on
a Bertillon card. Bertillon cards were designed to collect
data about a subject and were used in his early anthro-
pomorphic studies. Image courtesy of the Albertina
Museum, Vienna, Austria.

contributions to photography, photographic chemistry,
and the photomechanical reproductive process. In
1879, his thesis on “The Chemical Action of Colored
Light” was published. Eder’s work was influential in the
creation of sensitizing dyes, which enabled emulsions
to have sensitivity to green and later red light.

Photographs describe what words cannot. The
expression “a picture is worth a thousand words”
refers to the notion that complex ideas and subjects can
be shared using a single picture. This expression also
characterizes the main goal of visualization, a process
of making it possible to view significant amounts of
data easily using photographs. In an assignment that T
give to my students, I ask them to describe the color blue
using only words. I actually believe this to be impossible
because there are too many variables, but the ensuing
conversation serves to share the complexity and
variables of this problem in the classroom and reveals
the real challenges of communication.

While photography was rapidly improving at the end
of the nineteenth century, Santiago Ramoén y Cajal
(1852-1934), a Spanish pathologist, histologist,
neuroscientist, Nobel laureate and medical artist, was
hard at work drawing his observations rather than

Figure 1.14 The upper photograph is a retinal drawing by Santiago
Ramoén y Cajal, c. 1900. Image courtesy of the Cajal Legacy,
Instituto Cajal, CSIC, Madrid, Spain. The middle photographisa
traditional photomicrograph and reveals neural process bodies in
the cerebrum, made by the author. The bottom photograph shares
a brainbow, a term used to describe an image where individual
neurons of a brain have been stained with fluorescent proteins

or markers. These compounds allow the neurons to fluoresce
individually based on their specific colors and the excitation
energy used. By controlling and varying the amount of red, green,
and blue derivatives of green fluorescent protein, it is possible

to map each neuron with a distinctive color. The technique was
developed in the spring of 2007 by a team led by Jeff W. Lichtman
MD, PhD, and Joshua R. Sanes, both professors of Molecular and
Cellular Biology at the Harvard Medical School. Image courtesy:
Livet, Weissman, Sanes, and Lichtman, Harvard University.
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Figure 1.15 This is a drawing of cork from Robert Hooke’s
Micrographia, 1636. Image courtesy: Hagstromerbib-
lioteket, The Hagstrmer Medico-Historical Library.
Karolinska Institutet.

Figure 1.16 This photograph is a replica of Anthony Van
Leewenhook’s microscope, c. 1673. Leewenhook was
an expert lens maker, and by the end of the seventeenth
century he was one of the only persons performing
microscopic study and discovery. Photograph by Steph-
anie DeSantis. Image courtesy of Michael R. Peres.

describing or attempting to photograph them. Hisinvestigations
of the structures of the brain allowed many to consider him
the father of modern neuroscience, but his skills as an artist
were also recognized. He created hundreds of drawings that
illustrated the delicate cells and structures in the brain. The
time it took to create these masterpieces was significant.
They truly are remarkable in the level of accuracy and detail
they achieved. Because there was no simple or practical color
photographic process at the time, the color photography
that did exist was being produced on a very small scale using
primitive materials. This might have influenced his efforts to
make color illustrations. Because he frequently used color
in his drawings, his work might be viewed as seminal when
considering the value of color that is so useful for learning
and seeing cells within tissues. One critical characteristic of
talented photographic scientists and researchers is their ability
to critically observe objects.

Instrumentation

It can be argued that art—because of its interpretative
nature—has always been about creating a new voice for ideas
or emotions. Scientific photography, on the other hand, is
about veracity and telling whole truths. Image integrity is an
absolute expectation in science. There are various limitations
to the human visual system and imaging systems as well;
however, the pursuit of seeing more has been fundamental to
discovery. Whether increasing or extending the sensitivity of a
sensor, or an instrument’s ability to form more resolution, there
have always been limitations to what can be accomplished. The
need for extending vision has been a constant challenge for
photographing the invisible since the invention of photography
itself.

Two early and vitally important optical instruments that added
to scientific exploration and the renaissance of discovery were
the telescope and microscope, both invented in the early 1600s.
These instruments predated photography by nearly 200 years.
While predating photography by centuries, these instruments
contributed significantly to the creation of detailed drawings of
observations and new knowledge. Robert Hooke was an early
pioneer of applied microscopy and is credited with suggesting
the term “cells” used to describe the things he observed under
the microscope. He referred to the structures as cells because
they reminded him of monk’s cells.
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Microscopy and Carl Zeiss

Contemporary microscopy remains a powerful tool for research, discovery, and imaging.
Carl Zeiss Microscopy remains a world leader in this field after nearly 160 years of
a high level of achievement and innovation. Optical Instruments was the name of the
first company founded by Carl Zeiss (1816-1888), initially opened as a German lens
manufacturer in 1846. Zeiss became a notable lens maker because he was able to produce
high quality lenses that formed very large and bright images. Zeiss made contributions to
lens manufacturing that aided the production
of modern lenses (at the time) and specialized
in the production of microscopes that were
later adapted for photography. In 1872,
physicist Ernst Abbe joined Zeiss; he is well
known for work that corrected lenses and
produced noticeably improved sharpness and
contrast. Abbe made numerous significant
contributions to the field, and most notable was
his groundbreaking work on diffraction theory
and image resolution that still remains relevant
even today. At the time of this seminal work,
the quality of the glass was not adequately
corrected to fully test his hypothesis and Abbe
recruited Otto Schott to join the Zeiss team.
In 1886, they produced a new type of glass
that allowed for Abbe’s theories to be properly
evaluated. This resulted in a new and very high

quality optical glass that transformed glass
making. This new discovery made possible

Figure 1.17 Portraits of Carl Zeiss (left), Emst Abbe (center), and Otto
Schott (right). The photographs feature the Zeiss outdoor optical grinding
laboratory, c. 1846. Images courtesy of Carl Zeiss Microscopy.

the production of a new type of microscope
objective, the apochromatic lens, often referred
to as an APO in today’s jargon.

The Invisible Spectrum

Infrared radiation (IR) was discovered in 1800 by astronomer William Herschel. Herschel
became aware of this radiation because of the effect the heat had on his thermometer,
and the discovery of ultraviolet (UV) radiation was also made through observation
one year later. In 1801, German physicist Johann Wilhelm Ritter discovered UV when
watching silver salts darken when exposed to sunlight. Ritter’s curiosity arose when
silver chloride-soaked paper darkened more quickly when in the sunlight than when
he used violet light by itself. Ritter called the result “oxidizing rays” and emphasized the
chemical reactivity required to distinguish UV from visible radiation. Initially he thought
the changes were the result of “heat rays” that had been discovered the year before.
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Photographing using the invisible spectrum was nearly impossible at that time because
emulsions were incapable of recording near UV or IR radiation. The first infrared
photographs were made and published in 1910 and were taken by Robert W. Wood. Wood's
photographs were taken using an experimental film using very long exposures. The IR
photography was accomplished using plates that contained special emulsions created by
Charles Edward Kenneth Mees, who worked at the photographic company of Wratten &
Wainwright. The Wratten & Wainwright company was later purchased by Eastman Kodak
in 1912, and Mees became the director of the Kodak research labs located in Rochester,
New York.

This book will not cover radiography in any meaningful way; however, the discovery of X-ray
radiation and its ability to see within an object was significant tool for science and imaging.
Wilhelm Conrad Réntgen (1845-1923), a German scientist, produced and detected
electromagnetic radiation of short wavelengths and high energy today known as X-rays.
At the time of their discovery in 1895, they were called Rontgen rays. Rontgen referred to
the radiation as “X” because it was an unknown type of radiation. Rontgen earned the first
Nobel Prize in Physics in 1901 for this discovery. Radiography was immediately embraced
as a powerful tool for seeing the invisible and the inside of solid materials, and medical
images were being produced one year after its discovery. The use of radiography has been
an enormous and powerful imaging tool in modern times. Outside of medicine, radiography
plays a vital role in learning about objects and their internal structure without performing
destructive preparations on objects.
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Figure 1.18 The radiograph (left) is the hand of Mrs. Wilhelm Réntgen, captured in the first X-ray image, made in 1895. This image
was originally reproduced in Otto Glasser, Wilhelm Conrad Réntgen and the early history of the Roentgen Rays (London, 1933).
Image courtesy of the History of Medicine Division, National Library of Medicine of the National Institutes of Health. The middle
radiograph was made by Josef Maria Eder and Edward Valenta. The X-ray was exposed after improving Réntgen’s apparatus.

Eder was a pioneer in the field of photochemistry and in the development of specialized photographic films and papers. At the
time, these pictures were designed for the general public and were not diagnostic but shared spectacular views into objects
normally invisible. Image courtesy of Hagstromerbiblioteket, The Hagstromer Medico-Historical Library, Karolinska Institutet.
The photograph on the right was made by author and notable natural science photographer Ted Kinsman, who explores the
boundaries of visible and invisible spectrums. By combining X-ray images with visible light photographs. Kinsman’s work can
facilitate better understanding of structural and external features of subjects. Image courtesy of Ted Kinsman.
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Advancements in Film Technology
—Kodak, Agfa, lIford, and Polaroid

Cameras, lenses, radiated energy as well as a user’s abilities all played important roles when
photographing around 1890. The capability of the recording materials available at the
time ultimately determined what photographs could be made and what could be recorded.
The Eastman Kodak Company, commonly known as Kodak, might arguably be the most
iconic company that made film. There were other giants, including Agfa, Ilford, Fuji, and
Polaroid, who also produced important products for science applications.

Kodak opened in 1888 after seven years in business as the Eastman Dry Plate Company.
In 1881 the Eastman Dry Plate Company opened for business using methods Eastman
pioneered to create “dry” film. Prior to this invention of dry plate technology, photography
was accomplished primarily using the collodion process, which used wet emulsions on
glass plates. By 1885, Kodak had invented flexible roll film and in 1888 the Eastman
Kodak Corporation was founded. Kodak is best known for its photographic film and paper
products. During most of its 133-plus year history, Kodak owned most of photographic
film and paper sales in the United States and heavily influenced what was possible. Their
increasing interests in innovating new and special films and related photographic processes
played a profound role in scientific imaging.

As photography became mainstream at the turn of the twentieth century, the invention of
new products and services by Kodak was explosive. Owning the US personal photography
market as a consequence of the Brownie camera, Kodak aggressively explored the
development of products used to push the boundaries of what was possible using silver
halide technology. In 1912, Kodak opened the Kodak research labs, organized solely
for silver halide research. New discoveries allowed film to be used in more demanding
environments, such as in science. Kodak significantly improved the film base materials
and gelatin required to suspend the light-sensitive salts. This discovery revealed that
gelatin was crucial to silver halide material responses as well as film aging. This became
a huge breakthrough and allowed emulsions to be coated onto numerous new materials.
Compounded with chemical development, the products could now feature improvement to
contrast, resolution, and sensitivity (ASA, light speeds, or now called ISO). Image stability
was also greatly improved and would continue for the decades that would follow.

In 1913, the first of many new products came out of the research labs, including a high
contrast film and faster X-ray film emulsions. A lot of work was put into the creation of
experimental astronomy plates. In 1914, Kodacolor film was released. It was—at the
time—a color negative film. Two emulsions were used in this color negative film. One
emulsion was sensitive to green light and other to red. These emulsions were later bleached
and then dyed in complementary colors.

Eastman Kodak purchased the Fredrick Wratten Company because of its high quality filter
line, and the first infrared sensitive emulsions were commercially produced in the 1920s.
Spectroscopic plates soon followed. Camouflage detection emulsions were developed in
World War I and soon Kodak Aerochrome and Aerographic films were created for World War
II. In the 1920s, 35 mm films were created for use in the new Leica miniature cameras and
the 1930s brought breakthroughs in optical sensitizing that increased material responses
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significantly. Based on many of these innovations, spectroscopic plates for astronomers also
improved dramatically and greatly aided discovery in the northern skies. Panchromatic
black and white roll films continued to improve, and in 1935 the Kodachrome slide film was
invented. The late 1940s saw the invention of Kodacolor negative film. Kodak Tri-X roll film
was released November 1954. It was a derivative of Super XX. In 1963, the Lunar BIMAT
emulsion was created for NASA and John Glenn’s orbit around the earth. Ektachrome was
invented in the late 1970s, and E-6 processing was invented to support that emulsion.

Electron microscopy emulsions were released in the 1960s and UV emulsions found
their way to the market in the late 1960s. In 1971, Photomicrography Color Film was
invented and was followed shortly thereafter by Technical Pan Film, an extremely high
resolution emulsion. In 1982, Kodak created tabular grain silver halide films that resulted
in the production of a whole new generation of silver halide products at the height of film
photography’s usage.

In 1986, Kodak scientists created the Kodak M-1 1.4MP CCD sensor, based on the work
of Steve Sasson (Figure 1.22). Following that time, many other film products followed,
with only minor improvements as the market moved towards a digital world. After going
through bankruptcy reorganization in January 2012, the Eastman Kodak silver halide
business became part of the newly formed Kodak Alaris Company in the fall of 2013.

While Kodak was predominantly in the US market, Agfa and Ilford were large players in
the European markets. Agfa originated from a German company that produced chemicals
and dyestuffs in the early 1900s. In the early 1920s, the manufacturing of photographic
products became dominant. Agfa developed a grain screen process in 1916 that enabled
color transparencies to be produced. Agfa patented a triple-layer reversal color film in 1935
that went into production as Agfacolor. The new reversal film came in 35 mm and 8 mm
sizes. A few yearslater, Agfa introduced a subtractive color negative film. Agfa manufactured
and distributed a sizable amount of its photographic films, processing equipment, paper,
and chemicals to the minilab/retail, professional, wholesale, and consumer markets. Some
of the notable products from Agfa included: Agfa Contour, Agfa DIA COPEX R, radiography
films, Agfa Otho 25, Diazo films, PMT processes, and Scientia 10 E.
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Figure 1.19 The Kodak publication Photography through the Microscope was first printed in 1919. Shown here
are covers from five editions of this important resource produced by Kodak. Images courtesy of the Eastman
Kodak Company.
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Short Duration Light, Electric Flash,
and Stroboscopes

One of the challenges resident in science photography is the need to create short duration
light. In the late 1800s, sparks were used for the sole purpose of stopping the action of
an event. In 1917 Etienne Oehmichen invented an electrical stroboscope that was used
for examining engines while they were running. By 1935, the Oehmichen system was
capturing pictures at a rate of 1100 frames per second. Following the invention of this
technology, Augustin and Laurent Seguin discovered that by accumulating electricity
using a capacitor they could create a spark with more energy than could be provided from
a battery by itself. Until this point, all stroboscopes used a single electrical circuit that
ionized the gas, which gave off light when electricity passed through it. Various switches
were needed to delivery the electrical energy to the gas-filled tube and the equipment was
bulky and hazardous.

The first underwater color photograph, which featured
a hogfish, was photographed off the Florida Keys by
Dr. William Longley and National Geographic staff
photographer Charles Martin in 1926 (Figure 1.20).
The camera was encased in waterproof housing and
pounds of highly explosive magnesium flash powder
required for underwater illumination were set off
when ready. The flash powder was located on a frame
that was placed above the area where the camera
was to be located. The explosion of light from the
magnesium flash powder allowed Longley and Martin
to photograph underwater life for the first time. When
ready to photograph, the photographers activated
the camera’s shutter and triggered the magnesium

powder explosion, which illuminated down to 15 feet

(4.6 meters). Unfortunately, during this expedition Figure 1.20 This photograph features a hogfish. It was the first
Dr. Longley was burned by the explosion and spent underwater color photo ever taken. Image courtesy of National
six days in the hospital recuperating following the Geographic.

making of this photograph.

Harold Edgerton is considered as one of the most important figures in the history of
modern electronic flash lighting. At MIT, although much of the initial research had
been started before he was hired, he quickly elevated the research and capabilities of
this technology. Short duration flash equipment had proven useful to scientists and the
industry by allowing photographing of events that could not be seen any other way.
During the 1930s many books were including photographs of short duration events.
Kodak improved its emulsion sensitivities to short duration energy and development of
color films allowed this work to find new applications. Edgerton’s work led to the creation
of a flash system that had the same intensity as 40,000 standard 50 W bulbs. This was
incredibly powerful at that time.
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Figure 1.21 Harold Edgerton was photographed in Cam-
bridge, Massachusetts, in 1986 with his iconic picture of
an apple and bullet as the background. Photograph cour-
tesy of @Abe Frajndlich 2011 from the book Penelope’s
Hungry Eyes (New York: Schirmer, 2011).

Figure 1.22 Kodak imaging scientist and engineer Steve
Sasson was photographed with his camera, c. 1995.
Image courtesy of Eastman Kodak Company.

Most of Edgerton’s work was accomplished in a darkened
room, which was used to record the effects of the stroboscope
using an open shutter. Edgerton is also well known for the
development of effective methods for synchronizing short
duration events for the timing with flash discharges.

Modern Technologies—Digital
and Electronic Photography

In 1975, the first digital camera was invented by Kodak
imaging scientist Steve Sasson (Figure 1.22). Sasson worked
as an engineer in the Kodak research labs. His invention
used a charged couple device (CCD) as the sensor. The non-
commercial camera was very heavy and cumbersome. It
wrote data files to cassette tapes. The sensor had 10,000 pixels
and created a grayscale image. The image took twenty-three
seconds to be recorded following the exposure. Much like the
first image made in 1826 by Joseph Nicéphore Niépce, this
invention would soon transform the photographic world. The
first digital camera that created images directly as a digital file
was the prototype Fuji DS-1P camera. In 1988, this camera
recorded directly to a 16 MB Toshiba internal memory card
that required a battery to preserve the data in its memory.
The first digital camera to be commercially available was the
Dycam Model 1, also available as Logitech Fotoman in 1990.
Both models used a CCD sensor, stored the digitals on internal
memory and connected directly to a computer for downloading
the files.

Electronic pictures were actually pioneered by NASA ten
years before Sasson and the Kodak invention. A frame grabber
was used to capture one field of video in those early systems.
Mariner 4 flew past Mars in July 1965 and used an imaging
system that utilized a video camera equipped with a tube. The
image was moved from the tube and was sent to a digitizing
board. The camera was designed and built by imaging scientists
at the NASA Jet Propulsion Lab. The digital image was written
to a four-track tape and transmitted to earth using a slow but
effective radio communication technology. The spacecraft took
eight months to get to Mars. The imaging system produced
twenty-two photographs and it required four days to transmit
the files back to Houston.
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Scanning Electron Microscopy

Manfred von Ardenne invented the scanning electron microscope in 1937. It achieved
high magnifications by scanning with a small raster setting coupled with a finely focused
electron beam. The first commercial instrument was manufactured in 1965 and was sold
by the Cambridge Scientific Instrument Company under the name Stereoscan. Today,
SEM technology is used exhaustively in the material sciences and biological sciences
environments.

The Confocal Microscope

The development of confocal methods was motivated by the need to see and photograph
biological samples located in living tissue with complete focus top to bottom. Marvin
Minsky is credited with producing the first working confocal microscope in 1955; he
patented the idea in 1957. His methods are now used on all modern confocal microscopes.
Minsky’s configuration used a pinhole in front of the imaging system that subtracted all of
the out-of-focus image. To create an image using a confocal microscope, the focused spot of
light must be moved across a sample. In the original Minsky instrument, the specimen was
moved on a vibrating stage and not the illumination. In modern systems, the illumination
beam is moved using mirrors and the object stage is fixed.

Duality of Images

Images of science often create conflicts for viewers because scientists are taught that science
should be factual and should not have an emotive component. Truthfully I find that many
science images do inspire, amaze, and still share data. Some science students are taught to
look at science in a certain way and to remain objective. This can lead to confusion about
how to simply enjoy a science image.

Corey Keller in his essay “Sight Unseen Picturing the Invisible” (published in Corey Keller
(ed.) Brought to Light, Photography and the Invisible 1840-1900, Cambridge, MA: Yale
University Press, 2008) shared that nineteenth-century popularizers of science did not see
the lay response of wonderment and pleasure as inappropriate but rather counted on this
reaction to encourage scientific interest from the general
public. His research suggests that in the early nineteenth
century in Britain, the use of pictures in science education
was a hot topic of debate.

Figure 1.23 This scanning electron micrograph features pollen
from the Treasure Flower, Gazania sp. It had a diameter of 31 pm.
Pollen grains are remarkably diverse, and many are stunningly
beautiful and have sizes that vary from 10 to 250 pm. This image
was created by Martin Oeggerli, a noted scientist photographer
working in Switzerland, with assistance from H. Halbrittner and R.
Buchner, University of Vienna. Image courtesy of Martin Oeggerli/
Micronaut; http://www.micronaut.ch.
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Anne Secord in her article “Botany on a Plate: Pleasure and the Power of Pictures in
Promoting Early Nineteenth-Century Scientific Knowledge” (http://artplantaetoday.
com/2010/04/01/botanical-illustrations-promote-scientific-knowledge/) evaluated this
phenomenon when she looked at how botanists used illustrations in the late 1880s. These
botanists recognized the importance of allowing viewers to experience pleasure while
imparting scientific knowledge. Secord’s research brought attention to “the role of pleasure
in intellectual pursuits.” Nothing has changed in more than 130 years and images still
create a sense of wonderment and inspiration for many.

Science Images as Art

This essay was originally published in The Focal Encyclopedia of Photography, fourth edition,
in 2007, and was written by Michael R. Peres and David Malin. It has been adapted for
inclusion in this book.

Since its invention, photography has been recognized as both an art and a science, linked
by the technology through which its images are captured and then preserved. It is natural
that aspects of these three components, in varying degrees, would be evident in all
photographs. The extent to which art, science, or technology dominates the photographic
expression is in the hands and the imaginative eye and mind of the practitioner. The
importance of the motives in photography is as relevant in the digital age as it was for
Daguerre and Fox Talbot, both of whom made some of the first photographs of scientific
subjects.

Once its potential was realized, the intent of scientific photography has always been to
make images without the photographer’s personal biases being unduly evident. More
on this topic can be read in Chapter 12. However, true objectivity is not possible, since
someone has to press the shutter, light the subject, and frame the scene. In addition, the
myriad of considerations necessary to convert a 3D world into a two-dimensional image
are influenced by the photographer or imposed by the technology. So while the intent
may be complete objectivity, subjective influences inevitably find their way into an image.

Most scientific photography is done with visible light and traditional cameras, but may also
record invisible objects with dimensions of atomic or cosmic proportions, exploiting almost
any region of the electromagnetic spectrum in ways that are unconventional or highly
specialized, such as holography or electron microscopy. Scientific imaging also embraces
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the representation of scientific data that has no visual counterpart, such as a radiograph,
or that is purely numerical, such as a fractal. Many of the subjects are recorded specifically
because they have not been observed before, cannot be observed directly, or simply because
an image is the most convenient way to capture a rich stream of data, as evidenced in an
outward-looking astronomical telescope or downward-gazing earth-orbiting satellite.
Consequently, a frame of reference is often absent from many science pictures. When images
are presented without scale, title, or context, they may appear as abstract and beautiful
images to the uninformed viewer.

It is clear that scientific photography offers a vast opportunity for anyone with a creative
eye, although many of its practitioners would not consider themselves artists. Indeed, many
would not admit to being photographers in any conventional sense either. Nonetheless,
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it is hardly surprising that images made for science can be aesthetically pleasing or even
inspirational, since they often reflect aspects of the world of nature, of science, and of
technology that are not easily observed by the masses. Sometimes this world is inaccessible,
unseen, or non-visible, yet can produce images that are mysterious, revealing, provocative,
or inspirational to the science community and beyond.

Much of this was foreseen by the French astronomer Arago, who introduced Daguerre’s
revolutionary invention to the French government in July 1839, with the intention of
making the details public in return for a generous life pension for Daguerre. The full text
is in Eder’s History of Photography. It was clear that Arago saw the new process as useful
in archeology, astronomy and lunar photography, photometry, microscopy, meteorology,
physiology, and medicine, while noting “its usefulness in the arts.” Thus from the beginning
of photography its value in the sciences was recognized.

The objective of preserving scientific data through permanent images was a key motivation
before photography itself was invented. The idea of recording the outlines of leaves and
insect wings using light alone was suggested 1802 by the photographic pioneer Thomas
Wedgwood. This became a practical reality with Fox Talbot’s calotype salt-paper prints and
through John Herschel’s cyanotype (blueprint) process, invented in 184 2. A year later this
led to the first book to be illustrated with photographs, Anna Atkins’ British Algae: Cyanotype
Impressions, shared in the Preface.

Atkins’ book contained over 400 cyanotypes and appeared a year before Fox Talbot’s much
better known Pencil of Nature. In the preface to her book Atkins wrote,

The difficulty of making accurate drawings of objects as minute as many of the Algae
and Confervae has induced me to avail myself of Sir John Herschel’s beautiful process
of Cyanotype, to obtain impressions of the plants themselves, which I have much
pleasure in offering to my botanical friends.

Despite its prosaic title and unusual subject matter, it contains images of science that are
delicate and often quite beautiful, revealing the variety, transparency, and detail of natural
forms in a way that no drawing can. One of these beautiful photographs can be seen in
Figure P.3.

Atkins’ skillful work showed that photographs had the potential to replace the pencil
drawings often used for botanical specimens and to provide a new and visually compelling
means of expression. It had also convinced some people, uninterested in algae, science, or
even photography itself, that the forms and textures captured by this new process could be
intriguing or even beautiful. It is in these ways, through inspiration, insight, and expression
that images of science may also occasionally, by chance or design, be works of art. It is a
rather small departure from this to deliberately make scientific images that are intended
to be aesthetically pleasing but that almost incidentally include scientific subjects and use
scientific equipment, ideas, or techniques. There were other early practitioners of science
photography whose work was groundbreaking in both its photographic results as well as its
aesthetic qualities. In her chapter on “The Search for Pattern” in Beauty of Another Order,
Ann Thomas writes,

Mid-nineteenth century art critic Francis Wey (1812-1982) while puzzling over
whether photography was an art or science, decided ... it was a kind of hyphen




Foundations, Principles, and Theory

between the two. In fact art-science was the term nineteenth-century astronomer
Thomas W. Burr used to describe the recording of magnetic and meteorological data
in 1865.

There were many pioneers dedicated to using photography as a means of scientific
enlightenment, and initially most were British or European, though the work of New Yorker
John William Draper caught the eye of another pioneer, the distinguished astronomer Sir
John Herschel. Commenting on Draper’s Experimental Spectrum, a daguerreotype made in
1842, herefersto “the beauty of the specimen itself as a joint work of art and nature.” Later,
and exploiting an entirely different property of photography, Thomas Eakins, Eadweard
Muybridge, Etienne-Jules Marey, and Harold Edgerton at various times showed how it can
be used to stop motion with arresting images. As photographic technology improved, we
find photography firmly allied to the microscope to explore the hidden beauty of the very
small or to the astronomical telescope to reveal unseen cosmic landscapes.

Many of these early practitioners were scientists who
turned to photography to add to their understanding. More
unusual was the photographer who turned to science for
inspiration. A great example of this would be the pioneering
photographer Berenice Abbott, who made her reputation
with her monumental Federal Art Project documentation
Changing New York (1935-1939). Berenice Abbott proposed
a new role for herself as science photographer, but she found
little encouragement for her interest. In later life she turned
her considerable talents to capturing scientific ideas in images,
and wrote that photography was “the medium pre-eminently
qualified to unite art with science. Photography was born in
the years which ushered in the scientific age, an offspring of

both science and art.”

Figure 1.24 This photograph, entitled Magnetic Field, The Abbott photograph of tiny metal shards oriented and
was made by Berenice Abbott during a two-year period

while she was employed at MIT in the late 1950s. Abbott
created photographs that memorably documented the
principles of physical science—mechanics, electro-

energized by magnetic fields demonstrates her interests in
photography and science. While many of her scientific images
arebased on an extended exposure with strobe lightsflashing on

magnetism, and waves where she developed innovative an object as it moves through space and time, this photograph
techniques for capturing scientific phenomena. Image catches a single moment. Even though the image depicts a
courtesy of David Winton Bell Gallery, Brown University. static point in time, the curving trails of the metal arranged
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by the magnetic pull suggest a powerful sense of movement.

By pinpointing naturally occurring geometric patterns and
rhythms created by scientific processes, Abbott demonstrated her understanding of the
aesthetic value of composition and created photographs rich with information.

When we look at scientific images taken 150 or more years ago, many now seem to be minor
works of art, partly because of their rarity, but also because many of those who embraced
photography in its early days had some artistic training or temperament. Many of the
early processes also had a delicacy of tone or color that lends a grace and style rarely seen
today; however, few of the early science pictures that we now see as artistic either sought
or received the attention that we accord them today. They were exchanged between friends
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or colleagues, shown at the meetings of the learned societies of the day, and sometimes
exhibited as examples of the art of photography. The world’s first photographic exhibition
was held in Birmingham, England, in 1839. It consisted of fifty-six photographs by Fox
Talbot, of which half were pictures of grasses, seeds, ferns, and other botanical specimens.
Many of these “photogenic drawings” have not survived, but by description they are clearly
images of science.

Not all practitioners had Fox Talbot’s eye for composition, and as photography became
more specialized and complex, pictures for scientific purposes were often made without
aesthetic considerations. However, as photography became more widely available in the
1880s, largely through the efforts of George Eastman, and more widely published through
magazines such as the National Geographic, specialists in geography and geology, botany
and anthropology, to name but a few, soon found their images were more desirable for
publication if they were also good to look at. Thus scientific photography overlapped with
photojournalism in that regard. Photojournalism
might have reached its zenith in the 1960s, and
interest in scientific images as visually interesting
artifacts similarly increased.

As Ann Thomas writes in Beauty of Another Order,
“scientific photography is a subject long overdue
scholarly attention and several publications
and exhibitions have paved the way for more
comprehensive treatment.” Among those she lists
are Once Visible at the Museum of Modern Art,
New York, in 1967; Beyond Vision at the Science
Museum, London, in 1984; and Images d'un Autre
Monde at the Centre National de Photographie,
Paris, in 1991, as well as several other important
exhibitions worldwide.

Contemporary scientific photography as art has

become very popular. A notable activity designed
to promote an aspect of scientific photography as Figure 1.25 Astronomy photographs are nothing short of spectacular.
art is the Nikon Small World photomicrography The Hubble Telescope produces remarkable photographs, but so do
many ground-based telescopes. Noted astronomer photographer

and co-author of this entry David Malin made this photograph of the
Horsehead Nebula in Orion, revealing wisps of dust and gas that make
up the iconic Horsehead Nebula that lies 1600 light years away. Malin

competition, which startedin 19 74. The exhibition
celebrated its fortieth anniversary in October
2014. The winning entries are exhibited widely

throughout North America and also included in a became well known for his methods, which included the making of
printed calendar. The Japanese Society of Scientific three photographs using red, green and blue filters on black and white
Photography has also had an annual exhibition photographic plate emulsions. Image courtesy of David Malin.

since 1979, and a similar but more recent series
of Visions of Science competitions and associated
exhibitions are held annually in the UK.

Nowhere has the inspirational nature of the scientific image penetrated further into the
public consciousness than in astronomy. Since the early 1980s, true-color photographs
of distant stars and galaxies from ground-based telescopes have become commonplace.
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Now, several decades later, the stream of stunning
images and groundbreaking science from the
Hubble Space Telescope have transformed our view
of the universe both scientifically and aesthetically.
In addition, several generations of probes and
satellites have visited the outer solar system. Not
surprisingly, the most photogenic of the planets,
the ringed world Saturn, provides the most
remarkable and haunting images from the joint
USA-European Cassini spacecraft. The beauty of
these pictures is no accident; space agencies long
ago realized fine images and frontline science were
both perfectly compatible and complementary.

At the other end of the scale, optical and electron
microscopes are also capable of producing striking

Figure 1.26 This fluorescence photomicrograph by James Hayden images, sometimes in the cause of science and
reveals the swirling developing oocytes or unfertilized eggs and was sometimes for art’s sake. The scanning electron
awarded the fourth prize in the 2009 Nikon Small World Competi- microscope is especially adept at this since its
tion. The magnification at camera was x4. Image courtesy of James magnification can be so high vet create images of
Hayden.

great depth.

A contemporary example of photographers

working on the frontiers of art and science is
provided by German photographers Oliver Meckes and Nicole Ottawa, whose work is
compelling, powerful, and fascinating. One of their photographs can be seen on the title page
of this chapter. Their photographs portray their subjects with scientific accuracy and visual
elegance. Martin Oeggerli is also a noted scientist photographer working in Switzerland
whose work transcends science and who is considered by many an artist. His photographs
have been featured in National Geographic and reproduced in other internationally important
publications. And there are others in this era including Norman Barker, Kenneth Libbrecht
PhD, Lennart Nilsson, Viktor Sykora, Charles Krebs, Dr. David Teplica, and Felice Frankel,
to name a very few.

More than 187 years after the first science pictures were created, there is still an ambiguity
associated with this type of photography. Just as the intent of the photographer decides
what category of image will be made, so it is the mindset of the beholder that decides if it is
art or science.
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and Perception

This photograph features an adult human brain removed during autopsy. The photograph was made in
2000 forillustrative purposes in the hospital mortuary. Image courtesy of Amanda Rebbechi, Prince of
Wales Hospital, Sydney, Australia.
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ometimes overlooked in conversations about imaging is the influence that a human
Soperator plays in the process and ultimately in an imaging outcome. While not a part
of the tools, hardware, or software components of an imaging system, the human observer
must achieve distinct vision and develop a high skill level in observation that will influence
outcomes from start to finish. If an operator does not have good visual acuity, it may not
be possible to make good images, ever. At certain times when an operator is fatigued, it
is a chore to create effective focus, and in specific situations operators might see mirages
or illusions. While not in the desert, mirages/illusions are the result of the human visual
system forming “visual” information based on physiology or perception. These outcomes
are consequences of the components of the human system including the eye, the sample,
how radiated energy behaves in a specific environment, or interpretation of what is seen.

Photographing in a science lab can be a situation that is simply challenging to work in.
This may be caused because a camera’s viewfinder is very bright or very dim in an imaging
laboratory that has a different brightness or when evaluating an image displayed on a poorly
profiled monitor that is used in a very bright room. Being aware of an operator’s biases—as
well as features of the environment where the imaging is being performed—will influence
what is possible. Physiologically, the human vision system works in very predictable ways;
however, the perceptual process influencing “what-was-believed-to-have-been-seen” is less
predictable. Perception is a fundamental component to human vision.

The Imaging Room

The room where imaging is performed is the first place where an operator can affect
outcomes based on seeing. A room without windows—or at the least a room where the
ambient light can be controlled and/or extinguished—is ideal. Room-darkening shades
will provide effective control of ambient light and leading to better visibility. Unwanted
ambient light will negatively influence vision by lowering image contrast or brightness
or both. Contrast is necessary to see and differentiates structures from one another. In a
bright room, a pupil will have a different diameter than in a dimly lit room. When the pupil
is enlarged or small, some structures within an object may be less visible than when the
ambient brightness is less than ideal. Typically a sample’s dark or light tones will become
less visible when the pupil adjusts to the brightness or contrast differences as influenced
by the ambient light. The inability to see the entire range of brightness at one moment
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is defined as the dynamic range of the eye. Sensors also have a dynamic range. When a
computer screen is near to an ambient light source, the pupil will be conflicted about which
light source is dominant. A slight change to the viewing angle to the monitor may cause
the pupil to change size and influence what is observed. Monitors also will have numerous
surfaces for contrast and reflection control. Controlling “secondary” light sources will lead
to better visual acuity. Being aware of light and dark adaptation is enormously important
for the fine-tuning of an imaging system.

An “imaging” room should have walls that are painted in neutral colors. Having strong
colors in an imaging room will contribute to color adjacency effects, human eye color
fatigue, and poor accuracy, and these influences can be evidenced in Figure 2.5. Light
and dark adaptation as well as persistence of vision will also play a role in how the room
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should be designed. More will be shared about human perception later in this chapter.
Human vision is very responsive but has limitations, which can easily be amplified by
environmental factors. Subject size, subject contrast, and experiment location will play
a role in the operator’s ability to see an object or image in proper or improper viewing
conditions. Developing—and optimizing for—distinct vision is an acquired skill.

Seeing

You can’t depend on your eyes
when your imagination is out of focus.
(Mark Twain)

Humans are very visual and take in enormous amounts of information using their eyes
every moment of every day. Seeing has the obvious physiological component but there is
also an interpretative component. Vision scientists share that because a person references
what is known and familiar, human vision/seeing has developed to its current capabilities
over millions of years of evolution. All organisms have different levels of vision depending
on the environments where they live and what they eat.

Scientific images in particular may have no frame of reference necessary to understand
what is being looked at. The scientist photographer in particular brings unique memories/
experiences that are based on personal experiences to many interpretative events in the
laboratory. These experiences are full of personal biases and play a role in critical vision
and understanding of what is being presented by the process and/or outcome. When an
“image maker” becomes more experienced, expectations for quality and what is possible
will increase. A frame of reference becomes necessary for understanding and is required
for a science photographer to create and trust methods. In science these approaches are
imperative for the belief that the results are true and demonstrate integrity. More can be
read about the integrity of the process in Chapters 12 and 15.

Basic Structures in the Human Visual System

Photographing in a laboratory environment or when using a photomicroscope, for
example, presents many unique seeing and imaging challenges that are found in few other
applications. When trying to photograph in challenging environments, there are a myriad
conditions that are often present. The environment may be too bright for the observation of
dimly lit objects, for example. How the iris responds to a monitor or other inherent ambient
light influences will make seeing some things difficult. Objects may be transparent or nearly
invisible or the images they produce may be intermittent. Some images may be aerial or
poorly defined. Having a working and practical knowledge of how the eye operates can be
an important tool when working in less than ideal conditions with complicated imaging
problems or when using difficult samples. Learning how to be a critical observer can assist
in creating better imaging outcomes.

The human visual system begins with the eye. The eye is a sensory organ and part of the
central nervous system. The eye contains numerous components—the lens and a cornea,
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to start. Both play a role in the refraction of light that leads to the sharp focusing of a scene

onto the retina. The retina is the structure responsible for the detection of light and has

pathways for delivering the decoded light information as electric signals for interpretation

to the brain. This transmitted electrical information becomes visualized as mental images

in the brain, contributing to the formation of the perception of what has been seen or

observed. This outcome leads to understanding and assessment.

Ciliary muscle

Optical disc

Retina

Figure 2.1 This basic drawing of the eye shares all internal
parts and nerve pathways.

Figure 2.2 A human iris photograph. Image courtesy of Kevin
Langton.

The human eye is a circular structure located within
the bony orbit of the skull. The eye is held in place by
muscles, glands, and fat. The eye muscles move the two
eyes synchronously, which allows the eye to capture the
most visual information possible during both still and
moving events. Eye movements are controlled by the
rectus muscles. Eye movements will be either involuntary
reflexes or voluntary actions controlled by the brain. Light
will enter the eye through the cornea. The cornea is clear
and refracts the light into the anterior chamber of the eye
where the lens is located. The cornea provides the first and
largest amount of refraction necessary for image focusing.
Because the eye is soft, its shape can be changed when
pressure is applied. Rubbing tired eyes will have an effect
on critical focusing and visual acuity. Contained within
the globe is a jelly-like substance called the vitreous.

The brightness of the light that enters the eye is controlled
by the diameter of the iris or pupil. The human iris is made
of various types of cells including colored epithelial or
modified skin cells. The iris is mostly opaque to light but
can become thin with age and may allow stray light to
enter the eye. When the iris thins and allows stray light to
enter the eye, this lowers image contrast. The iris diameter
is established by the brightness of the environment. It
changes size when the light intensity changes or the
distance to an object of interest changes, when a person
isin pain, or when a person’s emotional status changes.

Light will next pass through the lens, located behind the
iris, and into the vitreous. The vitreous is a refractive jelly-
like substance. The vitreous can have irregular densities
within it. These abnormalities are called floaters and are a
condition called myodesopsia. It is believed that as a person
ages they may develop more floaters, although there can
be optical density differences in the vitreous in a person
beginning at a young age. Floaters may change over time
as a person ages and other physiological changes affect the
eye. When using a microscope in particular, floaters can
become highly visible when diffraction is created from the
microscope’s aperture diaphragm.
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The human lens is small, approximately 1 cm in diameter. It is composed of various layers
of modified epithelial cells that vary in refractive index; refractive index will be discussed in
Chapter 3. Refraction defines the lens’s ability to bend light rays as a result of the changing
of the light’s speed and wavelength. Bending light allows for precise focusing of a scene onto
the retina—the photosensitive layer of the central nervous system. The retina is located on
the innermost surface of the back of the eye, the fundus. The retina is very complex and is
comprised of seven layers. The photoreceptors are located in the layer of the retina most
near to the lens. Photoreceptors are a type of cell called a neuron. There are two types
of neuron cells—rods and cones. Rods and cones are sensitive to a range of wavelengths
of light. Color vision is primarily the function of cone cells and rods respond primarily to
brightness changes. Rods can detect very small amounts of light. Even a single photon can
stimulate a change in brightness once dark adaptation has occurred. Night or low light
vision is primarily accomplished by rod cells and leads to monochromatic images. The
region of the retina where an individual has the best vision is called the fovea and is located
in the macular region. When focusing, it can be useful to align the eye to an effective angle
to an event, helping to ensure scene brightness and other aspects of the object’s image are
most directed to the fovea within the macula.

Located in the retina is the optic disc. The optic disc is often called the blind spot because
there are no photoreceptors located in this region. It is where the nerves that travel to and
from the brain enter and leave the eye. The nerves that travel to the brain are called axons.
They are the electrical pathways for visual information to be transmitted to and from the
brain. Glaucoma or optic diseases can cause these pathways to degrade, sometimes leading
to blindness. The fovea is the region of the retina where the highest resolution and color
vision occurs. Rods and cones are not distributed randomly in the eye. The fovea has a very
dense composition of cone photoreceptors. The concentration of cones decreases rapidly as
distance from the fovea is increased. There are no rods in the fovea. Rods increase rapidly
moving toward the outer edges of the retina. There are 7 million cone cells in an eye and
120 million rod cells. While the capture and initial processing of light occurs in the eye, it is
agreed that human vision and visual perception occurs in the brain.

Optics of the Eye and Image Formation

The human visual system has often been compared to a camera. There are similarities,
but there are also many differences. Both systems create inverted images or images that
are upside down and reversed left to right when compared to the scene or the subject’s
orientation. This is because of the lens. The diameter of a retina is approximately the
same as the 24 mm dimension of a full-sized DSLR sensor. The effective focal length of
an average eye is about 17 mm. This creates a depth of field that is slightly greater than
most camera systems can produce without using increased DOF methods. The short focal
length of the eye combined with the curvature of the retina produces an angle of view of
that is approximately 180 degrees. The “normal” angle of view of a lens used on a DSLR
camera using a full-sized 36 mm x 24 mm sensor would be approximately a 50 mm lens.
Because the vertical (height) and horizontal (width) dimensions of the sensor are different,
a camera lens will have a different vertical and horizontal angle of view. An eye does not
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have this limitation. Sphincter muscles control the diameter of the iris. These muscles make
it possible to change the size of the opening from approximately 2 mm to 8 mm. These
diameters correspond to the f-numbers found on a lens aperture and on a 50 mm lens
would be approximately f/8 when closed and f/2 when fully open. The size of a pupil can
influence image definition, contrast, and depth of field.

One major difference between the eye and a photographic camera is that the camera’s
sensor will have uniform pixel resolution across the sensor. There is not a uniform density
of photoreceptors across the entire surface of the retina. Because of this distribution, visual
perception and sight will differ across the central regions of the eye when compared to the
periphery of the retina. Camera images and displays will exhibit the same tone, color, and
contrast edge to edge.

Different than a camera, human vision can be degraded by other elements that are located
within the eye. Light that enters the eye can be deviated from the image-forming pathway
by corneal and lens defects, internal reflections from densities within the vitreous, or the
internal scattering of light from cataracts or iris thinning. One could correctly argue that
dirty camera lenses also produce this type of degradation. Light that is scattered and not
focused will arrive at the retina as veiling light described as flare or non-image-forming
light. Flare leads to a reduction of image contrast, which then leads to a lowering of system
visibility. Physiological differences in the eyes of individuals may cause corresponding
differences in optical quality or visual acuity across users of imaging systems. In system
evaluation, there is a concept described as the standard viewer, and engineers build devices
for this audience. Standard viewers represent a category of people with visual acuity that
represents what “most viewers” will see in a prescribed level of brightness and environment
using an average test target.

The lens of the eye can be a significant source of degradation. The lens—when relaxed
in an eye with normal vision—is relatively flat. A flat lens will focus light from distant
objects onto the retina at what is described as infinity. An adjustable photographic lens will
often have an infinity symbol («) located on it. Accommodation or changing the eye’s lens
shape will make the lens more convex and allow focusing to be accomplished at shorter
distances. The closest distance a lens can focus is called its near point or working distance.
This location for a young child maybe as short as 3 inches, but as a person ages the lens will
become less flexible. This condition is called presbyopia. When this happens, a person’s near
point may become 30 inches or even further from the eye. Because the distance at which
the relaxed eye focuses also tends to increase with age, it is not uncommon for nearsighted
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individuals to find visual acuity will improve with age. This makes focusing on near objects
more difficult, a condition that eventually requires a corrective lens with a plus diopter. The
human lens may also become yellow with age and this changes a person’s color vision and
color discrimination. This will be especially evident in the blue region of the spectrum. The
lens can also become cloudy with age or form cataracts. Cataracts scatter the light going
through the cornea and this leads to the lowering of contrast and visual acuity.
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The Physiology of Seeing

Light is detected in the eye as a consequence of a chemical reaction that occurs in retinal
photoreceptors. The pigment in the neuron that is light sensitive is called rhodopsin or
visual purple. Individual units of radiated energy are called photons and interact with the
rhodopsin. When a photon enters the photoreceptor cell, it is absorbed by these specialized
pigments located in the cell. The absorption
causes a change in the pigment and creates an
electrical signal in the photoreceptor. This signal
is then transmitted to a specialized neuron that
leaves the eye and travels to the brain. Once the

signal reaches the visual cortex of the brain it is

consciously perceived by the viewer. scotopic
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Under low light levels, rods are the main
contributors to vision. In bright light levels, cones
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they possess an increased level of rhodopsin that

leads to greater amplification of the signals than
in cones. Visual purple can become bleached or /

washed out and must berecharged. Thisbleaching ) : : 700

can affect vision when changing environments

where there is a big change in brightness or when Wavelength (nm)

looking at experiments with high degrees of

bright that h ble. The bleaching of
rishthess that are chiangeable. Zhe bieachiing o Figure 2.3 This graph reveals how rod (scotopic ) vision and cone

visual purple can take up to forty-five minutes to (photopic]) vision differs

be dissipated and then recharged to useful levels
that are required in low light.

Dominant Eye

One eye will be dominant over the other and will contribute more to vision. Determining
which eye is dominant is relatively easy to evaluate. Clasp your hands and place them in
your lap. Without conscientiously thinking, quickly raise your clasped hands and point an
index finger at some distant target. It is now possible to determine, which eye pointed the
finger to the target. Evaluate whether the left or right eye directed the aiming to the target
by closing each eye and seeing which eye is locked onto the target. That eye will be the
dominant eye. While not identical to right or left handedness, there is a similarity to the
concept of dominance. Interestingly, two-thirds of adults are right eyed.
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Visual Perception and the Physiological
Aspects of Sight

Perception, by definition, is the organization, identification, and interpretation of visual
information with the goal of creating an understanding of an environment. It is interesting
to note that when people are asked to describe an object’s appearance they use shape, color,
and size. This should be of no surprise. So when these criteria are applied to one object,
individuals will frequently describe slightly different perceptions of what they saw based
on factors of their age, experience, and observational skills. The act of seeing will lead a
person to believe that something was seen in a certain way. Perception is powerful and
influences what someone believes they saw. Another facet of this process is the power of
expectation. People will see what they are looking for and perception can lead to a reality
for a viewer. The perceptual aspect of human vision plays an enormous role in the seeing
and interpretation of things.

Perception of Color

When using color to describe objects, it is assumed that this strategy will lead to greater
interpretation and provide more detail useful in gaining better understanding. Most people
have good color vision and high levels of color discrimination. The human retina is sensitive
to radiant energy emitted in the 400—-700 nm range. The 400-500 nm region describes
blue spectrum, the 500-600 nm region describes green region, and 600-700 nm describes

red region. The human retina is not sensitive to ultraviolet or

infrared radiation. Some people have color vision defects, and

;

defects (color blindness) are categorized as being either protan
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or deutan. Deutan color vision defects are more common and

are found in approximately 6 percent of men. People who are
affected by protan color blindness are less sensitive to red light,
and deuteranopia affects sensitivity to green light. Within
protan and deutan color vision defects, there are also two
broad groups, dichromacy and anomalous trichromacy. In
these situations, colors are discriminated from one another on

N~
—
o
N
e
[&]
@
=
Lo
(Q\
o
i
[c6}
—
®
o)
B
o
<
£
=
%
)
S
2
‘D
)
>
c
=
)
B
8
()
E
(@]
o

the basis of saturation and lightness variations. Anomalous
trichromats have slightly better color discrimination, but in
most cases the discrimination is significantly different than

normal color vision. Monochromats are individuals who are

299220 50: g% 0.0 truly “color-blind,” and cannot see any color.
%’&’%:" ‘.:’%
%ﬁﬁgﬁ.ﬂ.ba ’0! ‘iﬂ%ﬁ’:‘... Color discrimination can be tested using various methods
including the use of pseudoisochromatic colored plates. In
Figure 2.4 This illustration is a composite showing a pseudoisochromatic plate, simple geometric designs that

various pseudoisochromatic plates used to evaluate
color vision deficiencies. Image courtesy of Richmond
Products Inc., Albuquerque, New Mexico.

contain colored circles are placed against a background of
gray circles. People with defective color vision are unable to
see some of the designs. What colors are seen or not seen will
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define the extent of the defect. Figure 2.4 shares four variations
of pseudoisochromatic plates where different colors are visible
or not.

There are other factors that contribute to seeing colors
accurately. For the record, color is a complicated subject. There
are a great number of texts on this subject and important
new research is being conducted daily. In the fall of 2014, the
Nobel Prize for Physics was awarded for the discovery of how
to make a pure blue emission in an LED source. Color science
and imaging plays an important role in the discriminating of
one region of a sample from another region or color. When a
neutral gray patch is surrounded by a strong color, it will appear
to be comprised of the color opposite to the gray patch. So if a
gray patch is surrounded by red, the gray will appear cyan. This
outcome is also evident when a colored square is surrounded
by black, gray, or white; its color saturation and brightness will
appear to change.

Persistence of Vision

The human visual system is very responsive to changes and
interpretation by the brain. The time delay between responding
to photons and the process of perception is very small and from a
practical point of view is negligible for humans. The perception
of vision and still seeing after light stops falling onto the retina
is of great importance for reasons that differ from physiological
sight. The persistence of an image on the retina will last
only 0.25 seconds after the stimulus has been removed. This
phenomenon is important to the formation of the perception
of motion and allows a viewer to see pictures that move. If the
increment is longer, flicker between frames will be observed. If
the time is too short, no movement or change in location will be
perceived. Motion perception is important because it provides
information necessary to successfully interpret and navigate
environments where things are dynamic and not static.

Afterimage

Another physiological component of sight is the formation of
what is described as an afterimage. Afterimages can be white
or black. Afterimages occur after looking at a bright stimulus
for a prolonged period of time. Typically they are the opposite
in brightness to the stimulus. It is common to see these images
having both a brightness and color component. When looking

Figure 2.5 Many important systems are used to
describe color and these would include the International
Commission on lllumination (CIE) chromacity diagram
as well as the Munsell color wheel. This illustration
shares the Munsell color wheel and uses three attri-
butes, hue, chroma, and value, to describe color. Image
courtesy of Michael Horvath/SharkD/, http://commons.
wikimedia.org/wiki/User:SharkD.

Figure 2.6 A white patch surrounded by black will appear
darker because of adjacency effects. Gray patches
surrounded by black or white fields will also exhibit this
behavior. If gray patches are surrounded by olive and
lavender patches, the gray will appear to be two different
colors. Because these two colors—olive and lavender—are
of similar saturation and value, the gray patch on the olive
will look almost like lavender, and the gray patch on the lav-
ender looks almost like the olive. This perceptual outcome
is a function of interpretative processes and not a function
of the object or physiology.
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at a bright red light for a prolonged period, a cyan dark afterimage may result. Afterimages
can be a nuisance when working with low light imaging or when creating events that have
a high brightness in low light situations.

When comparing afterimages to persistent images, the persistent image physiology leads to
a positive outcome that is useful in visualizing motion and afterimages lead to lower vision
discrimination. If a person attempted to read immediately after looking a very bright light,
the afterimage would make seeing letters difficult.

Perception of Depth

The perception of depthisof greatimportancein human vision. Seeing depth isaccomplished
by having two points of view and is the result of two eyes from two different locations. It
is described as stereoscopic vision. Depth that is observed in photographs is very different
than depth observed when seeing 3D world. In reality—and because the human eyes are
offset approximately 6 degrees—an object will be evaluated from two different points of
view. This allows for the perception of foreground to background difference and allows
these differences of distances to be gauged by a viewer.

Three-dimensional scenes do not suddenly become two-dimensional scenes in an image.
When a location in space is fixated on using both eyes—and to the extent that both eyes do
see exactly the same object—fusion of the image can occur. When fusion of the locations
happens, disparity of that location occurs and a person sees differences. This disparity
allows for depth and distance clues. This process leads to stereovision and creates depth
or the ability for the viewer to establish object distances. This is not the case in a 2D image
whether on a display screen or in print.

In two-dimensional images disparity does not occur, and binocular vision does not operate
when looking at 2D images of prints or on monitors as it does in the real world. That being
stated, different factors help people delineate depth in an image. One component is aerial
perspective. Aerial perspective is a condition where elements of a scene further from the
lens may exhibit less contrast and are less defined than closer objects in a scene because of
the effects of aerial haze. Other clues include that objects that are in the foreground will
cover up objects that are in the rear of the scene.

N~
—
o
N
e
[&]
@
=
Lo
(Q\
o
i
[c6}
i
®
o)
8
o
<
£
2
%
)
S
2
‘D
)
>
c
=)
)
B
8
()
E
(@]
o

Adaptation

Visual adaptation is the adjustment of the visual system to the environment or to the object.
Visual plasticity is something that influences photographers and photography. The visual
system has evolved to adapt to changing stimuli to better see for potential changes. These
changes might occur in brightness, color, size, motion, orientation, pattern, and sharpness,
enabling a person to see and function effectively when these changes occur.

Brightness/lightness adaptation allows sight in environments with large light level
differences such as found at midday or midnight. This range is represented by a luminance
ratio of about a billion to one. A change in the retina’s sensitivity is a gradual process and
may require up to forty minutes for complete dark adaptation to occur, for example. The
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increase in sensitivity that occurs during dark adaptation is the result of changes in the
pigments in the retinal receptors and in the neural processing of the signal. Differences in
dark adaptation and light adaptation occur quickly. Because of the changing sensitivity of
the visual system during light and dark adaptation, the eye is a poor measuring device for
absolute light levels.

More on Perception

Visual perception of the world differs markedly from the rapid flow of two-dimensional
information created by the eye. Human vision can lead to cognitive thought and emotional
responses, and can lead to understanding based on many factors. The stimuli that are
observed and then processed by a photographer might serve as the inspiration to take
photographs.

The following paragraph has been shared on the Internet for as long as anyone can
remember. It has been attributed to scientists at Cambridge University and clearly
demonstrates how a human sees, references, interprets, and then adds information to what
is being seen. It a useful example that demonstrates how information and understanding is
accomplished when using visual clues.

The pweor of the hmuan mnid. Aoccdrnig to a rscheearch at Cmabrigde Uinervtisy, it
deosn’t mtta in waht oredr the ltteers in a wrod are, the olny iprmoetnt tihng is taht
the frist and Isat Itteer be at the rghit pclae. The rset can be a total mses and you can
sitll raed it wouthit porbelm. Tihs is bcuseae the huamn mnid deos not raed ervey
Iteter by istlef, but the wrod as a wlohe.

Figure 2.7 Images can be contained within images. This series shows a progression of magnifi-
cations that features a common marmoset monkey. The sequence reveals the whole body and
goes through to details visible at the cellular level. The original intention was to photograph the
whole fetal image; however, when magnified for closer inspection, the intriguing picture in the foot
was observed. At a magnification of x12.5, the bizarre likeness of the face in one of the toes was
discovered. The three images were combined to record this scientific oddity. Image courtesy of
Kristen Toohey, Southborough, Massachusetts, United States.
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This example might be useful for gaining a greater appreciation how the cognitive process
works but, in reality, rarely are examples this defined. Human vision is powerful and
easily discriminates all kinds of information within images. Within an image, content and
information is derived in different ways and is often either ignored or moved forward in
level of importance. Seeing is easy to accomplish (when vision problems do not exist) but
becoming a careful observer of objects and their components is a learned activity.

Figure 2.8 A person will frequently see what they believe they are looking for without look-

ing further. What is perceived to be the subject in this drawing on the left is a face, butiitis
actually handwriting that has been inverted from its black ink on white paper and oriented in
atan angle. Without additional information, the photograph on the right appears to be that of

a human palm. Actually, it is the palmar surface of an orang utan’s hand. Expectations—and
without a frame of reference or caption—will frequently lead viewers to incorrect conclusions.
Image of the orang utan provided courtesy of Tim Flach and Tim Flach Studios, London England,
http://timflach.com/.
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One basic technique fundamental for human vision/discrimination is comparison, grouping
and observation. If an object is something new and not familiar to a viewer, with no frame
of reference it can be difficult to assess. But when situations are familiar, seeing a sample
and its structures will be a more reflexive process that can lead to conclusions. The process
of comparison depends on prior knowledge and experience. How strong a memory is and
which features or characteristics are embedded will become the foundation of comparison
and assessment. Statistics reveal that eyewitness accounts of an accident or crime are
often unreliable because, for the most part, people are poor observers of fine details and the
interpretive process can lead to the recalling of false data. Because identification is based on
prior knowledge, people often see what they were looking for.
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Resolution and discrimination that contributes to visibility are two different components
of human vision that play a role in perception. A star in the night sky would be considered
a point visible because of its brightness and subsequent contrast, appearing bright against
the dark sky. Faint stars are not visible to the unaided eye because there often isn’t enough
brightness to create contrast or visibility. Resolution is not the same as visibility and is
defined as the ability to distinguish two objects as separate points that are close together.
Sometimes, when looking at a tree from a long distance for example, the leaves appear as
simply a large green mass, but as the distance to the tree is shortened, the individual leaves
become resolved from the mass.

Seeing is a function of the brain. The mind groups and scans elements in the scene in an
almost reflexive fashion trying to identify details. Discriminating minor deviations in patterns
can be challenging.

Mirages or lllusions

Unfortunately, the world is not simply lines, letters, or points.
Human vision and reality is complex. Frequently things are
grouped naturally and but rarely separated into perfect parts.
Grouping works for spatial and temporal scales are useful for
understanding. In many situations, there are many objects
that contain similar or different shapes, edges, and other
features, and grouping may or may not allow for the perception
of likeness or not. If there are other similar objects, the most
important object will be compared with others to form a
higher level of discrimination and organization of the object.
Sometimes there is confusion for a viewer because of the

cues. This can be evidenced with the example of Zollner lines.
Grouping in this case gives rise to viewer confusion. Resolving
the confusion is accomplished by seeing only one interpretation

and ignoring the others.

Photographers through practices of lighting, composition,
and contrast can change the separation between a subject and

its background. The term “figure—ground” is used to describe

Figure 2.9 The top image features Z6lIner lines, named
for German astrophysicist Johann Karl Friedrich Z6lIner,
who discovered them. The cross-hatching of the diagonal

this relationship. This concept of an object’s relation to other
included elements and their emphasis is an important aspect of

Gestalt psychology. In a Gestalt analysis, things are considered lines with short vertical and horizontal ones causes the
asthe whole and how the elements operate together rather than visual perception of the lines to rotate in the opposite
as elemental components. When consciously trying to make direction. In fact, the diagonal lines are exactly parallel.
visibility difficult, the military developed camouflage uniforms The bottom image shares another classic example. In

this example, the length of the two lines appears to be of
different lengths. The Miiller-Lyer illusion is an illusion
that uses suggestive information to cause a false inter-
background is the goal. pretation by the viewer as to which line is actually longer.
Most viewers will chose the example where the fins point
inwards. This observation was first made by Franz Carl
Mdiller-Lyer, a German sociologist, in 1889.

to take advantage of blending. In other types of photography,
the making of contrast for separation of an objective to its

In the Rubin vase example shown in Figure 2.10, a viewer may
perceive the bright object as the foreground; the shape will be
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Figure 2.10 A Rubin face or the

Muscle-ine Bitters. |

figure—ground vase is a famous set of Figure 2.11 This illustration is another classic example of a figure—ground illus-
ambiguous or bi-stable (i.e. reversing) tration. The illustration was created as a patent medicine card distributed in the
two-dimensional forms developed early 1900s. Included in the illustration are two women, one old and one young.
around 1915 by the Danish psycholo- Which face a viewer sees first will be a function of contrast, brightness and cam-
gist Edgar Rubin. Some people will see a ouflage, and the ability to separate or group other visual clues. Image courtesy of
vase and others will see two faces. the Michael Torbenson Collection and Norman Barker.

seen as a vase with an irregular shape. If the background around the vase becomes the
foreground and subject, the shape emerges as two facing human profiles. Similarly the
patent medicine card shared in Figure 2.11 reveals this same phenomenon, based on what
shape is stronger to the viewer. It is interesting to watch people try and see the old or young
woman in this drawing created in the early 1900s.

SUGGESTED READING

Huxlin, Krystel R., “The Human Visual System,” in Michael R. Peres (ed.), The Focal
Encyclopedia of Photography, Digital Imaging, Theory and Applications, History, and Science,
fourth edition. London: Focal Press, 2007; ISBN-13: 978-0240807409.

Snowden, Robert, Peter Thompson, and Tom Troscianko, Basic Vision: An Introduction to
Visual Perception, second revised edition. Oxford: Oxford University Press, 2012; ISBN-
10: 019957202X.

Zakia, Richard, Perception and Imaging: Photography—A Way of Seeing, fourth edition.
London: Focal Press, 2013; ISBN-13: 978-0240824536.

https://en.wikipedia.org/wiki/Visual_perception
http://micro.magnet.fsu.edu/primer/lightandcolor/humanvisionintro.html

http://visionscience.com



Chaoter 3 B IRTEISEN:
Image Formation

for the Scientific
Photographer

In this photograph, doctoral student Joseph Cho’s hand is pictured along with a multidirectional perfect
paraxial cloak comprised of four lenses. From a continuous range of viewing angles, the hand remains
cloaked and the grid is seen through the device, matching the background located on the wall approxi-
mately 2 meters away in color, spacing, shifts, and magnification. The edges of the optics can be seen
because this lens group was a small-angle paraxial cloak. The artifact of seeing the edges of the cloak
can be reduced by using larger optics and at a longer viewing distance. Optical cloaking configurations
were designed by University of Rochester Professor of Physics John C. Howell, along with PhD student

Joseph Choi. This photograph was made in Bausch & Lomb Hall September 11, 2014, by J. Adam Fen-
ster/University of Rochester.
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Light

ne might argue that photography really is all about light. Light may be the singular

most important ingredient in a photograph. In most situations there is plenty of light
for use when photographing but often that light is not optimized for the uniqueness of the
sample or situation. The light is simply present and without character. In many instances
it only possesses brightness. A poor analogy but an effective one would be to consider
trying to use a butter knife for surgery. The word “photography” means to write with light.
Choosing and using light is one of the most fundamental tools in the photographic process
and leads to what can be observed in or on an object and subsequently recorded during
the photographic exposure. Achieving success when photographing in science requires a
complete and practical working knowledge of applied light with its well-understood and
predictable behaviors.

Visibility Requires Contrast, Magnification, and
Resolution

The ability to see an object—whether large or small—requires the need for light that creates
contrast, the use of optics to create magnification for visibility and to form resolution. Other
chapters describe the role of human vision and the role of the sample (Chapter 5) in the
imaging chain. This chapter will evaluate how radiated energy works and more specifically
how light contributes to image formation. A part of this chapter will be dedicated to
photographic optics and their influences on the overall quality of an image.

Light emanating from a source will have a physical size, brightness, directionality, and a
spectral or color output. These characteristics and others play a role in the appearance of
an object as seen by a viewer, which in turn will affect how an object will be reproduced as a
photograph. While taken for granted and rarely considered, it is fascinating to deconstruct
how the physics of this works down to the particle level. To start, radiant energy that
might include visible light leaves a source. This energy might be all light or contain other
spectral emissions such as infrared or ultraviolet. Light will have a brightness that might
be adjustable and the light’s source will have physical size. The light that illuminates an
object will come from a specific direction relative to the object’s surface(s), which may or
may not be in sync with the camera’s point of view. The light will interact with the object
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and become modified in some way. The modification can be a reflection, transmission, or
absorption or a bit of each. This in turn creates “reflected” light that is carrying information
about the sample and its unique characteristics. Before being “collected” by the eye, some
of the light may interact with other light that is leaving that sample or light from other
sources or from the light itself. This interaction may result in collisions or interference that
can play a positive or negative role in the formation of the structure and contrast within the
image. The light is finally collected by the eye or imaging system and contains structural
information about the subject, including its size, surface or internal structures, color, and
often more. When miniaturized to the particle or photon level, these interactions can be
difficult to describe, deconstruct, and subsequently understand. Visualizing “the invisible”
might be the most challenging element of scientific imaging. At the end of this linked
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sequence of events, data is revealed and recorded
on the sensor. It is interesting to note that, often, a
sensor will record more than the human observer
can see.

Describing electromagnetic radiation (EMR) and
how radiated energy behaves has been a challenge
to physicists for centuries. Evenin 2015, no singular
model for describing radiated energy travel has
been universally accepted because none explain all
aspects of this science. Many historically important
theories describing energy travel have been
proposed, including the particle and wave theory.
Albert Einstein suggested the quantum theory,
which utilizes components from both theories.
Recently a new theory described as the “string
theory” has gained some acceptance. In this model,
energy is traveling in what might be considered as
a flexible rubber band that is constantly wiggling
and changing shape. In Figure 3.2, scientists at
the Ecole Polytechnique Fédérale de Lausanne
created the first photograph ever made that records
both the wave and particle features of light. What
is universally accepted in all theories is that light
does travel away from its source in some fashion.
Sir Isaac Newton first described light travel in the
1600s using his corpuscular theory. More than
300 years later, Max Plank and Einstein each added
ideas to the conversation, trying to help explain the
phenomenon of light travel. In the quantum theory,
light is considered to travel in separate packets or
photons. The use of singular photons can effectively
be used to describe some aspects of energy travel.
Using particles explains straight-line travel fairly
easily. Photons are also useful in explaining
photographic exposure. A pixel will collect photons
in its well, the physical location in the pixel that
absorbs photons. A minimum number of photons is
required to create an exposure that registers in the
pixel moving the sensor from an absolute black level
to a shade of the darkest grey. The use of photons
does not adequately describe speed changes when
the light goes from one medium to another or when
trying to describe the light's spectral composition or
its colors. The use of the wave theory does a better
job of describing these behaviors.

Applied Physics and Image Formation
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Figure 3.1 Electromagnetic radiation can be visualized on this chart.
Short wave energy such as gamma rays are more energized than
longer wave energy such as radio or television waves. Each region of
emission can play a role in revealing data about an object when used

forimaging.
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Figure 3.2 Image A represents radiated energy particles
similar to raindrops leaving a source and moving in straight
lines until the particles interact with objects or other materials.
Image B represents waves leaving a source and traveling in
sync away from the source by oscillating up and down. They
can collide and can lead to interference that creates or dimin-
ishes contrast. Bottom image: Since the days of Einstein,
scientists have been trying to directly observe both aspects of
this light behavior at the same time. Taking a radically different
experimental approach, scientists at the Ecole Polytech-

nique Fédérale de Lausanne were able to take the first ever
photograph of light behaving both as a wave and as a particle.
Image courtesy of Professor Dr. Fabrizio Carbone, Laboratory
for Ultrafast Microscopy and Electron Scattering, Institute for
Condensed Matter Physics, Ecole Polytechnique Fédérale de
Lausanne, Lausanne, Switzerland.

When discussing light, it is practical to consider whether
the light has originated from a point or diffuse source.
The source of emission plays a role in the characteristics
and quality of light. A point light source that is very small
would be considered direct light. It creates a dark and
well-defined shadow of an object and can be used with
higher precision than diffused light. Light that is diffused
as a consequence of traveling through a semi-transparent
material or reflected off a non-directional surface such
as a wall would be described as diffuse or diffused light.
Clouds create diffused light and the sun at noon would
be considered a direct light. Diffusion changes many
aspects of light and its travel and characteristics. When
considering particles of light traveling from a point
source, it might be practical to consider how a mirror
or other flat shiny surface operates to better understand
travel behavior. A traveling photon that interacts with a
smooth shiny surface will be reflected at an angle equal to
the incident angle. The reflection will be nearly identical in
brightness to the source and result in a specular reflection.
The size of the reflection will also be proportional to the
size of the light. If the surface of the subject in the photo is
rough, the photon’s angle of reflections across its surface
will be more scattered, less predictable, and create diffuse
reflections. Specular light creates high contrast and
clearly delineated surface details. Diffused light will create
less contrast and will reveal colors more diffusely.

When waves are used as a method for explanation, aspects
of the brightness of light using the wave’s amplitude can
be practical. Waves are observed naturally in the ocean
or in other water environments. Waves have height and
possess energy. Considering how a wave operates while
standing at the shoreline might serve as a useful example
for the movement of positive and negative energy. The
elevation of a wave describes the volume of energy and
the direction of travel. When the wave moves forward, it
pushes forward, but following the raised portion of a wave

is the region that is below the surface. That part of the wave would have negative energy

and move away from the shore. As illustrated in Figure 3.3, a wave can be drawn as shared

and will have specific regions. Crests and troughs are used to describe a wave's amplitude

or its brightness. The wave will have a travel direction and exhibit a vibrational magnetic

component that is 90 degrees to the amplitude. It will also have a frequency, or cycles per

second emission. A wavelength will describe the distance from similar points on the light

wave such as a crest to crest or a trough to trough. This distance is measured in nanometers

or angstroms that is used to describe the color of the light. For example, red light would be
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composed of wavelengths from 600 to 700 nm. Human vision can respond to energy that
is 400—700 nm and this region is known as the visual spectrum or light. Short wave light
such as 400 nm conversely will have more energy than long wave light, which has low
energy. “White light” is the term used to describe full spectrum light. White light will have a
blue component, a green component, and a red component that will be present in varying
percentages. It would be possible but highly unusual to have a source that emits 33 percent
of each primary spectrum, red, green, and blue, unless designed to do so.

Sources

Electromagnetic radiation comes from a variety of sources including the sun, incandescent
sources such as tungsten and tungsten halogen bulbs, fluorescent lighting, metal halide
sources, LED, OLED, laser, HMI, and electronic flash systems. All of these sources are used in
photography. Classically described, the energy emitted from all these various sources would
be provided using energy (watts) and wavelengths (or color temperature). Gamma rays are
much more energetic than radio waves but radio waves will have a longer wavelength than
X-rays. Shorter wavelengths of light will produce greater optical resolution.

The main source of light on this earth would of course be the sun. It emits all the known
electromagnetic radiation. The sun is used frequently for general purpose photography but
not so much for laboratory photography or photomicrography. A few important properties
of light would include its intensity or brightness, direction, spectral composition, speed,
and polarization. Although dim, there are other sources of light that serve a small role
when photographing. Light sources not often thought of would include meteors, stars and
other astronomical subjects, the aurorae, bioluminescent organisms, lava and volcanoes,
nuclear reactions, chemoluminescence, fluorescence, CRT and LED displays, electric arcs,
gas discharge lamps, tungsten lamps, and lasers. All of these will have emissions containing
portions of the visible light region of the spectrum. Other sources might also include fire
and black body radiation sources.

Figure 3.3 Waves are an
excellent tool that can

be used for explaining
brightness and color
described using wavelengths.
One wavelength is equal to
the distance from one crest
to another crest or from one
trough to another trough.
Waves also have a travel
direction and a magnetic
component thatis 90 degrees
to the brightness component.
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Figure 3.4 Tungsten, fluorescent, and LED lamps all will have
different spectral emissions. A tungsten source is considered a
continuous source while fluorescent sources would be consid-
ered discontinuous sources. This characteristic is evidenced in
the bulb on the left, which has an emission of lines or chunks
of color and is not smooth. The compact fluorescent bulb had a
color temperature of 2850 K. Bulbs 2 and 3 are halogen bulbs
and were operated at 2850 K. The fourth bulb is a 3000 K LED
bulb and the bulb on the right is a 5000 K LED bulb. The bulbs
were photographed through a diffraction grating useful in
revealing the spectral power distributions of each bulb. Image
courtesy of Nanette Salvaggio and Josh Shagam.

Continuous and Discontinuous
Spectrums

When a source emits its various compositional
components, the emission can be continuous or
discontinuous. A continuous spectrum includes the
emission of wavelengths smoothly over a broad range.
Incandescent sources such as tungsten halogen bulbs or
the sun would be demonstrative of a source that emits
its energy in a continuous fashion. There are other
continuous sources, including an electronic flash. A
discontinuous spectrum source conversely would be
characterized by emissions that are not smooth but contain
discrete wavelengths that, when added together, form a
desired color temperature or appearance. An example of
this would be a fluorescent bulb, which is characterized
by its line spectra composition from the mercury and
continuous spectrum from the phosphorous. Fluorescent
bulbs can be warm or cool white as well as many other
colors. An example of a single wavelength source of non-
incandescent visible light would be the sodium-vapor
lamps commonly employed in street lighting. These lamps
emit a very intense yellow light, with over 95 percent of
the emission being composed of 589 nanometer light with
virtually no other wavelengths present. This makes for
very bright monochromatic images.

Color Temperature

“Color temperature” is the term used to describe the color
characteristics of light with applications specifically to
photography, astronomy, video, publishing, astronomy;,
and manufacturing. Light sources that are defined by
the concept of color temperature are characterized by a
color value shared in degrees Kelvin. This is referenced to
a color that corresponds to a black body raised to a specific
temperature using the Kelvin scale. A tungsten source
using the correct voltage to the bulb would approximate
a black body radiator with a color temperature of
3200 K. Daylight composed of sunlighted skylight has

a color temperature of 5000 K. These colors and temperatures have been assigned after

comparison to the color emission from a correlated black body radiator. Color temperatures

above 5000 K would be characterized as possessing more blue light and referred to as

cool. Color temperatures that are below 3200 K would possess more reds and yellows and

would be characterized as warmer colors. Cameras use this information when being white
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balanced. A camera will have pre-set values including daylight, tungsten, fluorescent, or
custom sources among others.

Temperature Source

1700K Matches

1850K Candles

2700-3200K Incandescent sources

3000K Soft warm white fluorescent bulbs
4100K Moonlight

5000 K Daylight, cool white fluorescent bulbs
5500K Noon daylight and electronic flash sources
6200K Xenon sources

6500 K Cloud-covered daylight
6500-10,000 K CRT or LCD monitors

Continuous or Pulsed Emission

When light leaves a source, it can be emitted as a continuous emission, as with the sun or
an incandescent bulb. It can be discharged over time or in a short duration discharge such
as from an electronic flash. A continuous source allows for a wide range of shutter speeds
to be used to make an exposure. However, sometimes a subject will move during the timed
exposure and create a blur in the image. Continuous sources are quite common. Fiber optic
light sources, metal halide bulbs and other similar sources would be considered to have
a continuous emission. A short duration or pulsed source is quite different. Pulsed light
sources are used to produce single or periodically repeated bursts of light lasting from a
fraction of a second to milliseconds. Pulsed light sources can be divided into two categories.
The first category includes sources that use the light radiation from a low temperature
plasma source such as a condensed spark discharge in gases or exploding wires. The second
source is characterized by the short excitation of a phosphor as a result of the passage
of an alternating current electric across it or irradiation by an electron beam. Optical
frequency oscillators or pulsed lasers are also considered pulsed light sources. Electronic
flash lamps with an efficiency of conversion of electric energy into light energy of up to
50-70 percent are pulsed light sources and have found wide application for short duration
imaging applications. The power of a pulsed source is often shared with a user in watt/
seconds or guide numbers. A typical 160 GN electronic flash unit at full power would
create a duration on average of 1/300 second. Subsequent power reductions will shorten
the light’s duration and allow more frequent discharges to be made with shorter recycling
times. This information can be learned from reading the equipment’s spec. sheet. Below are
the durations from a hypothetical electronic flash unit to be used an example.

B Full power—1/300 second

% power—1/600 second

Y4 power—1/1200 second

1/8 power—1/2400 second
1/16 power—1/4800 second
1/32 power—1/9600 second
1/64 power—1/19,800 second
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Figure 3.5 When light strikes a piece of glass, three things
can happen depending on the angle of incidence. If the
angle is great, transmission occurs. If the angle is low,
there is a reflection, but if the angle is just right, the light
will become trapped in the glass causing flare. This angle
is called the critical angle.

Light Behaviors

Three things can happen to radiated energy (light) when it
interacts with a new material: it can be reflected, refracted or
absorbed. These three outcomes are influenced by the angle at
which the light strikes the surface of the subject. Depending
on that angle, a reflection can be produced, or the light can be
transmitted (refraction), or the light can be absorbed. These
three outcomes will occur to varying degrees by a minor
adjustment of the light or the angle of the sample’s surface to
the light. These outcomes occur at air—glass boundaries or in
situations where two materials of differing refractive indices
are adjacent to one another, such as water or glycerin. All of
these behaviors can lead to image degradation or improved
edge definition and should be carefully controlled when
possible.

Making technical pictures requires a general awareness of
the behavior of light in air, in glass, and glass—air interfaces.
A good science photographer anticipates how to control the
light when it changes mediums and what occurs when these
changes take place. There are exhaustive resources available
online as well as in traditional resources that share more
completely these principles of light travel and behaviors.

light intensity
1/4

1/9

Figure 3.6 A light source will have

a brightness associated with it.

The brightness can be increased

or decreased as needed. A light's
brightness will fall off in predictable
ways. The light fall off is described
using the inverse square law. For
every doubling of the distance,

the light will be one quarter of the
amount.

Reflection

The concept of a reflection might be one of the more simple concepts of energy travel

to understand. A reflection can be described using Snell’'s Law, named after the Dutch

mathematician Willebrord Snell, who first described this behavior. Snell's Law describes

the reflective behavior of light in this way: “A beam of light that strikes the surface of a
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material will be reflected at an angle equal to the angle of incidence.” This assumes the
surface of the material is highly polished. This angle is measured from a hypothetical
perpendicular axis to the reflecting surface, called the normal. A reflection might occur
anywhere or off any surface. Reflections can occur within a microscope or other optical
instruments that contain multiple lenses or optical elements. Reflections from external
sources such as windows or from overhead lighting, although rare, might find their way
into photographs of shiny or wet samples made in laboratories. To minimize reflections
in general, room lights or other accessible extraneous lights should be turned off when
photographic exposures are being made.

Absorption

When light becomes trapped in a material, it is often because of the light’s angle of
incidence to the object’s surface or characteristics of the surface itself. This angle has
been named the critical angle. Absorption occurs when the light cannot escape the
material on the side opposite to its entry into the system. See Figure 3.5. Simply stated,
absorption results in the creation of non-imaging forming light in the system, which
is called flare. Flare light will lower contrast and result in diminished image visibility.
Flare frequently is created by poorly managed reflections from smooth surfaces. An
example of flare might be found by considering what happens when facing and driving
toward the sun with a dirty windshield. The windshield will become hazy because
the dirt will provide a screen for the sunlight to focus onto. The elements from the
scene will appear washed out and without detail or contrast against this flare light in

a

airn=1.00 (‘ n=a/d
glass
n=153 p

Mirror

D

Normal

Figure 3.7 When light strikes
areflective or shiny surface, it
is reflected at an angle equal
to the angle of incidence:

qi=qr

Figure 3.8 When light encoun-
ters a material of differing
refractive index, it experi-
ences a speed change. This is
evidenced as displacement.
The graphic drawing at the top
shows how, as the incident
ray enters the glass, itis
slowed and bent towards the
normal. When the light leaves
the glass, it speeds up and is
bentaway from the normal. It
will be traveling in the same
direction as the incident ray,
butis displaced. In image

(A), this displacement is
evidenced by the appear-
ance of the pencil, which
looks bentin the photograph
because the refractive index
of the water is different than
that of airand glass. In image
(B), featuring a bottle of
immersion oil, the applicator
wand disappears in the oil
(evidenced by the circle] and
is visible in the air, the region
above the oil.
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the windshield. Absorption by optical elements might occur in dirty lenses or prisms or
other elements in the system as well. Light simply needs a surface to interact with and it
can effectively change the contrast of an entire optical system. This change can be subtle
or enormously evident. Keeping lenses clean and free of dirt and oils will add greatly in
contrast control.

Transmission

Transmission or, in this case, refraction plays an important role in image formation by
focusing light, and it is particularly important in microscopy. Some would argue that
refraction is at the foundation of an optical system’s performance. Refraction is the bending
of light as a consequence of a speed change that occurs when the light enters a new
medium of a different optical density. This situation occurs when light goes from air into
glass or when light enters water or other optical materials such as immersion oils from
air. A type of refraction is dispersion, where each of the spectral components of light is
slowed by differing amounts resulting in the separation of light into its primary ROYGBIV
spectral components (red, orange, yellow, green, blue, indigo, violet), commonly described
as a rainbow.

Materials will have different refractive properties
and these are shared or categorized as a material’s
refractive index. A refractive index is a number that
describes the light-bending ability or optical density
(to air) of the material and how it will affect the speed
of the light in that new material. Air has a refractive
index (RI) of 1.00 and is considered to act asa vacuum
to light and exerts no changes on speed. Matter in air
may, however, affect light travel. Water is denser than
airand hasan RIof 1.33, and glasshasan RIof 1.53.
Refraction is the behavior which influences a lens’s
focal length or an object’s magnifying power. Shorter
focal lenses will have greater refractive powers and
longer focal length lenses less refractive properties
based on lens design.

Dispersion
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Dispersion occurs when light is broken up into its
primary colors by the refractive properties of the
optical material. A prism provides an excellent
example of dispersion, and so are diffraction
gradients. When light enters the prism from air, the

speed change for each region of the spectrum will be
refracted differently. Consequently, some wavelengths

Figure 3.9 In this picture, light is refracted differently within a

prism made of flint glass. The red, green and blue components will be more greatly affected. This variance of speed
are spread and cause dispersion, evident as a rainbow. The light results in the bending or refraction differences of light
source in this example was a mercury-vapor lamp. Image courtesy containing RGB. Dispersion is a negative quality for
of D-Kuru.

a precise optical system. Lenses that are not highly
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corrected will disperse light in higher degrees than more highly corrected lenses. Lenses
that are highly corrected are characterized as being apochromatic and have low dispersion
problems. Macro lenses are frequently apo lenses. Dispersion will lead to flare and will result
in a general lowering of the image contrast. In microscopy, lenses will often have an Abbe
number associated with them. An Abbe number is an indication of the degree of correction
for an objective lens and is based on the glass’s dispersion potential. A higher Abbe number
indicates the lens has less chromatic aberration. Having high dispersion is not a positive
characteristic of a lens except for soft focus lenses used for high-end advertising portraiture.

Interference

Since energy travels as waves, frequent collisions of waves occur. When waves travel in
phase or in sync, they are described as coherent. Waves can also be out of phase or are
described as incoherent. When multiple waves collide, interference will occur. Interference
occurs when two or more radiated energy waves are present simultaneously at the same
location in space. This occurrence produces a new wave that will be the sum of the parts of
the contributing waves. Interference can either be constructive—sometimes called additive
(positive) or destructive (negative). In constructive interference, the wave energy will be

Amplitude
In phase or coherent light
+ energy
Amplitude
\/ Constructive
interference
/\ - energy

Out of phase or incoherent light

Destructive
interference

Figure 3.10 In this illustration, waves can be traveling in or out of phase. When the
waves collide, interference occurs. When waves are coherent and interference occurs,
it creates more brightness (amplitude); when they are out of phase, interferences
cause energy loss and diminish brightness. Interference plays an integral role in image
formation and contrast.
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greater as a sum of the two energies and will posses more
energy. Effectively this increase in wave energy creates
more brightness and sometimes produces a change in
color. When destructive interference occurs, the total
of the energies from the waves will be reduced. This will
diminish image brightness by reducing the energy of
the new wave, which may also create a color change.
In microscopy, interference is an important element of
image formation and is needed to create or preserve image
contrast required for visibility. Phase contrast microscopy
and differential interference contrast techniques take

advantage of this behavior, making the invisible, visible
Figure 3.11 In this photograph, interference is evidenced by without the use of staining.

the various colors revealed in the oil on the wet roadway. The

oil, when mixed with water, creates various layers of mate-

rials. As light enters the material, it bounces back and forth

between the many parallel surfaces, resulting in interference Le NSES

and producing this rainbow image. . . . .
It goes without saying that a lens is a critical element for

use with a camera. It might be called a photographic lens

or objective as well. Rarely do lenses operate without being
on a camera and there are a variety of ways to couple lenses to camera bodies, including
bayonet and C mounts. Lenses contain small openings called apertures. Lenses used for
video, still photography, or other applications such as astronomy are for the most part
somewhat similar in their basic functions. What is different across the choices is the degree
of correction, focal length, light transmission capabilities, and angle of view. Lenses can
also be corrected for vibration reduction.

Alens has a focal length with a corresponding angle of view. A lens’s focal length also takes
into account the image magnification or reduction that is associated with the lens. The
focal length, typically shared in millimeters, describes the angle of view of the lens relative
to the coverage of the circle of good definition that it produces required to cover the sensor.
For example, if a sensor were 24 mm x 35 mm, the diagonal of the image sensor would
require the circle to be approximately 43 mm, and the normal lens for this example sensor
would be approximately 50 mm. Any focal length lens in this example that is shorter than a
50 mm lens would create a wider angle of view and would be characterized as a wide-angle
lens, and any lens with a longer focal length used on that sensor would be characterized as
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behaving like a telephoto.

Apertures are placed into lenses to control the amount of light transmission and affect
exposure. In modern lenses apertures remain in the fully open position until the shutter
is depressed. This allows ease in viewing for composing and focusing. If the aperture were
to close early, the image would be dark when composing and focusing. When the shutter
is activated, the aperture blades close down to the selected aperture setting. This feature is
described as an automatic lens. A lens where the aperture closes when the f-stop is engaged
is called a pre-set or a manual lens.

A lens’s maximum aperture is calculated by dividing the focal length of the lens by the
largest clear diameter when the lens aperture is fully open. All apertures will encroach
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18mm 50mm

Figure 3.12 In this composite photograph, a skull was photographed using an 18 mm, a 50 mm,
and a 200 mm lens. To the extent possible, the skull remained the same size and the camera
used the same point of view to make all of the photographs. As can be seen, there is a shape
change. The working distance of each picture was different. Located adjacent to where the star
was placed, changes are evident in the wide-angle photograph and the telephoto views. The malar
and temporal bones have increased separation and visibility in the 50 and 200 mm views when
compared to the wide-angle photograph.

into the optical pathway by a small amount. A very fast lens with a high light-gathering
ability would be characterized by an f-number of 1.2, for example. On microscope objective,
numerical aperture (NA) is used to describe the light-gathering ability of the lens and would
be above 1.00. A lens with less light-gathering ability might be characterized as having an
f-number of f/4.0, for example, or an NA of 0.1. More on NA is covered in Chapter 9.

In addition to affecting light transmission, apertures play an important role in affecting
the range of focus or DOF that a lens produces. Depth of field is an important element of
an image. Less DOF can be used to optically isolate an area of interest and more DOF can be
used to reveal more of the sample by increasing its range of focus. Choosing the correction
aperture is influenced by the objective of the photograph and magnification.

Lenses for Scientific Applications

Pinholes served as the original lens because they were able to create focus. Once lenses were
discovered in the 1600s, they became valued and useful for obvious reasons. Brightness
and image definition is significantly increased in images formed by lenses when compared
with pinholes. Seeing detail, structure, and contrast of challenging objects can be greatly
improved using a properly corrected lens and other optical elements of a system.

Fundamentals

Choosing the right type of lens to use always begins with the evaluation of where the lens
will be used and the image requirements needed for a specific outcome. This outcome might
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be for the creation of a flatfield image or a long working distance. Lenses are manufactured
using various types of glasses including crown and flint glasses. There are other elements
in a lens, including coatings that produce changes in image contrast, color fidelity, and
resolution. Lens elements will possess a thickness and will have curved surfaces. The
internal elements will be carefully arranged and the position of an aperture also considered,
allowing the creation of image depth of field (DOF), depth of focus, and image brightness.
Depth of field is located at the subject and depth of focus is located at the sensor. Modern
lens designers use many methods to improve lens performance including adding aspheric
surfaces, minerals such as fluorite, and gradient elements that create improved performance
requiring the use of fewer pieces of glass. Nano-crystals are also being integrated into the
newest lenses. Lenses designed solely for DSLR cameras are nothing short of remarkable.
Image sharpness is experiencing a period of unparalleled excellence, which includes the
use of special rear elements that direct light effectively onto the sensor’s surface and more
directly uniformly into pixels. Nikon has a VC or violet correction, and many lenses are
vibration reduced.

A simple lens can be categorized as being either positive or negative. A positive lens is
thicker in the central region and may also be called a convex lens. This lens produces real
and inverted images that are focusable. Negative lenses are thinner in the center and would
be called diverging lenses. This type of lens produces a
virtual image that appears to be larger and in front of

Typical subject/Lens/Image relationship for traditional application the viewing lens. Almost all photographic lenses contain

both positive and negative lenses. A lens made of many

individual lens elements is called a compound lens and
must always remain positive to be used to form focusable
images in the camera.

Lenses will all have common shapes. A simple positive
lens can have two convex surfaces or one surface that
is convex and the other surface flat. A biconcave lens is

a single element lens with both of its surfaces curved
inward towards the center. This lens is thicker at the
Photomacrography edges than in the central region. A meniscus lens is a

single element lens that has both spherical surfaces

curved facing in the same direction.

Lens conjugates describe locations in front of and
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behind a lens. Conjugates predict where a lens will
focus an image or where an object should be located.
Lens conjugates play a role in design and refractive

considerations but, more importantly, how the lens is

used in application. A lens will have a principal focal

Figure 3.13 In this illustration, the typical lens conjugates
found in more traditional applications that make images that
are smaller than the object are shared in the top view. The lower
view shows the lens conjugates resident in macro applications
where the image size is larger than the object. U is the object
distance, V the image distance, and F the lens focal length.

length, and this is the location where an image is
focused when the lens is focused at infinity. There will
also be a front focal point for a lens. When a lens is used
for reduction applications the object will be larger than
the image, and the distance from the scene to the lens
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will be large and the distance from the lens to the sensor will be small. When the image
size equals the object size or life size, the front and rear image distances will be equal and
will be two times the focal length. When the image size is greater than the object size, the
object distance will be small and image distance will be large. This situation is evidenced
in Figure 3.13.

Image size will always be proportional to focal length. An increase in focal length will
produce a larger image. Depending on the focal length and maximum aperture required,
various lens configurations can be used to increase image size. A 100 mm lens will make
a larger image than a 35 mm lens if the photographer does not change working distance.
A telephoto lens uses a compact configuration to achieve a longer focal length using
different lenses in a specific order. In a telephoto lens, a negative lens is placed behind
the front positive component. This increases image size and makes for a small and lighter
weight design.

Teleconverters

A teleconverter is a precision optical accessory that can be mounted in between compatible
lenses and the camera body and increases the focal length of the primary lens. This
configuration creates a longer working (object) distance for a photographer and leads to the
same magnification. If a teleconverter is used in combination with a 200 mm close-focusing
lens, for example, it will yield a life-size (1:1) image and does so while maintaining a 71 cm
or 28 inch minimum object distance. This amount of working distance is advantageous for
many biomedical, industrial, and natural history applications.

Working Distance

Working distance is defined as the distance from
the front of the lens to the subject. It plays a role in
image size or magnification. Using a larger working
distance allows for freedom in arranging lighting
and photographing subjects that are challenging.
In photographs where the object will be larger than
the image, changing lenses and working distances

will influence image perspective. Perspective
describes how the elements in a photograph
appear in the two-dimensional rendering of a
scene. Foreground and background magnification
differences are included in this process, as well as
how straight lines are rendered. Images can have

a strong or weak perspective based on the location
of the camera in a scene. Subjects located within

Figure 3.14 In this illustration, a 100 mm (top left) and 50 mm (bottom
left) lens were used to create the corresponding images on the right
side of the figure. The working distance when photographing at 1:1 is
the camera has been placed is changed. As the twice the focal length of the lens. While the images are relatively the
magnification increases, the working distance will same magnification, there are differences as a result of the camera’s
decrease. distance to the subject.

the scene will have different magnifications and
locations within the frame if the location where
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Close-up Lenses

Many relatively inexpensive digital cameras are fitted with zoom lenses that are adequately
corrected for use in moderate close-up distances; however, DSLR cameras will have a wide
variety of close-up or macro lenses available, both in fixed focal lengths and in zoom lens
types. A zoom lens with close-up abilities is often described as macro zoom. True macro
lenses are designed to produce magnifications of 1:1 or greater.

Expensive macro lenses have elaborate internal mechanisms that allow groups of lens
elements to move independently as the lens focusing is extended to close distances, and
create excellent life-size (1:1) or slightly larger images. These lenses will always have
reproduction ratios inscribed on the barrel, possess modest maximum apertures (f/2.8 to
f/4) and come in various focal lengths used to achieve various working distances. An image
magnification of 1:1 is 1:1 regardless of focal length. Important optical characteristics are
designed into macro lenses, including excellent image definition. They have been highly
corrected for color and spherical aberration as well. Their most important feature is their
ability to produce edge-to-edge sharpness when used for small working distances, especially
when used with flat subjects.

Figure 3.15 This figure includes three different lenses that can be used for close-up or macro
work. A Canon 24—60 mm macro zoom is featured on the left, Canon 50 mm prime macro lens
in the middle and a Canon 65 mm macro on the right. They have all been designed for different
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Supplementary Lenses

The design of most fixed focal length camera lenses has been optimized for long camera-
to-subject distances and often they will have a minimum focus distance of approximately
50 cm or 127 inches. This distance can be reduced and the image size increased by using
a supplementary or close-up lens. A close-up lens is a high quality simple magnifying lens.
These lenses will either be a single lens or an achromatic doublet that attaches to a lens
like a filter. These lenses are sometimes called plus lenses or plus diopters. Using a diopter
is the easiest way to achieve close-up images. It is always best to attempt image creation
without the addition of lenses when possible, since any additional lenses to a primary lens
can degrade optical performance. The optical power of supplementary lenses increases as
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the diopter number increases, for example +1, +2, up to +20. The diopter number of a lens
is the reciprocal of its focal length in meters which is expressed:

D= 1000 mm/f or f=1000/D or D:fi o f:—11)

So, if using a +2 close-up lens on a focal length of 0.5 meter (500 mm) the lens will have
a focal length of 0.20 meter (200 mm). Alternatively, it is possible to convert all values to
diopters and then convert their sum to focal length. For example, a 50 mm lens has a power
of 20 diopters. Add a 2+ supplementary lens and the sum is 22 diopters. The combined
focal length is 1000 mm divided by 22, or, about 45.4 mm.

It is necessary to know the combined focal length of the camera lens and supplementary
if it is required to calculate the lens-to-subject distance using the following common lens
equation:

_v=f
f

where u is object distance and v is image distance.

u

Supplementary lenses can be combined to obtain even greater magnification. However,
when combining close-up lenses, the strongest should be closest to the camera lens. Image
degradation will increase dramatically when more than two supplementary lenses are
combined. Supplementary lenses can also be used in combination with extension rings and
bellows in order to minimize the total amount of lens extension. Shorter lens extension
produces shorter exposures. Shorter exposures may, for many subjects, offset the theoretical
advantage of using a camera lens with extension tubes alone. Using a small lens aperture
may minimize the aberrations introduced when using simple, positive close-up lenses.

Supplementary lenses can be combined to obtain even greater magnification. However,
when combining close-up lenses, the strongest should be located closest to the camera lens.
Image degradation will increase dramatically when more than two supplementary lenses
are combined.

Mirror Lens

A mirror lens is a special lens and is comprised of a catadioptric optical system where
refraction (lens) and reflection is combined into an optical system or lens. Mirror lenses are
sometimes called CAT reflex lenses, or mirror lenses, and have long focal lengths. Because
of the way the image is created there is a big reduction in the physical length of the optical
assembly owing to the folded optical path. Mirror lenses typically have focal lengths of
250 mm and beyond 1000 mm. CAT lenses are much shorter and more compact than
telephoto lenses and are lighter as well. Because of the limited lenses in the lens chromatic
aberration is well managed by the catadioptric optics.

Because CAT lenses have the central element, a reflection mirror, as part of the folded optic
design, they do not have an adjustable diaphragm This means the lens has a fixed f-number.
One of their most characteristic image artifacts is the annular shape of defocused areas
of the image, giving a doughnut-shaped “iris blur” or bokeh, which is the result of the
entrance pupil. “Bokeh” is a modern word that has replaced “circles of confusion.”
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Telecentric Lenses

A special lens used in technical photography is a telecentric lens. Telecentric lenses produce
orthographic images. The true advantage of these lenses is that the image magnification
remains the same independent of an object’s distance or position in the field of view. These
lenses are used for making semiconductor chips, for optical lithography, and for metrology.
Because their lenses maintain magnification, they are also very useful in machine vision
systems. They can be very expensive.

Photographic Filters

Filters are important optical elements that are used in imaging. Filters modify light through
absorption, transmission, or interference mechanisms. Filters can also modify light using
refraction or diffraction methods. A filter that is part of an image-forming system must be of
high optical quality. Filters that are used for illumination systems can be of a lower quality
since image formation will be unaffected by their presence except for heat-absorbing filters.
Filters come in many materials and sizes, and can be made of gelatin, cellulose acetate,
polyester, plastics, glass, or multilayer dielectric coated materials.

White light is composed of UV, B, G, R, and IR. Absorption filters are common. With this type
of filter, absorption occurs and the remaining light is transmitted as modified by the filter.
The amount of light absorption that occurs in a filter is typically wavelength dependent.
Often absorption filters are composed of primary colors, which include red, green, and blue.
Ared filter will transmit red light and absorb green and blue light. All filters will remove light
and lower image brightness. Exposure compensation will be required to a varying degree
when a filter is present in an imaging system. Primary colored filters were very common in
film photography and now have found use in Bayer filters located directly on digital image
sensors used in DSLR cameras. See Chapter 4 for more on this topic.

There are two types of absorption filters, broad and narrow band filters. A broadband filter
transmits a wide range of wavelengths. For example a #25 Red filter would transmit the
energy that is ~600 nm or longer, while 400-599 nm wavelengths will be absorbed by this
filter. Broadband absorption filters are used to separate red, green, and blue colors required
to form full spectrum color digital images. The filters are located on pixels used in CCD and
CMOS sensors that are actually C, Y, and M combinations. Red, green, or blue filters were
frequently required for use in film photographic applications to create differences in black
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and white image tonality since reds, greens and blues all reproduce as medium gray. Red
filters will darken blue and green subjects and lighten reds. Green filters will darken red and
blue subjects and blue filters will darken green and red elements of a scene.

A narrow band filter might transmit 440-460 nm wavelengths, for example. Narrow band
filters are frequently manufactured as interference filters and are not absorption filters, but
serve that same purpose. Narrow band filters are key elements of exciter filters and cubes
that are used in fluorescence and confocal microscopy. Using modern technology, it is now
possible to produce a filter whose transmission contains just two wavelengths.
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Polarizing Filters

Light is believed to travel in waves that are oscillating in all directions. To help visualize this,
consider the light to be oscillating north and south and containing a second component that
is oscillating east and west. Using filters, light can be modified to oscillate in one direction
only. When this condition is achieved, the light is described as being polarized. Polarization
occurs naturally as reflections from flat surfaces. These might include the surfaces of water,
leaves, roads, parts on cars, windows, and in the atmosphere 180 degrees opposite the sun.
A polarizing filter is a type of filter that has rows of aligned molecules that transmit light
waves traveling in only one plane and blocks the light that is oscillating in a direction 90
degrees to the transmitted light's orientation. Linear polarizing filters can be used to darken
blue skies by removing the light polarized (aligned) by the atmosphere and to increase
image contrast of a scene by removing of surface reflections from glass, metal, wood, and
plastics. The light that makes up a reflection has been reflected by a material and is traveling
in only one orientation. In Chapter 7, methods used to create a polarizing imaging system
are shared. See Figure 7.12.

Linear polarizing filters cannot be used for autofocusing cameras or with in-camera
metering systems because they remove the polarized light before it reaches the light meter.
A circular polarizer is required for these applications. Circular polarizers contain a linear
polarizer as the first element of the filter that orients the light in one direction. The linear
polarizer is then followed by a quarter-wave plate, which modifies the now linearly polarized
light. This modification allows the light to travel in a circular motion and remain polarized
before entering the camera, and this light does not affect the meter.

Neutral Density Filters

ND filters are used to lower image brightness in the red, green, and blue spectrums evenly.
ND filters have no color component to them and are used to remove brightness only. ND
filters typically come in variance densities. A filter of a 0.3 increment will effectively remove
50 percent of the light that goes through the filter. Filters are sold with numerous densities
including 0.1, 0.6 and 0.9, for example. Microscopes routinely come with ND filters built
in. In landscape photography, ND filters are often used to allow the use of long exposure
times. This is desirable for making running water smooth, for example, or for other more
aesthetic reasons. In microscopy, ND filters are used to make the illumination comfortable
for viewing or imaging.

Interference filters differ from absorption or polarizing filters and are created using multilayer
dielectric (MLD) coatings designed to create constructive and destructive interference
leading to the production of specific wavelengths. Their transmission will depend on the
number of layers, their thicknesses, and chemical composition. A dichroic filter contains
an MLD coating to transmit primary colors and reflect complementary bandwidths or
wavelength ranges. Dichroic filters are used as mirrors or beam splitters in fluorescence and
confocal microscopy imaging systems. These filters reflect unwanted color and transmit
complementary colors.

An infrared filter is a visually opaque filter that transmits only a very small percentage of
the far red light, but transmits the near-infrared region up to 1000 nm. Near infrared would
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be characterized as 700-1000 nm. Certain other filters transmit ultraviolet radiation and
block the visible spectrum. Another spectrally related filter is a haze filter that is a pale
yellow filter used to absorb scattered UV and extreme blue light produced by atmospheric
scattering. A camera barrier filter is used for fluorescence photography and is used to absorb
the excitation energy, allowing only the fluorescent wavelengths to enter the lens and be
recorded. (More on fluorescence can be read in Chapter 7.) This filter would be located
somewhere before the fluorescent light enters the camera or before it leaves the microscope.

Aberrations

All lenses are prone to flaws that can affect performance and these shortcomings are
described as aberrations. Aberrations can be broken into categories that affect definition,
shape, brightness, and color. The most common aberrations are curvature of the field,
barrel and pincushion, coma, spherical and chromatic aberrations, and astigmatism. There
are numerous other aberrations. In the context of this text, space will not allow a complete
listing or discussion of all aberrations.

Curvature of the Field

A /\ Lenses that have this aberration form images
/ \ that are curved and not flat. Often when using a
/ \ microscope, the subject has been prepared as a thin

| section. General photographic lenses are designed
______ ‘_""l_""""""" """T" to photograph a world that is equidistant from the
\ / } front surface of the lens. Curvature of the field is
\ / Fa Feg Fc the natural result of using lenses that have curved
A \/ surfaces. The microscope’s objective could not focus

in the center and the periphery simultaneously
because of the differences in distances to the sample
field of view without correction. Consequently, the
image produced by this lens unless corrected will
exhibit focus in the center or the outside, but not in
both regions at the same time. When a microscope
is being used for inspection purposes, this is not
a problem because the focus can continually be
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changed. When photography is required, this
aberration is a problem. The lens must be corrected
for use with flatfield applications. See Figure 9.6.

Spherical Aberration

Figure 3.16 Top: Spherical aberration refracts central and peripheral Spherical aberration is a condition where a lens
light energy differently leading to images that are lower in contrast refracts points of light differently in the middle

and noticeably soft. Portrait lenses by design contain spherical of a lens than in the periphery. This is a refractive
aberration. Bottom: When chromatic aberration is present, red, green

and blue light is refracted to different points of focus producing
colored halos, or leads to softness around hard, edged objects.

problem and forms an image that seems low in
contrast and definition. To create optical resolution,
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a lens must collect at least two data points. A lens with spherical aberration will focus
the central and peripheral data points in different image planes and will make the image
appear more blurry than crisp. The resultant image will lack inherent contrast and will
display haziness. Spherical aberration can be controlled a bit by using a lens aperture or a
microscope’s aperture diaphragm. Portrait lenses are designed with spherical aberration,
which is useful to create a mood and softness.

Chromatic Aberration

Chromatic aberration is a condition where a lens will focus red, green, and blue at distinctly
different image planes. In this condition, a lens will refract shorter wave energy (blue) to
a shorter focal distance than the longer waves, e.g. red. The blue will come to focus first
and be the largest image, while the red will focus furthest from the lens and will exhibit the
lowest magnification. Chromatic aberration can often be observed in a microscope. It would
be evidenced at edge of the focused blades of the field diaphragm that has been centered
and remains partially visible in the eyepieces. Unfortunately, stopping a lens diaphragm
down does little to resolve chromatic aberration. Regrettably, when photographing, there is
only one solution when using a lens with chromatic aberration and that is to use only one
spectrum such as green.

Figure 3.17 In this illustration, the appearance of chromatic aberration can be seen in the edges
of blades of the field stop in images produced from two different substage condensers. These
two images reveal the quality of two different condensers. On the top right, the Abbe condenser
created an interesting outcome with red on one half and blue on the other side. An achro-aplanic
created a much more “clean” image with the appearance of less chromatic aberration.
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Image Depth of Field

The range of sharp focus in a picture is referred to as its depth of field. It is a function of
image magnification and the influence of the lens aperture. Assessment of how large
an acceptable range of focus an image exhibits is subjective and viewer dependent. As
the image magnification changes so does the amount of available depth of field. Higher
magnifications will produce a smaller range of focus. Using less magnification will lead to
more DOF. When the magnification of a scene is reduced, there tends to be more depth of
field behind the subject than in front. In close-up photography, though, the DOF distribution
is more equal in the front of—and behind—the subject. The depth of field is the distance in
front of and behind the object plane that is in acceptable focus. DOF can be controlled by
use of the lens’s aperture. A smaller aperture will create an image with a large DOF. DOF is
located in the image. Depth of focus is located at the rear focal plane. In an imaging system
that has a small DOF, such as a microscope, the system will have a large depth of focus. If
there is a large DOF, there will be a shallow depth of focus.
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Figure 3.18 In this illustration three lenses of different focal lengths were used to
create an image of 1:1 magnification. On the leftis a series of photographs made at
the maximum opening and on the right the corresponding photographs were made
atthe smallest apertures for each lens. In each pair, the resultantimages are identi-
cal in the DOF. Sometimes there is a misperception that longer working distances or
wider angles will make more DOF but this illustration shows this is not true.



Downloaded by [University of California, San Diego] at 18:50 25 March 2017

Diffraction

An image’s depth of field will increase as a lens is stopped
down, but unfortunately there is a fundamental limit to
how far a lens can be stopped down without degrading the
image. The behavior that decreases resolution or sharpness
is called diffraction. Diffraction can be evidenced when
there is the bending of light as it squeezes through the
aperture. In everyday photography, an image’s DOF can
be increased by using a small aperture setting, but as the
magnification of 1:1 is achieved or surpassed, the use of
very small apertures will produce diffraction. This results
in the lessening of image sharpness much like a pinhole
aperture would do. Diffraction effects are dependent on a
sample’s characteristics. Some objects have a potential to
create more diffraction effects and others not so much.

Resolution of the image is f—stop dependent and assumed
to be diffraction limited. This means that points on either
side of the specimen focal plane will be blurred by the
combined effects of optical and diffraction blur.

SUGGESTED READING

Applied Physics and Image Formation

Figure 3.19 In this
illustration, a butterfly
wing exhibits varying
degrees of sharpness
based on aperture setting.
The image on the top

was photographed at 5x
and using an aperture of
f/2.0and itis the most
sharp. The middle images
exhibit more DOF and are
still sharp but lose critical
edge definition because of
diffraction. The image on
the bottom has the most
range of focus butis the
least “crisp.”
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This image features an atomic force photomicrograph that reveals dislocations in a photonic crystal
arrangement of polystyrene nanospheres. It was magnified approximately x350,000 at capture and
features a sample that was approximately 1.5 pm x 2.5 pm. In the sample, photonic crystals were
grown as self-assembled structures from a colloidal solution. The nanospheres each measured about
200 nm in diameter and are approximately 300 times smaller than a human hair, but approximately
500 times larger than atoms. Thorsten Dziomba of Physikalisch-Technische Bundesanstalt provided the
image data and Dr. Frank Marlow of Max-Planck-Institut fiir Kohlenforschung supplied the sample. WSxM
software was used to carry out the post-capture colorization. Image courtesy of Hans U. Danzebrink,
Physikalisch-Technische Bundesanstalt, Braunschweig, Germany.
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The Role of the Camera

he transformation of cameras from simple black boxes used for film into today’s

powerful imaging tools continues to be remarkable. The camera phone or smartphone
is but one example of the numerous iterations the camera has taken in its evolution into the
future. Even with all the advances cameras have experienced, the ultimate goal of a camera
remains the same, and that is to take a picture. In science, this is might be more aptly called
the recording of data.

Cameras come in many brands and varieties. Each type has various advantages,
disadvantages, and features. Smartphones (cameras), DSLR cameras, compact digital
cameras, and instrument cameras are but a few of the varieties a scientific photographer
might select from many different reasons. The only common feature among all of them is
that they all use a sensor torecord an image (not considering the previous generations of film
cameras). All sensors are not equal in performance. Costs, supporting software, application
design, the transferring of images and other features will vary greatly across brands and
types. This chapter will deconstruct cameras and what should be considered for their use in
the scientific arena. The characteristics and features of digital image attributes will also be
evaluated relative to the goals of making highly accurate and precise photographs. It will
not be possible to include content specific to the hundreds of products on the market.

Camera Components

All cameras—even the most basic ones—will have the
same types of components and controls and each is used
for the same reason. That is to record light values using a
predetermined increment of time. The role of the camera’s
housing is to isolate the sensor (film) from ambient light.
The camera might simply be thought of as a sort of
modern-day black box where the sensor is protected from
the influences of secondary light sources. Cameras will
need a shutter or opening where light can enter the camera
and where a lens will be located. A lens is required to focus
light onto the sensor that is situated a specific distance
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from the lens. It remains possible to use a pinhole to make
a photograph. This remains common and appealing in

the photographic arts. Images made with pinholes will be
Figure 4.1 A pinhole camera was built and loaded with Kodak soft and poorly defined when compared to images made
color negative film with an ISO of 400. The pinhole aperture
was f/512 and had a 80 mm focal length distance. A mechan-
ical moveable shutter was designed, built, and added to the
cardboard box pinhole camera that was loaded onto a drone.
Once the drone was in position, the mechanical shutter was To make a properly exposed photograph, modern cameras
triggered remotely producing a one-second exposure. Image
courtesy of Rochester Institute of Technology’s Aerial and
Drone Photography Class, spring 2015.

using lenses. See Figure 4.1. Ironically, a pinhole is used
in a confocal microscope and contributes greatly to the
creation of well-defined and completely focused images.

need to measure the amount of light available for
photographing, and then suggest and/or determine the
proper shutter speed required for the measured brightness.
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The brightness of the light will influence the selection of the correct shutter speed needed to
achieve a proper exposure of the scene. Each of these components—including the aperture
setting and a light meter—play a role in how a camera operates and the quality of the
photographic outcomes that can be expected from the device.

All cameras will have controls that will include buttons, knobs, off/on switches, and a
method for supplying power. Some cameras may be operated from a computer or phone
that is located some distance away from the device. The camera’s power may be supplied
either using DC with an AC adapter, or through the use of a battery, or both. A camera will
also need a port for storage media, or for a USB connection, or have other ports as needed.
Modern cameras have ports that include video and audio input and output capabilities. Some
cameras will be very basic and offer just a few choices for operation, while other cameras
will be very complex offering many precise settings. The possibilities are seemingly endless.
Camera technology is experiencing explosive growth and there are frequent upgrades to
camera capabilities. Consider the Lytro® camera and its ability to create infinite focus using
what is described as light field imaging as one example of what the future will look like.

Camera Modes of Operation

There are several modes in which a camera can be operated, allowing it to make an
exposure. These modes include both manual and automatic methods. There are also several
secondary modes that control features of the camera’s operation. There are reasons why
each mode should be selected for use with technical applications. Knowing the equipment
and trusting what can be expected is the most fundamental consideration for selecting
whether to use a camera in the manual or automatic modes.

Manual Mode

Using a camera in the manual mode of operation provides a scientist photographer total
control over the elements of a photographic exposure. There are three components of
exposure: the choice of the aperture setting located on a lens or in the optical pathway, the
duration of time and corresponding shutter speed choice, and the sensor’s sensitivity or
ISO to light. When using the manual mode, careful attention must be paid to measuring
the light correctly that is present for photographing. Once the light has been measured,
the photographer must establish the proper time and aperture settings to produce a proper
exposure. A proper exposure will create a file that exhibits detail in the highlights or
bright tones and in the dark regions or shadows of a scene. This outcome assumes a scene
brightness ratio that is recordable and can fit onto the sensor using a single time. In Chapter
14, high dynamic range photography is discussed as a way to manage large dynamic
ranges that are impossible to record using a single time. Once the light has been measured,
photographing in the manual mode provides the maximum control of variability from
shutter or aperture changes caused by variances in the samples, or other environmental
changes. Using manual mode will produce significant advantages in the consistency of
exposures created across many images. Files produced using the manual mode—when the
conditions do not change—will exhibit a high degree of similarity, useful for batch image
processing. When working in challenging environments such as fluorescence applications,
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using the manual mode will facilitate tighter exposure control ensuring the creation of files
with detail in the important highlights.

Automatic Mode

When a camera is operating in the automatic mode, it will determine some or all of the
settings required for the creation of a proper exposure. The camera identifies the correct
exposure features by choosing the proper time needed for an exposure, or the possible
aperture choices used for an exposure, where to place the lens’s focus, how and where to
measure light, the correct white balance, and how to adjust the camera’s sensitivity. Some
cameras will have more modes of operation than others. Within automatic operation,
the camera can be operated using an aperture or program priority mode. In the program
mode, the camera calculates the shutter speed and aperture setting basing the best choices
on a balance of brightness and image stability. Scientific photographers should shy away
from the program mode. There are too many locations where lack of control in this
capture mode can lead to a wide range of image variances. Aperture priority can be more
effectively used in science since the aperture controls the ever-important range of focus.
DOF is an important image attribute and a higher priority for controlling than the shutter
speed/aperture choice of program mode. A general awareness of the image attributes that
come from using long times or with variances in DOF will always play a role in choosing
one over the other.

Secondary Modes

Beyond the primary modes of operation for controlling exposure, cameras may have other
secondary settings that are useful for other aspects of operation, too. This might include
a burst or rapid-fire mode making a number of photographs in quick succession. There is
maybe a single-shot mode that takes a single picture at a time when the shutter is tripped.
When using autofocus mode, it can operate by either activating a single placement of the
lens focus or being continuously active. Single-mode application is especially useful for
stationary subjects and when focus is once locked will stay locked in, while a continuous
focusing mode is useful for moving subjects. Never use autofocus when photographing
science unless there are compelling reasons to do so. Autofocus produces images that are in
focus but often the focus might not be located in the region of most interest.

Many cameras may also have a flash mode. Using a camera in flash mode will allow
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the operator to select between the common flash settings such as fill flash or auto-flash,
which allows the flash to be used for weakly lit areas. Red-eye reduction, another setting,
discharges a pre-flash once before the actual flash photo is taken, which allows the subject’s
pupils to become small and thus reduce red-eye. A pre-flash may trigger secondary flash
units located in a lab. These units may not be synchronized. Having the flash in the off
mode will turn off the built-in flash. Use of an on-camera flash, while convenient, is not an
ideal strategy for making highly useable images.
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Photographic Exposure

Depressing a shutter and recording light values is photography.
The duration of time that light will strike a sensor is one of the
components required for a photographic exposure to occur.
The intensity of the light is controlled by the lens and/or
aperture. The third component of exposure is the sensitivity of
the sensor. All of these influence the exposure of an image. An
exposure is defined as a function of time and light brightness
using the following equation:

H=Ext

where H is the total exposure, E is the brightness or volume of
the light (controlled by an aperture) and t is the time increment
that is selected. Any combination of time and intensity can
be used to achieve the correct exposure when matched to the
sensor’s sensitivity correctly. A correct exposure can contain
various combinations of time and intensity to achieve a result.
Bright light will require the use of shorter times and low light
levels will require the selection of longer times. Consider for a
moment that a drinking glass might represent a pixel (sensor)
and water (from a faucet) might serve as an example of the
energy required to make an exposure. If the faucet is dripping
into the glass, the glass will fill, but it could take many hours. If
the faucet is opened to its largest discharge, the volume of water
will be much greater and the glass will fill in seconds. At the
end of each of these situations, the glass or pixel will become
filled with water (or photons). All the following combinations
of t and E that lead to the same H are considered to be equal
and create a condition described as reciprocal exposures.

Digital Cameras, Images, and Strategies

Figure 4.2 Reciprocal exposures deliver the same
“amount of light” referred to as an exposure value or EV.
Many combinations of time and intensity can create the
same volume of light. Visible on the face of this Gossen
light meter are the various combinations of time and
intensity that create an EV of 7. One of the possible
combinations is %z sec. at {/8. On the right side of this
composite photograph are three photographs made
using EV 7. The top photograph used 1/30 sec. at f/16,
the middle used 1/15 sec. at {/8 and the bottom *z sec.
at f/4. In each photograph, there are variances in image
sharpness because the pencil moved and released the
marble from its position in the track.

The following times and aperture selections will all create equal exposures; however, the

images produced using these various combinations may be different in image attributes.

The subject may blur or the image’s DOF may vary.

1/1000sec. @ f/2.8:1/500sec. @ f/4:1/250sec. @ f/5.6:1/125sec. @ f8:1/60
sec. @ f/11:1/30sec. @ f/16:1/15sec. @ f/22:1/8sec. @ f/32: % sec. @ f/45

Light Measurement

Every modern camera has some base ability to measure the amount of light available

for photographing. This feature or tool is called a light meter and converts the light to

information required for determining a correct exposure. Establishing the proper time

and E (aperture setting) is based on the scene or an object’s brightness. Meters can be

built into a camera or they can be external to a camera. Handheld light meters are now

experiencing a reduced role because digital cameras can display a histogram and image,
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both on a camera’s LCD display, or on a computer monitor, if the camera is tethered in real
time. Many cameras also have live view, which enables the image to be visualized during
production without the need for external light measurement. Live mode is a powerful tool
but will consume battery power to operate.

Handheld meters are capable of measuring light that is falling onto a subject or the light that
is reflected back to the camera from the subject. In either situation, a light meter converts
brightness to 18 percent gray. This is an important fact to keep in mind. White objects are
interpreted by the meter as 18 percent gray and dark objects will also be interpreted by the
meter’s cell as 18 percent gray. To produce a correct exposure, the information from the
meter must be adjusted. When photographing dark objects, it is necessary to reduce the

exposure time by a factor of approximately —2

EVs, and when photographing bright objects

255 exposure times must be lengthened +2 EVs.

Brightness

fighlights EV stands for exposure value, or exposure
stops, and represents the total energy
available for exposure, including time and

18% middle aperture influences; it reduces or lengthens

gray exposure an exposure by a factor of 2.

Meters can produce readings that are global
or average across the entire scene or measure
only a small spot in the scene. They can also
be center-weighted or measure the amount
of light in the periphery of the camera’s

field of view. In the average mode, the meter

Log Exposure will average all of the brightness across the
entire field of view. In a center-weighted
meter, the primary exposure information
will come from the central 60—-80 percent
region of the field of view. Spot metering is
the most precise method and can measure a
very small region and a very specific region
of a scene, sometimes down to a 1 degree
area of the scene. Spot metering is very
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2 accurate and is not influenced by other areas

in the frame. This method can be useful in

Figure 4.3 In this figure, a characteristic curve shares how tones are repro- challenging imaging situations such as in
duced when using a ten-step grayscale image using a digital sensor. Aten fluorescence applications. There are spot

discrete tonal scale has been an important photographic tool in photogra-
phy. Atonal scale is influenced by a camera’s bit depth. At the bottom of this
figure, five exposures or bracketed exposure ranges are displayed, ranging
from a —2 EV setting through the correct or 0 exposure and then on to +2 EV
on the right.

meter features found in many DSLR and
instrument cameras.
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Shutters

Regardless of the quality, a camera must have a shutter and a way to activate the shutter.
The shutter is one of the most fundamental components of a camera. The camera’s shutter
will open and close in the light’s pathway, allowing or eliminating the ability of light to strike
the sensor. When the shutter is opened, the light will strike the sensor for a specific time. The
specific time that is used is called the shutter speed. As computers and microprocessors
have found their way into cameras, electronic shutters have become the norm. They are
designed to deliver any time increment needed and are not limited by constraints typical of
mechanical shutters. In the film era, camera shutters were operated at 1/60 sec., 1/125 sec.
and 1/250 sec., for example. Each time was a doubling or halving of the adjacent increment.
This was how mechanical timing technology worked. Contemporary shutters are capable
of producing a continuous range of shutter speeds seamlessly from very long to a very short
1/8000 of a second. When the shutter is closed, the pathway to the sensor is closed, which
blocks the light from reaching the sensor.

Types of Shutters

There are three types of shutters used in cameras today: leaf, focal plane, and electronic.
There are also capping shutters that can be situated in front of a lens. Those used during
the film era and now contained in all DSLR cameras are focal plane shutters and electronic
shutters. Large-format cameras and some medium-format cameras use primarily leaf
shutters. Smartphones use solely electronic shutters.

Focal Plane Shutters

Modern focal plane shutters have a mechanical component
and also electronic controllers. A focal plane shutter might be
referred to as a slit shutter. It is called a slit shutter because, as
the shutter opens, it behaves like a slit that travels across the
sensor. When the shutter is activated, the first curtain or gate
opens and at the appropriate time the second curtain or gate
begins to close. This allows only a portion of the entire sensor

to be exposed to light for a predetermined and specified time
but can distort moving objects.

There is only one time when the entire sensor is revealed to

Figure 4.4 This photograph—made by Jacques Henri
Lartigue in 1913 —is entitled Race Car. Itis a classic

light, using the shortest possible duration. This time should

be used for the synchronizing of the shutter to the duration of example of how a focal plane shutter can affect an
light produced by an electronic flash. This time is called the X image’s shape when photographing subjects that are
sync speed. It might be indicated using an X or with a lighting moving. The car’s wheel has been stretched because

the car was traveling in the same direction as the
travel of the focal plane shutter. When the shutter
opened while the car drove from the left of the scene

to the right, different parts of the wheel were in front of
the presence of a dark region in the image at one side or the the film for different lengths of time. Image courtesy

bolt symbol 7 that is printed on the camera. If the shutter opens
for too short a period of time when using electronic flash, a
partial exposure to the sensor may occur. This is revealed by

top or bottom (Figure 4.5). This occurs because one of the of http://themotorsportarchive.com/2012/08/23/
shutter’s curtains has begun to close before the first curtain jacques-henri-lartigue/.
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has reached the other side of the sensor. Once the first curtain
has traveled across the sensor, the flash is discharged; however,
the second curtain is now in the light path. The curtain will
then cast a shadow of itself onto the sensor during exposure.
The degree of error will be revealed by how large or small is the
shadow that covers the sensor. Using a camera’s built-in flash
will be controlled by the camera. When using external flash
equipment and operating the camera in the manual mode, it
is possible to select and use both a correct and incorrect sync
speed. Shutters can have travel directions that are up and
down or side to side.

Using a longer shutter speed than the sync speed can be
accomplished and creates an exposure that contains ambient
or secondary lights. This exposure may result in images that
have both frozen and blurry components and is referred to as
dragging a shutter. Dragging a shutter may produce a ghost

image from the ambient light part of the exposure if things

Figure 4.5 When a shutter is opened using a time where within the frame move.

the entire sensor is not fully exposed, a shadow from

one of the curtains will be cast onto the sensor. In this More on Sgnc Speed and Focal Plane Shutters

example a shutter speed of 1/1000 was used for the . . . .

top left picture; on the top right 1/500 was used; on the An electronic flash is an important tool for science
bottom left 1/250, and on the bottom right 1/125 sec. photographers. Flashes can be useful for stopping motion
The time on the bottom left represents this camera’s of moving subjects. Using a flash requires that the shutter
sync speed. and the pulsed light be synchronized. The shutter speed that

allows the entire sensor to be visible to light at one increment

as mentioned is called the sync speed. If the curtain travels
the long or horizontal dimension of the sensor, a longer time will be needed because the
distance is longer. A vertical traveling shutter will use shorter shutter sync speeds. This can
be useful information when working with challenging subjects and very short durations of
light are needed.

When the front curtain is used to sync with a electronic flash’s discharge, this method is the
camera’s normal or regular sync setting. In this application, the flash is discharged when
the first curtain reaches its maximum opening and reveals the entire sensor prior to the
second curtain beginning to close. Electronic flash is useful because it will freeze the motion
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of the subject or eliminate image shake/vibration from an exposure. It is challenging to use
flash for the creation of magnified images, where vibration effects can be most problematic.
It is possible when using front curtain sync to use a slower-than-the-suggested sync speed.
In this instance, the rear curtain does not close immediately and may remain open for a
predetermined time. As mentioned above, this is called dragging a shutter and leads to the
creation of additional exposure from the ambient light and the possible blurring of the
subject. This blurring is the result of sample movement during the ambient light exposure.
With front curtain sync speeds, the blur will appear in front of the subject when the flash
fired. Many DSLR cameras may also refer to this as the fill flash setting. This problem can
be overcome by opening the shutter separately from the discharge of the flash. Start the
exposure using the ambient light and then, when desired, manually discharge the flash
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before closing the shutter. In this approach, the blur will be located behind the sharp and
well-defined flash exposure.

Rear curtain flash sync describes a condition when the second curtain triggers the flash as
it begins to close. When this occurs, the ambient shutter exposure will occur first, causing
the blur to be behind the subject when the electronic flash is discharged. The blur in this
condition will appear to follow the subject and will appear more natural to viewers. Many
DSLR cameras come with rear curtain sync settings that can be selected in the camera
menu.

In the film era, shutters were made of cloth, but in the digital era they are thin blades of
metal alloys, including titanium. Cloth was primarily used in film cameras but has been
abandoned in DSLR cameras because microscopic fibers from the cloth might find their way
onto the sensor and weight. The fastest shutter speeds of professional SLR film cameras was
1/1000 sec.; however, modern DSLR shutters are routinely capable of 1/4000 sec.

Digital sensors are fixed within the body, and because of
magnetic or static electric fields they are vulnerable to dust and
particles that are attracted to them. The more a camera body is
open, the more dirt will find its way inside and onto the sensor.
Many DSLR camera sensors will have a cleaning function that
should be used frequently. This is a very important step in the
creation of images that will require the minimum of image
retouching. Dust particles will cast shadows onto a sensor and
often seem to find themselves in regions of a photograph where
removing them is not possible for reasons of scientific veracity.
Shadows will appear as black well-defined dots (Fig. 4.6). There
are numerous ways to clean a sensor. The easiest method is to
use the camera’s clean sensor mode. If this is inadequate, there

are other ways to clean a sensor but these come with some risk.
There are tools and products available for cleaning sensors. Figure 4.6 In this photograph, dust has found its way
onto the sensor and is scattered throughout the image.
Dust creates dark spots in the image because it casts
a shadow from itself onto the sensor. Itis easy to clean

dust from the sensor but it can be a hassle or not possi-
clean. There are a number of cleaning brushes that also are ble to remove the dust from the image file. The dust has

The use of pressurized air from a squeezable bulb is desirable
over physical contact. Aerosol air should be avoided because
the propellant may end up on the sensor and be difficult to

possible tools. Use of brushes and moving a cleaning tool been circled to emphasize its presence.
across the surface of the sensor is always accompanied by the

risk of creating a charge or exposure on the sensor. Cleaning

the sensor should be done with the camera pointing downward and turned off to eliminate

the static charge. In this fashion, the dust and particulate matter will fall downward.

Leaf Shutters

Different than a focal plane shutter is a leaf shutter. Leaf shutters are located within a lens
and not in the camera itself. Focal plane shutters are located at the focal plane of the camera,
which is very near to where the image will be focused onto the sensor. For this reason, focal
plane shutters are considered more practical than leaf shutters since only one shutter is
needed per camera and can be used with various lenses. One leaf shutter is needed per lens
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because leaf shutters are located within the lens. Phase® medium format digital cameras
and a few other medium format digital cameras still use leaf shutters in their cameras and
lenses. Leaf shutters were preferred for studio photographers because leaf shutters could
sync at any shutter speed. There is not just one sync speed. Since the shutter is located
within the lens, it opens from the center of the lens, then moves to the periphery and the
back. In this way, the whole sensor is exposed to light for the entire time of exposure. The
duration of time from closed to the maximum opening and then back to closed constitutes
the time available for exposure. By opening and closing in this manner, the entire sensor
is exposed to the entire field for the whole duration of the event. This allows for greater
flexibility for the synchronizing of high-speed events using shorter duration lighting. Leaf
shutters were also integral parts of large format camera lenses when 4 x 5,5x 7, 8 x 10 and
11 x 14 film formats were common in high-end photographic studios.

Electronic Shutters

Electronic shutters are found in smartphones, mirrorless and DSLR cameras. Electronic
shutters operate by turning on and off a pixel’s sensitivity to light. It is remarkable how
much engineering is in that little chip. Electronic sensors/shutters allow a sensor to create
video. Focal plane shutters are used in DSLR cameras primarily to provide an absolute block
tolight but when making still photographs with a sensor’s electronic shutter mode operating
in the global mode. The global mode means that the whole sensor creates a simultaneous
capture. The focal plane shutter controls the duration of time that the sensor is exposed to
light. Focal plane shutters are located in front of the sensor and operate in harmony.

Electronic shutters are controlled by the camera’s computer and require power to operate.
In some ways, electronic shutters were invented when digital photography was invented.
Their origins are directly linked to the evolution of the sensors, including charged couple
devices (CCD) and complementary metal oxide semiconductor (CMOS) sensors. The photo
site in a sensor is called a pixel. Pixels are unique in the way they work. When a pixel is
exposed to light, and unlike film, the resultant exposure signal must be moved from the pixel
before the pixel can be used again for a new exposure. This feature is sometimes called the
rolling shutter feature. Moving the charge from the pixel allows the pixel to be refreshed so
it can be used for the next exposure. Electronic shutters are much different than focal plane
or leaf shutters because they are part of the sensor. There are no moving parts in electronic
shutters. This can create very immediate responses and triggering. When using mechanical
focal plane or leaf shutters, there will be a delay when triggering the shutter. The delay
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in an electronic shutter is only influenced by the delay in the triggering of the shutter
function. Sometimes when a shutter is depressed there is a delay in the actual opening of
the shutter. Early digital cameras had shutter lag before the camera would operate and
make an exposure. This delay has been greatly eliminated, although it still may be present
in the operation of inexpensive cameras; it is a non-factor in high-end cameras. When
partially depressing a shutter, many components of the exposure, such as calculation of
exposure, white balance, and focus functions, are operationalized, and when pressing the
shutter button completely the instantaneous nature of the light recording occurs.

How the exposure is taken off the sensor has also changed over time. Not so long ago, CCD
was moved from the sensor across the entire sensor in what would be characterized as a
global movement. When some cameras are operating in the still picture mode, the focal
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Figure 4.7 The effects of a rolling shutter are evidenced in how the rotating blades of a drone’s
propellers were recorded in these two pictures. Because of the way the exposure is moved off the
sensor when photographing moving objects, sometimes objects can be distorted. In these two
photographs, different artifacts have been created. Images courtesy of Ted Kinsman.

plane shutter opens and closes and the sensor records the data. This data is then moved
all at once. This is important to allow the sensor to be ready to receive a new exposure.
Once a sensor is charged from the exposure, the data must be moved all at once to either
a buffer memory or storage media. As sensors have evolved, they have acquired both still
and video capabilities. Using a camera for video, the sensor becomes what is called a rolling
shutter where data is moved line by line immediately after exposure. The data is moved
to a buffer where it is recreated into a contiguous image file that may or may not have
existed on the sensor. When exposures are created this way, there is the potential for objects
moving in certain directions to experience shape or complete distortion based on speed and
travel direction relative to the direction of the data’s movement. Pixel data that is offloaded
row after row after exposure is characterized as a rolling shutter. Stationary objects do not
experience this type of distortion.

Shutter Effects on Images

Since focal plane shutters travel across the sensor, there are times when the whole sensor
is not exposed to light at the same time. Various regions of the sensor may actually see
slightly different things. For an exposure time that is shorter than a camera’s sync speed,
a sliver of the sensor will be exposed to the object and a similar but unequal portion of
the sensor will be blocked from light. For this reason and in certain situations, focal plane
shutters could cause distortion of an object’s shape when the subject is traveling at fast
speeds. Compression or stretching of a traveling object can occur when a camera uses a
focal plane shutter. If an object is traveling parallel to the sensor and is traveling in the
same direction as the curtain, it is possible for the subject to travel synchronously with the
curtain and become stretched as an image. If the object is traveling in a direction opposite
to the travel direction of the curtain, it is possible for the object to become compressed in
size. While not a frequent image artifact, it is possible for this to occur in specific situations
with subjects traveling at high or slow rates of speed, particularly vertical shutter recording
of objects that travel horizontally.
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Figure 4.8 This image reveals a lack of sharpness caused
by image shake. In this photograph the shake is a result
of tripping the shutter using a finger and shows the
effects of mirror vibration. The image magnification was
x5 at capture.

Foundations, Principles, and Theory

Vibration Effects

Because DSLR cameras use a mirror, the physical movement of the mirror and shutter
during the exposure can cause image shake (Figure 4.8). Mirror-induced camera shake
will lead to images that are not crisp or clearly delineated. This is most evident in close-up
photography and other applications where the image’s size is larger than the object’s size.
When the image size is smaller than the object size, the effects of image shake can sometimes
be absorbed by the image and difficult to see. The vibration is present but absorbed by the
reduction of the scene. When the image size is larger than the object, the effect of camera or
environmental vibrations will create images that lack definition and will be easily noticed.
Using shorter shutter speeds will actually increase the apparent loss of image detail from
the shutter’s mirror. Using longer or slower shutter speeds will actually minimize the affects
of mirror shake. When using longer times, the exposure component that creates vibration
will be smaller relative to the time of the exposure used to make the base exposure. Using a
longer shutter speed can be achieved by using less brightness if image vibration is evident.
Using neutral density filters is also an effective way to make
a longer exposure time by taking away brightness without
affecting the color temperature of the light.

Image shake can be introduced by the camera’s mirror or
from other sources. Elevators, subway trains, and computer
fans and fans located in lights can all be sources of vibration.
Eliminating or dampening vibration should be a high priority
for science photographers. Vibration reduction tables are
expensive solutions but are excellent tools and very practical for
removing vibration. Many, if not all, high-end DSLR cameras
will have the ability to lock up the mirror after focusing has
been completed. Mirror lock-up is very helpful in minimizing
the image shake produced from mirror movements. It might
also be practical to trigger the camera using a remote trigger
or by tethering the camera to a computer. I sometimes use self-
timer for triggering the camera and the delay shutter function.
Instrument cameras do not use mirrors or form images and
these types of cameras will not exhibit image shake from the
camera itself. All cameras and imaging systems are vulnerable
to environmental sources of image vibration.

Mirrorless Cameras

The simple fact that a camera’s mirror and its mechanisms can be a source of vibration
in DSLR cameras has inspired interest in cameras without mirrors for years. A Leica
rangefinder was an example of a camera without a mirror. These types of cameras were
called rangefinder cameras and operated without mirrors. Because they have no mirrors,
they are quieter than DSLR cameras; however, the image and the scene will not be identical
in composition. This condition is called a parallax error. Using a mirror and reflex viewing
system requires space in the camera body but allows for precise composition. Without the
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need for a mirror, cameras can be made smaller and can use various sized sensors as well.
Mirrorless cameras can sometimes create images that are sharper because of less vibration
since there is no mirror to move. One disadvantage of mirrorless cameras is that they do not
have optical viewfinders. The image is viewable using an electronic viewfinder that can be
secured as an accessory or is a part of the camera and is visible on the camera LCD panel.
Composition is accomplished using the LCD display on the back of the camera. This type of
camera might be considered equivalent to a compact digital camera but, unlike compact
cameras, mirrorless cameras can use interchangeable lenses. Compactness, quietness, and
possible increased image sharpness are all advantages over compact digital cameras when
coupled with the ability of the camera to accept interchangeable lenses. Mirrorless cameras
can be used effectively in the laboratory using live view mode. Almost all mirrorless cameras
have similar sensor attributes to DSLR cameras.

Sensors

There are two main types of sensors used in digital cameras today. One type of sensor is a
charged couple device (CCD) and the other a complementary metal oxide semiconductor
(CMOS). In the active pixel CMOS sensors, the electrical power design has been re-
engineered as the sensors have been improved, enabling power to be used more effectively.
A CCD requires ten times more power than a CMOS sensor. This aggregating of electric
design lowers power consumption by the sensor and image processing at the sensor. This in
turn leads to more effective use of electricity and produces less heat and subsequent noise.
A sensor is the most fundamental capture device in the camera and is also referred to as an
array. Located on the sensor are photo sites or pixels.

Pixels

The basic element of a sensor is the pixel. It might be described as the photosensitive
component of the sensor. Pixels are the basic picture elements of an image and are the
smallest component of the picture file that can individually be processed. A digital camera’s
sensor or array might contain millions of photo sites or pixels that are used to record an
image (Figure 4.9). When the camera’s shutter button is activated, an exposure can begin.
During the exposure, each pixel or photo site is uncovered and is exposed to the influences of
photons. The pixel collects and stores the photons that fall on its surface. Once the exposure
has been completed, the camera’s shutter is closed and each pixel using camera software
calculates how many photons have been captured in each pixel’s well or structure. The
quantity of photons captured in each pixel can then be characterized into various intensity
levels or bits, which describe an image’s brightness and detail.

Pixels might also be characterized as full frame or interline. CCD sensors primarily are
comprised of full frame pixels. A full frame pixel’s entire surface area is light sensitive and
transports charges, but not at the same time. This data transfer occurs at slower rates than
interline pixels. CCD sensors require a shutter but are capable of higher ISO and resolution,
producing generally a better signal to noise ratio; they are frequently used in high resolution
cameras. Interline pixels have a smaller light-sensitive area because some of the pixel is
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used for electronics and transporting charges. An external shutter is not required for this
type of pixel. They operate at lower ISO than full frame pixels and create less resolution but
have faster frame rates.

The greater the number of tones that a pixel can discriminate, the greater the bit depth of the
image, which in turn will reveal more data about an object. A pixel’s tonal scale begins at O
brightness and ends at 255 brightness. The most basic tonal scale would be described as an
8-bit image. A bitmap describes a pixel-by-pixel description of an image that is observable
on a monitor or camera screen. When the resolution is high enough, the image is seen as
a continuum or image structure; however, when there are insufficient pixels, there will be
the appearance of picture elements or pixels. When the image appears to reveal pixels, the
condition is sometimes called bitmapping. This occurs when the image display does not
have adequate number of pixels required for a smooth display in the predefined size that is
used for viewing. Bitmapping is done with sizes of pixels on all number of pixels. This can
include both screen and print applications.

Single-shot Area Array Sensors

There are two configurations of sensors or arrays, one that produces simultaneous capture
and one that uses scanned capture. Single-shot or instant capture sensors are the most
common and are found in DSLR cameras and many other types of camera. In an area array
sensor, pixels are organized in horizontal and vertical directions like a piece of graph paper.
There are a specific number of pixels found in each direction. In a linear or scanning array
camera, a single row of pixels is located in only one orientation. There will be a specific
number of pixels in this single row of pixels. The number of pixels is fixed in either type of
array. The linear array or pixel wand is moved across the lens’s field of view using a stepping
motor. A scanner is a common example of a linear array type device. Most pixel areas use
rectangular shaped pixels but other shapes have been tried.

Most of today’s commonly used DSLR and smartphone cameras are equipped with area
array sensors (Figure 4.9). In this type of sensor, each pixel is covered with red, green, or
blue colored filters located on top of each pixel. This type of sensor uses what is referred to
as a Bayer pattern, which was invented by Eastman Kodak scientist Dr. Bryce Bayerin 1975.
Each pixel captures only one channel of the scene as the red, green, or blue component.
In this method, the missing RGB data for each pixel will be re-created or de-mosaiced (see
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below) mathematically by the software referencing the neighboring pixels. This process is
called color interpolation. In a Bayer pattern array, the sensor will contain twice as many
green pixels as red and blue pixels. This is because human vision is most sensitive to green
light. The use of an area array sensor has several advantages. Most importantly, this type
of array can be used for both moving and stationary subjects for both continuous and short
duration lighting where exposures can be a few milliseconds or longer than a few minutes.
There are, in most cases, no mechanical parts associated with this type of sensor. This
sensor can also be made into various physical sizes and has been easily integrated into most
types of camera, including those being used in security cameras, for example. Pixels too will
have different sizes based on a number of engineering factors. An average pixel might be
7 um in width, and with a few exceptions pixels are primarily square.
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A disadvantage of an area array sensor is the simple fact that
each pixel records just one channel. Because of this function,
a mathematical reconstruction of data not captured from the
other two channels is re-created by referencing neighboring
pixels in a process called de-mosaicing. This can result in image
artifacts. These artifacts are evidenced as color aliasing or
color moiré effects. To manage this possible artifact, cameras
use optical anti-aliasing filters in front of the sensor. The use of
an anti-aliasing filter will create some loss of image sharpness
because an anti-aliasing filter is a type of soft focus filter.
Another disadvantage of this method is the additional time
needed to create and process the data required for the image.
Because the image result is influenced by the color information
from surrounding pixels, images from different cameras may
produce completely different color results.

Area array cameras can also operate using a multi-shot format
and were frequently used on instrument and studio cameras.

They are not so common at this time. They were also used

where an image might be the result of several photographs of a o ) Tl s o 6 G Sy

static object that are recombined into one larger file. A separate sensor with Bayer pattern.

red picture, green picture and blue picture could be made and

then a new file would be created from those files. There is no

moiré pattern produced from this camera type. In this type of file, each channel has the
most color data for a given sample and image processing can sometimes produce cleaner
and better outcomes.

Another type of multi-shot camera moves the sensor small distances during the exposure,
creating a slightly different field of view for each capture. This creates a file with more pixels
than a single-shot capture can produce. This method is a common feature in Zeiss, Nikon,
and Olympus cameras used on photomicroscopes. In this type of camera, a sensor might
have 1300 x 1000 pixels in its single-shot mode, but when using multi-shot capture it
creates files with more than 4000 x 3000 pixels. A multi-shot camera is significantly slower
to operate and cannot be used with live or moving objects. Area array cameras without
a Bayer filter are monochromatic cameras and are used for low light applications found
in fluorescence microscopy and astronomy. Since filters remove light, having a Bayer filter
on the sensor reduces illumination. A naked chip is most sensitive to light, and color can
be added using what is described as pseudo-coloring using various image editing software
products.

Linear Array or Scanning Cameras

Scanning cameras were part of the first imaging systems able to create files with enough
pixels to be useful in applications where large output files were needed for print. These
cameras initially were based on scanner technology. A scanning camera uses a single row
of pixels located on the linear array or wand that is moved across an imaging field using a
stepping motor. During the exposure, an array travels across the image area recording and
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creating an image line by line. The linear array sensor often contained three rows of pixels.
Each row of pixels was covered with either a red, green or blue filter or stripe that captured
each color in a single pass. The significant advantage of scanning cameras was the ability
to make a large imaging sensor at a low cost. Scanning cameras were used most often in
studios where subjects did not move and very large files at a low cost were needed. There
are not many cameras of this type still sold at this time; the Better Light® scanning back
camera is an example of this type of camera and sensor and is most frequently used with
large format cameras.

It should be obvious that a scanning camera can be used effectively with a stationary
subject. Any movement by the subject or movement of the camera during an exposure will
lead to an image with features that are not recorded correctly. Another disadvantage might
be the long time required for capturing the entire image as it scans across the field of view of
the lens. Bright lights are needed for this type of camera; however, scanners have the light
source built into the scanning wand. Studio lights must keep a constant and high level of
brightness during the exposure. If the light brightness changes during the making of the
scan, the image will exhibit different brightness bands throughout the image file. Tungsten
and tungsten halogen lights can change brightness several times per minute. This is called
flicker, and if tungsten lights are used with this type of sensor they will create brighter and
darker exposure bands in the image. Fluorescent lights are worse and add color variations
to the darkness gradient. HMI lights are suggested for use with scanning back cameras.

Multi-shot Area Array Systems

Many early high-end digital color cameras used a monochromatic area array sensor. To
create color using these cameras, a filter wheel equipped with red, green, and blue filters was
located in front of the lens and sensor. Three exposures, one through each filter, were then
created, giving a red, green and blue exposure of a subject that
was captured in a series of three separate pictures. It should be
obvious that color images could be made of stationary subjects
only. Any movements of the camera or object would result in
poor registration of the images from the red, green and blue
channels. The color filters could be located in front or behind
the lens. Both locations have advantages and disadvantages.
If filters are located near the lens, flare or other non-image-
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forming light might affect their performance. If the filters are
located behind the lens, the alignment of the filters or dust
may be recorded in the image. While monochromatic cameras

or cameras without filters remain popular and common in

Figure 4.10 This photograph includes the symbol -©-
printed on a DSLR camera body that indicates where
the sensor is located. This is useful for camera align-
ment in close-up applications. This is useful for camera
alignment in close-up applications and important for
determining magnification and exposure compensation.

fluorescence microscopy, three-shot cameras are no longer
common at this time.
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Sensor Sensitivity, IS0, Binning, Gain

Adjusting the sensitivity of a sensor can be a very useful tool. The camera’s sensitivity is
factory fixed in a smartphone camera and most compact digital cameras. The sensor’s
sensitivity is adjustable in mirrorless or DSLR cameras. True instrument cameras such as
those used on photomicroscopes can also have their sensitivity increased but this adjustment
ismade in a different manner. All camera sensors are produced with a basic sensor sensitivity
setting. In DSLR and mirrorless cameras, sensitivity of the sensor is shared using ISO. ISO
stands for International Standards Organization, an organization that oversees standards
in various industries including imaging products. This includes sensitivity ratings for
camera sensors. When an operator changes an ISO setting, that adjustment changes the
camera’s sensitivity to light. It can be raised or lowered. Today, it is more common to see
ISO settings ranging from 50 to 16,000 or higher. These settings or numbers are direct
indicators of the sensor’s sensitivity to light. A lower setting makes the sensor less sensitive
to light and a higher number, such as 16,000, makes the sensor significantly more sensitive
to light. This is a significant range. The only real danger to increasing sensor sensitivity is
the potential to create digital noise in the file. ISO is one of the three factors that plays a role
in a photograph’s exposure. The choice of shutter speed and the brightness, a function of
the lens aperture, are the other two components of exposure. ISO can be controlled directly
in the camera’s menu or is accessible on many cameras as a switch on the camera body.

Instrument cameras also have a base sensitivity but it is not shared as an ISO. In fact, very
few instrument cameras share their base sensitivity directly. It is simply a given. Increasing
the sensor’s sensitivity is accomplished using something called gain. Gain is shared as
a factor or number. A factor of O would indicate no gain is being used at capture and,
dependent on the camera, can be adjusted upwards from there. It is possible to increase the
gain significantly. For more on gain see Chapter 10. Electronic amplification of the sensor
results in the sensor working harder to record lower amounts of light. When the sensor is
operating, it generates heat. Heat is not a positive element in a sensor and can result in what
is described as noise. Noise is an outcome where pixels are affected by the heat, resulting
in random exposure of pixels. Noise can cause image data to be compromised. If the ratio
of signal (good exposure) to noise is too high, the image signal will not be discernible from
the noise.

Binning is another feature available in instrument cameras that allows a sensor to collect
more light by combining pixels. Light levels can vary across various samples. This can
especially be true in fluorescence applications. Gain as described is a method that increases
the sensor’s ability to respond to lower levels of light using shorter shutter speeds. This
can be useful but can create noise. When the noise levels compete with the sample’s signal
strength, gain is no longer a useful method. When this situation occurs, it might be possible
to create an exposure by grouping pixels together. Aggregating pixelsis called binning. Pixels
can typically be grouped as two, three, four or more. Grouping pixels together increases the
surface area of the pixel (group) and collecting area of the now enlarged photo site. Like all
things, the disadvantage when binning comes from the down sampling of the total number
of pixels available for an image. If a sensor has 1200 x 1000, for example, the setting of a
4 x 4 binning arrangement will cause 16 pixels to behave as one. When the sensor is set up
this way, it will create a file that has 300 x 250 pixels. Binning is used when light levels are
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so low there is no other way to make an exposure. Remember, any image is better than no
image and thus a smaller file becomes better than no file. For more about binning and gain,
see Chapter 10.

Noise: Dark, Shot, Sensor, and Evaluating Noise

Electrical devices generate heat, and when sensors are electrified they are vulnerable to heat
production. Heat can cause pixels to be affected and behave as if they have been exposed.
This artifact is evidenced and called noise. Noise can come from a variety of conditions.
When the sensor is operating, the noise that is produced is called shot noise. Shot noise
occurs when exposure times are long. Long is a relative term. In the not so distant past,
exposure times of 10 seconds would produce noise in some cameras. All cameras are not
similar in how they reduce for noise and modern cameras with improved sensors manage
the creation of heat and exposure in improved fashions. All digital cameras are vulnerable to
noise creation. DSLR cameras have a noise suppression filter or setting. Mirrorless cameras
also have this setting. Noise reduction filters at a most basic level soften an image, allowing
the noise or pixel information to be absorbed or blended into the image and making it less
apparent. Instrument cameras can be equipped with ways to cool the chip and minimize
the creation of heat and also have a noise reduction filter. Cooled chip cameras can be very
effective for low light imaging and are found in fluorescence microscopy applications and
in astronomy.

Because of electrical currents, all sensors make some noise even when not making an
exposure. This type of noise is called dark current noise. Engineers have worked hard to
improve the performance of sensors in this area but, because they are electrical, heat is an
absolute component of a sensor’s operation.

It is possible to test a camera for its performance capabilities, including noise production.
This can be a very useful test to run. Testing a camera for noise and other image attributes
can be undertaken in the following way.

Sensor Evaluation

Evaluating a camera for basic image quality performance, and noise production in
particular, can be a tedious but useful task that provides scientific photographers with
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practical information about a camera’s performance in challenging situations. When
evaluating a camera for noise and other sensor-created outcomes, it is important to see the
data produced from the sensor with minimal image processing enhancement or influence.
The evaluation’s objective is to reduce the camera’s software biases on image attributes,
allowing the test to reveal how the image capture attributes are affected in various
situations. An ideal way to manage file attributes including noise from the analysis is to use
high bit depth RAW files because of their better signal-to-noise ratio.

To start a camera’s evaluation, it is important to ensure all capture settings such as image
sharpening, noise reduction, and color enhancement are turned off. Noise reduction and
other at-capture choices are a function of in-camera image processing algorithms and it is
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important to remove them from the assessment. These settings are visible in the camera’s
menu of operational choices once it has been turned on.

To evaluate a camera’s performance, some sort of standard target or sample will be required.
For close-up photography, some type of a small color checker can be useful as the target,
but when a system produces images that are larger than the object targets are less readily
available. A sample needs various tones and fine detail. A useful target should include a
black, white and gray region and also contain at the least some primary colors. When
possible, a target that has fine details oriented both vertically, horizontally, and diagonally
is preferable.

To evaluate a camera, all testing parameters must be kept identical to get valid image
data outcomes across the various settings that will be used during the testing. This means
everything that is done during the test should utilize identical camera set-ups, except
for ISO or other settings choices; identical targets; identical lighting; identical framing;
identical optical settings and lens use as well as similar diaphragm settings; identical
image processing along with all noise reduction and other optional in-camera processing
turned off.

Once the target and location for the evaluation have been determined, set the camera’s
sensitivity to its lowest ISO, e.g. 100 when using a DSLR. A slight modification to these
recommendations will need to be identified based on the type of camera and what type of
equipment will form the image. It might be ideal to use manual exposure for this test but an
automatic exposure method will also work. In addition to turning off noise reduction and
image sharpening, it will be important to select Adobe RGB 1998 or another wide-gamut
color space for this assessment.

It is practical to choose a RAW file format for the evaluation but recording TIF files will also
be very informative. Do not test sensor performance using JPEG files since data will be lost
when the file is compressed. Images should be captured using auto white balance and RAW
images can be converted to 16 bit using the image processor’s pre-processing feature.

It is also expected that the test will require the use of uniform and even lighting. The lighting
should impart no biases to the results.

1. Place a sample or target in front of the camera.

VALLIES I 3506 LINES PR IRCTLIRE T

Compose and focus the image. Fill the frame or choose

a composition that will remain the same for each of the
next steps. Focus the image.

2. Set the camera to the lowest ISO and make an exposure
that achieves the proper time and aperture setting for the
normal outcome or a —0— exposure placement using the
auto mode.

3. Change the ISO to a setting that is 2x the initial capture.
For example, if the setting was 100, change the ISO to
200, etc. Make an exposure that achieves the proper time
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and aperture setting for the Normal outcome or a —0—
Figure 4.11 A standard test target such as this image

resolution test target or a color checker (see Figure 15.2)
can be useful when evaluating a camera’s performance.

placement using the auto mode.
4. Proceed to make exposures using all the various ISO
settings on the camera.
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5. Using Adobe Photoshop or other image evaluation software, open all the files and
assess the noise or granularity of the images as the ISO is increased. A noticeable
degradation of sharpness, color, and other image attributes will be evident.

Bit Depth

In a pixel, a bit is the smallest unit of data that is present. As the basic unit of binary
information, a bit can be off and create a value of 0, or be turned on and create a value of 1.
The chapter has discussed pixel resolution but a file can also possess color and tonal value or
data. This may be described as the bit or color depth of an image. Imaging applications and
devices will always create superior image data with greater bit depth. Brightness resolution
refers to the number of shades of gray that an image can discriminate and be derived from
each pixel. The more bits, the greater the tonal range will be included in the file and this in
turn will lead to greater information, useful when processing the file to reveal more.

Since sensors have become so good at collecting photons, the ability to discriminate more
tones can be accomplished by increasing the bit depth when possible. The term “bit depth”
implies that there are a finite number of tones a pixel can manage. Bits are expressed as an
exponent of 2, and an 8-bit image would be described as 28. This bit depth will produce a
file with 256 discrete tones for each R, G, B color for a total depth of 16,777,216 colors.

Some contemporary sensors record 10-, 12-, 14- or 16-bit images. Increasing the bit
depth increases the data available and assists greatly with image processing. Increasing
data may increase a sensor’s dynamic range but, more importantly, provides more shades
of grays, colors, and data from the object. When a file has more data, more can be made
visible or revealed when image processing. Processing data changes it: sometimes the data
is improved and at other times it can be diminished because of noise or other artifacts. It
can be a trade-off. More bit depth leads to bigger files and more data. Less bit depth leads to
smaller files and less data. Bit depth can typically be adjusted both at capture and in image
processing typically by changing from JPEG to RAW or TIF. When files are down sampled,
data is removed, but when files are made bigger, interpolation or false data is created.

Color Space

A color space is a mathematical model or manner in which specific colors are recorded,
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described, and/or displayed. Color spaces describe a set of physical colors and the
corresponding names or numbers that have been created to describe them. A PMS color—a
part of the Pantone system of color space descriptors—is an example of an analog model,
where the highly structured mathematical descriptions used for color mixing can be found
in Adobe RGB 1998. sRGB files are also an example of a type of color space useful for
preparing images for web or monitor viewing. There are three values used in an RGB system
or four values found in CMYK systems.

By carefully selecting a color space, scientific photographers can establish a detailed
mapping function used for capturing color, processing color, and assessing how the
color at output will look. This is established within the mathematical color space or an
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image’s color gamut. The gamut of a color will be part of
what defines an image. For example, Adobe RGB 1998 and
sRGB are two different color spaces that are both based in the
RGB color model. The Adobe RGB 1998 space will display
more colors with a wider gamut. SRGB is a smaller color space
and will compress or suppress more color information. The
most common reference standards for color space, recording,
and display are the CIELAB or CIEXYZ color spaces. These
systems were designed to mimic the colors that the average
human can see. When selecting what color space to select
for a camera, use the widest gamut available located in the
camera'’s preferences. This will lead to files with the most
information.

Gamma and Contrast

Some instrument cameras allow for the setting of a sensor’s
capture contrast. No DSLR cameras to my knowledge provide
this feature. Adjusting capture contrast would be indicated as
gamma and can be found in the camera’s menu. Gamma is
an important contrast characteristic of all imaging systems.
Gamma defines the relationship between a pixel’'s numerical
value and the tonal display from the image’s actual luminance
when displayed. Without using gamma, all of the shades of
gray that have been recorded by a digital camera would not
appear as they should and might be described as not having a
tone map. Understanding what gamma is and how it works can
improve the photographer’s ability to create a more accurate
exposure, useful in subsequent image editing.

Gamma is important for imaging because human vision does
not perceive light in the same way a digital camera does. When
twice the number of photons hit the sensor, the sensor will
make twice the signal, which is a linear relationship. Human
vision is non-linear and a person will perceive a doubling of
light as being only marginally brighter. This lack of separation
is increasingly less at higher light intensities. When compared
to cameras, human vision is more sensitive to changes in dark
tones than changes in bright tones. Gamma and tone mapping
are what differentiate human eye light sensitivity from that of
the electronic systems. Once the recorded file has been saved as
a digital image, the gamma information has been encoded and
the tonal values will be displayed more closely to what would be
expected by a viewer. Human vision is very flexible and digital
capture systems are not.

Digital Cameras, Images, and Strategies

_.ProPhoto RGB
g

_Adobe RGB

sRGB
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Figure 4.12 A sensor’s ability to discriminate colors is
influenced by choice of color space. A useful analogy for
understanding color space might be found when consid-
ering the number of Crayola® crayons found in different
sized packages. A package with eight crayons will
provide a user with only a few colors when compared to
a sixty-four pack. The CIE diagram shared at the bottom
shares the approximate color gamut of SRGB, Adobe RGB
and ProPhoto RGB, which creates the most colors.
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Very few DSLR cameras allow the selection of different gamma recording settings but
instrument cameras routinely offer this feature. A gamma setting of 1.0 reflects an average
contrast display or recording setting. Gamma is characterized graphically as a reactions rise
over run. This predicts what changes in brightness will be caused by a subsequent change
in exposure, creating a subject’s tonal values. Gamma or AD = AExposure / ABrightness.
When an average contrast subject or situation is encountered, a camera gamma setting
of 1.0 would be useful. If the sample or situation contains high contrast, such as in
fluorescence microscopy, a lower gamma setting is preferable. A high contrast setting would
be useful for low contrast samples.

Monitors also have gamma settings. These settings are a bit different than the numbers
useful in the camera software. A monitor’s gamma range would typically begin at 1.4 and
go up through 2.2. An average setting would be 1.8 for a PC and up to 2.2 for a Mac®
computer.

Scenes and subjects will contain various brightnesses or reflectances within them. The
difference between a high brightness compared to a region of low brightness describes a
scene’s brightness range, or dynamic range. A sensor can record data more effectively when
from a narrow brightness range. A high brightness range creates challenges for a sensor to
record the entire range in a single exposure. High dynamic range (HDR) imaging methods
have evolved to manage this problem. See Figure 14.5.

White Balance

In photography and image processing, a photograph’s color is the result of global
adjustments to the intensities of the recorded red, green, and blue color information. The
ultimate goal is to render color correctly. The color of an object is affected by the lighting
where the object is viewed. Human vision compensates for different types of light allowing a
white object to appear white regardless of the light sources with various color temperatures.
Digital cameras cannot color-correct objects in the same way and require methods to create
neutral colors in different types of lighting and render a white object white. This method
of creating neutrality is called setting a gray balance, neutral balance, or white balance.
When adjusting color balance, there are changes to the overall mixture of colors in an
image that are used for color correction and generalized acceptable versions of the image’s
color balance.
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Image color data produced by a sensor must be transformed from the acquired values to
new values that are appropriate for color of the light used for capture and subsequent
reproduction and display. An image color balance operates in image editing applications
usually by directly modifying the red, green and blue channel pixel values without respect
to any color reproduction.

Cameras can have their white balance set in several fashions using auto or manual, or by
choosing from several pre-set choices, or custom. Operators can set white balance using
the auto mode and the camera will read the scene’s various color temperatures and select a
setting from its database of pre-programmed choices. This method works well when a scene
has lighting that is comprised of one type of light and there are prominent neutral subjects
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in the scene. The results when shooting the auto white mode are also affected by changes
in the lighting. In most cases the most accurate color rendition requires using the manual
white balance setting. Manual settings include incandescent, fluorescent, electronic flash,
cloudy, open shade, sunny, and custom Kelvin color temperature choices.

The incandescent setting will be best for tungsten bulbs and used for fiber optic lights and
photomicroscopes. The fluorescent setting will prevent common green casts typical in
photographs made using fluorescent lights. The cloud setting will add a bit of warmth to
the color temperature and the electronic flash setting will add some warmth to the rendered
colors. The Kelvin color temperature setting is best for total control where the operator sets
the degrees Kelvin required to control how the camera will render the hue and intensity of
colors in the scene. Using the Kelvin setting, operators can fine-tune the process creating
accurate definition and not skewing the colors. Using a camera in the live view mode will
enable operators to see in real time the results of a specific Kelvin color temperature. It can
also be useful to locate a white or gray card in the scene to use for white balancing a scene.

Capture File Formats

One of the most important decisions a science photographer must make prior to recording
camera exposures has to be what file format should be selected. There are a number of
file formats available. All of the choices have advantages and disadvantages. Decisions
about selecting an appropriate file format should be primarily decided upon based on
which file format will preserve the most data and which one creates the most workflow
going forward. One of the first decisions is to choose a format that does (lossy) or does
not (lossless) compress captured data. A file format that maintains the full data without
compression is called lossless and would be a TIF, BMP or RAW file. It is also correct to
write TIFF when describing this file type. There are also formats that offer various degrees
of compression or are lossy, such as JPEG, JPEG 2000 or PNG. There is no reason to
choose a file format that produces compression at capture because that will compromise
the integrity of the file’s data even before anything else is done. Data will be changed or
lost using compression file formats. There is really only one decision for capture and that
is a lossless format. That being said, many wedding photographers do use JPEG because
of the advantages for speed and portability of this file format. Rarely should a science
photographer use a JPEG file format.

Digital File Structures

As a side bar, there are two broad categories of digital file structures, raster and vector
images. A raster image describes the image where the individual pixels can be addressed. It
is sometimes called a bitmap file. The other structure for digital files is called vector and is
characterized by the file’s end points and not the discrete pixels. Vector files can be enlarged
or made smaller by dragging or compressing the picture box as a whole unit because of
the way their mathematical descriptions allow them to appear smooth at various image
sizes. They are very different than raster images. Very few if any capture devices create
vector images. Vector files are very useful for desktop publishing, graphics programs and
for output but not for capture. Adobe Illustrator® is one such program. Raster image files
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are converted to vector files when used in Microsoft PowerPoint®. An EPS (encapsulated
postscript) file might be an example of a vector format.

In any type of image file, the size of the file is directly related to the number of pixels, its color
space, and its bit depth. Image files can be compressed or they can remain in a file format
that does not compress, effectively not changing the captured data. Compression of a file
is accomplished using mathematical methods to approximate data or create a facsimile of
the original image’s data that uses fewer bytes. This process results in the creation of files
that are smaller in size than the original captured file. Compressed files can be opened up
to their full resolution and in many cases look as they did prior to compression by using
decompression algorithms. Considering that, different cameras and software can create
different compressions and it is common for two images with the same number of pixels and
color depth to have a very different file sizes when using different amounts of compression.
Because of the manner in which pixels, color and bit depth are evaluated by the algorithms
and are influenced by the variances in the original image subject, compression can result
in different file sizes after compression. Within some compression mechanisms, an image’s
complexity may also result in smaller or larger compressed file size. This sometimes results
in a smaller file size for some lossless formats when compared to lossy formats. For example,
graphically simple images such as an image with large continuous color or darkness
regions, such as a background in a photomicrograph, may be lossless when compressed
into GIF or PNG formats. These two file formats may result in smaller file sizes than a lossy
JPEG format might make.

There are several file formats that save data files that can be used without compression
and are ideal for science. These would include TIF, BMP, RAW. Many instrument cameras
also have proprietary file formats. Each of these types of files produce saved files that are
identical to captured files. This scenario is ideal for science photography. Any compression
of recorded data can cause data loss, no matter how insignificant. There was a time when
storage and storage media were a consideration because they were in short supply and
expensive. In this era, that is no longer a concern and it is critically important to select a
file format without compression whenever possible. Proprietary file formats come with one
small advantage, and that is that all of the capture information from the instrument itself
is exported with the file as metadata.

The TIF format is considered by many to be the most universal file format. TIF stands for
tagged image file format and produces files that contain data that is structured exactly as the
data was recorded on the sensor. TIF files can be read across all platforms including LINUX,
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MAC and Windows operating systems. They are also backwards compatible. That is to say, a
TIF file can be opened and read using any device regardless of the age of the operating system
and the image processing software. TIF files can also be opened using many image processing
software packages without special plug-ins. Plug-ins are special pieces of software that are
sometimes required to see and read various file types. TIF files will rarely have challenges
when used across various platforms, devices and environments. Most instrument cameras
will create TIF files; however, only a few DSLR cameras create TIF files directly.

An ideal file format that makes uncompressed digital files when using DSLR cameras is
the RAW file format. The suffix of RAW file formats will vary across camera brands and
might be described as NEF, CRW, or others. These file formats save data in an uncompressed
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Figure 4.13 In this figure, a RAW file was opened using a RAW file convertor pictured on the left.
The center image represents the processed file saved as a TIF file. On the right is the .XMP or side-

car file. Each individual RAW file will have a corresponding .XMP file.

manner and are typically opened using a RAW file convertor after capture or using Adobe

Lightroom®. RAW files are very useful and provide great advantages over other file types

for scientific photography. Their architecture allows more data to be managed and saved,

allowing for challenging subjects and situations. This in turn creates files that are superior

for data collection and preservation. RAW files accomplish this by using a file mathematical

enhanced structure that allows creation of a greater bit depth and color information to be

maintained using the finite exposure range of the sensor. RAW files must be opened and

read using a pre-processor program or plug-in called a RAW
file convertor. This convertor allows the file to be pre-processed,
revealing more than if the image was processed using Adobe
Photoshop alone. RAW files will be slightly smaller in file size
when compared to TIF files. RAW files are ideal in science
because they themselves are never altered and the data display
changes are shared with the file in an .XMP or sidecar file.
See Figure 4.12. If a scientist photographer were ever asked
to testify, the RAW file could be re-opened without image
processing information by eliminating the sidecar file.

When a sensor with a Bayer pattern is used, neighboring pixels
determine how to create the color for all pixels, but when
RAW files are used, the de-mosaicing process is more “cleanly”
handled by the RAW file pre-processor. This leads to more
precision and control for the photographic process but can be
more time intensive. The bit depth of RAW files is also typically
greater. A JPEG or TIFF file is frequently 8 bits per channel at
capture, leading to 256 tones per pixel color, but it is common
for a RAW file to contain 12 bits per channel leading to more
than 4000 RGB tones per pixel. RAW file formats are not
typically found in instrument cameras.

Figure 4.14 A banana might serve as an effective
reference when considering file compression. A banana,
when fresh, has a certain appearance and nutritional
contentrich in vitamins and minerals. When the banana
is dehydrated and becomes a chip, it becomes lighter
from the loss of water, but still contains all of the nutri-
tional contentrich in vitamins and minerals. Attempting
to rehydrate the chip does not allow the chip to become
what it was. The chip’s physical structure will forever
remain different. Compression and loss in a digital file
structure can cause loss of information.
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Other File Formats

Most scientific images can be photographed by using TIF, JPEG, and RAW files but there
are other file types. More will be shared about image processing file types such as PSD in
Chapter 13. There are, however, a few other file formats that some cameras produce.

BMP describes a bitmapped file format. It is frequently found within the Windows
operating system environment. These files are uncompressed and create larger files than
compressed file formats. PCT file was an older file format used frequently in the MAC
environment. PNG describes a compressed file format called portable network graphics.
Its origins were from computer scientists as a free and open source choice rather than
the popular GIF, or graphic interchange format. PNG files support 8-bit images so can
display 16 million colors. Because PNG uses a lossless compression, it can be useful
when image processing is being undertaken. It is particularly useful for use in the web
environment where progressive display modalities are used. PNG does an excellent job
when text and photos are combined. It is an 8-bit format, however, and uses only 256
colors. Images that are not complex and do not require millions of colors can most
benefit from this file format. It is ideal for web use and images with large areas of white or
common color. GIF files are universal and can be opened in almost all image processing
and display software.

Capturing Using Camera Digital Filters

Scientific photographers when preparing to record images must consider whether to have
certain of the image file’s attributes enhanced or reduced. This occurs through the use of
various in-camera filters or image modifications. The most common of these “at-capture”
attributes would include color reproduction, noise, and sharpening. There are various
reasons why an operator would choose, or not choose, to use any of these filters. If JPEG
files are created, performing some low-level sharpening can be helpful, but if using RAW,
the best practice is to de-select sharpening, noise reduction, and color enhancement in
the camera.

Sharpening

An RGB camera sensor is manufactured with an IR cut-off and anti-aliasing filter on top
of the Bayer filter on the sensor. While these filters are only a few microns in thickness,
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they still adversely affect critical image sharpness. In fact, many would argue that many
contemporary cameras no longer come equipped with anti-aliasing filters. In-camera
sharpening is an image processing algorithm that is sometimes chosen because, like
all sharpening tools, it increases the localized pixel contrast. This localized increase in
image contrast causes an image's fine details to be more delineated. Having files that
are electronically enhanced can sometimes produce digital noise over time when future
image processing is undertaken. The initially captured image will typically exhibit a
smoother gradient of tonal data per pixel, but when sharpness is boosted at capture,
images can appear exaggerated. More importantly, if the images are to be used to create a
computational result (Chapter 14), sharpening should never be selected. Creating files that
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have edge enhancements at capture when blended can appear processed and embellished.
Perceptually viewers will respond more favorably to images that are sharp and crisp;
however, over-sharpened images will appear as such and may not be well received. In fact
they may be described as appearing computer generated.

Different cameras provide operators with various levels when selecting to sharpen at
capture. A sharpening filter can be applied in an auto mode or by selecting the amount of
sharpening that is desired. It can also be turned off and provide no sharpening at all.

Color

Similar to sharpening, an image’s volume of color or its saturation can be managed at
capture. Since viewers have an expectation of what colors are credible, when choosing
how to record the correct color saturation without embellishment and sample dependent,
operators can opt to have more or less color data in an image recording. The Kodak
research labs performed exhaustive testing in the 1960s to evaluate what consumers
desired in color reproduction when using color negative films. After years of conducting
viewer surveys, they learned people wanted to see color that had more saturation but
that did not offend them. So an individual’s preference plays a role in choosing to improve
color saturation at capture. All cameras will have a variety of commands to control the
amount of color that is captured. An example of these settings could be standard, neutral,
vivid, monochrome, portrait, landscape, or flat.

Noise Reduction

There are reasons why noise reduction should be used but as a tool it should be used
carefully. Noise filters actually soften edges where pixel differences are located. This
softening creates images that will appear less crisp, which is the antithesis of expectations.
In general, noise reduction softens an image’s appearance and sharpening will increased
the apparent contrast, making images appear more sharp. Scientific photographers
may all have different biases for the amount of noise reduction that is required. Noise
reduction is accomplished by actually blurring the image data a varying amount. The
amount of blurring blends image defects that are caused by pixels exposed by heat but
not by photons.

Various cameras will have different noise reduction settings. This could be off, low,
normal, or—often a camera’s default—high. These choices allow operators flexibility
in managing the compromise between subject detail and noise levels in JPEG files. Many
cameras do not share information on at what ISO or at what long exposure time noise
is produced.

Digital Artifacts: Aliasing

Low and medium resolution computer imaging systems normally create and display
images with smooth edges. When the frequency of structure of an object matches the
pixel resolution correctly, no aliasing occurs. When sample’s fine detail is greater than
the number of pixels, aliasing can occur and is evidenced in an image appearing as
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having jagged edges or bands. Aliasing is often a result of under-sampling or is created
when the detail exceeds the rendering ability of the system. I am sure most have seen a
reporter’s clothing start to have strange moiré patterns when they are wearing clothing
with fine patterns and details. Aliasing can be spatial or frequency. In either outcome, it
is not desirable and produces images that do not appear correct. It is difficult to predict
with certainty when image aliasing will occur. Anti-aliasing filters have been located on
a sensor to help manage this image artifact. Unfortunately they make images appear soft.

Connecting Devices

Cameras, scanners, card readers, and any number of peripherals including flash drives
need to communicate with a CPU. Almost universal at this time, the Universal Serial Bus
(USB) has become an industry standard and was initially developed in 1994. At the time
it was defined by the type of cables, connectors, and communication protocols used for
connection to power supplies and between computers and other devices. At the time a
standardized connection for all things connected to a CPU was vitally needed. This included
digital cameras, card readers, printers, and others. In 2000, USB 2 was released. USB was
capable of transfer speeds to 1.5 Mbit/sec, and USB 2 was forty times more powerful at 480
Mbits/sec. In 2008, USB 3 was released and could transfer data at up to 5 Gbit/sec.

Memory Cards

Digital image files are stored in buffer camera memory, a temporary location, before
being moved to a memory card or to a CPU. Some cameras cannot record images without
a memory card and others may operate in either fashion, with or without a card. A
memory card is capable of reading and writing, both when located in a camera and
when located in a card reader when attached to the CPU. Different names have been
given to memory cards, including Smartmedia®, memory stick, or compact flash.
Each of these devices is different in storage technology. Differences are evident in size
and speed. Different cameras can take both compact flash or SD or XD Media. Media
continues to become smaller and faster. It is not uncommon to see 32 GB cards that have
a card speed of 32x.
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Chapter 5 BLEREMEEEN RIS
Role in Laboratory

Photography

This photograph of Arabidopsis thaliana shares the blue light sensitivity of two plants (x2.6
approximate magnification). This image, made in 1993, demonstrates the results of an experiment
proving the existence of blue light photoreceptors in thale cress seedlings. There is a normal inhibition
response to growth when the photoreceptor detects blue light conditions. The control seedling (right)
exhibits stunted growth, indicating the presence of the receptor. The experimental genome (left) had
the receptor removed, and the plant does not recognize the presence of the specific wavelength of blue
and grows normally. The experimental seedlings were approximately 1 cm in height. Image courtesy of
James E. Hayden.
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evealing characteristics of asubjectin a highly precise and accurate way is arequirement

when photographing for scientific reasons. The upcoming chapters will share practical
methods useful in forming and recording scientific photographs that feature laboratory
subjects. These applications will include close-up photography, photomicrography, and
polarized light technique among many others. There will also be a chapter dedicated to
contrast-producing methods of scientific photography including fluorescence, invisible
spectrum photography, schlieren, and stereo anaglyphs. There will also be suggestions for
the use of scanners as a camera.

The Sample and Photographic Treatments

Effective images are the result of making and executing a good plan featuring sometimes
less than cooperative samples. Successful, interesting, and informative images are rarely
lucky accidents. It is fundamental to the outcome of the process that the sample will play
a critical role in the creation of a successful image. Often scientist photographers are quick
to photograph whatever ends up in front of a camera. This might be a consequence of time
constraints or not seriously considering the value of the sample’s “aesthetics” as it relates
to how the sample influences the more permanent image. A bad sample always leads to a
less than ideal image. The poor sample or damage within the sample itself may become the
focal point of the image.

How to best manage a sample when photographing, or how to best light a sample, or what
equipment will be used to photograph the sample will all play a role in the making of effective
images. Solutions to these considerations will lead to the creation of what is described as a
treatment. Depending on the sample, treatments might be chosen from methods that are
proven or something that is untested. Treatments may require a “best guess” approach or
some experimentation might be needed to get to the best solution. There are numerous
considerations that scientist photographers need to make to get started. Not considering
making snapshots, photographing in science requires a careful analysis of the known
problems and the development of practical solutions defined by the subject/environment
required when making images that are truthful. Chapter 10 includes additional content
about subject management.

All samples are unique and present different challenges. Samples can change during
imaging or may stop fluorescing during the experiment, for example. Samples can be opaque,
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transparent or both. Samples can be monochromatic or possess birefringent properties.
Birefringence is the display or multiple refractive indices within a sample characterized by
colors. A sample could—in the right conditions—exhibit emissions or behaviors (a sort of
fingerprint) that are unique to it. Samples can be motile microscopic organisms or without
noticeable contrast. Samples may be nearly invisible even when stained. These and other
factors must be considered prior to making any photographs because creating sample
visibility is integral to making a good image. The treatment must be carefully considered
because once it has been started, it might be challenging to retreat. The sample could be
damaged, destroyed or changed in negative ways if poor decisions are made. The objective of
the scientist photographer is to make images of challenging objects without embellishment
or changing the specimen and to include information about a sample that otherwise might
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not be immediately evident. It can be very useful to analyze all the various scenarios and to

plan for anything to happen. Anticipation can provide a great advantage when preparing

how to proceed.

Preparing for Imaging

All of these considerations and subsequent choices play a
role in creating successful imaging outcomes. Successful
imaging, like many things, requires preparation, much like
a camping trip or other activities such as cooking. Collecting
and organizing the proper accessories before starting can be
of help. Glass slides, hand-held dust blowers, lens cleaning
supplies, containers, formatted media cards, charged batteries,
warming plates, tape, and other items might make up this
inventory of items. Razor blades, needles, scissors, scalpels,
pins, toothpicks, dark modeling clay might also be part of
the cadre of things located where the imaging activities will
be conducted. Other things that might serve a useful role
might include Sharpie® markers, aluminum foil, rulers, Petri
dishes, silicon caulk, magnets, bibulous paper, pipettes, and
syringes. Supplies and accessories will contribute small but
important advantages when working on imaging initiatives. It
is also important to continually clean any open surfaces prior
to working and bringing the samples out. This can be helpful
in controlling the addition of dirt or debris to a sample. Dirt
in scientific photographs might be referred to as “schmutz,” a
German word for dirt.

Selecting a Sample

A sample is not just a sample. It serves as the foundation
from which an image will be formed. The selection of the best
possible sample might be one of the most important steps in
making an image. Looking for the ideal sample is not a process
that comes naturally to everyone. There is variability in nature,
in biology, and in general. Selecting the right sample will take
additional time but it will be time well spent.

Garbage in will lead to garbage out. Bad samples will lead
to ineffective images. Sometimes one sample is all that is
available, but when there are choices and flexibility it is
invaluable to carefully evaluate all the possible samples.
All the imaging skills in the world cannot improve a lousy
sample. Frequently science photographers are not tuned into
a sample’s aesthetics or other properties because it is not part

Figure 5.1 Supplies such as lens cleaner, cotton on
sticks, and a blower brush are important accessories.
Paint brushes, needles and pins, Exacto® knife, twee-
zers, dissecting needle, scissors, clamps, clay, tape, and
other items can be helpful, too. It is imperative to keep
these tools and accessories clean. Cross-contamination
is a problem when handling small subjects using dirty
tools.

Figure 5.2 Within this collection of Acer rubrum seeds,
there is a wide range of attributes to consider for selec-
tion. Identifying the best sample from collection when
possible will lead to significantly better pictures.
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of their training or mindset. Careful evaluation and selection of a sample can lead to
noticeably better photographs without improving much else. When samples are prepared
for microscopy, often they become swollen or distorted and do not lead to good images.
This transformation will create a variety of presentations and care should be taken in
evaluating what is available.

Sample Preparation

When samples are poorly selected or prepared, they lead to images that are inadequate.
This might be most evident when imaging applications create images that are larger than
the objects. In this situation, the elements and characteristics of the sample become the
features of the image and not the object itself. Bad preparations of less than ideal samples
may lead viewers to see the imperfections as the focal point of the photograph and possibly
lead to false conclusions. This is because defects become more
pronounced when magnified. Sometimes during sample
preparation, damage to a sample occurs. This damage, called
an artifact, could be a tear or fold in the material. It might
also be a knife or tool mark left in or on the sample when it
was being prepared. Whatever the case, any evidence of the
dissection or preparation of the sample should be minimized or,
better yet, avoided. It is for this reason, and this reason alone,
that great care should be taken to evaluate, prepare, and select
samples more carefully for imaging than for visual inspection.
When simply observing experiments, the process that leads
to assessing the presence of a material, cell or other relevant
information does not lead to a permanent record. The visual

analysis of what is observed is dynamic and imperfections in

Figure 5.3 When selecting a field of view for photograph- the sample are not important or relevant. Images are, however,
ing, be careful not to include regions that exhibit knife permanent records and will be studied at great length or
marks or other artifacts. Knife marks are the result of a reproduced in articles. For this reason—and knowing that

microtome blade having a nick in the blade. In this figure,
moving from the top left corner to the bottom right corner

is a white line, an artifact made from the microtome . . S
blade also be true of locating the best cell in a culture plate or finding

variability does exist—the selection of the best possible sample
from the available choices will lead to better results. This could

the most effective region in a tissue.
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Isolating the Sample

Once a sample has been selected, how to manage the photography begins. It is not useful
to simply plop a sample onto a table and take a picture unless it’s the only way to make the
photograph. The expression “take a picture or make a photograph” refers to the notion that
it takes a bit of effort to achieve good results. In digital photography, there is a common
philosophy that artifacts or other unwanted components can be deleted during image
processing. This initiative can compromise a sample’s integrity, should be avoided, and
should not be part of best practice for the making of a scientific image. Sloppy work habits
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will contribute to the presence of artifacts in images. It is best to spend a few minutes tidying
up on the front side of the work and during the setting-up phase rather than spending
a lot of time on the backside of the work to clean up images, something that could have
been managed more effectively before pushing the shutter. In some imaging experiments,
hundreds of pictures might be made, and if each image requires time to fix problems,
it could lead to days of image processing. Spending a few moments in the beginning to
prepare and manage samples during the imaging will lead to a scientist photographer’s
time being better spent.

Composition

One of most effective tools for isolation of a subject is the use of framing or composition
in the camera. Frequently, the framing of photographs is not adequately managed. “Less
is more” when it comes to isolating a subject within the frame. The frame of a sensor is a
rectangle and has an aspect ratio. Many full-size sensors in DSLR cameras have an aspect
ratio of 3:2. This number is derived from a 36 mm x 24 mm imaging area. A cropped or
smaller sensor camera may have a 4:3 aspect ratio. The first number refers to the width of
the sensor and the second number the height of the sensor. A more panoramic sensor will
feature an aspect ratio of 16:9. The dimensions of the sensor will play a role in what can
be recorded. Filling the frame is an important isolating strategy. Making loose compositions
or including extraneous content will diminish the effectiveness of photographs but in some
situations maybe unavoidable. Changing magnifications will be expanded on in subsequent
chapters, but for the moment using the frame to create an effective image magnification
and the removal of competing elements can be a great strategy. Anything left within a
composition will be considered by a viewer to be an integral part of a photograph and may
be a distraction.

It is interesting to compare how an artist works when compared to how a photographer
works. Artists start out with a blank canvas and add information as desired but the
science photographer must constantly look for ways to subtract and isolate a subject from
its background/environment to create an emphasis and isolation. Properly framing can
facilitate isolation. A photographer should always look to locate important features within
the frame that will lead to gaining an understanding and not confusion. It is important
not to position vital structures of the subject too close to the edge of the frame and to
be cautious about cropping out important details. There will always be compromises and
limitations.

There are numerous websites dedicated to framing and the composition of effective
photographs but key points are:

Simplify what is included in the frame.

Consider using the vertical dimension for a composition where useful.

Do not locate everything of interest in the middle of the frame when possible.
Sometimes it is possible to distribute the sample across the whole frame.

Use diagonals or locate important structures evenly throughout the frame.
Select and use an effective background.
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Magnification

Image magnification can also play a role in isolation. Images with a high magnification
may result in the cropping of relevant information. Images that are not magnified enough
will not adequately reveal as much data as they might. These aspects of the camera’s
magnification may play a role in the formation of effective images. Depth of field (DOF) or
an image's zone of focus changes with magnification. Higher magnifications have smaller
zones of focus and lower magnifications form images with more DOF. Choosing the correct
image magnification that contains the most amount of information about the sample
should always be the objective. Often this requires compromises required to achieve the
best of balance of both.

Controlling Dirt and Extraneous Materials

The most commonly photographed subject in a laboratory when making magnified pictures
might just be dirt. There seems to exist the relationship that the more important a subject,
the higher the probability that dirt will find its way into the image. Whenever possible,
proper housekeeping in the area around the workspace can be helpful in managing dirt and
its potential for entering the image. Equipment should be kept covered, the desks and tables
routinely cleaned down with lint-free cloths, and the vessels that might be used to hold
samples should be cleaned using air blowers or using other methods that are lint free. When
using black velvet or other material for backgrounds, it might be useful to use tape as a dust
pick-up. This might be considered as a sort of lint brush for surface dirt on the background
prior to locating the sample on the background. This process of “sanitizing” might include
surface cleaning of the camera lens, removing the dust from the sensors routinely as well as
using a soft cloth to polish any laboratory glassware or clean microscope slides that will be
used. It is also useful to consider a method to clean dust and dirt from shoes before entering
the imaging room. It can also be practical to consider what type of clothing is worn when
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Figure 5.4 These two photographs—a snowflake (left) and a bleeding heart, Lamprocapnos
spectabilis (right)—are classic examples of how dirt can migrate into a composition.
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working in the laboratory. Lab coats can be practical to minimize airborne fibers that might
come from sweaters or other fabrics that lose fibers routinely. Everything sheds, including
you, and often this debris will find its way into the imaging area. This might include head
and facial hair as well.

Handling Samples and Preparation

Objects should be handled with great care when they are to be photographed. While many
are quite robust and hardy, many are delicate and easily modified by handling. In forensics,
the theory of material transfer suggests that whenever two objects meet, content from both
will be transferred to the other. This of course is very useful for solving a crime and leads
in some cases to the solving of a crime by locating where the foreign material came from.
When photographing challenging objects, this is not desirable. Great care should be used
when touching and moving objects. Using any method that does not apply pressure to a
sample’s surface is the ideal but often not practical. I have used pipettes, feathers, small
paintbrushes, and special insect tweezers to move samples prior to photographing.

Sometimes a sample will need to be deconstructed or dissected. Care should be taken before
engaging in the cleaning or preparing of the sample to consider the risks and advantages
of this process. It is very practical to photograph the object as a whole prior to starting
any dissection. It can be relatively easy to damage a fragile sample. It can be a waste of
time to photograph damaged samples unless the damage is the focus of the photograph.
Damage would probably be most evident on the surface of the sample. The simple process
of transferring using tools in moving material from one environment to another can leave
pressure markings. Toothpicks, needles, pins, brushes, pick-ups, tweezers, and pipettes
are useful for transferring but should be used with caution. Try to move or touch things
only once to avoid cross-contamination. Once damaged, a sample might be considered
useless. Be cautious about touching and moving a sample when required and necessary
for the creation of improved images. In the end, getting better results revolves around the
controlling of many little things. It rarely is about big improvements but a series of many
smaller successes.

Wet Specimens: Distilled and De-ionized Water
or Other Fluids

Samples that are wet can be challenging. A fundamental decision resides in whether to keep
the sample wet or dry it. Drying can be accomplished in many obvious ways. Sometimes the
use of a hair dryer using low heat will expedite drying. Sometimes objects simply need to be
left out for a period of time to allow the moisture to leave on its own terms. Accelerating the
drying of a sample may not be useful. It is not a great idea to use any type of paper towels
since invariably paper fibers will find their way onto the sample. A wet sample that becomes
dry will frequently change in its appearance or morphology when not wet. It might get
smaller or curl, or it might exhibit a changed color, or it might experience other changes
that are not so obvious upon initial evaluation.
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If the decision is made to keep the object wet, then there are other things that come into play.
Initially, what vessel will be used to hold the sample must be determined. Always use a vessel
that is the right size. Never use a vessel that is too large. If the vessel is large relative to the
sample’s size, the object can float around and present other challenges for photographing.
Cleanliness of the vessel is critical. I have found that using a weak acid wash such as white
vinegar followed by a light rinse of distilled water can be helpful to manage mineral or
other surface contaminants that might find their way into the vessel and subsequently the
photograph. Cleanliness of the vessel, and ensuring no dust or particulate matter is present
to the extent that is possible, is important. This simple step of housekeeping can make a
big difference to the amount of particulate matter that might have to be deleted from the
photographs if not removed. Chapter 12 discusses retouching dirt and dust.

One critical activity that requires attention is to minimize the contamination of the sample
when adding liquids to keep it wet. In the previous paragraphs, strategies for minimizing
the presence of dirt and dust were shared. For wet samples, frequently it is useful to suspend
samples in water or other liquids such as mineral oils and glycerin. When using water, the
use of de-oxygenated, distilled or de-ionized water is preferred. Tap water will often be full
of dissolved air and minerals such as iron and calcium. In a short time, the dissolved oxygen
will form bubbles on the sample and vessel walls. Making an effective photograph when
this happens will be tough. While sometimes interesting, the bubbles will compete with the
subject. Rarely is tap water a good idea for this application but if it is all that is available,
allow it to sit for a prolonged period of time before using. I have known photographers to run
water through a non-woven coffee filter. On rare occasions, mineral oil or glycerin might be
useful for suspensions as well. Another strategy is to locate the sample in clear gelatin such
as Knox gelatin, which can also be used to isolate and hold samples in suspension.

Many years ago, in an attempt to photograph a developing root system, seeds were
germinated in a chamber filled with clear gelatin, similar to collagen. This material
provided an ideal way to isolate the roots and micro-roots. This separation in turn provided
an opportunity to effectively light the structure of the roots, which without this treatment
would have resulted in the roots collapsing without separation. Allowing the roots to be
photographed in air would create morphological changes. The surface of the root will dry
as a consequence of heat created when shining lights on the root. This dehydration in turn
will result in color changes.
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Making Chambers and Welled Slides

Sometimes when photographing wet samples it is required that the sample remain in
liquid. In previous pages, strategies were shared for using immersion methods in general.
The objective of immersion methods is to allow the sample to remain wet and to control
reflections. When a light is shined onto a wet object, many reflections will be produced.
These reflections will be random and may possibly obscure important details. For this
reason, it remains practical and important to locate samples in water or other liquids. You
can see images made using immersion in Chapter 8.

Often it is difficult to find the right vessel for this type of work. Petrie dishes or other
laboratory glassware frequently include flaws in the glass formed when the glass was liquid
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and then cooled. This creates density differences in the glass. When illuminated, they will
appear as varying dark bands in the background. These dark bands can also add false data
or artifacts to a sample’s appearance. For this reason, it might be desirable to fabricate a
chamber using higher quality glass, in the form of microscope slides for example, or small
pieces of window glass based on the size requirements of the object.

Fabricating small glass chambers or “aquariums” is a relatively simple procedure but
requires care to keep the pieces and parts clean and free from adhesives. The most useful
glue for fabricating glass is silicon caulk that is used to seal bathtubs or in other similar
waterproofing jobs. To make best use of the adhesive, it is useful to apply it using smaller
tubes and lesser amounts. Less will be more. Too much clear caulk may contribute flare in
imaging systems. It might be helpful to assemble the sides first allowing them to set up and
then adhere the sidewalls to the base. It is of course important to prepare the parts before
starting the assembly. Chambers should be sized to the objects they are created for. If they
are too small they will compromise the work, and if they are too large the object might
possibly drift too much. The area under the lens might be considered the “action field” and
creating methods for keeping the sample under the action field can be helpful. Chambers
can easily be subdivided using additional pieces of glass cut to size.

Welled microscope slides are useful tools for viewing but have a few drawbacks for
imaging. When photographing aquatic invertebrates, a welled microscope slide will keep
the organisms in a controlled space but the depth of the slide will allow the organism to
swim left and right as well as up and down. Using less water will be helpful in minimizing
the depth the organism can move to but the curvature of the well provides other
challenges for lighting and imaging. The curvature will introduce some flare and other
non-image-forming lighting outcomes. Depending on the direction of the light and
whether darkfield or other methods are used, the results may be less than acceptable.
Creating a slightly different type of slide using broken coverslips to elevate a traditional
coverslip will work much more effectively. The cover slip shards behave like legs of a
table.

Staining and Revealing Other Features

It can be useful to add contrast agents to samples for the purpose of enhancing visibility
where and when appropriate. Managing treatments where the efficacy of the sample is
maintained should always be considered first before adding other materials. All objects are
different and may have characteristics that need special attention. When a sample exists in
a dry or wet state, it is not unusual for different features to be more or less visible. It might be
practical to either dry or add water to a sample. Rehydrating a sample or wetting its surface
can be accomplished in many ways. Simply locating the sample in a beaker of water may
be practical, soaking it as long as required. This process may also reveal other aspects of the
subject. A pine cone when wetted will get darker and the cone’s protective seed leaves will
retract when wet. Besides soaking, water can be applied using a small paintbrush or spray
both selectively and across the whole object.

Live aquatic organisms or other subjects that are alive, such as cheek cells for example,
might benefit from the use of a vital stain, a chemical that is inert to biological samples.
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These stains are primarily water-based and contain compounds
that are inert and do not affect the morphology of a sample. To
use vital stains, the sample to be stained should be prepared
as what is described as a wet mount. This is a preparation
where water has been added to the preparation and it typically
has a cover slip. Once the wet mount has been prepared, it
is important to have a supply of bibulous (bib) paper nearby
along with the vital stains. Bib paper is a nearly fiber-free paper
and very absorbent. There are a variety of sources for bib paper
and vital stains. Place one drop of stain next to the cover slip
and hold the bib paper on the opposite side of the preparation,
drawing the stain through the sample. Once the staining has
occurred, it is important to then purge the excess stain out of
the preparation. This is accomplished by adding a few drops of
water where the stain was located and by placing another piece
of bib paper next to the slide. In this fashion, the excess stain
will be drawn out of the preparation leaving only the stained
material and clear water around the subject. This can be very
effective for making structures more visible for examination
under magnification. Typically the vital stains come in small
dropper bottles and in various colors.

Applying small amounts of liquids to preparations or removing

Figure 5.5 This illustration reveals how a section of
brain tissue appears unstained and then stained using

small amounts of liquids can be challenging. Eyedroppers,

hematoxylin and eosin. There is a significant change in pipettes and medical syringes can be most helpful for this role
sample and cell visibility. Staining is a rather complex and are capable of handling small amounts of liquids precisely.
butimportant process. It might be useful to keep a ready supply of various sized

syringes for this task.

Specimen Platforms

Much of this content has focused on very small objects, but often some samples are not
opaque but transparent or semi-transparent, and they can be large. This type of sample
will benefit from having light shined through it. For this reason, it is useful to fabricate
a small transparent stage or table to hold the sample. This is most easily accomplished
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using wooden blocks and piece of double-strength glass with polished edges. In the US,
double-pane window glass or % inch is ideal. Polishing the edges is suggested for safety
reasons. Depending on the size of the samples that will be photographed, an 11 inch
x 14 inch sheet of glass might be useful. The glass can be placed on top of the wooden
blocks and light can now be shined from below the sample. Many lighting set-ups will be
vulnerable to contamination from extraneous ambient light and reflections. To minimize
lighting artifacts, it would be useful to paint the wood blocks black. Maybe an object will
have internal facets and surfaces that can refract and reflect light. Surrounding the area
where photography will be done with black paper or material will reduce the potential for
lighting artifacts to be introduced.
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It should be noted that ceiling lights should always be turned off when photographing
using glass. Many objects are vulnerable to stray reflections and are comprised of many
primarily reflective surfaces. A classic example of this is evidenced in Figure 15.3. Turning
off ambient and ceiling lighting will minimize this potential. It is also sometimes practical
to photograph through a black piece of cardboard that surrounds the lens. The black
cardboard will be reflected in the surface of the sample and will suppress any unwanted
reflections in the sample. Holding the black cardboard might be best accomplished by
using a clamp, since holding it by hand will compromise what else might need attention
during the photographing. As experiences are gained in working the laboratory, additional
strategies, tools, and accessories will be collected that will greatly assist in solving problems
associated with this work.

Mirrors

Sometimes the orientation of a sample is important. Selecting the top from the bottom can
be an important aspect of imaging. Photographing a sample in its proper orientation can be
challenging, especially if photographing the bottom or inside is required. When subjects are
large, photographing the bottom of an object when there is an orientation concern can be
accomplished by raising the subject using a specimen platform (table) to an appropriate height
and photographing its bottom. Sometimes, though, the presentation of the characteristics of
the sample can be changed when not in their normal state. A useful example of this situation
might be found when considering how to photograph feet. It is easy to photograph the bottom
of the feet when they are not in a weight-bearing situation. A person could sit on a table
and hold their feet out, but this photograph would not be completely accurate since feet bear
weight and they will look differently from when they were bearing weight. To photograph
feet in a weight-bearing environment would be challenging. A viable solution would be
found in the use of a front surface mirror. A person could be situated on a 1 inch piece of
plexi-glass located on slightly elevated platform. Under the platform a front surface mirror
could be located. Front surface mirrors have their reflective material on the front rather than
the rear. Traditional mirrors have their reflective surface on the rear of the mirror. They
produce two reflections, one dim reflection off the front of the glass and the primary and
bright reflection from the silvering in the rear. Front surface mirrors have only one reflection
because the reflective surface is on the front. By using a front surface mirror to reflect the
bottom of weight-bearing feet, a highly accurate photograph can be made. While you might
not photograph feet, the idea of using a front surface mirror might be useful for various other
photographic investigations. Front surface mirrors are used routinely in dental photography,
where access to the surfaces of the teeth would be impossible in any other fashion.

Surface Replicas

Photographing the surface of an object can be accomplished in many ways, but when the
magnification increases it can sometimes present challenge. A simple strategy can be to
create a replica of the surface. Different information about the sample can be revealed in
a surface replica. Surface replicating can be accomplished using various materials. Two
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Figure 5.6 This photograph features the surface of
human skin. The photo itself is a replica of the surface

of the skin. Hot paraffin wax was used to create the
surface replica featuring a knuckle, the jointin the finger
that bends. The final image is a computational picture
comprised of several image slices. The image was
photographed using a 4x objective and used darkfield
illumination. Image courtesy of Jordan Briscoe.

common materials that are used for surface replicating are
NewSkin® and candlewax or paraffin. The latter must be
applied when in its liquid state and of course may be quite
hot. For that reason, care should be taken when applying it to
surfaces.

NewSkin can be applied by painting it across the surface of
the sample or by laying an object into a preparation on a clean
microscope slide. Allow the compound to dry for a period of
time, possibly 10 minutes, for example, before removing.
Objects that benefit from surface replicating might include
hairs, fibers, leaves or other objects with surface structural
information that otherwise would be difficult to see. Skins of
various organisms can also be prepared for imaging.

Backgrounds

After a sample has been selected, the choice of the background
must also be considered and is no less important than
anything else shared in this chapter. In science and certainly
other applications, the background serves an important role
in isolating a sample in a photograph. Backgrounds need to
be simple, neutral, uncluttered, and suited for reproduction
or display. Backgrounds for the uninitiated might be an
afterthought but should not be. Poor background choices and
management of them could lead to lowering image contrast,
poor visibility, and/or simply introducing competing elements
into the photograph. Choosing the background and how to
manage the background’s role is an important consideration
for making effective scientific illustrations. Wet objects will
ooze and interact with papers or towels. There are many things
to consider when selecting a background

Figure 5.7 This illustration
reveals how one sample can
appear when photographed in
front of various backgrounds.
The seed leaves will look
brighter against black

and darker when located

in front of white. When
located in front of a complex
background, the various
tones and structures in the
background compete with the
subject for attention.
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White, Black, or Gray Backgrounds

White backgrounds can be a logical choice for photographing in science. They are useful
when there is a need to isolate an object against a bright tone to communicate the shape
and delineate the edges of an object. No matter how white a background looks to the eye,
the background in a photograph needs be 1.5 times brighter than the brightness of the
light falling onto the sample to produce a white background in the photograph. A difference
of 1.5 exposure values (see Chapter 4) will create the correct brightness difference for
reproducing the sample’s tones against the background without flare creeping into the
sample or underexposure of the background’s white tone. It is important to properly light
both the sample and the background, regardless of the situation, for maximum control and
outcomes.

Achieving an even and homogenous lighting for a white background can be accomplished
using a light box or other approaches. Even and neutral light is a key element to images with
scientific veracity. When using multiple lights, it is important to achieve equal brightness
across the entire region that will be located in the background. Using diffusion techniques
can be useful to spread the light most evenly across the background. Care should be taken
to minimize the spreading of the light used for the background from falling onto the
sample. Making a white background can also be accomplished using a light box or by using
a laptop’s screen to create a uniform white background. Small objects can be located in
front of the computer screen. Making an image file with a brightness value of 255 in the
R, G, and B channels will be indicative of the background’s exposure. More is shared in
Chapter 8, which is dedicated to lighting.

It can be easy or difficult to make multiple pictures of samples that all contain the same
white tone as their backgrounds and also have them all match in color. More will be
shared in Chapters 13 and 15 about color management. The creation of images with the

5mm

Figure 5.8 A laptop screen can be used as a back light source to make a neutral white background.
The image on the right, featuring a whole mount of an assassin bug, was photographed using the
computer’s screen as the light source and a macro lens setat 1:1.
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same tone and color when using a white background has never been easier if the scientist
photographer pays careful attention to optimizing the capture settings and subsequent
digital image processing strategies required to create files that all contain the exact same
tone and color data. When preparing for image capture, all settings should be accomplished
using camera’s the manual mode. This would include exposure time settings and white
balance. Once the images have recorded, a white point in each image’s white background
can be set to an RGB setting of 240 in each channel. This will lead to a file that will reproduce
in print with a touch of gray tone and have just the tonal difference of off-white paper. This
can be very important in photographic reproduction in print.

Black can also be an effective choice of background. Unfortunately dark objects have a
tendency to blend into the darkness of a black background when there is no edge lighting.
Black can be very dramatic and is much easier to manage than white in some applications.
For starters there is no variability of color in black backgrounds. White can be vulnerable
to secondary influences, whereas black is inert and does not reveal minor changes as easily.
When printing photographs in journals or in inkjet prints that use black as a background,
it is suggested to use a black point setting of 15 and not 0. Having a printer try and create
a 0 brightness value will leave too much ink on the paper and lead to bronzing or other
technical issues of the reproduction of black, where the ink pools and dries shiny or has
a mirror-like tone when viewed at an angle, especially when printing onto a glossy paper.

Achieving black can be as simple as locating a black material at some distance and location
behind the sample. It is ideal not to shine any light on the background or, worse yet, cast
a shadow onto the background. A shadow box is an example of not allowing any light
to fall on the background. Shadow boxes can be useful in controlling scattered light and
its management. For white objects a black background can be very demonstrative of the
structures contained within the sample.

Gray backgrounds can be practical but are challenging to use consistently when making
numerous photographs. Minor variances in exposure and small lighting challenges are
compounded with subtle color changes, which can make gray hard to work with. When
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Figure 5.9 All black materials do not behave in the same way when used as a background. In this
picture black paper (left], black felt (center], and black velvet were all used as a background. The
velvet created the best outcome. This change in black occurs because of reflections and surface
structures from the background material itself. Black velvet simply behaves like a sponge for light.
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multiple photos are to be reproduced as a group, small variances in color and darkness will
become emphasized in the composite. It is far easier to manage black and white for this
reason.

The Use of Scales to Indicate Size

The inclusion of a scale in scientific images is an absolute. Without a scale, the image might
be considered inadequate by many and not publishable without additional explanations in
the caption. The scale is part of the image data. There are some considerations for the use
and selection of a scale. The magnification or reduction of an object’s size in an image will
of course play arole. For close-up photography, it is practical to have several scales available.
I like scales that have white markings on black and others that have black markings on
white. Metal rulers are not great because of their potential to introduce reflections and
optical flare. It is also vitally important to use scales that are calibrated using the metric
system at an absolute. An inch ruler would not be practical for selection unless no other
options exist. It can also be very useful to have both opaque and semi-transparent rulers.
I have found it very useful to also have an inventory of paper scales that have an adhesive
back available. There are a number of suppliers of useful products. A quick web search can
provide an inventory of vendors for these products. I have also found that forensic supply
houses are most able to have a wide range of products.

Using scales requires a few considerations for the method to ensure the magnification of
the scale is consistent with the magnification of the object. To accomplish this outcome, it
is important to locate the ruler at the correct height or location of the photograph where
the focus of the lens is placed. This may require the use of a bracket or third arm to hold
the scale at this location in space. The accuracy of a scale located at a different height to
the camera will share either more or less magnification. Magnification is in part affected by
working distance. Objects placed more closely to a lens while possibly out of focus will be
more magnified than objects placed further from the lens.

In addition to locating the ruler scale at the location where the
lens focus has been placed, it is also important to have the ruler
parallel to the camera’s sensor.

Because the DOF of an image might be shallow, having the scale
at the proportional height to the sample as well as keeping the
scale parallel to the sensor will provide the most meaningful
information. Being detail-oriented, I would also suggest the
scale is inserted into the field of view in such a manner as to
be parallel to the edge of the viewfinder’s edges. Keeping all
elements of the picture carefully composed and scales properly
located will lead to images with more credibility. It takes just as

much work to hastily locate a scale than to carefully locate the

scale. Good photographers effectively manage all the details. Figure 5.10 This photograph features an Acer rubrum—
red maple—seed and a ruler. Scales need to be placed
at the correct plane of focus (height) and adjacent to the
sample to be most effective.

Scales for photomicrography are a bit more specialized and
are called stage micrometers. They can be acquired for use
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with both reflected light and transmitted light microscopes. They can be calibrated into
various units of microns either in 0.1 mm distances or 0.01 unit distances. They might be
alength of 1 or 2 mm distances. They are an integral piece of equipment for calibrating a
microscope’s internal measurement feature. Many photomicroscopes will come equipped
with software that can place bar scales into an image. This feature must be first calibrated
before use. Once calibrated (only one time), the software will store the scale’s information
as long as the hard drive and operating system do not change. The instrument’s software
frequently is not programmed to determine specific distances but rather the number of
pixels in a specific distance. To program the software, a reference distance uses a scale
distance of specific distance identifying the specific number of pixels in a specific distance,
such as 0.1 mm, for example. Each objective lens needs to be calibrated.

SUGGESTED READING

Blaker, Alfred, Photography for Scientific Publication: A Handbook. London: W.H. Freeman,
1965;ISBN-10: 0716706377

Frankel, Felice, Envisioning Science: The Design and Craft of the Science Image. Cambridge,
MA: MIT Press, 2002; ISBN: 9780262062251.

Zakia, Richard, and David Page, Photographic Composition: A Visual Guide. London: Focal
Press, 2010; ISBN-10: 0240815076.
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Close-up Photography,
Photomacrography,
and Stereomicroscopy

Alaboratory-raised Papilio polyxenes or black swallowtail (Hodges #4159] caterpillar shows the partial
deployment of the osmeterium just prior to girdling itself onto the branch with the production of its first
silk loop. The osmeterium is a defensive organ that emits a foul and disagreeable odor serving to repel
predators. Photograph courtesy of Todd J. Dreyer.
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ecause of space limitations, it has not been possible to include everything about
Bphotography and how things operate. The next few chapters will share methods useful
for the making of photographs that use specialized equipment and techniques. Some
assumptions had to be made about the prior knowledge level of the readers of this book. ISO,
photographic exposure, white balance, and some other features will be covered as applied
to technical applications. If you need additional information about how basic photographic
equipment is operated, it would be useful to seek other books or Internet resources.

Overview

Close-up photography and photomacrography—sometimes incorrectly called
macrophotography—are techniques that use small camera-to-subject distances. The
term “close-up” normally implies that an image will be smaller than lifesize and images
will have a magnification that ranges between one-tenth lifesize down to lifesize. These
magnifications can also be expressed as image reproduction ratios (image size to object
size). Photomacrography typically describes reproduction ratios from 1:1 to about 50:1, or
lifesize to fifty times magnification, which is often written as x50. Equipment and techniques
beyond 1:1 magnification become increasingly specialized, so close-up photography and
photomacrography will be considered separately although there is considerable overlap.
Photography above x50 magnification is normally considered to be photomicrography and
is covered in Chapter 9.

Close-up Photography

Close-up pictures play important roles in the photo documentation of all kinds of
subjects, including technical things, documentary things, artistic things, natural things,
or for personal reasons. In medicine, for example, almost all dermatological, dental,
and ophthalmic pictures are made in the close-up range. Many applications of close-up
photography are also found in botanical, biological, and geological specimens, as well as
butterflies, rocks, fingerprints, coins, or postage stamps. There are several ways to make
close-up photographs using simple equipment or accessories. In applications where
photographs are required for scientific or documentation purposes, it is a good practice to
always include a calibration scale near to the object field and at the primary plane of the
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sample’s focus using the highest quality equipment that is available at the time. It is a best
practice to use the right tool for a specific job.

Lenses for Close-up Photography

Almost any camera can be used for close-up photography, but using a macro lens on the
camera is the critical factor for the best outcome. Many relatively inexpensive compact
digital cameras are fitted with zoom lenses that are adequately corrected for moderate
close-up distances, despite being designed primarily for use at the infinity focus. This ability
is possible because of the digital viewfinder, which bypasses the reflex viewing arrangement
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required in DSLR cameras. Smartphones have also become
common tools for making close-up pictures, some without
focus or structure. However, with a DSLR type camera, there
is a wide variety of close-up or macro lenses available, both
in fixed focal lengths and zoom lens types. These lenses will
lead to excellent and well-defined images. A zoom lens with
close-up abilities is often described as macro zoom. It can create
very useable results, but a single focal length close-up lens is
superior for close-up applications. A prime single focal length
macro lens will make better photographs than a macro zoom
lens (see Figure 3.15). Important optical characteristics are
designed into macro lenses, including excellent edge-to-edge
image definition. They have been highly corrected for color and
spherical aberrations as well. Their most important feature
is their ability to produce edge-to-edge performance when
photographing at small working distances. This capability
is called flatfield or PLAN. See Figure 6.2. True macro lenses
were designed to produce magnifications of 1:1 or greater
and operate in situations where the lens-to-sensor distance is
greater than the lens-to-subject distance.

Expensive macro lenses have elaborate internal mechanisms
that allow groups of lens elements to move independently as
the lens focusing extending it to shorter working distances
and producing excellent lifesize (1:1) or slightly larger images.
These lenses often have reproduction ratios inscribed on the
barrel, have fairly modest maximum apertures, and come
in various longer—and other than normal—focal lengths
producing larger subject-to-lens distances when operated at
1:1. Depending on manufacturer, common focal lengths can
be 50 mm, 60 mm, 100 mm or 200 mm, with a maximum
aperture frequently of f/2.8.

When images are being made at a 1:1 magnification, both
the working distance and the image distance will be equal to
twice the focal length of the lens. Longer focal lenses provide
increased working distances and can be helpful when creating
effective lighting or can become important when it is not wise
to be near to things such as heat or infectious diseases.

Getting Closer: Supplementary Lenses

Sometimes there is a need to focus at a shorter working distance
than a macro/close-up lens will allow. This is because most
fixed focal length camera lenses are optimized for long camera-
to-subject distances and they are usually are limited in their
minimum focus distance. This distance can be reduced and the
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3216916 32

Figure 6.1 In this photograph, the reproduction scale
on a Nikon 60 mm lens is highlighted. This lens can
create a magnification range from 1:1 through 1:10. The
corresponding reproduction range is established by
positioning the magnification adjacent to the 1:in the
focusing window.

) 7
74 A

Figure 6.2 This composite photograph reveals the
differences between a 50 mm normal lens on the bottom
(B) and a 50 mm macro lens [A) on the top. There are
considerable quality differences in the edge-to-edge
definition of the image structures, such as sharpness
and definition.
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image size increased by using supplementary or close-up lenses. These lenses will either be
a single lens or lens group that attaches to the lens like a filter. These lenses were sometimes
called plus lenses or diopters. When used on compact digital cameras, this is the easiest way
to achieve close-up pictures using simple cameras. Note, Photojojo® sells small threaded
diopter lenses that are useful on smartphones.

The magnifying potential of supplementary lenses increases as the diopter number
increases, e.g. +1, +2, up to +20. For more on how this works, see Chapter 3.

A 2+ close-up lens will have a focal length of 0.5 meter (500 mm) and a 5+ close-up lens
will have a focal length of 0.20 meter (200 mm).

Alternatively, it is possible to convert all values to diopters and then convert their sum to focal
length. For example, a 50 mm lens has a power of 20 diopters. Add a 2+ supplementary
lens and the sum is 22 diopters. The combined focal length is 1000 mm divided by 22, or,
about 45.4 mm.

Teleconverters are useful precision optical accessories that can be mounted in between
compatible lenses and the camera body. Teleconverters increase the focal length of the
primary lens and maintain a shorter working (object) distance as well. A teleconverter
used in combination with a 200 mm close-focusing lens, for example, will yield a lifesize
(1:1) image and does so while maintaining a 71 ¢cm (28 in.) minimum object distance. This
amount of working distance is advantageous for many biomedical, industrial, and natural
history applications. An increased working distance allows for considerable freedom in
arranging lighting or keeping a safe distance from an event. Teleconverters have optical
elements and can degrade the resolution of the primary lens if not of a high optical quality.

Getting Closer: Extension Tubes for Close-up Photography

Cameras with interchangeable lenses will also allow for extension tubes or a bellows to
be inserted between the camera and the lens, which will extend the lens—image distance.
Increasing the image distance rather than changing the focal length will often produce a
better optical result than using supplementary lenses when creating lower magnification
photographs. Extension tubes are cylindrical tubes of various lengths, used singly or in
combination to change the reproduction ratio or image size in fixed steps. Tube lengths may
vary from 5 mm to 100 mm, and extensions of 250 mm or more can be used. They are fitted
together with threads or bayonet-type mechanisms. Some allow the camera’s automatic
diaphragm features to be maintained but typically the camera lens must be operated in
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some of its manual modes. Extension tubes allow one single lens to create magnifications
greater than 1:1.

Extension tube sets are relatively inexpensive but are a bit inflexible because they come in
specific lengths. This shortfall can be overcome by the use of bellows. A bellows is more
costly, but is essential for professional work because a bellows will allow precise control
over lens—image distances, which results in more choices and precision in creating image
magnification.

When using extension tubes or bellows for close-up work, ordinary lenses should not be used
since they are not well corrected for short working distances. A common or normal camera
lens has been corrected for long object-to-lens or working distances and uses typically a
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short lens-to-detector distance. When this type of lens
is used with short working distances, the resultant
photos will not be optimal since there are numerous
aberrations that will become enhanced when using
short working distances. Optical performance can
be markedly improved by using the normal camera
lens reverse mounted, so that the rear element of the
lens is closest to the subject. Manufacturers supply
reverse-mounting rings for this purpose but all of
the lens’s automated features will be disabled. A true
close-up lens remains the best optical solution for use
in this image size range.

Focusing, Depth of Field,
and Diffraction

To achieve a specific image size in close-up photo-
graphy using a DSLR camera, traditional techniques
will need to be abandoned. To achieve critical focus in
close-up work, the required reproduction ratio should
be determined and (if available) set on the lens bar-
rel. The camera can then be focused by changing the
working distance, which involves moving the subject
and camera closer or further from one another. This
may be done most precisely using a focusing rail. A
good rail may have calibration marks and smooth ad-
justment slides, and will lock for precise control over
its movements. The rail should be attached to a tripod
to facilitate the most robust structure and create the
most precise of outcomes.

A lab jack or other stage can also be a useful tool for
achieving precise control over where focus is placed.
A quality lab jack is preferable to an inexpensive one.
There will be side-to-side movements when the height
adjustment is made using inexpensive equipment
and this movement will cause minor changes to the
photograph’s composition. Moving the camera can
also be accomplished by adjusting the height of the
lab stand or tripod up and down.

If a lab jack is not owned, I imagine everyone has an
old lens lying around that can serve as a lab jack used
for focusing. Since the helical focusing mechanism
in a lens behaves much like a focusing rail, adjusting
the lens focus will move the sample up and down. It is
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Bellows

Camera

Lens

Sensor
location
indicator

Bellows length

Figure 6.3 The basic parts of a close-up and photomacrography
system include a close-up or macro lens, a bellows (or extension
tubes), and a camera.

Figure 6.4 Changing the working distance can be accomplished
by moving the sample or moving the camera. It is important not
to change the reproduction ratio on the lens. A lens can be used
as a lab jack. Because of the smooth helical focusing mechanism
in a lens, small changes in working distance can be changed very
precisely. It can be useful to cover the top of the lens with a piece
of black cardboard, as evidenced in this illustration.
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Figure 6.5 Creating and main-
taining an adequate DOF in
close-up and macro applica-
tions can be a challenge. Using
an appropriate aperture can
be most helpful. In the exam-
ple illustration, the zone of
DOF can be increased propor-
tionately by using f/32 rather
than {/2.8. Additionally, rolling
the focus into the sample
rather than placing it on the
top of surface can increase
the DOF by a small amount.
One of most important tools is
camera-to-subject alignment.
Keeping the sensor parallel

to the sample surface can

be one of the most effective
of all three strategies shared
in this graphic. On the right

is an image of an app from a
smartphone fora level. A level
can be a useful tool aligning
the camera to the stage.
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important to try and “lock down” the lens’s base to avoid it moving around on the table. I
have used a large “C”-clamp on the base of the lens to add weight and limit shifting when
in use.

The range of sharp focus in a photograph is referred to as its depth of field (DOF). DOF
assessment can be rather subjective and viewer-dependent, but in close-up photography
depth of field will be noticeably small, and becomes smaller still with increasing
magnification. In everyday photography, an image’s depth of field can be increased by
using a small aperture. As the magnification of 1:1 is approached, a very small aperture—
f/16—f/22—will produce diffraction that softens image crispness. Diffraction effects are
dependent on a sample’s characteristics and magnification. In general photography there
tends to be more depth of field behind the subject than in front. In close-up photographs,
though, the distribution is more equal in front of—and behind—the subject. DOF can also
be increased using Z-stacking or increased DOF imaging. An entry about how to achieve
increased DOF using computational techniques is shared in Chapter 14. See Figure 3.18 for
additional information about focal length and DOF.

Creating Camera-to-Subject Alignment

Since the DOF in close-up photography is shallow and has a short working distance, it is
useful to align the camera to the sample’s principal plane of interest to maximize what

f32 Image focus
f2.8 Image focus

Focus with D.O.F.
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oy, T —

Subject
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DOF is available for recording. Once the reproduction ratio has been
set on the lens, the camera should be aligned to the subject. Either
the camera or the subject can be adjusted. Figure 6.4 shares a few
considerations for this alignment. When focusing, it is important to
roll the focus into the sample when working in this way. DOF can
easily be wasted in the space above the sample. Using a spirit or
electronic level can also be useful to ensure all surfaces are parallel.
This will create the maximum DOF possible produced by a lens’
aperture choice and effects of magnification.

Selecting the Best Aperture Possible

Camera-to-subject alignment will play a role in the range of focus,
but so will the DOF created by an aperture. Using a small aperture
will increase the zone of focus but can also introduce diffraction
as the image size increases. Using an aperture that is too open will
create the problem where not enough focus has been formed to
make an effective image. Somewhere between the two extremes is
ideal. Figure 3.19 shares the effect of diffraction on details from the
scales on a butterfly wing when various settings of the aperture are
used.
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Figure 6.6 This photograph features a business
card where the minimum and maximum DOF
possible was formed using a magnification of 1:1.
The top photo used an aperture of {/2.8 and the
bottom one f/22.

2” or 50 mm

17 or 25 mm

3/4” or 16 mm

T

Subject

Figure 6.7 A close-up lens looks very
different than a true macro lens. On the
leftis a Nikon 60 mm lens, and on the
right are three Zeiss® luminar macro
lenses with focal lengths of 40 mm,
25 mm, and 16 mm respectively.
Notice the macro lenses have no
focusing collars, only an aperture
adjustmentring. The lenses’ relative
working distances are indicated in this
graphic.
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Exposure Compensation and Determination

When increasing the sensor-to-lens distance, light will be lost in the camera and an incorrect
exposure will be created. When using today’s sophisticated cameras, the information
required to calculate the corrected exposure resulting from light loss can be accomplished by
the camera without effort. Asimage magnification increases, the amount of light reaching
the detector from a given area of the subject is correspondingly reduced. However, exposure
evaluation using through-the-lens metering (TTL) equipment is straightforward. It should
be chosen if the system permits and the subject is “average” in its tonal reflection. When
using a hand-held and external-to-the-camera exposure meter, allowances must be made
for light loss due to the lens-to-detector distance. As an example, at a 1:1 magnification, the
rear element of a 50 mm lens may be up to 100 mm from the detector. At this reproduction
ratio, there will be two stops of light loss. The amount of light loss for any reproduction
ratio can be calculated. There are several equations that can determine the exposure factor.

Exposure factor = (R + 1)?

where R is the image magnification. To calculate a system'’s reduction or magnification,
divide the image size by the object size.

Mag = image size/object size or i/o

In the equation, 1 represents one focal length of any lens used and R is the reproduction
ratio expressed as a decimal. Since the reproduction ratio always corresponds to the increase
in extension, the R can be thought of as this increase. For example, if the reproduction ratio
is 1:5 or 0.2, the exposure factor would be (0.2 + 1)* = (1.2)*> = ~1.4. Once an exposure
factor has been calculated it is applied to the measured exposure, creating the corrected and
adjusted time.

Another very quick check on image size relative to object size is to use the viewfinder as a
sort of ruler scale. Since the dimensions of the sensor are 1 inch x 1.5 inch for a full-frame
camera, the viewfinder will also be 1 inch and it is possible to assess object size by using the
1 inch dimension of the viewfinder for sizing.

Photomacrography

Photomacrography is usually defined as having image magnifications that are in the
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range of 1:1 (lifesize) up to about 50:1 (fifty times lifesize), but it is more aptly defined by
the equipment was used to create the magnification. Photomacrography equipment is
generally more elaborate and complicated than the equipment used for close-up work. In
photomacrography, the lens is further from the sensor than the lens is from the subject.

There are several ways to produce magnified images or photomacrographs, including
using a simple microscope, which uses a single stage of magnification, or a magnifying
lens. The best lenses for macro are those designed for this purpose and have special features
that will be shared below. These lenses are used with a bellows and lead to images that
are larger than the subject. I will share, right up front, that there are very few if any true
macro lenses still made by any manufacturer. Many close-up lenses will achieve 1:1 but
only the Canon 65 mm macro lens creates magnification all by itself (see Figure 3.15).
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Most of the photographic work done in this magnification range is accomplished using a
stereomicroscope. Some scientist photographers will also try to use a compound microscope
using a 1x or 2x objective to varying degrees of success. The resolution of these objectives
used on a microscope will be very low. When making magnified images, the object is placed
at a distance equal to the focal length of the taking lens. Additionally, the image must travel
a distance to the detector that is greater than two times the focal length of the lens to create
magnification.

In this magnification range, it is essential to have a rigid support for the components,
ideally equipped with some means of moving each element (object, lens, and detector)
precisely along the optical axis and being able to secure the camera parts firmly. This is why
photographs in this magnification range are often made with low-power stereomicroscopes
instead. Stereomicroscopes will often have a zoom objective lens and possess a relatively
low numerical aperture (NA). These instruments are excellent for use with longer working
distances and usually come equipped with rack and pinion adjustment of object distance,
improving the fine focus. However, photographers should be aware that the tilted optical axis
necessarily used in stereomicroscopes results in making photographs that have a similarly
tilted depth of field. A binocular or compound microscope does have two eyepieces, but will
not produce stereo images directly.

Bellows and Laboratory Set-ups

A bellows is, in effect, a variable length extension tube with a lens board at one end and
a location for the camera to be attached (Figure 6.3). The camera and lens boards will
be mounted on some sort of a focusing rail system. The bellows extension can easily be
adjusted over a very wide range to achieve the correct and precise magnification for the
sample under evaluation. Magnification will be limited by the rail’s length and the focal
length lenses that are available. A bellows is a seemingly simple piece of equipment to
operate but it often causes problems for photographers, mainly because the spacing of the
key elements (detector, lens and subject) is not fixed, which means that working distance,
magnification and focus are independent and interdependent. In a “normal” camera, two
of these three variables are usually fixed. Although some bellows can accept a wide variety
of cameras and lenses, many are designed for a specific manufacturer’s lens mounts.

True Macro Lenses and Optical Considerations

A laboratory photomacrography camera system as described above will usually accept a
wide range of apochromatic macro lenses optimized for specific magnification ranges, but
will be versatile enough to be used with a true compound microscope and eyepieces. This
link between micro and macro has endured for many years and these types of macro lenses
are often used with RMS (Royal Microscopical Society) treads used for mounting rather
than a bayonet.

True macro camera lenses are special-purpose lenses designed for magnifications greater
than infinity. These lenses may have other names reflecting their size, such as short mount;
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they are sometimes called thimble lenses because they look like a thimble in size. Macro
lenses are unlike close-up lenses in several respects. The first and most obvious difference
will be that this lens has no focusing collar because the lenses are designed for use on a
bellows. Consequently, most macro lenses will have only a lens diaphragm ring and focus
is controlled through changing the working distance as a function of the pre-determined
bellows length. The aperture range is usually smaller than for traditional lenses used
for other technical purposes. True macro lenses will typically have maximum apertures
of f/2.8 and minimum apertures of f/16 or, at its smallest, f/22. At high magnification,
small apertures produce undesirable diffraction effects and poor resolution and are rarely
selected.

The diaphragm rings of macro optics are seldom marked with conventional f-numbers.
The f-numbers on ordinary camera lenses are defined in terms of an object photographed
at infinity, which is never the case. These lenses work at short lens-to-subject distances. The
effective f-number therefore increases as bellows extension increases. For this reason, some
macro lens diaphragm settings are designated by a simple numerical sequence, for example,
1, 2, 3, 4, 5, 6, where each number is a factor of two which creates a one-stop exposure
value difference. Other lenses use Stolze numbers, which are similar to f-stops where each
number, 1, 2, 4, 8, 15, 30, is proportional to its adjacent stop by a factor of two.

Other Lenses that Can Be Used for
Magnifications 2:1 and Higher

Different manufacturers such as Carl Zeiss, Nikon®, Leitz®, Canon®, and Olympus®
produced true specialized macro lenses of excellent quality in the past, but that is no longer
the case. As previously mentioned, Canon makes a special lens, a 65 mm macro f/2.8 that
creates an image range of up to 5:1. It is very sharp and very useful for creating image sizes
that are larger than object sizes. Regrettably, it is not possible to use this for samples that
need to be reduced in image size or less than 1:1.

Camera companies are no longer making true macro lenses but they may still be found
as used equipment or on eBay®. Perfectly serviceable lenses made by Bausch & Lomb®
or Wollensak® might also be found there. Also, as a consequence of the evolution from
motion film to video, wide-angle and normal focal lenses used for 16 mm cine cameras can
easily be found and adapted for use in this magnification range. The 16 mm, 25 mm, and
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50 mm lenses work well for photomacrography when reverse mounted. Cine lenses are
not as well corrected as true macro lenses, but they can make a satisfactory “poor man’s”
substitute, especially when reverse mounted.

Setting up the System

It can be useful to assess the sample’s magnification and compare it to the sensor size to
start with. Predicting magnification is quite simple. When using a full sensor DSLR camera,
the sensor will be 35 mm or 1 inch in the long dimension. Magnification requirement can
be calculated using the equation M = i/0, where the sensor represents the image and the
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object will be measured. For example, if a sample were 5 mm, 35 mm/5 mm would require
an image magnification of seven times.

The best way to calculate the magnification of a single lens system is by using the equation
v=m+ 1)F

where v is the image distance, m is the magnification of the system, and F is the focal
length used. This equation can be used effectively for magnification calculations in close-up
photography or photomacrography, independent of the format of the camera system
utilized.

Using the example shared above, approximately 7x is needed. Start by selecting a 25 mm
or 1 inch lens. Substituting 7 for the magnification and 1 inch for f, a bellows length of 8
inches or 200 mm would be required.

Next, using the 1 inch lens, create 8 inches of separation between the lens and camera
sensor. The sensor’s location can be determined by located the circle o on the camera body
(see Figure 5.9).

Now locate the subject at a distance of one focal length—1 inch in this example—from the
lens and change the working distance to focus the image. Do not change the bellows length.

The camera can be operated in a tethered or live mode and the exposure can be assessed
in the preview window. The amount of light loss in the system can actually be calculated
using the method shared before.

Finally, focus by changing the working distance.

Exposure Compensation

As the lens is moved further from a sensor required to increase magnification, significant
light loss will occur. This principle is defined by the inverse square law of illumination.
A camera with an internal metering system will automatically adjust for the light loss;
however, with some equipment, it can be helpful to predict the exposure change using an
external meter before proceeding. Some events cannot be re-photographed and require
establishing settings before beginning to work with a specific sample. Some meters for
scientific applications have sufficient sensitivity to make readings using the viewfinder,
which would automatically compensate for the loss of light in the system. The light loss
in a macro camera system is referred to as the bellows factor and should be applied to the
metered reading necessary to obtain a correct exposure when measuring light using an
external tool.

Exposure Factor Equations

There are several equations that can be used to determine an exposure factor, but the two
most widely used are:
image distance )2

Exposure factor =
focal length
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This following equation is equivalent to the previous one because the image distance is the
lens focal length plus any extension, making the equation:

extension focal length ’
Exposure factor = +
focallength  focal length

but extension/focal length is equal to R, and the second term is 1, brings us back to:
Exposure factor = (R + 1)?

This equation was discussed in close-up photography. The (R + 1)? version is easier to use
if scales or rules are substituted in the specimen plane needed to determine reproduction
ratio. The (image distance/focal length)? version is easier to use if a graduated bellows is
used to determine image distance (remember to add the focal length to the bellows extension
reading to get the entire image distance if the bellows scale reads “0” at the infinity focus
position). The exposure time indicated for a selected f-stop with hand-held exposure meter
is multiplied by the exposure factor.

Depth of Field

The depth of field is the distance in front of and behind the object that is considered
to be in acceptable focus. In photomacrographic images, there is relatively speaking
no DOF in a photograph. The depth of field will increase as a lens is stopped down, but
unfortunately there is a fundamental limit as to how much a lens can be stopped down
without degrading the image, even in the plane of sharpest focus. This softening is the
effect of diffraction caused by the bending of light as the light passes through a very small
slit or opening. This leads to a lessening of image sharpness. More on diffraction can be
read in Chapters 3 and 9.

Resolution of an image is assumed to be diffraction limited, and points either side of the
specimen focal plane will be blurred by the combined effects of optical and diffraction blur.
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Figure 6.8 This illustration reveals the DOF and sharpness of a dental drill burr photographed with a magnification
of approximately 5x. Photograph (A) was made with the lens wide open at £/2.0. It shows the lens’s least amount
of DOF and most resolution. Photograph (B) was made at f/11 and reveals a modest gain in DOF at no real
expense to resolution. Photograph (C) used the lens’s smallest aperture, f/22, and reveals what happens to an
image’s sharpness, negatively impacted by aperture-induced diffraction. On the flip side, there is a considerable
increase in DOF.
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Subsequent larger magnifications will be more affected. In
practice, any aperture can be used when magnifications are
less than x5, but as the magnification goes beyond that, image
degradation becomes obvious both in the viewfinder and on
the subsequent print. In theory all lenses will form their highest
resolution when operated wide open or at their maximum
opening, f/1.4 for example. There are other factors though,
such as optical contrast and related optical characteristics of
an image.

Stereo Photomicroscopes

Figure 6.9 This photograph features a live and swim-

Stereomicroscopes seem to have replaced almost all ming Bursaria truncatella. It was made using a simple
photomacroscopes in science laboratories. It is truly rare microscope equipped with a 25 mm lens. A camera
to find someone still using a true photomacroscope for low magnification of 4x was used. Darkfield illumination
magnification work. Stereomicroscopes are faster to use and produced from electronic flash lighting was used to

maximize image contrastand produce a dramatic and

are certainly more flexible than macro systems. They provide
very sharp result.

a range of magnifications and they can quickly be adapted for
use with both translucent and opaque objects.

A stereomicroscope is quite different from a compound

or upright microscope. It has a primary objective and eyepieces, but that is where the
similarities end. Stereomicroscopes do some things very well, but are limited for other
reasons. One of the greatest advantages for selection of a stereomicroscope separate from
its ease of operation is that the image is oriented correctly to the way it is seen. So the left
side of the object is the left side of the image. When moving an object or dissecting the
object, this orientation alignment can greatly simplify its use. This makes this instrument
ideal for dissection, surgery, and manufacturing, where operators can focus on the work
without swapping an orientation. For all other magnified imaging systems, the image and
the object are opposite in orientation to one other. If there is a piece of dirt on the left side
of an image of a sample when looking into the eyepiece using a compound microscope,
the dirt is actually on the right side of the sample. Because of this, an operator must
constantly remember this reality, especially when working with delicate materials that can
be damaged in handling or when moving them.

Stereomicroscopes form two optical images because there are two optical pathways in a
stereomicroscope that create two different points of view for a viewer. This allows the image
from a stereomicroscope to produce true stereopsis or stereovision. An image is said to be 3D.
The microscope is typically located on a vertical column that is adjustable. This adjustment
allows the microscope to be used for evaluation of objects of various thicknesses. The
instrument can be quickly raised or lowered on the column and the objective’s working
distance can be quickly changed.

There are two basic adjustments on a stereomicroscope. One adjustment mechanism is
used for focusing or changing the working distance of the microscope and the other is for
changing the microscope’s magnification. The focusing knob moves the instrument up or
down using a very precise worm gear system. Unlike compound microscopes, where the
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sample is moved, the stereomicroscope itself is moved. There is only one focus mechanism

for a stereomicroscope, not

like compound microscopes where there is a fine and coarse

adjustment. A stereomicroscope sometimes also uses a Barlow lens. This lens will increase

working distances and decrease magnifications.

There are actually two ways that magnification is adjusted in a stereomicroscope. The actual

magnification is dependent on the microscope’s primary objective. Many stereomicroscopes

have various objectives such as 1x, 1.5x%, or 2x as the primary objective lens. These lenses

are interchangeable. This objective lens forms the initial stage of magnification. Then it

is possible to add a magnification adjustment function specific to the instrument. Many

stereomicroscopes have a zoom range of approximately 7x to 12x. This adjustment is not

Figure 6.10 This illustration reveals how two imaging
pathways are formed within the microscope. Located
behind the primary objective are two optical pathways
that see a sample at small angles. The two images
produced by the two lenses are offset by a total of
approximately 10—12 degrees.

fixed and allows an operator to have an entire range of fine
adjustments available to optimize just the right amount of
magnification. The viewing eyepieces also have magnification.
These can range from 2.5x to 10x. More about eyepieces and
objectives can be read in Chapter 9. When all the various
components of a stereomicroscope are factored as possible
elements, these instruments can create images with a
magnification of from 2x up to 250x.

Stereo is achieved as a consequence of the two optical
pathways; however, the imaging system utilizes only one of
these pathways. An image produced from a stereomicroscope
is not stereo. In fact, since the lenses by design are not at a
90-degree axis to the sample, there can be some minor
challenges to manage imaging. Each objective is offset
approximately 6 degrees from 90, producing an off-axis view
from the left and right side of the object. When imaging, the
image is formed from a slightly offset point of view. This can
be easily addressed by positioning a sample at a similar angle

Figure 6.11 A stereomicroscope has different pieces and parts than a simple or compound microscope. In this

illustration the basic parts of the stereomicroscope are revealed.

(A) features the focus controller which changes

the working distance. (B) is the magnification changer. Typically this control will have a 10x zoom range. (C) is
the primary objective. (D) features the viewing eyepieces and (E) is the imaging eyepiece. (G) is the instrument

column attached to the base that has a built-in illumination port.
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of approximately 6 degrees away from the perpendicular, when the sample is underneath
the objective lens.

The offsetting of the imaging lens can create minor aberrations since by design the lens is
not optically centered over the sample that is being examined. Because of advances in lens
design, corrections and higher numerical apertures are more common in stereomicroscopes
than in years past. More about numerical aperture is contained in Chapter 9.

Photographing

There are no real unique challenges associated with making photographs or video using a
stereophotomicroscope. There will be a beam splitter located in the instrument, which directs
a portion, or all, of the image to the camera. The image in the camera will be dimmer than
the image observed in the eyepieces since rarely will 100 percent of the image brightness be
directed there. There will always be some light loss in an image when relayed to the camera
and away from the viewing eyepieces. Often the image will remain visible in the eyepieces
but the focus may be different. Many stereomicroscopes have an iris diaphragm located in
the optical pathway. Unlike the aperture diaphragm of a compound microscope, the iris
diaphragm will limited influence on an image’s depth of field. Like all diaphragms, this iris
diaphragm will also remove light intensity from the system, which lengthens the exposure
times. One of the limiting factors when using a stereomicroscope can be the objective’s NA
when compared to a compound microscope’s objectives of similar magnification, or a true
macro lens. Not all images made from lenses of similar magnification will be equal.
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Chapter 7 BAELE R LI EN
Photography

Methods
Making Things Visible

These four photographs show how a person with fair and freckled skin might appear using different
tones and spectrums. On the top left is the visible light RGB image. That RGB file was then converted

to a grayscale version (top right]. It is interesting to note how the elimination of color data can change
emphasis. On the bottom left is an ultraviolet recording, and on the bottom right the subject was photo-
graphed using infrared radiation.
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Introduction

aking things more visible is a constant challenge when working in the laboratory.
MThere are a number of methods useful when working with challenging small
subjects. Light, lighting, optics, dyes, and behaviors can all be used to reveal things about a
subject. Some behaviors are difficult to observe directly because the human visual system is
limited in its sensitivity. Light causes visual stimulation in the eye; however, ultraviolet and
infrared are radiations that do not cause a visual stimulation to occur. Making photographs
of objects—using other than visible light—will reveal characteristic behaviors useful for
identifying a material or assessing the presence of a specific behavior. Methods such as
fluorescence can also provide information about an object. This chapter will deconstruct
theory and practice useful in making invisible things, visible.

Fluorescence

Fluorescence is the emission of light from an object or material, when exposed to short
wavelength high energy light or other forms of electromagnetic radiation. The excitation
energy causes an object/material to produce a visible emission or light as a consequence of
the excitation of specific types of molecules. It is possible for various portions of the entire
electromagnetic radiation spectrum to excite a type of molecule causing specific emission
of light from the material. Fluorescence is a type of luminescence. Luminescence is defined
as the emission of light by a substance that has not been heated. Fluorescent light or other
radiation will exhibit longer wavelengths and lower energy compared to the excitation
energy that created the fluorescence. If the emission of energy continues after the excitation
source is removed, the phenomenon is called phosphorescence. A material’s emission can
be in the visible, ultraviolet (UV) or infrared (IR) regions of the spectrum. The most striking
example of fluorescence might be evidenced when the excitation radiation comes from the
ultraviolet region of the spectrum invisible to the human eye. The emitted light from the
fluorescence reaction in this example would be visible and behave as a light source by itself.

Fluorescence is used in geology and mineralogy, fluorescence spectroscopy, and fluorescent
labeling as a biological detector. It is also used for printing security documents, ink tagging,
fluorescent properties of paper money, and credit cards. Fluorescence occurs frequently in
nature in some minerals and in various biological states in various organisms including
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cyanobacteria.

Fluorescence behaviors were first observed by George Gabriel Stokes in 1852. In his paper
entitled “Refrangibility (Wavelength Change of Light),” Stokes described how fluorspar
and uranium glass had changed when exposed to “invisible light” beyond violet. The
glass became blue when it interacted with the invisible light described above. He named
this outcome “fluorescence.” Today fluorescence applications—and in particular light
microscopy—can provide practical methods for studying materials and whether they
exhibit fluorescence. Fluorescence can be used to study materials in their natural state
(autofluorescence) or to monitor a sample which is infused with a chemical capable of
fluorescing when bombarded with short wave energy. When a chemical that fluoresces is
added to a material it is described as tagging.
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The emitted fluorescent light will possess a longer

wavelength and lower energy light than the excitation A

>

or absorbed energy possessed. The fluorescence is 4 J Non-radiative

transition
interacting with a subject. Excitation energy needs 1 ¢

the result of energy from a source called excitation

excited singlet energy state

to be of a shorter wavelength than the fluorescence 0
emission or the visible light portion of the reaction.
When the short wave energy is absorbed and re- Absorption
emitted as long wave energy, energy is released as

light from the energy loss. This phenomenon is
Fluorescence

known as the Stokes shift. The light emission is the
result of the energy loss from the time the photon
has been absorbed by the material until the very

short increment of time when the light is emitted. 3

The reasons for and the strength of the Stokes shift s V  Vibrational energy states
0

N

are very complex. The shift is dependent on the

characteristics of a material called a fluorophore

(a fluorescent chemical) and the environment/ 0

temperature where the material is situated. The Ground State

release of light is frequently the result of an electron

falling back into a lower valence level, or the resting Figure 7.1 The Jablonski diagram displays the basic ground

state of the material. This state defines a time when electronic state of a material and is shown using parallel bars in
the molecule has its lowest vibrational energy level. A So including where the singlet first level would be situated in the
valence is a pathway that electrons use when Circling resting state. Electrons in each energy level can existin a number

of energy levels, represented by the various lines identifying each
electronic state. When excitation energy is applied to a sample

indicated by a purple blue line, an electron jumps from S  to S,. The
excitation energy will typically be comprised of short wave energy

the nucleus. Molecules will have a number of valence
levels depending on their composition. A Jablonski
diagram (Figure 7.1) is a classic illustration used to

share the physics of fluorescence. It can be helpful and is not permanent. When the excitation energy dissipates, the
to gain a better understanding of fluorescence. The electron falls down and an emission of longer wave energy (light)
illustration was first created by Professor Alexander indicated by the green line is produced.

Jablonskiin 1935.

When molecules are at rest, and before excitement, the electronic configuration of the
molecule is described as being in the ground or resting state. When exposed to a photon
or photons of higher energy, electrons may be raised to a higher energy level and enter a
vibrational excited state. This occurs within a very short time. When a fluorophore is added
to a material and absorbs light energy, it is usually excited to a higher vibrational energy
level, described by physicists as the first excited state (S, ), before rapidly falling back to the
lowest energy level. This occurrence is called “vibrational relaxation.”

Ultraviolet and Short Wave Blue Excitation

When interested in evaluating a material’s potential to fluoresce, scientific photographers
frequently start the evaluation using short wave blue or UV energy. It is possible to use a
“black light,” an alternate light source, a UV-rich source or an electronic flash unit if the UV
removal filter has been removed. It is important to remain cautious when using UV energy:
it can be dangerous to your eyes and skin.
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Full spectrum RGB light

Barrier

Exciter filter

Sample

When a sample fluoresces without the addition of
fluorescent dyes it is referred to as autofluorescent.

Camera If this is the case, the fluorescence is a characteristic

behavior of the sample naturally. If the sample does
not fluoresce, the sample will need to be infiltrated
with a dye (marker), often called a fluorochrome
. or fluorophore, if desirable. The selective staining
filter of specimens with fluorochromes is important in
fluorescence microscopy and biological research
used for tissue identification or confirmation that a
behavior has occurred. There is significant ongoing
research in the development of new fluorescent

markers and more can be read in Chapters 9 and

Figure 7.2 There are several elements needed for a fluorescence

imaging system. These would include a bright and high energy light

12. Autofluorescence is frequently observed in
minerals, plastics, papers with brighteners, or

source, an exciter filter of appropriate size, and a barrier filter. Fluo- clothing that has been washed in detergents that

rescence can be both observed or photographed.

Figure 7.3 An example of fluorescence is evidenced

in this driver’s license. The top photograph shows the
document in its normal state, and the lower photograph
shows the fluorescence of a license impregnated with
special ink called a marker or authentication element.
Image courtesy of Grayce Scott Koppey.

contain brighteners. Paints, toothpaste and a
number of other products including credit cards
with security inks will also fluoresce.

The Fluorescence Photography System

Two filters are required in a fluorescence photography system.
One filter must be used to create short wave excitation energy
that is shined onto a subject and the other is a barrier filter
that is used on the camera lens. The barrier or emission filter
needs to be mutually exclusive to the excitation energy in its
transmission characteristics. For example, if the excitation
energy will be 400-460 nm, the barrier filter at the camera
should block any light 460 nm and shorter wave energy from
entering the camera and it should transmit any light that is
465 nm and longer. This prevents the excitation energy from
reaching the detector. The excitation energy is often brighter
than a fluorescence emission. It is possible for the excitation
energy to overpower the fluorescence. Sometimes coatings and
other elements in a lens may also have fluorescent properties.
A Dbarrier filter will prevent the lens from fluorescing by
subtracting the excitation energy. Since exposures will be made
using visible light, traditional digital cameras will work just
fine. Long exposure times should be expected. The calculation
of exposure times often will need to be estimated. Fortunately
DSLR cameras have a preview screen or live view feature. It
might be useful to use a high ISO or sensitivity. Select an ISO
that has the highest possible sensitivity and does not create
measurable digital noise in a file.
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Photographing with the Invisible Spectrum

There are unique opportunities and challenges when photographing using energy that
is invisible to the human eye. Photographing with either ultraviolet (UV) or infrared
(IR) radiation can reveal characteristics about subjects that otherwise would not be
visible when using white or, as it is more commonly described, visible light. Revealing
unique characteristics of a sample using invisible spectrums might be described as the
“fingerprinting” of an object. Using photography to reveal behaviors unique to that sample
can be a tool useful for identification or classification of samples. Fluorescence is one of
these behaviors as well.

The invisible spectrum can be used to create images that share unique characteristics
or behaviors of samples. Specifically, UV photography can be used when photographing
skin for dermatological assessments or when evaluating botanical samples, for example.
When photographing skin, UV energy can penetrate the epidermis to a range of 1-3 mm.
It can also be useful for bite mark photography. It is used in the material sciences or when
evaluating printed materials for authenticity. IR photography is useful for agricultural
photography and aerial mapping, biology, and botanical applications, and for the
photographing of human veins (and sometime arteries) since IR can penetrate epidermis.
Infrared photography reveals structures that are several millimeters deep in tissue. Infrared
has also found uses in glamour and landscape photography because of the aesthetic of the
images from this spectrum. There is a characteristic appearance of an infrared image when
compared to a photograph made using visible light.

Basic Problems

There are unique equipment requirements to make photographs using invisible spectrums.
Choosing an appropriate energy source (light or not) that emits ultraviolet and/or infrared
radiation is fundamental. Special filters are also required. Without an UV or IR spectral
emission, no UV or IR exposures can be made. Another challenge is to create a repeatable

Visible Light

200 nm 300 nm 400 nm 500 nm 600 nm 700 nm 1100 nm
Far UV Near UV Wavelength-nanometers Infrared

< »

High Energy Low Energy

Figure 7.4 Ultraviolet (UV) radiation contains 200—400 nm energy. Energy that is 200—300 nm is characterized
as far UV and wavelengths of 300—400 nm are described as near UV. UV is characterized as short wave energy
with a higher energy than visible light or infrared. The visible spectrum includes 400—700 nm. The infrared region
contains 700 nm—1,000,000 (1 mm) wavelengths. Imaging is typically accomplished from 700 to 1000 nm.

A sensor’s sensitivity range will dictate what is possible.
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method for exposure determination. Tools designed for measuring visible light may not work in
the same way when using UV and IR. Because we cannot see UV or IR, creating a method that
achieves a proper focus is also a very significant challenge. These are but a few of the problems
that will be encountered when photographing with these two spectrums. The following pages
will share practical methods helpful for creating successful imaging outcomes.

Energy Sources

Identifying an effective source that generates both UV and IR photography is possible but
not required. It may be good to have one source for UV and another for IR applications. An
electronic flash or the sun would be a good choice for practical reasons but there are other
contributing factors that will lead to the selection of one light or another radiation source
for this work. Portability, subject movement, and size of the source are considerations for
the selection of one tool over another. The decision about what source is chosen will play a
role in an imaging outcome. Sunlight might seem like an obvious choice since it emits the
entire spectrum including UV and IR. Using sunlight creates challenges for standardized
applications, though. As the angle of the sun in the sky changes, so does the brightness and
percentage of various spectral components in the atmosphere. More importantly, there are
influences to the spectral composition of the energy by weather and specifically cloud cover.
When there is a lot of cloud cover, the amount of UV and/or IR will be variable based on
filtering phenomena from the clouds. This makes standardizing and creating repeatability
difficult. For these two reasons, the sun can be a fickle light/radiation source to rely on
for scientific imaging applications. Being available only during the daytime hours can also
limit its practicality. It is interesting to note that while tungsten bulbs are not a good source
of UV, quartz halogen lights are.

It is possible to buy a pure UV source but they can be expensive. Often these products are
designed for specific applications (energy output) and use a fiber optic light guide to deliver
the energy. An Arrowhead BIB-150P-365 nm is an excellent tool and produces a nominal
steady state 365 nm intensity UV beam. The bulb produces an intensity of 4000 uw/
cm? at 15 inches and has an average rated life of 5000 hours. For more broadly based UV
applications, an electronic flash system is a good source of UV radiation and IR work. It is
practical to use a high powered studio electronic flash system. The higher the power output,
the more versatile the system will be for imaging a range of subjects. It is important that
the flash tube does not have a UV removing filter located on the tube or protective housing.
See Figure 7.5. Small portable electronic flash units—sometimes called speedlights—may
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not be powerful enough for this work unless the objects are very small. In a pinch, they
will work when used at short working distances to a subject. Almost any electronic flash
can be used but, based on practicalities, greater power output from professional studio
equipment will provide great advantages. Specific spectral information about UV and IR
emissions from various products such as Profoto, Bron or other electronic flash units, as
well as features such as variable output, recycle times, and ability to be used in a battery
mode, should be assessed before deciding on a purchase. Acquiring this type of lighting
equipment can be expensive.

Not all flashes are effective for UV photography but all will work for IR imaging. Some
flash tubes or chambers have been outfitted with a UV removal filter. This filter might be
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characterized as being a yellowish haze or warming filter. It might be a
Kodak #2 filter. Because studio lighting was often directed to the portrait
market, a UV filter on the flash tube was used to warm up the color of the
light. When film was used for photography, removing the UV emission
led to photographs that were warmer in color. A light source that has
an UV emission creates more cool colors. The UV removing filter often
is located directly on the flash tube or in the diffusion chamber housing.
All electronic flashes will have a useful IR emission, which is more
than adequate. Both UV and IR photography will require the use of an
increased ISO.

While electronic flash and the sun have significant advantages, other
sources may also work. A tungsten source will be an excellent source
for IR photography because it has a high percentage of IR emission
when compared to flash. Unfortunately, the output of UV is relatively
non-existent in most tungsten sources. There is a minor emission but the
need for long exposure times would create significant noise in an image,
which might mask the image data. Similarly “black” light fluorescent or
germicidal fluorescent light sources will not work well for similar reasons.
They do not emit enough radiation outside of the visible spectrum to
allow for important imaging work to be undertaken with them. A quick
inspection of the spectral emission for an LED light reveals it does not
produce any useful UV radiation.

Figure 2.5 Electronic flash units are excellent
choices to use for UV and IR photography. Not
all flash equipment is effective to use in UV
applications. The Vivitar 283 flash unit will not
be effective. It has a yellowish/UV removing
filter directly on the flash unit that will remove
nearly all UV from its discharge. The yellow
color of the flash diffuser is the telltale sign of
the presence of this filter. Electronic flash units
can either be portable such as these, a built-in
camera flash, or studio electronic flash equip-
ment. Itis important to check for the presence
of the filter. The Sunpak unit included in this
photograph does not have a UV removing filter.
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Figure 7.6 This graphic reveals the various spectral emissions from various lights. Itis evident that only daylight
sources and electronic flash have any significant emission in the UV spectrum. An incandescent source emits
significant IR but little UV. LED has no UV or IR. As lighting technology advances, this data may change.
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Cameras

Surprisingly, there are many cameras that might be suitable for invisible spectrum
photography but few are manufactured specifically for this work. In 2006, Fujifilm
released the FinePix S3 Pro UVIR, which is no longer commercially available. This camera
was directed to the forensic market but never really found a large adoption. Fujifilm has
recently introduced a new camera, the Fujifilm X-T1 IR (Infrared). This camera builds on
the performance and capabilities of the original X-T1. It has new infrared technology that
produces good results in a wide range of applications, including: crime scene investigation,
fine art photography, healthcare diagnostics and observation, and other scientific and
technical applications. There are also companies that will remove the IR blocking filters
from a sensor and this is popular for IR enthusiasts. Removing the filter allows the camera to
be used more effectively for IR photography but will not directly play a role in performance
for UV applications.

Cameras used for invisible spectrum work will need adjustable and higher ISO capabilities,
a high pixel count, and noise reduction capabilities as the primary features needed for use
with this work. Being tethered to a computer can also be helpful. Live view may be another
advantage but it will work only in certain situations where
there is adequate signal (brightness). Truthfully, almost
any camera will work but some may be better than others
based on the energy source, sensor sensitivity to the
spectrum, and the filters used.

When doing research, you may find an interesting
IR imaging camera designed for invisible spectrum
applications sold by FLIR. Their cameras are designed
for long wave IR imaging and would be characterized as
thermal cameras. Thermal cameras are used to measure
temperatures and not to record reflected IR radiation.
This chapter has been written to cover methods used for

reflected light near IR photography. Using a camera that
Figure 7.7 The image on the leftis from a thermal camera. It records only grayscale might also be practical. Color is not
reveals temperature differences and displays them as colors.
Athermal image (left) is very different than a reflected light
IR image, reproduced on the right. Reflected light IR objects

must be 500 °F in order to register on a sensor. Thermal image
courtesy of Ted Kinsman. Monochromatic cameras are more sensitive to low light by

a critical element in the majority of invisible spectrum
work and a camera without a Bayer filter on the sensor
will increase the chip’s ability to work in low brightness.
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a factor of two.

Lenses

Most types of glass will transmit near UV 300—400 nm radiation but glass will absorb
and not transmit far UV 200-300 nm. To photograph using far UV, special lenses will be
required. Nikon and Canon sell lenses that are made of quartz or fluorite for this application.
There will be a distinct focus shift between the visible, UV and IR image plane regardless of
the lens unless it has been otherwise corrected.

When photographing with near UV, a high quality macro lens will have advantages but
almost any fast lens will work. It is important to work with a fast lens because of the low
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brightness associated with most UV emissions and camera sensitivities in this region of the
spectrum. This may or may not be true for IR applications. Many macro lenses will have an
f72.8 opening. These are preferable to lenses with a maximum aperture of f/4.0. Faster
is better and highly desirable for work in the invisible spectrum using a camera that has a
Bayer filter on the sensor. The UV and other visible light blocking filters will have very large
filter factors and remove significant amounts of energy brightness.

Jenoptik makes a very special lens, the CoastalOpt® UV-VIS-IR 60 mm Apo Macro, for
invisible spectrum work. It is corrected for application from 310 to 1100 nm and in 2015
had a list price of $5800. This lens can focus both UV, visible, and IR at the same focal point,
which makes it ideal for invisible spectrum work.

Filters

There are a variety of filters used for invisible imaging work. Each has advantages and
disadvantages. If the imaging will be accomplished in a darkened room, the filters can be
located either on the source (if large enough) or at the lens, which is most common. UV
filters specifically are made from special glasses and may be coated or sandwiched with
other filters useful for blocking other wavelengths. A very good filter for UV photography is
the B+W UV Black (403). It is rather expensive as filters go and costs approximately $90.
The Baader Company also makes a very high quality UV transmitting filter as well. Kodak
produced an excellent line of filters in their Wratten filter series. The #18A was the UV
filter. The #18A filter transmitted 300-400 nm energy and also had a small amount of
transmission between 700 and 740 nm. It is not an ideal filter for digital cameras for this
reason, because many sensors remain highly sensitive to IR. A UV filter will be opaque to
visible light. Schott, too, is a high quality optical glass and scientific filter company that
sells excellent products for these applications. Their UG-11 glass filters are excellent for
UV photography. It is important to keep in mind that some of the UV filters will leak IR
into an image. Depending on the radiation source, this IR element may mask the UV in the
image. It may be necessary to use an IR blocking filter on the lens, called a hot mirror, as
well. Check various products’ specifications to learn about transmission and other spectral
characteristics.

For IR applications, an #87 filter is a good choice for putting onto the lens. There are other
filters that can be chosen for this work. Kodak produced many Wratten filters used for film
photography, including the #87C, which does not transmit the 700-800 nm region of the
IR spectrum. Both the UV and IR filters are available in glass and acetate products. Acetate
creates lower resolution but is cheaper to make, while glass is a better optical material
but more expensive to make. Filters can be threaded for coupling to a specific lens or they
can be square. When buying a threaded glass filter, you must size the filter to the lens’s
threaded outer diameter. A Nikon 60 mm macro lens, for example, will require a 62 mm
diameter thread on the filter to be screwed in. A square, acetate, and a non-threaded type
can be used with various sized lenses and adapters, or can be held or taped in place. This
makes a square acetate filter a more flexible choice, but the filter remains vulnerable to
tears or other damage.
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Figure 7.8 Image A reveals how the visible lightimage is reproduced. Focus and DOF are normal for what is
expected. The ruler has been included to demonstrate where the focus will shift. Image B shares where the
focus shifts (to the rear] when using UV. This image has no focus correction. Image C demonstrates how a
corrected focus has been achieved when using the IR filter.

Figure 7.9 A Micro Nikkor 105 mm and a
Canon 50 mm lens have infrared and UV

focusing correction dots on the lens. The
working distance (focus) can be migrated
to the IR dot after focusing to the visible
location. Only Canon continues to create a
lens with this correction visible to a user.

Focusing

Focusing can be a significant challenge when photographing using invisible
radiation. Since no image is visible in the viewfinder, photographers must
create a method to produce a reliable way to achieve sharp focus. One
slow—but effective—method is to place a ruler in the scene and then
evaluate where the focus shifts when photographing with either UV or
IR radiation and compare it to the visible light photograph. It is possible
to evaluate the shift by first placing the focus normally in the region of
interest using white light and no filter. Make an exposure confirming
everything is working correctly and produces a good exposure. Next,
adjust the exposure for use with the UV filter (more will be shared about
exposure changes) and make a new exposure without changing the lens’s
focus. The exposures made both with the visible light and using either UV
or IR will be dramatically different in their focus. Mark the focus point for
the visible and then assess where the focus of the invisible spectrum has
shifted to. Readjust the focus, place the filter in front of the lens and make
an exposure to confirm success.

Some macro lenses have been engineered with an infrared focusing dot on
the barrel. It is possible to focus the image using the visible light and then
re-focus the lens adjustment dot. See Figure 7.9. Lenses that have been
corrected to work this way can be adjusted in the same way for both UV
and IR applications, since this correction interestingly works the same for
both spectrums.
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Live View and Autofocus

A camera with live view capabilities may display the UV and IR image or it may not. Live
view might also be used with autofocus mode if there is enough brightness available. Some
cameras will have multiple AF modes when using live view. Since there is significantly less
radiation in the invisible spectrum for imaging, it is best to select the slower focus module
instead of the fast mode if autofocus is selected. It is not recommended to use autofocus in
scientific applications, but sometimes there are situations that can benefit from its use when
nothing else is working. Normally, because there are various focal planes in a scene, the
autofocus feature may not create the best focus placement for a given sample.

Exposure Calculations for Reflected Light Ultraviolet
and Infrared Photography

When a subject is going to be photographed using the invisible spectrum, there is a
good chance that the available light/radiation sources will emit various spectrums and
in differing amounts. There will be exceptions, but frequently sources will emit multiple
spectrums in differing amounts or percentages. Strong sunlight, for example, can be used
for UV and IR work; however, this can produce variability because of time of day and cloud
cover influences.

When determining an exposure, it is easy to use a light meter that converts brightness to
shutter speed and aperture combinations. Unfortunately, very few meters can measure
UV or IR, so it is important to create a way to correlate a visible light measurement into
information useful for UV or IR exposures. For example, in UV work I have found that if T am
photographing using ISO 200 for visible light it is best to increase the sensor’s sensitivity
to ISO 1200 or higher. Because of the sync speed requirement for flash, no shutter speed
changes should be considered. Opening the aperture to its most open setting is the next
adjustment to make. I have found there are approximately six stops less brightness of UV
radiation compared to the exposure readings of the visible light as a rule of thumb, but not
always. This relation for visible light to IR will be different source to source. An absolute
conversion will need to be created for each situation. This conversion factor is dependent
on the camera/sensor sensitivity to these spectrums, the type and spectral emission of the
energy/light source, and the filter that will be used

Practical Suggestions for Reflected Light Ultraviolet
and Infrared Photography

The following are useful strategies that can assist in making UV and IR photographs.

Increase the Camera’s ISO

Since typically there will not be large amounts of UV or IR energy available for imaging,
raising the ISO makes sense as step one. The challenge is compounded by the low sensitivity
of the sensor to UV or IR radiation. Increasing the ISO does come with a downside: noise.
Some cameras will be more vulnerable to noise than others. Noise is the byproduct of long
exposures or can be formed when increasing the ISO of the sensor. It might be practical to
evaluate what ISO setting will balance the need to increase the sensor’s sensitivity and not
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create noise. It is useful to consider the balance of signal to noise when choosing an ISO
setting. For very difficult circumstances keep in mind that getting any result will always
trump the negative of having noise in an image.

Use Noise Reduction Filters

Many DSLR cameras come with the ability to reduce noise. Noise reduction moderates the
pixels in a sensor being stimulated by electronic sources rather than from photons when
a sensor is operated for prolonged periods of time. Noise reduction blends or smooths
random pixel differences affected by unwanted exposure within a pixel. A side effect of
noise reduction will be the subtle softening of image sharpness. Noise filters create blur to
blend the noise. Conducting a noise reduction evaluation prior to using these filters with
important work can be beneficial to anticipate how to best achieve a result in a challenging
and important experiment.

Figure 7.10 This series of pictures was made using a Nikon D300s camera, a 105 mm Micro
Nikkor® lens, and Broncolor® Pulso G electronic flash lighting. The image on the left was made

with a lighting ratio of 1:1 at /22 at IS0 200 with no filters and represents the “normal” black and
white view (A] of the subject. The center image (B) was made using /8 at1S0 1250 and a black
and white 403 UV transmitting filter. The image on the right (C) was made in same way as image B,
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Work Tethered

It can be challenging to evaluate an exposure using only the camera’s preview screen and
histogram because of its size. Tethering the camera to a computer when possible can be
useful for displaying a larger image. Tethering will unfortunately cause camera batteries
to be consumed more quickly. Using an AC adapter can be helpful. Using Adobe Lightroom
software or other software such as Nikon Camera Controller Pro or Canon EOS Utility will
effectively operate the camera remotely.

If there is not enough adequate energy to create an exposure, it can be helpful to move the
radiation sources nearer to the sample, increasing signal strength. This step is easy and can
be accomplished quickly. It might be useful to put marks on the studio floor showing where
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to place the lights when used for visible light photography and
where they are positioned for UV/IR exposures. This can make
adjusting the equipment’s placement repeatable and fast.

Multiple Discharges

For subjects that require more DOF a smaller aperture setting
is needed, but sometimes this is not a possible choice. To use
a smaller aperture, more energy is needed, and since the
shutter speed cannot be changed to create more exposure
in this instance, other things must be considered. A single
discharge from an electronic flash sometimes does not have
enough energy to produce a useable exposure in this situation.
However, it is possible to discharge an electronic flash system
multiple times—useful for creating more energy—using a
small aperture and more DOF. This technique can be used in
situations where nothing moves during the exposure. Samples
that move—people or living subjects—cannot be photographed
in this way because image registration errors will occur across
the multiple discharges.

Strategies

Apply Even Radiation/Lighting Across a Sample It is difficult Figure 7.11 There will often be a limited range of focus
contained within an invisible spectrum photograph. The

image at the top was made using a single discharge
using an aperture of f/2.8 and an IS0 at 1280. The

bottom image was made using ten discharges from the
important details on the sample made visible by the spectrum. flash, which allowed an aperture of §/16 to be used,

to know how an object will behave when exposed to invisible
radiation. Creating a raking illumination or an imbalanced
lighting useful to reveal texture with visible light may mask

For this reason alone, it is imperative to create uniform and creating increased DOF.
equal amounts of light/radiation across the surface of a

sample. While not overly dramatic lighting, it will correctly

demonstrate how an object will present itself when exposed to either UV or IR radiation.

Do Not Diffuse or Modify the Light/Radiation Bouncing radiation into—or diffusing radiation
with—various materials may actually remove some portions of the invisible spectrum or,
worse yet, all of it. Paints, papers, and plastics may modify or remove UV or IR radiation
from the energy source to varying degrees. For this reason, shine the light directly from the
source onto a subject.

Bracket Focus and Not Exposure When working through the process of creating a good
result in these challenging situations, it is natural to consider bracketing or changing the
exposures during the session to ensure the best result. While image processing has become
powerful, for this application it is best to make only small variations to focus placement
and not to change the exposures at all. Minor errors in exposure can be corrected easily,
incorrect focus cannot.

Use RAWFile Format ARAW file is a powerful tool and useful for the optimization of recording
sample data. Set the camera to its highest bit depth capability. RAW files will provide a wide
tonal range and allow exposures in the highlights and shadows to be effectively managed
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without changing the captured data. Image processing the RAW file does not change the
data but rather only the data’s display. This makes RAW files an invaluable tool for the
scientist photographer. The file can be reverted to its capture appearance by discarding the
sidecar .XMP file that accompanies a RAW file throughout its digital life.

Make the Image Size Smaller Since the amount of UV or IR energy is often low and requires
using a wide open aperture such as f/2.8, the zone of focus will also be shallow. To insure
the zone of focus is optimized, it is possible and practical to decrease the image size. This
can be accomplished by moving the camera further from the subject. This will create a
wider zone of focus using the same aperture setting. Most contemporary cameras have
enough pixels to enable users to later crop into file and increase image size in the frame. This
strategy might be called digital or “sneaker” zooming. While not ideal, it can be a useful
“work around” when other imaging solutions conspire against success. Digital zooming
is different than an optical zoom. Adjusting the number of pixels in a file reduces digital
resolution, optical zooms do not.

Use a Monochromatic Camera Cameras with a Bayer filter will subtract energy before the
energy interacts with the sensor. In fact, any filter will remove energy brightness from
a system. Cameras without a Bayer filter will have a higher sensitivity to energy than
cameras with filters that are located on a sensor. There are relatively few cameras that are
monochrome for this application. The SONY XCD-MV6 might be useful for this application.
Many instrument or industrial cameras, and not DSLR cameras, might be useful for this
application. Instrument cameras will also require a C mount lens, and lenses with bayonet
mounts cannot be used.

De-saturate Color or Convert to Grayscale Color is not an important element in an UV or IR
image. What is important is how the sample absorbs or reflects these spectrums. To insure
the maximum information is visible, de-saturating the color or converting the image to
grayscale can be very helpful. More image processing strategies for RGB files to grayscale
are shared in Chapter 13. The elimination of color as an element of an image can make it
possible to see behaviors that might be masked behind the presence of color.

Polarized Light

Using polarized light for examining semi-transparent samples that may contain internal
characteristics or to manage surface reflections (glare) that mask information can be
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helpful. Polarized light photography is a versatile method that can reveal the birefringence
(colors) within materials that contain multiple refractive indices, sometimes called
photoelasticity. Polarized lighting can also be used to control specular reflections on the
surface of a material and is routinely used in the forensic and geological sciences, in light
microscopy, and applied across many disciplines, including the material sciences.

Polarized light is light that oscillates in only one direction. For ease of understanding,
consider that light emitted from a source can be oscillating both in the north—south direction
and the east—west direction simultaneously. While this is a gross oversimplification, it
may be useful for gaining an understanding of polarized light’s behavior. Light waves are
produced by a radiated energy source and they have both brightness (amplitude) and a
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Figure 7.12 Light leaves a source oscillating in all directions. When the energy traveling in waves
interacts with a plane or linear polarizing filter, energy oscillating in the same orientation to the
filter’s axis will pass. Light that is oscillating perpendicular to the filter’s axis will be blocked by the
filter. A polarizing filter might be considered to be a Venetian blind to light.

magnetic component. These components have orientations that are at 90 degrees to one
another. A special polarizing filter or a flat surface can polarize light naturally depending
the direction, size, and angle of the light source to the surface.

Polarized light can be produced naturally when light interacts with the surface of a flat
material that is not an absorber of energy. Water, leaves, paintings, polished lacquers,
windshields or the atmosphere can act as natural polarizers of light. The angle at which
light interacts with the surface of the material and the corresponding angle of reflection
from the material will affect the degree of polarization that can be observed. Of importance,
too, is the location of the light source relative to the surface. Metallic surfaces will reflect
light in a variety of directions because the light incident to its surface is non-polarized.
Viewing objects with non-metallic surfaces lit by light that is not polarized may create glare
light. A polarizing filter or polarizing sunglasses will remove (polarize) this diffuse reflection.
This may also be evidenced with reflections from water that prevents seeing into the water.
Depending on the location of the sun in the sky, a lake’s surface, for example, will reflect
partially polarized light from the atmosphere. Wearing polarizing sunglasses will remove
some or all of the partially polarized light created by the water. By removing this plane
polarized light, glare will be reduced and visibility increased.
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Seeing Structure within Semi-transparent Objects

Polarization also occurs when light is refracted as it travels within or between materials.
This may occur when light passes from one material into another with the same or a
different refractive index. Refractive indices are indicators of a material’s density to energy
travel. The slowing down or speeding up of the energy occurs
where the two materials share a border with different refractive
indices. When the energy leaves the first material and enters
the second, the refracted beam may experience some degree
of polarization. Certain minerals are unique in their ability to
facilitate polarization effects. Icelandic spar and quartz are two
such minerals.

Once light has been polarized, it can be polarized again or
controlled. Polarizing filters are required for this work. Filters
can be used to manage either natural or man-made polarized
light. Polarizing filters are made of a special material that
transmits light vibrating in only one direction. This could be
north—south or east—west in orientation, but not both. This is
described as linear polarization. Another type of polarization is
created through the use of a circular polarizing filter.

When non-polarized light goes through a polarizing filter, it

emerges with half the brightness it had and vibrates in only

one orientation. When the light leaves the filter, it is now

Figure 7.13 This illustration reveals the basic function of
polarizing filters for transparent and opaque objects. In
the top row, Image Aiis a large optical glass lens located

described as polarized. Light entering the filter that is oscillating
perpendicular to the axis of the filter will be absorbed. Light

on a large flat light. Image B is the polarized photographic that is traveling parallel to the filter’s orientation will be
result, revealing photoelastic stress in the lens. In the transmitted. If a polarizing filter is represented as a picket fence
bottom row, human irises were photographed, on the left or a Venetian blind to light it will have an orientation to light

without polarization and on the right with polarization.
Iris photographs (left) courtesy of Geoffrey Stein, (right)
courtesy of Laine Maier, www.scientificshutter.com.

travel based on its slats. The light vibrating in the orientation
of the slats will be transmitted. Light that is traveling against
the grain of the slats will be blocked.

The System

Polarizing light photography systems are really quite simple to create and use. One
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polarizing filter is used to polarize the light and a second polarizer is located on the camera
lens. The second polarizer may also be called an analyzer and needs to be placed between
the sample and the lens. It should be of the highest optical quality. When the filters are
situated with the same orientation, light will travel through them. When the filter’'s
transmission axes are perpendicular to each other, light transmission will be extinguished
and only polarized light oscillating in the proper orientation will be transmitted through
the analyzer.

Polarized light applications require the creation of flat and uniform light. This is important
and is required to achieve a neutral and honest presentation of the results from a sample.
Lighting that is not uniform can lead to false data or unevenness of the data that is revealed.
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The lights can be polarized using a large sheet of polarizing material. Various sizes of
both gray and brown sheets of polarizing material can be purchased from optical supply
companies such as Edmund Optics. When using tungsten halogen sources, be careful to
locate the filter far enough from the light itself. Melting the filter is a relatively easy thing
to accomplish when it is situated too close to the light. Transmitted light and reflected
light systems, while different, have the same requirement for uniform and flat lighting. A
transmitted light system might also be described as a plane polariscope.

Photographing with polarized light systems requires no special photographic procedures.
Most applications will include samples that are stationary and the use of higher ISO
settings is not needed. Use of a camera stand or tripod will greatly enhance the imaging
outcomes and is recommended. The use of the two filters will remove significant amounts
of brightness. Each filter will have an optical density of 0.6 or equal to two stops of light
loss. As an example, if an exposure value of 12 was measured, for example using an ISO
200, this brightness would become 8 with the filters in the system. This will create longer
exposure times when using a continuous light source or require a more open aperture
setting when using electronic flash.

When using reflected light, there are no major challenges for set-up or imaging. Locate
and align the polarizer at the light source. If two lights are used, be sure to have the axes
of the both filters located on the lights set to be the same. The lighting should be flat and
uniform across the surface of the object. Locate the analyzer filter on the lens. Based on
the alignment of the polarizer filters located on the lights, the filters should be oriented
on the lens to extinguish stray reflections. Working with tungsten lighting will allow this
adjustment to be easily seen. Working with electronic flash, this will be a bit more difficult
but is required for the extinction of surface reflections. Images produced from this system
will be rich with color and there will be very few specular reflections.

Schlieren Photography

Schlieren is a useful method of visualizing refractive differences in gases, such as warm
air mixing with cold air. It is particularly useful for aeronautical evaluation of materials
and airflow. Schlieren was first observed by the German physicist August Toepler in 1864.
The German word schlieren means streaks or optical inhomogeneities. Schlieren methods
are particularly useful for the study of ballistics, visualizing shockwaves in air, or creating
visibility revealing what happens to air passing over a hot surface.

The simplest schlieren system uses light from a point light source shined into a convex
mirror. The light from the source is focused at the front of the camera’s lens or at one focal
length from the light source. The convex mirror serves two roles in the system. One is to
focus the light and the other is to provide an action field of where to locate a sample. A razor
blade or other opaque object with a sharply defined edge is required and needs to be placed
where the point light source is focused on the front of the lens. Once those conditions have
been met, an object is placed in front of the field mirror lens. As the refractive difference of
the sample moves the air or other gas, it splits the focused image of the point light to the
dark or light side of the aperture or razor blade.
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Figure 7.14 The upper photograph reveals heat produced from a
gas-fueled backpacking stove around a small cooking pan. A slit
light source was used with a Z-type schlieren arrangement that
incorporated two 300 mm £/10 mirrors to make this photograph.
This is a more sensitive system when compared to the schlieren
system from this drawing. A stop was used to the control sensi-
tivity of the system used for this picture. The image was recorded
at lifesize because the system used no lens. Both the subject
and the image plane were located 6 meters from the second
schlieren mirror. An electronic flash having a flash duration of
approximately 250 microseconds was used to freeze the high-
speed event. Image courtesy of Phred Peterson. The inset portrait
features Professor Emeritus Nile Root. The portrait was made

by Nancy Stuart PhD in 1985. The drawing, a simple schlieren
system, was drawn by Professor Emeritus Nile Root, c. 1975,
Rochester Institute of Technology.

Schlieren images are often made using a system that
creates light traveling in parallel rays. A light source
is focused onto a slit or aperture that is placed just off-
axis and exactly one focal length from a lens or mirror.
The size of the imaging field is defined by the size of
the mirror. A larger mirror will allow larger fields to be
examined. The focused light containing the information
about the specimen image is focused on the razor blade
where half of the information is transmitted and the
other half is removed. Any changes in the refractive
indices in the action field will cause some part of the
light to be bent or refracted into or out of the beam
that passes the aperture or razor blade. This will
amplify some regions of brightness and darken other
regions. The image is focused into the camera using
the camera’s lens. Variations in the refractive indices of
the various temperatures or densities of the sample will
appear as a density gradient around the turbulence. It
is common to use a continuous light source but it is
possible to visualize a short duration to image high-
speed events. Objects should be located in front of the
mirror or action field.

Photographing Schlieren Images

There are no real photographic challenges in making
schlieren images. There is adequate brightness, and
the challenge comes from critically focusing the light
and mirror’s image of the system where it is bisected
at the linear aperture. It is most useful when creating
a system as described above to photograph using a
lens aperture set to its maximum opening. This might
be f/2.8 or f/4.0, for example. Closing the aperture
to a smaller setting will create a larger depth of field,
which is not useful for schlieren and creates other
artifacts. Using a long focal length macro lens is ideal.
A 200 mm is an excellent choice, but which lens is
chosen will ultimately be influenced by the focal length
of the mirror. The two must complement each other.
Using a teleconvertor on a telephoto lens can also be
useful in enlarging the image size.
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Scanners as Cameras

Scanners remain an important tool for digitizing physical materials. In the earliest times
of digital images, scanners provided an important method for producing very good high
resolution digital files from analog materials. Direct digital capture using cameras at that
time resulted in low resolution files. The need for higher resolution files used in publishing
was far ahead of the digital camera’s ability to create resolution. Many early high-end
digital cameras were modeled after scanners; however, only stationary objects could be
photographed. Leaf, an early innovator of scanning cameras, produced the Leaf® Micro
Lumina scanner, designed specifically for the microscopy market and based on their
successful line of scanners and scanning back cameras. The Micro Lumina used an ultra-
fine stepping motor required to make high resolution files without vibration, which is a big
problem when producing magnified images.

There are a number of reasons why scanners can also be used for more than simply scanning
documents. Some of their unique features allow them to be more effective than cameras
for certain things. One of the most useful and limiting aspects of a scanner is its linear
array, sometimes called the scanning wand. Cameras that use an area array are capable
of instantaneous capture but creating pixels can be expensive, and a scanning camera
or scanner builds images by using a scanning pixel wand line by line. In this fashion, the
price per Mb is much lower. Linear array devices are less expensive to build than array
area cameras and require only one working line of pixels. In some high-end scanners,
this leads to capture settings of 9600 pixels per inch, a very high digital resolution. This
number—9600 pixels—is actually not meaningful except for use in setting the scanner’s
resolution. The 9600 pixels are spread over the subject width. For example, if a subject was
10 inches or 250 mm, the 9600 would be spread across the distance and would yield a
scanned resolution of 960 ppi. This scanning resolution implies there will be many pixels
in the scanned file. Taking a quick look at the file size in Mb will provide more information
about a file’s true dimensions.

There are two basic modes for operating a scanner. There is a mode for opaque objects such
as documents and photographic prints, often referred to as the flatbed mode, and a mode
for transparent objects such as film. The film mode allows for the selection of positive or
negative film. Not all scanners are capable of scanning film.

When considering that a scanner is a type of camera, many more things can be
photographed than simply scanning documents. Scanning objects will not be a fast
activity. In fact it is actually very slow to use a scanner as a camera, but scanners
frequently provide greater bit depth than cameras. Bit depth is a vitally important tool in
collecting object data. The higher the bit depth, the more tonal detail can be seen within
the file. Producing more data leads to more information useful for image analysis or image
processing. Many scanners are capable of creating 14—16 bits per channel, which has
also become the norm of some high-end DSLR cameras such as the Nikon D810 camera
(14 bits per channel), the Canon 5D Mark III (14 bits per channel), and the Hasselblad®
camera (16 bits per channel).
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Scanner Settings

Selecting the best settings for scanning and achieving optimization of an image is the most
important first step in using a scanner. One critical decision focuses on the selection of a
resolution that supports future image usage. Dots per inch (DPI) is the most common but
not the most accurate term used when selecting a scanner resolution. DPI has become
more or less the de facto setting term embedded in scanner software. During the earliest
beginnings of digitizing equipment, DPI as a term was used in the graphic arts industry
to describe images based on half-tone dots per inch. DPI was the term used in pre-press
and publishing industries that described the screening of images used in plate production
needed for image reproduction in magazines and newspapers. This relationship played a
role in early terminology. Actually pixels and not dots are used for calculating digital file
sizes and more correctly should be described as pixels per inch or PPI. Dots are round and
pixels are square. The resolution of an image is described by the number of pixels in the
vertical and horizontal dimension. This might be 2400 x 3000 pixels, for example. DPI and
PPI can be truly confusing. In the end, the terms mean more or less the same thing. What
remains critical is the need to produce the correct number of pixels for immediate image use
or possible use at some future date. This can be tricky and a best guess is fundamental. It is
always better to have too many pixels than too few. Digital storage continues to fall in price
per Mb and the time required to re-image a subject may be more valuable than having too
many pixels in a file.

Scanning is slow and sometimes operators select a capture resolution based on how long
it will take to scan a subject. The higher the DPI of the scanner, the longer it will take for
the scanner to write an image. This is a predictable relationship. To the extent possible, it is
important to know how many pixels are needed for the file’s output requirements at some
future time before selecting the final scan resolution.

Once the scanner resolution has been determined, the type of document and color
information can be selected. Most frequently RGB, black and white, or line art are the
available choices. Scanning using RGB color—while sometimes creating larger files—will
record the most data about an object. Sometimes invisible to the eye, a sensor can see things
in the R, G or B spectrum that is suppressed in human vision. For this reason, it is suggested
to scan in the color mode always unless there are compelling reasons to scan in one of the
other two modes. Black and white is most useful when scanning continuous tone black and
white images, whether film or print. Line art is most useful for objects that have two tones,
a pure black tone and paper white. It is frequently used for graphic arts applications of line
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art. Some scanner software will also allow the selection of a preferred color space to work
in. Adobe RGB 1998 will provide an effective color space using a 16-bit file that will satisfy
most of the difficult samples that will be encountered.

Most scanners have a feature that allows a scanner’s contrast or tonal capture range to be
optimized for different objects. The histogram from a scanner shares with a user the initial
capture tonal range of the scan. Often this data can be adjusted prior to making a final
scan during what might be called the pre-scan. This information is frequently displayed
as a histogram in the scanning software display window. It is possible to adjust the black
and white point setting using this feature. Optimizing the sensor’s capture of the precise
tonal value requirement of a sample can make this tool very powerful. Using the sensor’s
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entire recording range is an important step in
creating data-rich images. If the sample’s data
is compressed or not recorded at all, the ability
to make image data more visible will be lessened
during image processing.

Descreen Function

Scanners can absolutely do some things cameras
cannot. Images reproduced in books and other
printed media will have been line screened. A
line screen is a method used in the graphic arts
to reproduce an image and includes how many
dots were contained within an inch. Newspapers,
for example, use a line screen of 66 lines/inch
screen. A reasonable quality magazine such as
Time® would use a 133 lines/inch screen, and
a high quality publication such as a fine art
photography book might use a 266 line/inch
screen. The higher the line screen, the finer the
detail that can be reproduced and the greater
the number of dots that will make up the printed
image. This allows the image to appear to be a
continuous tone image rather than a bunch of
dots. Once an image has been converted to a half-
tone pattern and a scanned image is created, the
dots become quite visible. Many scanners come
with a descreen feature. Within this feature,
there are algorithms to smooth out—or remove,
in many cases—the result of the line screen,
the half-tone dots. It is important when using
descreen to correctly match the publication’s
dots per inch to the corresponding software
setting. Incorrect settings will create other digital
artifacts in the file, such as a moiré pattern.

Sometimes when scanning documents there is
printing on both sides of the document. When
looking at the page you can see the back image
from the following page. This is sometimes called
back printing and in the right conditions is highly
visible through the page. Often this back printing
is also enhanced and made more visible when
scanning. Using a sheet of black paper behind
the page will make the back printing disappear.

Advanced Laboratory Photography Methods
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Figure 7.15 On the top row are two scans of a printed page from a
university magazine. The image on the left reveals the back printing as
an artifact of scanning/photographing these types of subjects. Placing
black paper behind the page will absorb the back printing. In the lower
row, a photograph printed in a magazine that had a 133-line screen was
scanned. On the left is the half-tone pattern. On the right is the result

when using a descreen setting.
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Unsharp Mask at Capture

Sharpening a digital file is a common and expected step in a digital workflow. Because of
the way the digital file is created, there is an inherit softness in the capture file. There are
three places where softness occurs and where sharpening might be chosen for use. These
locations would be at capture; after capture; or for use in creative images during their
preparation for output. There are a variety of reasons sharpening is important, and more
about sharpening can be read in Chapter 13.

Sharpening at capture comes with a risk because sharpening can add digital noise or
artifacts along edges of samples. If important image processing will be part of the workflow
of a file, sharpening is not recommended at capture using a scanner. When selecting to
sharpen at capture with a digital scanner, the objective of the tool would be to minimize
image blurring. Image blurring can be scanner induced, operator induced or the byproduct
of the sensor. Capture sharpening algorithms take into account image noise when they are
written. Additional loss of critical sharpness can occur when the RGB image is subsequently
built from the pixel data into the spectral components, a process called de-mosaicing.

Capture sharpening is a choice given to users in most software and is frequently applied
automatically by the device. Sharpening at capture can create digital artifacts that in
subsequent image processing exercises will become more amplified and become digital
noise or non-image data over time. For this reason, I am not a fan of sharpening at capture.
It is most important to have total control of what is done to pixels before modifying the
data. Capture sharpening software uses an algorithm called an unsharp mask. While the
name implies the software is softening the file, the process is actually sharpening an image.
An unsharp mask works by increasing the brightness difference along light and dark edges
of structures within an image. By increasing image contrast at the structural edges of the
image, there is an apparent gain in sharpness. This is all perceptual. At capture this process
can often lead to false data and may create challenges in the production of clean files useful
for image analysis.

I find it preferable to first sharpen during what is called the pre-processing stage of image
processing after capture. While most scanners do not have the ability to make RAW files,
there is a feature in most image processing software used to open many file types in the RAW
file convertor. This sharpening feature in the pre-processing stage is often called clarity. A
small amount of clarifying can be very useful at this stage of the image processing. It should
be noted that JPEG file formats are not recommended for use when scanning objects and
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certainly not when data collection is a high priority. By selecting JPEG files, compression
and data loss will always occur at capture and may lead to the introduction of noise in a file
at capture. If scanned documents are being scanned for email use, JPEG is the recommended
file format.

Imaging Objects on a Scanner

Scanning a 3D object on a scanner can sometimes provide unique and highly accurate
images. Objects with a large Z dimension (height) may not be ideal; however, it can be
interesting to try to scan objects if time permits, learning what is possible. Scanned images
provide unique image attributes that are challenging to create using traditional camera
and lighting equipment.
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A flatbed scanner has a unique and short focal length lens that does not have an adjustable
aperture or focus adjustment capabilities. I am not aware of any flatbed scanners that
have a focusable lens system at this time. Early models of film scanners were focusable.
Because of the fashion in which the optics of a scanner are engineered and created, some
images may exhibit a larger zone of focus than might initially be imagined. It goes without
saying that objects whose characteristics are more 2D than 3D will lead to images that are
more effectively managed. Several practicing artists have developed methods for making
what RIT Associate Professor Patti Russotti calls scan-o-grams. Russotti’s work is rich with
texture, color, design and information about an object or objects.

Figure ?.16 This beautiful photograph is from a body of work called scan-o-grams. Is the
photograph science or art? The scan-o-gram features the seedpod of the common milkweed,
Asclepias L. Image courtesy of Patricia Russotti.

The quality of lighting a scanner makes is unique. A long strip of lighting travels along with
the pixel wand as it scans the subject. This washes the subject in a soft and non-directional
diffuse light. Because the light is on axis with the sample, it is hard to easily re-create this same
quality without a high degree of effort in a laboratory of studio. Objects will often appear to
glow. Shadows and highlights will be rich and sample data can be easily recorded. Contrast
and texture contained in scanned images comes from the object and not the lighting.

Subjects should be placed onto the scanner’s glass platen. If the object has unique
characteristics, it may be practical to locate a sheet of thin window-pane glass or other
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optically good material between the sample and the glass platen. This may change the
system'’s focus but it will protect the scanner. I have used Saran Wrap® for wet objects. It
should be mentioned that the surface of the glass platen should be carefully cleaned and
prepared before placing the sample there. Cleanliness can be next to godliness in digital
photography. Dust can find its way into images in a million different ways. In many cases
the location of an object on the platen will not allow the cover of the scanner to be closed.
For this reason, scanning in a dark room is suggested. Additionally, a piece of black velvet
can be draped over the sample to create a black background and is a useful technique for
isolation. Pre-scanning the object will allow a user to assess exposure and other image
attributes. By adjusting the exposure and contrast adjustment features in the scanner
software, it is possible to isolate the ideal settings for this and subsequent samples. It can be
very powerful to optimize the sensor’s tonal reproduction settings to the inherent contrast
needs of the sample.

Images created on a scanner will be without a strong perspective since the lens and all parts
of the object will be captured at relatively the same magnification. This type of an image
might be described as having no perspective. Image shape and magnification are important
clues for viewers of images to assess foreground and background elements of a scene or the
sample. Image perspective is a key element of an image and useful to create understanding
of size and relationships. Images without perspective often cause viewers to pause when
trying to gain an understanding of a sample.

Scanning semi-transparent objects can be practical and fun.
Striking images can be produced when using the film mode.
Large electrophoresis gels, some Petri dishes and of course
large histology slides can be scanned. Scanning flat transparent
samples mounted in glass can come with challenges. If it
seems too good to be true, it probably is. Locating many
parallel surfaces in close proximity to one another can create
an interference outcome. Interference in this instance will look
like rainbow rings called moiré patterns.

When scanning semi-transparent objects such as a leaf, it is
very useful to use an area mask to hold back non-critical light
and exposure. By repressing unwanted light that is not relevant
to the sample, a much better exposure of the sample’s edges
can be obtained. Managing random and unwanted light that
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creeps into an image exposure helps to maintain image contrast
and prevent blooming and adjacency affects. Edge definition
can be lost when subjects are more opaque and require more

Figure 7.17 Next to the black arrow is an image artifact
called Newton rings. Newton rings are the result of

exposure to achieve detail in the dark and shadow regions.

interference. They are produced in much the same way This high dynamic range can be more effectively managed by
as color rainbows become visible where oil and water are blocking light from traveling near and around the subject. This
situated in puddles. This image artifact is the result of is called masking and will require some image retouching to

parallel surfaces in very close proximity to one another,

causing light to become trapped between the layers and
resulting in interference from the interaction. See Figure
3.10 for another example of interference.

manage the irregular edges of the mask that are irrelevant
to the sample. When the illumination field is masked, the
exposure through the subject can be precisely managed.
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Figure 7.18 Using a black mask around a subject that is being scanned can control flare created when using
backlighting using a large source. The mask will better manage image contrast by making the light smaller.
The leaf on the left includes more structural detail and localized contrast than the image on the right where no
mask was used to form the initial image. Consequently the image on the right reveals less internal contrast
and appears flat or muddy in its tonal range.

Peripheral Photographs

Something useful but challenging is the scanning of 360-degree objects on a flatbed
scanner. A 360-degree object can have only one side photographed at any time using
conventional methods. This could be the front, left, right or the back. Scanning the object
on the scanner can provide some fascinating images when imaging the periphery of the
subject. The process will require some creative solutions to insure the object rolls smoothly,
straight, and in sync with the scanning wand as it travels across the platen. Only objects
that are uniform and smooth can be imaged this way. Rough and not smooth surfaces
will make this impossible. Images that are made using this approach might create what is
called a peripheral photograph. A peripheral photograph records the 360 degrees outside
of a subject. This requires the sensor wand to travel under the subject while it is constantly
rotating in front of the wand. This technique would be similar to strip photography used in
aerial surveillance film photography. In aerial strip photography, a camera mounted in an
airplane that wasflying at a low altitude and flying at high speeds would be aimed downward
towards the earth’s surface. Film in the camera would be moved at the same speed as the
moving image projected on the film was traveling on the ground. This was synchronized
with the airplane’s speed. Equipment used for making peripheral photographs can be found
in computer tomography and a Panorex® X-ray imaging system (dentistry).

There are some challenges in making precise images this way. It is imperative to have the
object rotate in a straight line down the platen. Using a guide prepared from cardboard or a
small piece of wood taped in place could be an effective method to roll objects in a uniform
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Figure 7.19 The type of photography that records the entire 360 degrees of a subject’s outside is

called peripheral photography. In this photograph, a prescription bottle was synchronously rolled
with the scanning wand. Where the speed was consistent, the tone remains the same. Where the
tone becomes darker or lighter, the bottle was rolled at a different speed from the scanning wand.
When the bottle did not move in a precise straight line, the peripheral photograph does not create
smooth edges but rather irregular ones where the travel path departed from straight. On the right,
the bottle as a single view.

and straight fashion. The object must also travel at the same speed as the scanner wand. If
one or both change speeds during the scan, brightness changes will be evident in the image.
It might be practical to create a black box cover to be situated over the scanner platen when
imaging this way, to control ambient exposures.

Stereo Photography and Anaglyphs

Seeing the world in stereo or with binocular vision provides vital clues for humans and
other animals to function in the world they live in. Seeing in stereo allows the identification
of a foreground and background elements, which enables images and scenes to be better
understood, both in static and dynamic situations. Stereovision also provides clues to how
far something is from the viewer and the speed of moving objects. It is a very powerful sense.

Making a Stereo Pair

It is quite easy to make stereo photographs. In its most basic application, two images are
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made of a subject using the same working distance at approximately a distance of 2 inches
apart. This is all that is required. This can easily be accomplished by moving the camera
the distance from one pupil to the other pupil as precisely as possible. A focusing rail is a
great tool for this and allows precise distances to be easily managed as required to make
a stereo pair. The distance between pictures is in part influenced by image magnification.
Objects at infinity will require a different camera separation than images made at higher
magnifications. To maximize how the stereo effect of the image(s) will appear to the viewer,
it is recommended to compose the photograph where elements in the foreground and
background are carefully placed. The settings on the camera and lens should not be adjusted
between the two views. It can be helpful to use a small aperture setting that will lead to
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images with a large DOF. Similarly, image processing should be
duplicated consistently across the two views to minimize any
differences within the pair.

Stereo images can be effective for learning about an object
or scene. Shared is an example of a stereo pair. Seeing paired
images as a stereo image requires the fusing of the images by
looking at them cross-eyed or looking at the pair using a stereo
viewer, commonly referred to as a stereoscope. See Figure 7.20.

Making Anaglyphs

Anaglyphs are also stereo images, but rather than being looked
at using a stereo viewer, anaglyphs are viewed as one image.
In an anaglyph, the red channel of the left image and the red
channel of the right image have been swapped out with one
another. To see the stereo in the image, a viewer needs to wear
special glasses with cyan (right) and red (left) lenses for viewing.
To create a stereo anaglyph, two RGB images are made using
the above-mentioned technique where the camera is moved
approximately 2 inches. To make the new anaglyph stereo file,
highlight the red channel in the left image. Once highlighted,
select the red channel’s data and copy the red channel. Once
copied, paste the red channel on top of the red channel in the
right image’s red channel. It is that easy. I have found it useful
to experiment to determine how far to shift the camera between
views to obtain the best effect. Deciding the correct image
separation distance and placement of the subject requires a
bit of practice and pre-planning. For magnified images, less
movement is needed, and for images that are smaller, the
distance will need to be more exaggerated.

Stroboscopy

Objects are sometimes moving and sometimes the movement
of the subject is the subject. Creating a still image of movement
that effectively communicates a change in location over time
can be challenging for the scientist photographer. The use of a
long shutter speed with a continuous light will lead to images
that are blurred, and the use of a single-discharge short burst
of light from an electronic flash can only serve to freeze the
motion of the subject at one location from what might be a
range of locations. Stroboscopic photography allows images
to be made of a subject that is moving and changes location,
or both. This type of photograph is made using a special
light called a stroboscope. A stroboscopic light source can be

Figure 7.20 The photographs on the bottom of this
illustration are retinal images and feature a stereo pho-
tograph of the condition papilledema. Image courtesy of
Joseph Territo. Stereo images require the use of a stereo
viewer, although some people can fuse images without
the assistance of an optical system.

Figure ?.21 This photograph features a dental articulator
shown in stereo. Red—blue glasses are required to see
the stereo image effect. The camera was shifted 1.5
inches between the two views. How much separation is
created between the two camera placements is a func-
tion of the magnification/reduction of the scene. Higher
magpnification photographs will require less camera shift
than smaller subjects located far from the camera.
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discharged multiple times during a short period of time using short flash durations. This
allows the light to be discharged during a pre-determined time while the subject moves.
Because discharges are created at different instances, they create exposures that track a
subject’s position over time. Making a stroboscopic image is accomplished by creating an
event with its movement component in front of a camera. Using a darkened room, the
camera’s shutter is opened for a specified period of time, and while the subject moves, a
stroboscopic light source is discharged during the event. When the event has concluded,
the shutter is closed.

The subject is lit only by the discharges of the electronic flash in a darkened room. All
ambient room lights will need to be off, including the model lights of the electronic flash.
The ability to control the number of exposures in the final photograph is influenced by
several aspects of the event itself. How fast the event is moving/occurring, what is actually
moving, and how far the subject travels during the pre-determined time of the open shutter
will all play a role. The frequency of a stroboscope’s discharge is sometimes adjustable. For
example, if one discharge occurs per second, the subject may travel too great a distance
in the second to be useful. Discharging the stroboscope five times during the one second
will create more locations and shorter distances between exposures. There is no absolute
method for determining how many discharges are needed. Stroboscopes require special
engineering needed to produce a frequency of discharges that have useable power and
are delivered during a very short time increment. An electronic flash’s light comes from
a charged gas held in a glass tube. When electricity is passed around the charged tube,
a controlled discharge of light is produced. This discharge has power and duration. It
can be difficult to create a lot of light and delivery in in a very short time. So, more light
creates longer “burn times” or duration. Additionally, to recharge the system, there is
time required to refill the power for the triggering system (capacitor). This is called the
recycle time. Stroboscopes have been engineered to be effective for the three performance
considerations in their capabilities of speed of recycling, frequency of discharge and
duration or exposure time.

To manage the event, it may be possible to control or slow down the speed of an event.
Sometimes, but not always, an event cannot be speeded up or slowed down. These are the
two characteristics of an event that influence how many images should be recorded during
the open shutter. This in turn will dictate the image distance traveled between exposures.
Stroboscopic images reveal characteristics of a subject’s motion, subject speed, or range of
motion of the device.
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The ideal light source for this type of work is a photographic stroboscope. This is expensive,
but there are other methods that can be used to create localized exposures if a stroboscope
is not available. T have known photographers to use a novelty store “disco type” light
(stroboscope) with a high ISO on the camera to make some acceptable photographs. This
light source can be adjusted for the number of discharges per minute but, because of size
and power, this light will only be practical for events or objects approximately the size of
a basketball. To use this light for photography, locate the event/subject in front of a black
background or wall. The camera’s ISO will also need to be increased. A very dark night
sky can also work. Position the light near to the action field and create a hard sidelight.
Using a hard sidelight will be most effective for creating easily identifiable locations of the
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Figure 7.22 This image reveals the range of motion of the subject’s arms. To create this
stroboscopic image, the arms were moved through their range from top to bottom in
approximately two seconds. Using an open shutter in a blackened room, the stroboscope was
discharged eight times when the arms were at eight different locations going from the apex to
the bottom. It is important to minimize lighting that falls on the center of rotation to the extent
possible. The torso in this image received eight exposures and the individual locations of the
arms only one exposure. Wearing dark clothing can help. The final exposure’s brightness was
determined by comparing the brightness required for the arms’ exposure balanced to the
exposure that would occur on the torso. Image courtesy of Nathan Pallace.

event in the cumulative exposure that is made over time. Be careful not to shine light onto
the background and select an aperture that provides the correct amount of DOF for the
need. Increasing the ISO or adjusting the light source to the event distance are the two most
useful tools for achieving a useable exposure.

Another method is to use DSLR electronic flashes that have a feature called burst. The burst
mode in modern high-end speed lights is a built-in feature of some models. Canon calls
burst multi mode and Nikon calls it repeating flash (RPT). Using the burst mode controls the
flash’s power output, frequency, and number unit of time delivered. To start, set the power
of the flash using the manual mode. This setting will influence the number of discharges
that are possible and is described using frequency expressed in Hz or the number of flashes
per second. The lower the power setting, the more flashes can be produced in a shorter
period of time. It is important to locate the light very near to the event and use a hard
sidelight from an oblique angle. A flash meter or estimating can be used to determine the
correct aperture setting while operating the camera using a timed or bulb exposure. Also
it is possible to use through-the-lens (TTL) if the flash and camera are a dedicated system.

A primitive way to create multiple bursts is to use a small hand-held electronic flash unit
with the unit’s power dialed down. When the power of the flash units is reduced, the recycle
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time becomes very short. I have used electronic flash equipment that can be operated at
1/128 power producing flash durations of 1/50,000 sec. with a nearly instant recycling
time. It is quite easy to build or purchase an inexpensive timing circuit that can discharge
the flash unit over the course of several seconds in this way. The light will need to be located
at a very short distance to the event because it will produce a very low brightness when
operated in this way.

It is interesting to note that a black disk containing an aperture, placed near one of the
edges, can be rotated in front of the lens, and when using a bulb exposure in a black room
with a light shining on the subject can create a series of exposures. The event should be
set up in front of a black background and use a very bright continuous light shined from a
strong angle from the side. Using an open shutter and a darkened room, spin the disk while
the event occurs. Surprisingly it is possible to emulate what an expensive stroboscope can
produce to some extent. It is recommended to use a high ISO for this type of work. It also
goes without saying that all stroboscopic work should be accomplished using a tripod.

To gain additional separation of images of an event such as a tennis player swinging a
racket, the camera can be panned during the burst. By panning, the individual locations of
the body and torso will be separated from one another along with the specific locations of
the racket and arm as it moves through its range.

SUGGESTED READING

Duncan, Christopher D., Advanced Crime Scene Photography, second edition. Boca Raton,
FL: CRC Press, 2015; ISBN 1482211874.
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The Da Vinci Bat. People initially thought that bats were closely related to rodents until science proved
otherwise. This photograph clearly shows why bats are more related to humans and primates than
rodents. London-based photographer Tim Flach titled this photograph The Da Vinci Bat because of the
bat’s resemblance to Leonardo Da Vinci’s flying machine illustration. The bat in this photograph is an
Egyptian fruit bat, Rousettus aegyptiacus. The photograph was taken in 2008 in the United Kingdom.
Flach’s excellent lighting shares the bone structure of the wing in a new way. Photograph courtesy of
Tim Flach, www.timflach.com.
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Light and Lighting

echnical elements of radiated energy behaviors—and light—have been covered in

Chapter 3. Brightness, color temperature, and other characteristics of energy travel
were shared using a scientific point of view. Creating effective lighting for science is more
than simply having a technical knowledge of radiated energy and related behaviors. There
is light, and then there is lighting. How to create effective light for scientific photographic
documentation does not have to be an overly complicated challenge. Using basic equipment
in conjunction with some practical strategies can lead to surprisingly good outcomes.

It is possible without great skills in photographic lighting to produce adequate results,
but very often artificial lighting photographs will look more like amateurish snapshots for
the uninitiated. Many times the on-camera flash will be part of the solution or problem.
The short working distances associated with close-up photography in conjunction with
electronic flash lighting leads to the creation of very direct and harsh (contrast) light. The
subjects in pictures illuminated with direct flash at a short working distance will display
very “white” whites that have no detail and black harsh shadows, also without detail.
Ambient room lighting can also play a role in creating “not so effective” lighting for some
subjects. Bad lighting leads to bad pictures. It's just that simple. Good lighting makes the
characteristics of subjects visible and can make the nearly invisible visible. This is the
ultimate goal of good lighting required for and used in scientific photography.

Photography by definition is writing with light and describes one of the most fundamental
components needed to make a good photograph. Effective lighting reveals the characteristics
of a subject. In the fine and applied arts, effective lighting might reveal a mood or a concept.
It may emphasize a time of day, or sometimes the light itself might become the subject of
the photography.

For science images, though, using artificial light needs to be carefully considered.
Science photographs need to be first and foremost about scientific data and not about an
interpretation or bias. They need to exhibit neutral points of view. Because photography is a
continuum of events that leads to the production of images, what type of lighting is created
is one important element of that process. Good lighting should not be a random accident or
an afterthought. Scientific photographs cannot embellish, amplify or distort characteristics
of subjects. The lighting that is created must reveal the characteristics of the subject and
not imply a bias or lead to a false perception about the subject that compromises truth and
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scientific veracity. Science pictures must be about science facts and not science fiction.

Sometimes creating factual pictures can be more challenging than the process would be
presumed to be. How lighting is used can be one element for changing the visual data
revealed from a sample. Photography is an interpretive process. Just as a lens forms and
shapes an image and an aperture influences the range of focus in a picture, lighting defines
and reveals facts about an object. This outcome is based on decisions and knowledge used
by the scientist photographer. Lighting can change the emphasis and make common
subjects look dramatic. It can distort relationships of elements contained within the frame
or make the subject appear normally, as a viewer might expect it to be. Where the brightest
light is shined or how the other qualities of the lighting are used to create emphasis might
be considered to be similar to the way adjectives are used in writing. The elements and
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importance of the elements can be diminished or embellished simply by where and how a
light is shined onto and at a subject. Producing effective lighting is a process that starts with
an analysis of the sample and what needs to be revealed, recorded, and why.

The subject will always play a fundamental role in the development of effective lighting.
A subject can be opaque, such as a rock, or shiny, like a coin. Subjects can be translucent,
like a fish embryo, or can be pretty much anything. They can be relatively flat or very 3D. A
sample’s contrast or surface characteristics will dictate where to place a light. The subject
dimensionality or shine will influence how diffuse or broad the light should be. There are a
myriad of variables to consider. Rarely will one lighting method work for all things in the
laboratory.

Figure 8.1 A chicken egg can have its appearance changed when using different lighting
approaches. Image A is an example of flat frontal lighting. Images B and C demonstrate the
influences of directional and medium contrast lighting with some fill. Image D is demonstrative
of backlighting. In each view, the egg reveals different aspects of the shell and its characteristics.
Which view is best? It depends. Photographs courtesy of Jace Artichoker.

Light sources come in a variety of sizes, shapes, and types. Continuous or short duration
discharge is but one of many features to consider when selecting lighting equipment for a
particular subject. Each feature of a light can play a role in how the creation of lighting
outcome will work. In Chapter 7, fluorescence photography, imaging with the invisible
spectrum, polarized light, and schlieren imaging were all covered. These methods are very
special applications of lighting. The emphasis of this chapter will be how to create effective
lighting for laboratory subjects that might be the size of a grapefruit or smaller and for use
of visible or white light.

Fundamental methods for lighting and modifying lights used for artificial lighting will
be explored in this chapter. For the more interested reader, I suggest you seek out other
more detailed books about methods useful for artificial light and studio photography
techniques. For all artificial light photography, the concept of a main light and a fill light
is fundamental. Because people live in a world with only one light—the sun—there is a
subliminal expectation by a viewer to see only one shadow. The main light will make a
shadow and the fill light will make the shadow more or less gray. A direct small light will
make a very black and sharply defined shadow and a diffuse large light will make a less
defined and gray shadow.
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Fiber optic lights are special lights. An important part of the fiber optic light will be its
light guide. Fiber optic lights deliver light to a very small and precise location using a pipe
or light guide. This is accomplished through the use of fiber optics. Light guides or pipes
are composed of hundreds—if not thousands—of microscopic glass fibers that begin at
one end of the light guide where the light enters the fibers and then terminate where the
light leaves the fibers at the other end of the guide. The fibers, on average, are slightly
larger than a human hair. They are fairly robust but remain vulnerable to breakage when
used without concern for their care. These fibers cannot be bent into a 90-degree angle
or dropped on hard concrete floors. Dropping a light guide will certainly break fibers. As
fibers become damaged, their ability to transmit light will become diminished, and its
brightness will go down.

Fiber optic lights are ideal light sources for laboratory photography and their use will be the
emphasis of this chapter. There are other lights that can work, but for the sake of efficiency
and the ability to offer the most focused suggestions, the fiber optic light source will be the
one featured. A fiber optic light is comprised of a light housing or lamp box that usually
will be compact and contain a very bright light. The light is directed by fibers into a bundle
of light that forms a small circle of light. The light’s brightness will be adjustable and there
may be a fuse on the light box as well. These lights can be outfitted with a variety of light
guides that will be further discussed in the next paragraphs. Fiber optic lights are sold in
a variety of models ranging from inexpensive to very expensive. The cost for a unit will
be influenced by how robust it is and whether the brightness
can be reduced by voltage or through the use of a graduated
neutral density filter (tungsten halogen models). LED light
models will use pre-stepped brightness range settings. More
expensive units will also come equipped with fans that are
dampened for vibration and may have the ability to operate
brighter bulbs. The heat and air currents from a lamp and its
housing can affect delicate biological subjects by causing them
to move or dehydrate. Illuminators with robust fans will not
be ideal for photography because of the heightened vibration
they create that can affect image sharpness.

It is quite simple to check a light guide for damage by removing
it first from the lamp housing. By pointing one end of the guide
towards a light, and using a finger as a shutter, it is possible
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to peer into the guide to determine the percentage of fibers

Figure 8.2 A fiber optic light is a very important tool for that are not transmitting light. Put a finger over the end of the
scientist photographers. It can produce highly precise guide near to the light and open and close the finger over the
lighting to specific locations on a sample. The nearly end of the guide when pointing it at a light. You will be able to

microscopic fibers carry light and behave much like a
pipe used for water. When the fibers break, though, they
do not transmit light. In this photograph, broken fibers
are evidenced as black dots. The white dots represent visible as white dots.
fibers thatare capable of carrying 100 percent of the
available light. The diameter of the light guide was

5 mm. The gray dots represent fibers that are having
problems.

see what fibers are broken. Broken fibers will appear as black
dots within the guide and fibers that are transmitting will be

Fiber optic light guides come in a variety of types and sizes.
They are unique to specific lamp housings and the types and
size of the coupling port. Common light guide styles might
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include a single or bifurcated rigid gooseneck. The light guides can be encased in rigid coaxial
cable or flexible casing, which allows the light to be positioned and remain in that location.
Rigid guides that allow positioning can be very practical. The following is a short list of
other types of light guides, and each light guide has typically been optimized for a specific
type of subject or how the light might be used: straight and single fiber optic light guides;
a dual branch bifurcated fiber optic light guide; multiple gooseneck light guides; quartz
light guides; ring lights; line lights; and backlights. I find the rigid bifurcated gooseneck
model to be most useful across many diverse applications. A ring light and line light can
be useful for lighting when the working distances are small and access to a sample can be
a challenge. Ring lights make omnidirectional lighting that is low contrast. Ring lights are
useful for non-shiny objectives where color and textural surface information is the subject.
When used with reflective objects, a circular reflection of the light will be evident in the
photograph. Line lights are great for showing texture when placed at an acute angle to the
subject’s surface. This light will not produce as much contrast as a direct or point light from
a gooseneck light guide.

Making Good Light

Good light is the product of knowledge, skills, a good sample, and using the right light
source and/or modifier. Depending on the subject, effective lighting can be pretty easy to
achieve or really challenging. Having photographed laboratory subjects for more than
forty years, I subscribe to the KIS method—"keep it simple” whenever possible. It is easy to
make things complicated and the lighting should work without becoming the subject of the
photograph. I believe it is very useful to use only one light. In addition to a light’s brightness
and color temperature, the physical size of the light guide is an important characteristic
for artificial light photography. Purchasing the right light guide is an important decision.
As an accessory, a light guide will have costs, and acquiring a few may be cost prohibitive.
Picking the right sized light guide matters. I have seen fiber optic light guides that may be
as small as 4 mm in diameter or as large as 15 mm. The smaller the light source, the more
contrast and directionality will be possible from that light. The larger the light source, the
less contrast the light will make. A light should be proportionally sized to an object’s size.
As a rule of thumb, small subjects benefit from using small lights and larger subjects may
benefit from larger lights.

The term “quality of light” describes how the light achieves, or does not achieve, effective
lighting for a subject. Quality refers to the characteristics of the light such as direct or
diffused illumination. Direct light is very harsh and creates hard shadows. Harsh light can
come from the sun or from the raw light that leaves the light guide. It can come from the
small on-camera flash or even from a candle. The size of the light has a direct relationship
to the harshness of the light. The quality of light is one measure of the type of the light and
the other is the direction of the light.

When making lighting decisions, it is important to consider what you are trying to show
and how the light interacts with the sample or surface of the sample. Color, texture, shape,
topography, cracks, or any other characteristics of the sample that are relevant need to be
mademore visiblein the viewfinder. Lighting can come from above the sample, called reflected
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light, or can come from below a translucent or transparent sample, called transmitted light.
Some samples will require both transmitted and reflected light components to show surface
and internal structure characteristics.

White and Neutral Backgrounds

Subjects can sometimes be transparent and benefit from using transmitted light. Producing
uniform transmitted light when not using a light microscope is not overly complicated but
there are challenges to create a uniformity of brightness across the field of view. A light
box or panel if available will be the most effective solution for making even lighting, but
shining lights from the light guides onto a white piece of board can also work. Using ping
pong balls on the ends of the light guides can be helpful to spread light out more evenly.
Creating uniformity across the entire field of view of the lens is very important. If the
light is not uniform, false data can be created in the image as well as the creation of other
image artifacts. While the background is not the subject in science pictures, it will play
a role in the image’s chances of success. A well-managed background is a fundamental
expectation in science pictures. Irregular tones and textures will compete with the sample
for the viewer’s attention.

I have on occasion used my laptop’s screen as a white background to create uniform
backlighting since it is so neutral and uniform. For this method, I create an image file that
has 255 RGB brightness values. I make the file size the number of pixels used in the laptop
display. A file of 3000 x 2000 pixels will be perfect. This file is then displayed as a white
image on the screen, eliminating all docks and sidebar menus. You can then locate a subject
in front of the white screen using some sort of an improvised holder. The computer screen
works best for samples that can be suspended vertically in front of it. It is possible to redirect
the light using a mirror, or laying the laptop screen on its side can also work. Care must
be taken when working around liquids, for obvious reasons. I have also used an iPad® for
backlighting, which is easier than a laptop. The size of the screen will dictate how large
an object can be transilluminated. Using a Petri dish filled with milk can also be a terrific
white background. When lit from below, whole milk will act like a diffusion filter and is
surprisingly neutral. Depending on the sample, the milk will also remove the infrared or
heat from the light.

There is an important ratio required for backlighting when some front light is also needed.
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The amount of light shining onto the sample when compared to the amount of light
shining onto the background should be a 1.5 f-stop in difference. If the background is less
than this amount it will photograph as a gray, and if the background is brighter than this
amount it will be too bright, causing the background exposure to bleed into the subject
located in front of it.

Making Contrast

Contrast is an important element in a photograph. Increased contrast will make pictures
look sharper even though they may not be. Creating more contrast can be accomplished in
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several ways. One of the quickest ways to increase contrast is to move the light further from

the subject. While the brightness goes down, the size of the light will become proportionately

smaller relative to the object’s size. As a smaller light, it will create more contrast on the

subject. The location of the light relative to the object can also modify the contrast the light

produces. Having a light proportionally sized that is brought closer to the subject will make

less contrast when located at a 90-degree angle to the surface of the subject. This technique

might be called edge or texture lighting. If light is raked across the surface of an object it

makes more surface contrast than if the light comes from the same axis as the point of

view of the camera. A small light used from an acute angle, it
will make strong raking light and produce shadows that will be
very black. The reason to make this lighting would be to show
surface structures and textures.

The brightness ratio of the brightest elements in a photograph
or highlights when compared to the darkest shadows of the
scene is called the luminance ratio. When light is added to the
shadow side of the scene, this light is called fill light. Adding
fill light will lower the brightness ratio and contrast. The
brightest light used in a photograph is called the main light.
It is the dominant light for the photograph, and any other
lights would be considered fill lights. The main and fill lights
are described as having a ratio. A fill light is most frequently
located at or near to the camera but not always. A lighting
ratio of 1:2 means the brightest part of the picture will be
one f-stop brighter than the darkest region. A ratio of 1:3 will
make the brightest part of the scene two stops brighter, and
so on. The higher the lighting ratio, the higher the contrast
will be visible in the image. A lighting ratio of 1:1 describes
lighting with an equal brightness across the entire field of
view. Digital cameras can typically record a 6+ f-stop range
from the darkest tones to the brightest of tones. Once the
brightness range exceeds this f-stop range, detail will not be
recorded either in the darkest or brightest regions depending
on how the exposure is adjusted. HDR or high dynamic range
methods are required for creating a file with detail in both the
brightest and darkest parts of the picture.

Fill light can be added to scenes produced from fiber optic lights
by using another light source of similar color temperature or
simply by using a small white card or a small piece of aluminum
foil to reflect light back into the scene. By varying the angle of
the reflector card to the camera and the distance to the subject,
the amount of brightness reflected into the shadow can be
adjusted. Fill cards for small objects can be held in place using
many strategies including modeling clay, or a third arm—a
soldering tool accessory—or a lab stand with black tape. I have
used a piece of an aluminum soda can as well. The physical

Figure 8.3 This composite photograph reveals how the
seed of an Acer rubrum, red maple, will appear with minor
changes to its lighting. The subject has characteristics
that are opaque, textural, elevated, and semi-transpar-
ent. In each photograph, slightly different characteristics
of the seed were made visible, or made less visible, as

a consequence of the main light’s positioning (lighting
direction) and use of fill lighting. The color temperature
of the light was not adjusted and the changes to the seed
wing—or key—color is a by-product of where the light
was located, the amount and direction of the fill light,
and the localized contrast created from the sample’s
characteristics made visible from the light's contrast and
directionality.
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space under the camera will typically be
small. Creating the correct lighting ratio is
a very important feature in a photograph
and needs to be carefully managed in a small
space. Adding fill is not an overly difficult
adjustment to make. It is easy to add contrast
to a picture in the captured file during image
post-processing in software. This being the
case, I often create a relatively low contrast
lighting ratio, which is sample dependent.

Subjects that are already high contrast will
Figure 8.4 This composite photograph features the seed pod of a Cercis benefit by photographing them using flat or
canadensis or Eastern Red Bud tree. In the right view, the light was from the
top and left raking across the pod. The middle view used light coming from
below the pod, and in the left view a combination of both methods was used,
revealing the maximum information about this object.

low contrast light, and subjects that are low
contrast will benefit from using lighting that
has more contrast.

Reducing Contrast

To reduce the contrast of a light, the light’s surface must be made larger or moved closer.
Lights contain both a bulb and sometimes a lamp-housing reflector that affects the size
and subsequently softness or harshness of the light. Some lights may also use a convex-
like mirror behind the lamp, making the light larger. Moving the light closer to a subject
can make the light larger proportionally to the sample. This method will have limitations
to its effectiveness and should be explored as a possible first attempt solution. Moving the
light closer to a subject will increase the light's brightness and an associated exposure
correction will be required. A better approach is to broaden the light by shining the light
through a piece of diffusion material such as tissue or by shining the light directly onto a
semi-reflective surface such as piece of white cardboard of appropriate size located near
to the sample. The cardboard will reflect the light back onto the subject. Making the light
source larger can have a very strong influence in managing the light’s contrast. Shining
low contrast light using a low lighting angle to the subject’s surface can be very effective
in revealing a sample’s characteristics and maintaining details in both the highlight and
shadow regions of the scene.

When considering how to light, a few things come to mind:
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1. Analyze the subject.
2. Determine what is to be emphasized.
3. Choose the appropriate lighting strategy.

A favorite trick for enlarging the surface of a fiber optic light guide is by using 3M Magic®
Tape or milky plastic bottles originally used for packaging products such as milk or ammonia
(here in the US).When using a ping pong ball as a light diffuser, it is useful to poke a small
hole into the ball where the logo has been printed. Keep the hole smaller than the diameter
of the light guide. Once the hole has been established, the ball can be slid over the end of
the light guide. Relative to an object’s size, this approach can produce excellent and well-
managed contrast and uniformity of the light. Highlights or bright reflections can be easily
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managed in this way. This method is practical for semi-reflective metal objects such as coins,
circuits, and many other things. The quality of the light's contrast when using this method
will be affected by the subject’s size, surface characteristics, the sample’s texture, and the
placement of the light. Similar to any of the other light modification methods, the light-to-
subject distance will continue to play a role in the outcome.

Another way to diffuse the light that will produce a more specular light, but one that is still
effective, is to put 3M Magic Tape loops over the ends of the light guides. The loops should
use a generous amount of tape to make the loop stand up and away from the end of the
guide. The idea is to create some space between the tape and the end of the light guide. The
tape will diffuse the light and hopefully become larger than the end of the light guide. Using
Magic Tape will not be as effective as ping pong balls in making diffuse light, but it will work
well for objects that are not shiny or mirror-like. It can be helpful to use two or three loops
stacked on top of each other to increase the material’s ability to diffuse the light.

Figure 8.5 Light guides can be small lights and create high contrast or
specular light. Sometimes less contrast is needed and a flat lighting is
needed. Itis relatively easy to create diffused light using cellophane
Magic Tape, ping pong balls, or recycled plastic bottles that are used for
liquid products such a windshield washer solution or milk. In each case,
making the light larger reduces the light’s contrast.

Figure 8.6 A Pinus cone is a useful subject to demonstrate challenges in managing the
tone reproduction of a subject and the role lighting plays in that outcome. These pictures
reveal how the size of the light used to photograph a pine cone creates a range of out-
comes. In this series of pictures, image A was made using raw direct light from a medium
contrast direction. The associated shadow bears testament to the size and location of

the light. Image B has been lit using the same light—located at the same distance—but
using several loops of matte cellophane Magic Tape on the light guide. Image Cis an image
created using a medium sized milky white plastic bottle to create a very large and non-di-
rectional light. Itis useful to compare the shadows in the three photographs.
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Shining light through a milky plastic bottle is the most effective approach used to make a

broadly diffused light. There are a few commercial products that can be purchased for this

task but I find homemade light modifiers work quite well. It is best to cut the bottom and top

of the bottle off, leaving only the cylinder of the vessel for use as the diffusion material. The

height of the tube will be determined by the focal length of the lens. Once positioned over

the subject, the light guide or guides can then be positioned at short distances away from

the diffusion cylinder. This type of lighting behaves much like a light tent and subjects will

be surrounded and bathed in diffuse and 360-degree light. It is possible to locate ping pong

balls over the ends of the light guides to further diffuse the light before it enters the plastic,

creating the maximum effect.

Camera

Lens

Optical axis

Black absorbant

Light background

Subject

Figure 8.7 Axial and diffused lighting can create very different
results. In this composite, the middle image is a US quarter illu-
minated using axial lighting. The bottom image was created using
diffused lighting. More surface characteristics are revealed in the
axial and higher contrast lighting. The image’s structure exhibits
more crispness and the image appears to have some relief when
compared to the flatter and more diffused non-directional lighting
used for the bottom image. Images courtesy of Torey Miller.

Axial Lighting

Axial lighting is a unique type of light that makes
pictures that look as though the light came from the
camera’s lens itself or is on an axis with the camera.
To achieve axial illumination, a beam splitter is located
at a 45-degree angle to the lens between the lens and
the subject. When using axial lighting, 50 percent
of the light that is shined onto the beam splitter will
be reflected down to the subject and 50 percent will
be transmitted through the glass and away from the
subject. Axial illumination produces lighting that
is nearly shadowless and exhibits a high degree of
contrast on the surface of the subject. It is very useful
for shiny objects such as coins and circuits. It reveals
surface texture and structure without the creation of
directional shadows that obscure detail.

Axial lighting can be a little tricky to set up but once
established can be a valuable strategy when used
with the right subject. I frequently use pre-cleaned
microscope slides or cover slips, depending on the
size of the subject, as beam splitters. I also use a point
light source from a small fiber optic light guide. The
glass beam splitter is located above the sample and
positioned at a 45-degree angle to the surface of the
subject. The camera lens is located directly above the
beam splitter. There are no photographic challenges
when using axial lighting but there are a few things to
keep in mind about lens and aperture settings. Because
of where the light strikes the sample and the fact that it
comes from the same pathway where image is formed,
it is crucial to photograph using a nearly wide-open
aperture. When an aperture is closed down, it will
make more DOF. If the DOF of the system is large, the



Downloaded by [University of California, San Diego] at 18:50 25 March 2017

A Primer for Lighting Small Laboratory Subjects

“light” reflecting off the beam splitter might become defined and create flare in the system.
The diameter of the lighting coverage is also affected negatively. The circle of illumination
will get smaller as the aperture is closed. It has already been shared but bears repeating—
never use autofocus for technical photographic applications, especially in axial lighting
set-ups. It is also very important to ensure the beam splitter’s alignment achieves the same
height across the sample from left to right. It is practical to use modeling clay or a third arm
soldering tool to position the beam splitter. It can also be helpful to locate a small piece of
black velvet on the side opposite the light itself. The surface of the beam splitter that is away
from the light may reflect the ceiling or other things back into the lens. It is also better to
work with the room lights dimmed or off.

Laboratory Glassware

Glass is an interesting problem to photograph because it has 360 degrees of reflective
surfaces. It can be colored or neutral. It can also be holding liquids, such as might be the
case of a test tube or other flask, for example. Because of the importance of controlling
specular reflections, it can be very useful to really broaden a light or to light from behind
the subject. Previously discussed broadening of a light source was accomplished using
a white cardboard. That is still an excellent strategy to consider; however, it will create a
large and soft white reflection on the surface of the glassware. A better way to light glass
is using white line and dark line lighting. When making dark line lighting, first place a
white or light gray background behind the subject. It does not need to be huge but simply
should fill the camera’s viewfinder. Place the glassware on a sheet of glass that is elevated
above the table. Allowing light to enter the glassware from the bottom will produce better
lighting. Once this is composed and focused, shine a small spot of light directly behind the
subject. This will make the subject appear backlit and display dark edges. It is important
to attempt to keep the raw lighting from striking the glassware. Place the light in the front
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