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        The first notion to get rid of is that memory is primarily or literally reduplicative, or reproductive. In a world of constantly changing environment, literal recall is extraordinarily unimportant. . . . Memory appears to be an affair of construction rather than reproduction.

        —Frederic Bartlett
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      Father: “For the sake of your life, keep always in mind the three Ps: Prevent, Predict, Provide.” Son: “So, father, how can I do so? Should I guess about the future?” This conversation, representing one of the many words of wisdom that parents may offer to their children, took place between one of the authors and his father. The boundary between guessing and predicting may be thin and invisible as well as large and insuperable. What makes the difference is experience. A child does not appreciate experience, whereas an old man cannot but start from there, predicting the future based on the past.

      This book is about memory and experience, about how experience is part of our memories and contributes to our adaptation to the environment. We dedicate this book to our past, our parents and their wisdom; to our present, Luisa and Marta; and to our future, Bianca and Giulio. Past, present, and future are also the essence of friendship: the nonnonovanta community; the colleagues at the University of Pavia, at the Mondino Foundation, and at the IUSS; and all the people who contributed to our long-lasting interest in human memory: Zaira Cattaneo, Elena Cavallini, Cesare Cornoldi, Serena Lecce, Lotfi Merabet, Paola Palladino, Pietro Pietrini, and Emiliano Ricciardi. A special thanks to Floris van Vugt and to all the young friends and collaborators who contributed to the shaping of our thoughts: Mara Bellati, Sara Bottiroli, Letizia Casiraghi, Andrea Ciricugno, Luca Faravelli, Chiara Ferrari, Edoardo Mellia, Luca Rinaldi, Alessia Rosi, and Martine Vallarino. Part of the ideas of this book arose from several conversations with Egidio D’Angelo and his group studying the neurophysiology of the cerebellum. Working in a multidisciplinary department, with neurologists and psychiatrists, neurophysiologists and psychologists, statisticians and neuroscientists, offers an exceptionally stimulating atmosphere: we thank all of you.

    
  
    
      
        Introduction: Is Memory a Memory System?

      
      What is memory? What is memory for? Where is memory in the brain? Although memory is probably the most studied function in cognition, answering these fundamental questions remains a challenge. Memory can be defined as the ability to retrieve information, but this definition does not account either for the fact that this information is continuously changed, modified, or for the lack of a precise correspondence between what is originally encoded and what is later retrieved. We can try to answer the question of what memory is for by defining the function of memory as remembering the past. However, this definition is not consistent with the many “errors” that characterize our memory as well as with the phylogenetic and ontogenetic origin of memory. Do we really need to remember the past? What is experience for?

      The cognitive interest in memory is rooted in the Platonic and Aristotelian teachings and has been maintained throughout the entire history of philosophy, blossoming with the advent of experimental psychology between the late 1800s and early 1900s (for a review see Yates, 1966). Attention to memory has been branching out to various domains such as neurobiology, artificial intelligence, and, more recently, neuroscience. Several models have been developed to explain how memory works, some of which, such as those based upon the distinction between short-term and long-term memory, have found a place in the collective imagination and have promoted an extremely effective terminology within both the scientific and the popular literatures.

      Generally speaking, the study of memory concerns how remembering works; specifically, it concerns the phases of encoding, the storage and the retrieval of information. In fact, there is often the need for maintaining certain information in memory as, for example, a telephone number, a face, or a name. The APA Dictionary of Psychology defines memory as “the ability to retain information or a representation of past experience, based on the mental processes of learning or encoding” (VandenBos, 2015, p. 636). This definition of memory fits within the lines of research that have been most elaborated so far in the literature and corresponds to the subjective idea that we all have about memory. That is, it defines memory as the capacity to retain information over time, whether it be event-specific information, such as for episodes in our life, or less accessible but equally numerous and verifiable kinds of information, such as the concept of chair, the ability to recognize a chair, or the meaning of the word “chair” in our mother tongue.

      However, the fact that by using memory we can remember information does not necessarily imply that the final purpose of memory is to remember. Surprisingly, this idea has several theoretical problems. The parallelism between mind and computer has often been used to disentangle the relationship between brain and cognition and has yielded remarkable success. The computer is a memory-and-processing machine, and, in the past, its capacity has often been used as an analogy for human memory. Yet a computer passively stores information and maintains it as it is; for a computer, lack of accuracy signals a breakdown and, in fact, almost never happens. In contrast, human memory, under normal conditions, makes a great number of “errors”: it does not store information as it was perceived or processed but transforms it in order to maintain reduced, but more useful and updated, information. Human memory can remember with great accuracy, but this happens only under specific and rare circumstances. We will come back to this point several times, but at this stage it is enough to bear in mind that human memory is a system that does not retrieve information as it was stored. Thus, human memory and computer memory are dramatically different. While the purpose of computer memory is to remember information as it was, the purpose of human memory is something else.

      As we will see in the next chapters, the “errors” that human memory makes are consistent with the idea of considering memory as a predictive system. That is, the purpose of memory is to predict the future. This hypothesis, largely corroborated by behavioral and neuroimaging evidence, implies that human memory should be investigated as a system that evolved in order to predict what is going to happen rather than to maintain what already occurred. Within this framework, the role of the neural areas involved in predictive processes is crucial. In particular, we will describe a structure that more than other brain areas may be considered as the principal hub of the predictive brain: the cerebellum.

      In the last two centuries, researchers have studied the cerebellum mostly with respect to deepening anatomophysiological aspects, following a path opposite to that of research on other brain areas. From phrenology onward, psychological research on the neurofunctional basis of mental functions has proceeded by starting from a clearly defined ability—that is, language comprehension, visual perception, motor learning—to reach the identification of the brain area(s) selectively associated with that function. In the last century, clinical neuropsychology has made great contributions, starting with the identification of Broca and Wernicke’s areas and continuing on to the comprehension of the highly specialized visual cortex. Many cognitive functions have been studied through the analysis of individuals with cerebral lesions, although it is interesting to highlight that very complex and pervasive functions, such as memory, were impossible to localize. Indeed, very often, patients showing what we call memory deficits show an implicit long-term knowledge, thus suggesting that the memory store is still intact, although not accessible.

      Indeed, the role of the cerebellum is not yet clear in psychological research. Additional neurophysiological evidence critical for understanding cerebellar functions comes from very peculiar characteristics of its anatomy and physiology. The cerebellum is an impressive neural machine: the cerebellar cortex has four times more neurons than the cerebral cortex, around 100 billion neurons, and is widely connected to the supratentorial areas, mostly with frontal and prefrontal cortices. Overall, around 70 percent of human neurons are in the cerebellum, and their connections clearly indicate that motor functions are quite marginal in cerebellum activity and functions. So, what is the cerebellum for? In our view, all available data converge to point to the cerebellum as the key structure of a memory system that has prediction as a major role in human cognition. Before explaining what cerebellar memory means in our hypotheses, we have to introduce several concepts along a path that will bring us from memory to prediction and from prediction to cerebellar memory.

      In the first part of this book we will briefly review memory theories, with a focus on the storage process and its dynamics. All these theoretical views have been developed with the underlying idea of considering memory as a recalling system in which the value of the stored information is on recalling per se. However, this idea, surprisingly, does not seem to be correct. Memory makes errors—a good memory makes errors—and it would be extremely difficult to explain, either phylogenetically or ontogenetically, the development of a memory system making so many errors. Both nature and nurture effects converge to define memory as a function that, under normal circumstances, modifies and transforms our memories because this is what the system is for. We all need memories to be continuously updated in order to be as useful as possible in our everyday life. How could transformed memories lead to better performance? This idea appears surprising in a traditional view of memory but less so if we consider that prior knowledge is necessary to predict the future.

      The prediction hypothesis is the focus of the second part of this book, where the link between passive memory and prediction is presented from various points of view: memory as a prediction framework (Hawkins & Blakeslee, 2004), the Bayesian brain hypothesis (e.g., Doya, 2007; Knill & Pouget, 2004), the proactive brain (Bar, 2007, 2009), and the constructive episodic simulation hypothesis (Schacter & Addis, 2007, 2011). Moreover, a systematic reconceptualization of human cognition is partly in line with what has been introduced within the so-called grounded cognition framework (e.g., Barsalou, 2008; Dove, 2011; Glenberg & Kaschak, 2002; Glenberg et al., 2008; Pezzulo & Castelfranchi, 2007). In line with this view, the formation of meaning would call upon a partial or complete integration of the perceptual, sensory, and motor components (for reviews, see Gibbs, 2006; Wilson, 2002). Overall, it is possible to conceive memory as a system continuously integrating new and old information in a never-ending process of transforming human memories.

      At this point we do have mental functions—memory and prediction—and it is possible to look for the brain structures underlying these functions. The anatomy of the cerebellum and its connections to the cerebral cortex helps in defining its role in cognition: this is the main topic developed in the third part of the book. Many recent studies have investigated the cerebellum as a predictive system, and these data are coherent with a predictive framework of memory (for reviews, see Adamaszek et al., 2016; Baumann et al., 2015; D’Angelo & Casali, 2012; Koziol et al., 2014; Manto et al., 2012; Mariën et al., 2014; and for a general discussion, see D’Angelo, 2019).

      In sum, memory is not a system working toward a correct recall of information. In order to explain its “errors,” we need to redefine memory as a system phylogenetically developed in order to improve adaptation in everyday life. Past knowledge and experiences are essential to this end, as is the possibility of continuously modifying our memories based on new information. Accordingly, memory results as a system that has prediction as its major role in cognition, and the cerebellum may account for this function. In the final part of the book, we describe a long-term memory model whose purpose is to predict the future rather than reproduce the past. This model accounts for several critical components of memory, such as the consolidation and reconsolidation of ordinary memories, the accurate retention of sensory-like memories, and their development and dynamics across the life span. The cerebellum, as well as different limbic areas, are crucial within a complex network of connections also involving frontal and prefrontal cortical structures.

      Going back to the starting point: Is memory a memory system? Is the purpose of memory to remember? Although memory can be conceived as a store, at the same time this store is continuously changing its content, integrating new information in a continuous process of modification. In order to explain these characteristics, we must change our interpretation of the nature and functions of the memory system. The purpose of memory is not to remember the past but, instead, to predict the future.

    
  
    
      
        I Memory: Accuracy and Transformation

      
      The question Why do we remember? is central to the study of memory. Furthermore, the way we answer this question affects how we think about any process that depends on memory, which is to say most of cognitive functions. Memory study concerns the phases of encoding, storage, and retrieval of information. For our purposes we will focus on the storage process, since what occurs during this phase can elucidate its functioning.

      In the second half of the 1900s, several cognitive models of memory functions were generated, and, thanks to clinical case studies such as those of patient HM (e.g., Scoville & Milner, 1957; for a review: Squire & Wixted, 2011) or the amnesic patients investigated by Warrington and Weiskrantz (1968; Weiskrantz & Warrington, 1979), experimental and neuropsychological evidence were integrated in a unified framework about long-term storage. The scientific terms introduced in the study of memory can be traced back to this period. Atkinson and Shiffrin (1968), for example, postulated the existence of three subsystems of memory: a sensory register, together with short-term and long-term systems. In relation to the latter, Tulving (e.g., 1972) elaborated the term episodic memory, distinguishing it from semantic memory as described by Collins and Quillian (1969). Episodic and semantic memory are associated with considerable phenomenological differences: the former is a memory associated with a specific episode in the past; the latter is a memory related to general knowledge unrelated to temporal dimension (Wheeler, Stuss, & Tulving, 1997).

      A further type of memory interacting with long-term storage processes was defined by Baddeley and Hitch (1974; but see also Baddeley, 1986, 2000, 2007; Baddeley, Allen, & Hitch, 2011) as working memory. Working memory shares similarities with short-term memory but is marked by aspects of recall of sensory or long-term information and by specific processing operations. In particular, this kind of memory has to do with a form of processing and retention of several items during a limited period of time. Different approaches have focused on the role of attention (Cowan, 1998, 2005; Engle, 2002; Oberauer, 2002; Oberauer, Lewandowsky, Farrell, Jarrold, & Greaves, 2012), the interaction between working memory and long-term storage of information (Cowan, 1998), or, more recently, temporal effects on memory in a time-based approach (Barrouillet & Camos, 2012).

      New information may become part of our memories through different processes. On the one hand, it is possible that it becomes integrated with memories that are already present, and this process is likely to be modulated by a number of variables such as the depth of encoding or the type of processing (Cornoldi & Vecchi, 2003; Craik & Lockhart, 1972), leading to transformation and updating of the existing semantics (Fernández, Boccia, & Pedreira, 2016). On the other hand, there is the process of forgetting, which, in general, comes extremely rapidly: information is kept until it is required in order to perform the task, and then information decays because it is no longer needed. I remember which banknote I gave to the merchant so that I can verify that the change I receive is correct; I remember where I parked my car until the next morning, or until my return to the airport. This is, in fact, the basic idea underlying the concept of working memory, that it is at the same time a theory about “why we remember” and “why we forget” temporary data.

      Further divisions of long-term memory are based on whether it can be verbalized and on the extent to which one is aware of it, leading to the definition of declarative (or explicit) and nondeclarative (or implicit) memory (Cohen & Squire, 1980; Squire, 2004). In other words, it is the difference between knowing what as opposed to knowing how.

      What happens during the storage process is often called consolidation, which is somewhat of a misnomer because it suggests a form of stability whereas the process is actually prone to distortions, errors, and continuing modifications. We are usually completely unaware of these processes, thus leading to an effect that is often complicated to accept in forensic settings: truth is different from sincerity. The intention to tell the truth does not correspond to a truthful recall of information. To the contrary, scientific research has produced instruments, such as the DRM paradigm (after the initials of the authors that created and subsequently modified it: Deese, 1959; Roediger & McDermott, 1995), that manage to induce clear distortions in the memories of participants. The ease with which such distortions and even false memories can be introduced is an anomaly for the current scientific paradigms, in which memory is seen predominantly as a system of retention, because it is difficult to see the adaptive use of a system that functions so poorly.

      On the other hand, there are conditions that are not adaptive or could be plainly maladaptive, such as flashbulb memories—for example, memories such as those related to the September 11 terrorist attacks—and also traumatic memories (Brown & Kulik, 1977; Shapiro, 2007; Solomon & Shapiro, 2008; Talarico & Rubin, 2007; Van der Kolk & Fisler, 1995), which show an unusually high level of accuracy. From a clinical perspective, post-traumatic stress disorder (PTSD) is typically associated with these kinds of memories that are not integrated into a semantic network.

      Hence, if a particularly accurate memory is not actually adaptive, and, by contrast, under normal conditions, individuals tend to create rather considerable distortions (Schacter, Guerin, & St. Jacques, 2011; Zhu et al., 2010), one may suppose that these memory transformations do not simply reflect limitations of the biology of the brain, but rather are a principal characteristic of a system whose ultimate purpose is not to retain with accuracy.

      Particularly interesting are the cases in which, for one reason or another, memories retain traces of those details that generally are forgotten. With due precaution, we will hypothesize that flashbulb memories (Brown & Kulik, 1977), as well as traumatic memories (Van der Kolk & Fisler, 1995), are qualitatively different from ordinary memories, in the sense that they are the result of nonordinary or particularly stressful circumstances. We will call these memories sensory-like memories, because, unlike ordinary memories, they seem to be linked more to sensorial reproduction of the original experience than to post hoc reconstruction. In these memories generally there is a heightened level of accuracy (e.g., Berntsen & Thomsen, 2005; Yarmey & Bull, 1978). Hence, the fact that accurate retention is possible—that is, the system can do it—but that it occurs only in conditions that are not normal, and that this is mediated by emotion, specifically surprise, constitutes another argument in favor of a reconceptualization of memory. The direction of this reconceptualization of memory must necessarily proceed in the opposite direction from current paradigms and investigate the links between memory and the programming of future behavior. Within this framework the capacity to retain and remember information is functional to a higher-order process: prediction. That is, prediction must be based upon knowledge always accessible and updated, so we transform our memories from episodic to semantic and we update them day by day in order to make better predictions.

      With particular focus on memory accuracy, although we subjectively perceive our own memory, at least episodic memory, to be highly accurate, numerous studies have shown that in the majority of cases memories undergo transformations and distortions and, also, that it is even possible to maintain “memories” of events that never actually occurred (for an in-depth discussion, see, e.g., Laney & Loftus, 2010; Loftus, 2013). The presence of these distortions constitutes a challenge for the classic paradigm that considers memory as a system of retention and, indeed, motivated many authors to search for an alternative theoretical framework. In particular, the discussion has focused on—and still today focuses on—the possibility of considering memory as the result of an adaptive process and considering to what extent it may contain maladaptive components (Newman & Lindsay, 2009; Schacter, 2012a; Schacter et al., 2011).

      Schacter (2001) provided a classification for the malfunctioning of memory including seven categories. The first three categories have to do with omissions, that is, the failure to retain information in memory; these three categories are transience, the fading or loss of memories due to the passage of time; absentmindedness, wherein memories go missing because attentional resources have been allocated elsewhere because of an excessive cognitive load; and blocking, the momentary incapacity to remember an event or a concept. The other four categories have to do with incorrect or undesirable memories; they include misattribution, incorrect attribution of a memory source; suggestibility, the modification of a memory due to contact with other sources or improper questions; bias, influence of previous semantic knowledge during memory recall; and persistence, intrusive memories that we do not manage to forget and which can lead to psychiatric problems.

      Schacter (2012a) showed that, although there exists evidence of a possible association between the propensity to distort memories and having a lower intellectual level, or post-traumatic symptoms (Goodman et al., 2014; Zhu et al., 2010), there is other evidence to the contrary. It seems, indeed, that the tendency to cause memory distortions to arise through misattribution, suggestibility, and bias would be the result of an essentially normal mental functioning related to the updating of memory traces. Individuals with mediotemporal lesions and amnesia have a lesser tendency to develop these memory distortions than healthy controls (Koutstaal, Verfaellie, & Schacter, 2001; Verfaellie, Schacter, & Cook, 2002). In parallel, it has been shown that this tendency is linked, in the encoding phase, to the activity of the prefrontal ventromedial area (Garoff, Slotnick, & Schacter, 2005; Kim & Cabeza, 2006; Kubota et al., 2006), which in turn is linked to the semantic coding of novel materials. This led to the hypothesis that semantic coding, which has great adaptive value, could contribute to the distortions of memories (Schacter et al., 2011). The existence of a shared system for the encoding of real memories and for the errors in the incorporation of information (e.g., Baym & Gonsalves, 2010; Okado & Stark, 2005) could lead to the conclusion that the misinformation effect is the ultimate consequence of the tendency to update memory in order to guarantee better adaptability (Schacter et al., 2011).

      Schacter and Addis (2007) also advanced the constructive episodic simulation hypothesis, according to which episodic memory can also flexibly be used to simulate future events based on past experiences. Evidence for this idea comes from works that have shown a substantial overlap between the areas implicated in recall of episodic memories and those involved in the explicit simulation of future experiences, and this idea is also in accordance with the postulate (Ingvar, 1979) of a constant cognitive activity to hypothesize future events. Such a system consists of the medial prefrontal cortex, frontopolar, lateral prefrontal, hippocampus, parahippocampal gyrus, anterior and lateral temporal cortex, fusiform gyrus, parietal cortex, and the cerebellum. In this sense, the overlap of the systems for memory recall and for predictive simulation (e.g., Addis, Pan, Vu, Laiser, & Schacter, 2009; Addis, Wong, & Schacter, 2007; Thakral, Benoit, & Schacter, 2017) would be the cause of the distortions and false memories: in order to ensure a better adaptation to the environment, given by predictive processing, the cognitive system would accept the sacrifice of undergoing some distortions under certain conditions (Newman & Lindsay, 2009).

      Gilbert and Wilson (2009) have argued that the purpose of memory is to aid in generating predictions—that “organisms remember the past so that they can predict the future” (Gilbert & Wilson, 2009, p. 1335). In particular, this link is evident in associative learning: to be able to recognize the antecedent of a damaging event will help in predicting and avoiding it. Therefore, humans would have developed the capacity for memory in order to maintain traces of certain past events so that they could be used to simulate future events and extract possible consequences from them (e.g., Gilbert & Wilson, 2007).

      Also, the simulation of future events is subject to adaptive distortions: it would tend, for example, to avoid contextual details by basing itself on semantic memories (Kahneman, Alan, Schkade, Schwarz, & Stone, 2006; Schkade & Kahneman, 1998; Wilson, Wheatley, Meyers, Gilbert, & Axson, 2000) and to overestimate certain aspects that are relevant to form a better overview and objective picture (Gilbert, Pinel, Wilson, Blumberg, & Wheatley, 1998; Menzel, Dolan, Richardson, & Olsen, 2002; Riis et al., 2005; Ubel, Loewenstein, & Jepson, 2003). These distortions would make the prediction process more economical in terms of cognitve resources and enable cognitive energy to be used more efficiently.

      In the same way, Klein (2013) also argued for the necessity to think of memory as being oriented toward the future. In particular, Klein claimed that “from an evolutionary perspective, memory’s function is to enable its owner to face life as it comes, rather than to look back as it recedes” (Klein, 2013, p. 223).

      It cannot be denied that some parts of the memory system must depend on certain past events, but this dependence does not mean logically that memory, either in the recall phase or from an adaptive point of view, is linked in a specific way to the past. It would be an erroneous conceptualization of memory function and purpose to claim that since memory depends on the past, it is necessarily about the past.

      The view proposed here is that memory depends on the past but is not about the past. The contrast between depending on and being about is more than a grammatical or semantic problem. From this point of view, the fallacy becomes evident when one considers retention as the adaptive function of memory. Obviously, there is some kind of storage function that guides memory processes and that refers explicitly to the past (e.g., to know the way between home and work), but this will always be used at a future point in time (e.g., its purpose is to be able to go to work). Definitions of memory that follow this model are found, for example, in several works of the 1800s of Bradley (1887), Edridge-Green (1897), or Von Feinaigle (1813), who, however, did not go so far as to contrast this intuition with the link between memory and the past.

      In order to further restructure this concept, as Klein (2013) did, it can be useful to consider memory as an object and distinguish its capacities—what we can do with it—from its function—the activity that it evolved for (e.g., Anderson, 1991; Cosmides & Tooby, 1992; Klein, 2007; Klein, Cosmides, Tooby, & Chance, 2002; Williams, 1966). The fact that an object or a system can execute a certain process does not mean that it has evolved for it.

      The argument that Klein (2013) presents is quite strong: the fact that human beings are capable of remembering does not mean that this function is the principal purpose of memory; it could simply be a collateral result of another process. This restructuring of the theme is then incorporated in an adaptive perspective: it is clear that memory constitutes an extremely evolved system, refined by natural selection, and that it exists in its current form because it enables the organism in some way to adapt to the environment more effectively (e.g., Glenberg, 1997; Howe, 2011; Klein et al., 2002; Nairne, 2005; Sherry & Schacter, 1987). The evolutionary process that it underwent in past millennia resulted in a functional organization that was particularly adaptive and therefore contributed to the survival and reproduction of the individuals that possessed it (e.g., Barkow, Cosmides, & Tooby, 1992; Howe, 2011; Klein, 2014; Mayr, 2001; Nairne, 2005; Sherry & Schacter, 1987; Williams, 1966). By this reasoning, possessing a precise knowledge of a certain fact but without any link with the environment (e.g., the day I was attacked by a bear) does not make sense biologically, but to possess a knowledge about how a certain state of things tends to express itself (e.g., how a bear moves when it wants to attack) would enable an individual to change its own behavior and to anticipate what is going to happen. The effects of classical conditioning and associative learning provide the simplest examples of a form of memory that works this way (e.g., Ginsburg & Jablonka, 2007), whose principal functionality would be linked to anticipation—and therefore to prediction—rather than recalling the past.

      As Klein (2013) argued, one of the factors that may have influenced the current conception of memory is the subjective experience that we have of remembering, especially of the episodic component. However, if one considers the temporal orientation of procedural memory, there is considerable ambiguity; the fact that it cannot be immediately verbalized makes it in a certain sense disconnected from the past and difficult to express other than through a present behavior that is oriented toward the future. In this category belong all those actions that we do automatically, and which have very little to do anymore with the moment in which they were learned, but which serve only to guarantee a motor response that is adapted to the environment.

      In parallel, semantic memory too, once it is used to guide behavior—and hence to predict—can be oriented toward the future. As indicated before, maintaining a piece of information without any application would be useless, but to know the way of functioning of a certain entity or a state of affairs—extracted from repeated exposure—enables one to predict how it is going to behave. In this sense, the pioneering studies of Bartlett (1932) on schemas and extraction of statistical regularities, as well as more recent findings (e.g., Dudai, Karni, & Born, 2015; Ghosh & Gilboa, 2014; Nadel, Hupbach, Gomez, & Newman-Smith, 2012), call into question the link between memory and temporality. Furthermore, it has been repeatedly shown how the retention of episodic memories involves, in the intervening days, a radical transformation of the material and leads to a semantic storage (for a review, see Dudai et al., 2015).

      Episodic memory falls outside of this conception only apparently: while on the one hand one can assert that, in light of the distortions that it undergoes (for a review, see Loftus, 2005, 2013), its work consists in the collateral manifestation of a system whose purpose is to construct semantic knowledge, on the other hand one can bring the argument from the adaptive point of view. It has been shown that episodic memory and prospection share common neural substrates (e.g., Addis et al., 2007, 2009; Thakral et al., 2017), which could suggest that during evolution Homo sapiens managed to use for adaptive purposes structures that initially had no clear predictive functioning.

      Glenberg (1997) claimed that memory has evolved so that it could facilitate the interaction with the environment through perception and action. In particular, in ecological contexts it can become necessary to discriminate an event or an object or to recognize one in particular. This capacity to differentiate objects would be carried out according to personal and subjective relevance, that is, through the previous interactions between the individual and the object. In this sense, a memory of an object is a memory of a sequence of possible actions, and comprehension of the object is connected with the possible interactions we can have with that object: the distance is the act that is necessary to reach the object, and the weight is the force necessary to lift it (or whatever we predict to be the required action to reach to it or lift it). Furthermore, the set of all memories in which an individual and an object come together would enable that individual to express a great deal of qualities of that object (e.g., this is the cup that I drank coffee from last year—therefore, this cup is mine).

      In support of this embodied form of memory are results of several studies (e.g., Cohen, 1981; Saltz & Donnenwerth-Nolan, 1981) that have shown that the memory of an action is better than a verbal description of the same action. Also, the act of recalling a certain configuration or a certain sequence of objects is linked with the interaction between the body and the objects (e.g., Bryant, Tversky, & Franklin, 1992).

      In conclusion, it is taken for granted that memory must necessarily relate itself with what happened in the past; however, it is also necessary to consider its capacities and its functioning from an adaptive point of view. It is therefore necessary to ask oneself, when we recognize that we are capable or remembering something detached from the present environment (what is the capital of our country or what particular episode happened that time that I went to a particular city with friends), is that memory actually useful or not?

      This first part will deal with articulating an answer to these questions, initially by analyzing the macrodynamics of memory in the brain, then by deepening several cognitive components, and finally by restructuring our concepts in order to give rise to new ways of thinking about memory.

    
  
    
      
        1 How Does Memory Work?

      
      Memory function includes a wide range of abilities that often are taken for granted. A memory deficit can be seen as a result of various kinds of dysfunctions. For example, people may show difficulty in recognizing or remembering faces (prosopagnosia), things (agnosia), or past events (retrograde amnesia); in the same way people may also show difficulty in building new knowledge (anterograde amnesia) or remember events that never happened (confabulation). In spite of the clear distinctions between these various aspects of memory, however, it only rarely happens that a patient experiences a deficit in only one of the above-mentioned domains (Medved & Brockmeier, 2015). Altered memory function is also observed in psychiatric or neurological conditions such as depression, anxiety, PTSD, or epilepsy and as a result of particular medical treatments such as radiation therapy or chemotherapy (Baddeley, Kopelman, & Wilson, 2003).

      In the second half of the twentieth century, Scoville and Milner (1957) described the famous case of patient HM. Following a bilateral ablation of the medial area of the temporal lobe (including three quarters of the hippocampal structure, the parahippocampal gyrus, and the amygdala), HM exhibited complete anterograde amnesia and partial retrograde amnesia but fully retained intellectual and perceptual functions. In particular, retrograde amnesia was observed only for the days that immediately preceded the trauma, and HM indeed had intact autobiographical and semantic memories but was completely incapable of forming new ones.

      According to Squire (2009), the case of HM enabled us to identify three fundamental principles of memory function:

      
        	• Memory is a cerebral function distinct from other cognitive capacities;

        	• The medial area of the temporal lobe is not involved in working memory (HM indeed did not exhibit deficits in performing tasks that measure this function);

        	• Long-term memories are not physically stored in the cerebral structures that were affected by the lesions, but instead these areas are crucial for acquiring new memories.

      

      
        1.1 Consolidation: From Hippocampus to Neocortex

        The main consequence of the studies of Scoville and Milner (1957) is the development of theories that integrate cognitive aspects with the neuropsychological evidence that was becoming available. In the literature, indeed, there are numerous works that have subsequently deepened our understanding of the role of the hippocampus in memory function.

        According to the standard theory (e.g., Squire, 1992; Squire & Alvarez, 1995; Squire & Zola, 1998), also known as standard consolidation theory (SCT), hippocampal involvement is limited to a particular time window: the memories would be stored in this structure for only a short period of time, and with the passage of time and the resulting reorganization of memory, the memories would be consolidated in other cerebral structures, in particular in the neocortex.

        Experimental evidence in support of SCT comes from the fact that patients with hippocampal lesions exhibit not only anterograde amnesia but also a partial retrograde amnesia limited to memories close in time to the trauma (Marslen-Wilson & Teuber, 1975; Rempel-Clower, Zola, Squire, & Amaral, 1996; Squire & Bayley, 2007). In this sense, therefore, more recent memories would be stored close to the hippocampus, and if a trauma occurs there, it would destroy these memories. Following the process of consolidation, however, these memories would be stored in another set of areas that are generally rather extensive (for reviews, see Binder & Desai, 2011; García-Lázaro, Ramirez-Carmona, Lara-Romero, & Roldan-Valadez, 2012). Besides human evidence, there is also support for SCT from studies of primates (Zola-Morgan & Squire, 1990) or rodents (Kim & Fanselow, 1992; Squire, 1992; Winocur, 1990).

        Several studies (e.g., Rosenbaum et al., 2000, 2005; for reviews, see Corkin, 2002; Nadel & Moscovitch, 1997) have shown that memories that are retained following mediotemporal lesions were qualitatively different from those of normal participants. The retained memories were semantic in nature and, indeed, lacked the temporal, contextual, and perceptual details that would enable an individual to mentally relive the events.

        The fact that retrograde amnesia is observed only for memories immediately preceding hippocampal lesions is strong evidence in support of SCT, but a recent review (Winocur & Moscovitch, 2011) has shown that this pattern is not always present in participants of lesion studies, and often retrograde amnesia extends also to memories of events that occurred decades before the trauma.

        The evidence presented so far has led to other theories about consolidation. Among them, the multiple trace theory (MTT; Nadel & Moscovitch, 1997) hypothesized that each recall of an episodic hippocampal memory would create a new memory trace that reinforces the original memory. Once this memory becomes strengthened, the statistical regularities from among its multiple representations would be abstracted and combined to form a schematic version of it, which only retains some principal traits. This representation would then be consolidated semantically in the neocortex.

        Moscovitch (2007) and Winocur (Winocur & Moscovitch, 2011) later elaborated the trace transformation theory (TTT). The TTT expands the MTT and postulates that the hippocampal episodic version of the memory and the neocortical semantic version could coexist in typical individuals. These two would dynamically interact, and according to the level of detail that is required and the purpose for which it is being recalled, only the neocortical trace would be recalled, or both would be recalled.

        Evidence has been reported that supports this theory (e.g., Sekeres et al., 2018), showing, in humans and rodents, that episodic memories that are recently acquired and perceptually highly detailed are associated with widespread hippocampal activity, and the implication of this structure appears to decline over time as the specifics and contextual details of the memory are lost. Next, the generalization of the memory is reflected in activity in the prefrontal medial lobe. According to the TTT, as long as a memory contains contextual details, the hippocampus continues to be involved in both episodic and semantic recall. In particular, it has been shown that the left hippocampus is largely involved in the autobiographical and episodic components of recall, whereas the right hippocampus is linked to spatial memory (e.g., Burgess, Maguire, & O’Keefe, 2002; Burgess & O’Keefe, 2003).

        Based on MTT and TTT, it was argued that consolidation includes a loss of details and contextual characteristics as a result of the hippocampal representations becoming neocortical representations (e.g., Wiltgen & Silva, 2007; Wiltgen et al., 2010; Winocur, Frankland, Sekeres, Fogel, & Moscovitch, 2009; Winocur, Moscovitch, & Bontempi, 2010; Winocur, Moscovitch, & Sekeres, 2007). The consolidation process would therefore involve turning the memory into a schematic form, as well as a semantic transformation of it, while for memories that maintain their contextual details, the hippocampal representations would remain operational. The process of transformation would respond to the demand for schematic and semantic memories that can be accessed independently of episodic memory (Winocur & Moscovitch, 2011). In this way, the loss of detail that is typical of this transformation appears maladaptive for a system intended to be an informational archive. However, the ease of access of the memory trace, the low cost of storage, and the generalizability of a memory at the semantic level are properties indicative of a predictive memory system.

        Furthermore, memory transformation has enormous implications on the legal and policy level, the most evident of which was identified by Medved and Brockmeier (2015), according to whom memory with a social purpose constitutes only one of a multitude of the functions of memory, as well as the most direct source of bias. Indeed, even the terms used (encoding, storage, recall, etc.) are indicative of the cultural error of considering memory as an archive.

        Other than the hippocampus, prefrontal areas, in particular the medial prefrontal areas, have been linked with episodic memory. In work by Bontempi, Laurent-Demir, Destrade, and Jaffard (1999), for example, it has been shown that hippocampal activity during recall tends to decrease over days and that activity in prefrontal areas tends to increase.

        Subsequent studies on rodents (Quinn, Ma, Tinsley, Koch, & Fanselow, 2008; Takehara, Kawahara, & Kirino, 2003) have shown different patterns of memory deficits following lesions in hippocampal compared with prefrontal areas. In particular, hippocampal lesions affected more recent memory traces, whereas prefrontal lesions affected memory traces of the more remote past. In parallel, performance was close to normal for remote memories in conjunction with hippocampal lesions, and for recent memories in conjunction with prefrontal lesions.

        In humans, as in rodents, lesions to the medial prefrontal cortex affect episodic memory, but the resulting disabilities extend also to memories that are semantic in nature. It is not yet clear how frontal lesions would cause major malfunctions on the episodic or semantic level (Dalla Barba & La Corte, 2015).

        In healthy individuals hippocampal activity tends to decrease approximately 1 week after the episodic experience (Viskontas, Carr, Engel, & Knowlton, 2009), but autobiographical memories of the remote past that remain perceptually vivid continue to be associated with high levels of hippocampal activity (Addis, Moscovitch, Crawley, & McAndrews, 2004; Sheldon & Levine, 2013). These memories are furthermore associated with the activity in prefrontal areas, in particular the ventromedial area, thereby linking this area with the processing of remote episodic memories (Bonnici et al., 2012). Several behavioral studies (Bahrick, 1984; Thorndyke, 1977) have shown that the precision of perceptual, contextual, and schematic elements that are linked to episodic memories tends to decrease over time, and that schematic elements decay more slowly.

        Sekeres et al. (2016) investigated changes in cerebral activity associated with consolidation over the course of 1 week. They showed that following encoding, recall of episodic memories that are perceptually detailed strongly involves the hippocampus; even if the precision that accompanies the memory of perceptual details tends to decrease over time, the central themes of the story are retained; the recall of vivid and perceptually detailed information involves the hippocampus both at the moment of formation of the memory and after 7 days.

        The hippocampal activity after 7 days, however, was accompanied by medial prefrontal cortex activations, which supports the hypothesis that the memory system is distributed across the brain but continues to be hippocampus-dependent for the recall of episodic memories. The results of Sekeres and colleagues (2016) seem to support the idea that the two memory traces (hippocampal and neocortical) can coexist (Sekeres et al., 2018); it is therefore suggested that these parallel representations can interact when they are both intact or complement one another when damaged.

        The hippocampal involvement during the recall of detailed memories continues during weeks and months after encoding, and the activation is positively correlated with the accuracy of the memory (Furman, Mendelsohn, & Dudai, 2012; Mendelsohn, Furman, & Dudai, 2010). Once the memory is consolidated, however, it is not completely stable, and it can change as a result of reconsolidation dynamics every time a particular trace is recalled; this process renders the memories temporarily labile and vulnerable (Misanin, Miller, & Lewis, 1968; Nader, Schafe, & Le Doux, 2000; Sara, 2000).

        The studies presented above support what McClelland, McNaughton, and O’Reilly (1995) hypothesized. According to these authors, there are two different memory systems, one based on hippocampal activity and one based on neocortical activity, and these would be distinguished by the processing they perform on the memory trace as well as by their time course. In addition to these components, the relation between existing semantic knowledge and formation of new memories is of central importance (McClelland, 2013). Tse and colleagues (2007) showed that in rodents the memory trace that is based on previous semantic knowledge became independent of hippocampal activity as early as 24 hours after encoding. The same result was recently obtained by Sommer (2017) with a longitudinal study over 302 days: if the memory trace has a potential semantic basis, the transformation occurs faster. Furthermore, these memories tend to be forgotten more frequently than new ones. Prefrontal and temporal areas therefore appear to interact during the formation of novel memory traces, allowing the integration of the new material, if possible, in semantic compounds that are already present, so as to accelerate consolidation (Bein, Reggev, & Maril, 2014; Liu, Grady, & Moscovitch, 2017; Van Kesteren, Fernandez, Norris, & Hermans, 2010; Zeithamova, Dominick, & Preston, 2012).

        On the cognitive level, the process described above is known as consolidation. Consolidation concerns the extraction of statistical regularities from episodic memories in order to build flexible semantic structures that can be adapted to new contexts. Studies on humans (e.g., Cairney, Durrant, Musgrove, & Lewis, 2011; Lewis & Durrant, 2011) showed, for example, that the changes that occur in memories during sleep involve a loss of contextual details in favor of the maintenance of schematic information.

        In his ecological studies, Bartlett (1932) presented participants with complex materials of various kinds (e.g., popular stories from various cultures) and showed that the recall of these materials was always more coherent and less articulate than the original material. The recall tended also to be mediated by the point of view of the subject, rather than that of the source story, as if the participants were forcing themselves to enter the new material in schemas of meaning that they already had at their disposal. This is where a central element of Bartlett’s theory, known as schema, shows itself. A schema is a structured representation of knowledge, used by individuals to make sense of new materials and, subsequently, storing and recalling it. According to Bartlett, the development of schemas would have a strong sociocultural determinant, and consequently schemas are involved in the whole of memory functioning. In support of this thesis are observations of the recall of popular stories of cultures that are not the participant’s own. Bartlett indeed showed that the participants tended to modify the original story to adapt it (sometimes even distorting it) to their own schemas and expectations.

        A study by Sulin and Dooling (1974) corroborated Bartlett’s claim that systematic errors that relate to the use of schemas become most evident in the days after the original encoding of materials. In particular, subjects were given the same story: “Adolph Hitler strove to undermine the existing government to satisfy his political ambitions. Many of the people of his country supported his efforts. Current political problems made it relatively easy for Hitler to take over. Certain groups remained loyal to the old government and caused Hitler trouble. He confronted these groups directly and so silenced them. He became a ruthless, uncontrollable dictator. The ultimate effect of his rule was the downfall of his country” (Sulin & Dooling, 1974, pp. 256–257). But in some cases the protagonist of the story was changed to Gerald Martin instead of Adolf Hitler. One week later the participants in the Adolf Hitler condition tended to erroneously remember having read the sentence “He hated the Jews particularly and so persecuted them” relative to the control group. According to the authors, the preexisting schematic knowledge of the participants led to this distortion, which, however, did not occur when this group was tested a few minutes after the presentation of the material.

        Minsky (1975) and Schank and Abelson (1977) subsequently provided formally precise examples of frames and scripts, respectively. Frames refer to kinds of representations of knowledge that consist of boxes that can be filled with declarative or procedural information so as to make it possible to distinguish a certain type of object or situation; scripts are made of sequences of actions that represent the behavior to be exhibited in particular situations. So the “computer” frame can be made up of boxes for “model,” “make,” and “color,” whereas the script can refer, for example, to how to behave in a certain situation, such as in a restaurant: enter, be led to the table, place the order, wait for the food to be brought, consume the food, pay, and leave.

        Knowledge representation that is based on schemas presupposes that the storage of new information occurs through processes of abstraction, interpretation, and integration mediated by preexisting semantic knowledge (Alba & Hasher, 1983). This hypothesis is supported by experimental evidence (e.g., Brewer & Treyens, 1981; Loftus & Palmer, 1974; Sulin & Dooling, 1974) which showed that participants tend to forget the precise form of the selected information so as to abstract a concrete meaning from it, and, like in the integration phase, memory distortions tended to occur.

        As Dudai and colleagues (2015) argued in a recent review, the processes of consolidation and reconsolidation involve modification and transformation of memory. This is in spite of the fact that the literal meaning of these terms suggests the opposite.

      
      
        1.2 Other Areas Involved

        As we have seen, hippocampus, the medial temporal area, and frontal areas take a central role in encoding and recall of memories, but several other areas are also involved. Wheeler, Petersen, and Buckner (2000) showed that in the encoding and recall phase of visual or auditory stimuli, the same occipito-temporo-parietal areas are active, although in the recall phase the activations are less spatially extended (for a review, see Danker & Anderson, 2010).

        During the encoding phase, furthermore, several interactions would occur between a complex system of areas. In particular, in the medial temporal, ventrolateral frontal, and occipital areas activation would increase, whereas in parietal areas activation would decrease (Dickerson & Eichenbaum, 2010).

        Recently, Waldhauser, Braun, and Hanslmayr (2016) showed that transcranial magnetic stimulation (TMS) over visual areas interfered with performance in recall tasks when the initial material was experienced in the contralateral visual field with respect to the stimulation. The authors therefore argued that memory function depends on the reactivation of sensory information.

        Binder, Desai, Graves, and Conant (2009) reviewed numerous neuroimaging studies in order to analyze the system of areas that are involved in semantic processing. They found the existence of a diffuse system, remarkably extended across the brain and with a relative specificity to the left hemisphere (see figure 1.1).

        
          [image: ]

          Figure 1.1

          Several areas have been linked to various forms of semantic processing, such as ventromedial and dorsomedial prefrontal cortex, angular gyrus, cerebellum, temporal cortex, and inferior frontal gyrus. Labels and lines added by us; image adapted from Patrick J. Lynch, medical illustrator, and C. Carl Jaffe, MD, cardiologist. Creative Commons Attribution 2.5 License 2006.

        
        Patterson, Nestor, and Rogers (2007) advanced the hypothesis that the anterior portion of the temporal lobe would perform amodal (detached from sensorial-emotive-motor processing) integration functions of semantic processing, in addition to task-specific processes located in various neocortical/cerebral areas. Support for their hypothesis comes from the localization of the set of cerebral areas that are damaged in individuals affected by semantic dementia, a neurodegenerative disorder that affects conceptual knowledge.

        In parallel, after a review of neuroimaging studies in the literature, Binder and Desai (2011) postulated the existence of an amodal system of semantic processing that consists of the angular gyrus, the fusiform gyrus, the inferior frontal gyrus, the temporal medial gyrus, the posterior cingulate gyrus, the frontal superior gyrus, the supramarginal gyrus, and the prefrontal ventromedial cortex. According to the authors, the existence of this amodal system would provide evidence against both radical disembodied approaches and radical grounded theories. The authors advanced a hypothesis, called embodied abstraction, which they described as follows:

        
          Conceptual representation consists of multiple levels of abstraction from sensory, motor, and affective input. All levels are not automatically accessed or activated under all conditions. Rather, this access is subject to factors such as context, frequency, familiarity, and task demands. The top level contains schematic representations that are highly abstracted from detailed representations in the primary perceptual-motor systems. These representations are “fleshed out” to varying degrees by sensory-motor-affective contributions in accordance with task demands. In highly familiar contexts, the schematic representations are sufficient for adequate and rapid processing. In novel contexts or when the task requires deeper processing, sensory-motor-affective systems make a greater contribution in fleshing out the representations. (Binder & Desai, 2011, p. 531)

        

        Another important area is the cerebellum (e.g., Bracha, Zhao, Irwin, & Bloedel, 2000; Jenkins, Brooks, Nixon, Frackowiak, & Passingham, 1994; for a review, see Timmann et al., 2010). The cerebellum is involved in both motor and nonmotor learning (e.g., Drepper, Timmann, Kolb, & Diener, 1999).

        According to Marr (1969), learning in the cerebellum entails the transformation of a particular ability from controlled to automatic. More recently, Koziol and colleagues suggested that “The cerebellar cortex could be trained to run routine operations that result in skillfully executed movements, and these could be triggered by relatively sparse high-level commands from cerebral cortical areas” (Koziol et al., 2014, p. 152). And according to Albus (1971), the cerebellum is the structure involved in the storage of motor memory. It has also been argued that the automation of cognitive operations involves the cerebellum in the same way as in the motor domains (Ito, 2006, 2011), supported by clinical and neurophysiological evidence (e.g., Kelly & Strick, 2003; Schmahmann & Sherman, 1998; for a review, see Bostan, Dum, & Strick, 2013).

        From the evidence presented thus far it appears that there is not a clear and well-defined framework that is able to delineate the areas implicated in various subsystems of memory.

      
    
  
    
      
        2 Memory Accuracy

      
      In this chapter we will discuss themes that are based on strong experimental data (e.g., memory distortions and false memories), as well as themes that are currently under debate or controversial (e.g., flashbulb memories and eye movement desensitization and reprocessing; EMDR), all of which generally have to do with the accuracy of memory and its transformation.

      The ultimate purpose is to present several pieces of evidence according to which in certain normal conditions individuals exhibit considerable memory distortions, while in other abnormal conditions, they may show exceptionally vivid and generally accurate memory. The fact that under normal conditions memory is not stable but undergoes quite radical transformations and that in rare conditions it is maintained nearly unaltered (which however does not constitute an adaptive advantage) is rather difficult to integrate in the classic paradigm that considers memory as a system for retention. This suggests a view of memory that is different from the classic view.

      
        2.1 Memory Distortions and False Memories

        Certain aspects of memory, such as accuracy and forgetting, are particularly relevant in contexts that fall outside of psychological research in the strict sense: for example, in witness testimony. Memory is far from being a formally correct and objective registry and instead exhibits biases and distortions that can affect the memory trace and cause modifications, even radical ones (e.g., Loftus, 1979; Schacter, 2001). Not surprisingly, cases in which this happens capture public attention because they involve events of international relevance, such as, for example, the Watergate case (Neisser, 1981), in which John Dean, consultant of President Nixon, gave a series of testimonies that were particularly detailed and vivid which have been shown to be extremely distorted when compared with recordings of the same events. Further, Koriat and Goldsmith (1996) showed that the reliability of a witness depends on memory accuracy, whereas the quantity of elements that are remembered is not particularly relevant.

        The theme of memory distortion was studied in the 1970s in the pioneering work of Elizabeth Loftus on the postevent misinformation effect (e.g., Loftus, 1975) and nowadays represents a very active field of investigation with a great potential for applications (Schacter & Loftus, 2013).

        It is important to note that human memory—not just false memories—is already prone to a series of basic errors due to contextual variables related to the event or to the recall. One of the factors that influences accuracy of memory is, for instance, time: the duration of exposure to a state of affairs is positively correlated with the accuracy of the memory that is formed (MacLin, MacLin, & Malpass, 2001; Memon, Hope, & Bull, 2003; Valentine, Pickering, & Darling, 2003). Furthermore, individuals become particularly imprecise when they have to estimate the duration of an event because they tend to overestimate short events and underestimate long ones (e.g., Loftus, Schooler, Boone, & Kline, 1987; Yarmey, 2000).

        Also, emotional involvement influences memory. Typically, individuals tend to remember vividly certain aspects of the event that are at that time of central importance, such as the weapon that was used, at the cost of remembering less well peripheral or secondary details, such as, for example, the face of the aggressor (Christianson, 1992; Loftus, Loftus, & Messo, 1987; Steblay, 1992).

        Partial changes in the appearance of the aggressor, such as adding glasses or a different haircut, can cause a decrease in recognition accuracy (Patterson & Baddeley, 1977; Read, 1995). In parallel, aggressors with marked physical characteristics tend to be identified more frequently (Read, 1995), in the same way as those who say things that are not expected by those who are present (Tuckey & Brewer, 2003). Recognition difficulties have also been reported when the aggressor and witness are of different ethnicity, gender, or age (e.g., Meissner & Brigham, 2001; Wright & Sladden, 2003).

        Paradoxically, the repeated recall of an event can itself diminish the amount of detail remembered. This is because it reinforces particular aspects of the event at the cost of making other aspects less accessible (Shaw, Bjork, & Handal, 1995). Recently, it was also shown that if a person lies deliberately about a particular fact, this can make the person who lies less conscious of the lie after only 28 hours and therefore modifies the person’s memory (Vieira & Lane, 2013).

        Turning to false memories, in the 1970s, Elizabeth Loftus (e.g., Loftus, 1975, 1977; Loftus, Burns, & Miller, 1978; Loftus & Palmer, 1974) created an experimental paradigm, known as the post-event misinformation effect paradigm, which is a method to reproduce a witness setting in a laboratory and induce false memories in the participants.

        The paradigm, still used today, consists of three phases. In the first phase, the participants are shown a video recording of a possible news story (e.g., a car that halts at a yield sign, turns to the left, and runs over a pedestrian). In the second phase, participants are asked several questions, and among these questions, one group of participants is asked a critical “misinformation” question (e.g., while car halted at the stop sign, did another car pass?—note that the original video showed a yield sign whereas the question presupposes that this was a stop sign). In the third phase, after several distractor tasks, participants are asked to do a forced-choice recognition task. In particular, this recognition task contains pairs of still images and participants are asked to select the one that was shown in the film. Approximately 20% to 25% of participants in the control group (without the misinformation question) tend to respond that they saw the critical false image (e.g., a frame of the video with the stop sign) although it was not part of the video they actually saw, whereas 60% of participants in the experimental group that was asked the misinformation question report that they saw this image. This pattern of findings was replicated in hundreds of subsequent studies and confirmed these proportions (for a review, see Loftus, 2005). Furthermore, there is evidence that even central elements of a remembered event are prone to distortions and to the inclusion of false memories in particular cases, but this process involves central elements less than peripheral ones (e.g., Heath & Erickson, 1998).

        Another issue that relates to these considerations and that carries importance in the legal process is the contact between individuals who have been present at the same event. In particular, in this case there is a considerable probability that the one who delivers the first testimony influences the next witness, with obvious practical implications (Gabbert, Memon, & Allan, 2003; Yarmey & Morris, 1998). In the same way, also being exposed to details or information that was not present in the original experience—for example, through television reports—can modify the memory trace (Gerrie, Garry, & Loftus, 2005).

        False memories have also been experimentally induced for never-happened childhood events through the suggestion that parents remembered them (e.g., being lost in the supermarket when they were a child); this was enough to produce recall of that memory through particular methods and suggestions (Hyman, Husband, & Billings, 1995; Loftus & Pickrell, 1995; Porter, Yuille, & Lehman, 1999). The percentage of participants who tend to develop a false memory of the fact was around 37% (Wade & Garry, 2005).

        In response to the objection that the created memories could have happened and then been forgotten (e.g., Freyd, 1998), it has also been shown that this process can involve memories of events that are logically or objectively impossible (e.g., Braun, Ellis, & Loftus, 2002; Mazzoni & Memon, 2003; Thomas & Loftus, 2002; Wade, Garry, Read, & Lindsay, 2002) or very unlikely, such as proposing marriage to a Pepsi machine (Seamon, Philbin, & Harrison, 2006).

        St. Jacques and Schacter (2013) asked their participants to complete a tour of a museum with a camera that followed their every movement. Subsequently, in a test phase, participants were shown images from their actual visit or from another visit to the same museum, and they were asked to perform a task on these images. The memory performance was better for the reactivated images, but this reactivation also led to false memories being created for photos that were not part of their actual visit.

        Similar results have been reported studying semantic as opposed to episodic aspects. It is possible to induce the inclusion in memory of a particular word that was never actually experienced, only by asking participants to remember other, semantically related words—this is referred to as the DRM paradigm (Deese, 1959; Roediger & McDermott, 1995).

        This paradigm operates in three phases (the first two were developed by Deese, 1959, and the third by Roediger and McDermott, 1995). In the first phase, participants are read a series of words that are semantically related to a target word (the term “semantically” is actually misleading; we should say “associatively”; see Díez, Gómez-Ariza, Díez-Álamo, Alonso, & Fernandez, 2017) which itself, however, is never pronounced (mad, fear, hate, rage, temper, fury, etc.—target word: anger), and they are asked to remember the words. In the second phase, they are asked to recall as many words as they can (free recall). In the third phase, they are asked to complete a recognition task. During this last phase, they are also asked to specify if they remember on which occasion they memorized each word recognized (thereby distinguishing remembering from knowing, that is, distinguishing the storage in memory of episodic details of the event in which a certain piece of information was acquired from its semantic familiarity, e.g., Tulving, 1985).

        The results of Roediger and McDermott (1995) have been corroborated by numerous subsequent studies (for a review, see Gallo, 2013). These studies showed a robust and pronounced pattern of false recalls and false recognitions, 45% to 60% for the former and 75% to 85% for the latter. Another particularly interesting aspect is linked to the quality of the false recognitions, where 72% of participants indeed report remembering episodic details of the acquisition of the material, which, however, never actually took place.

        A relevant question is this: Does the production of false memories have an adaptive basis, or does it reflect only a maladaptive aspect of memory? One key to answering this question is to analyze the consequences of memory distortions for behavior. Some studies have shown that participants who were more prone to developing false memories tended also to update their behavior as a result (Berkowitz, Laney, Morris, Garry, & Loftus, 2008; Bernstein, Laney, Morris, & Loftus, 2005a, 2005b).

        In two studies conducted by Bernstein and colleagues (2005a, 2005b), in particular, participants who developed a false memory about eating problems during childhood, in conjunction with a particular type of food, were significantly more reluctant to appreciate this food than a control group. Geraerts and colleagues (2008) obtained the same results and showed that the avoidance behavior was maintained even 4 months later.

        The existence of phenomena such as false memories brings forth critical questions about memory and how it works. As indicated previously, if the ultimate purpose of memory is to retain information, these phenomena imply that the system performs this purpose in a very limited fashion. However, another point of view could be that these characteristics guarantee a better adaptation to the environment (e.g., Schacter et al., 2011), and if so, this implies a new framework for memory research.

        In particular, what emerges from several decades of investigation of false memories is that these can be induced in a large percentage of the population and that, furthermore, they influence the future behavior of these individuals; in this way memory would be conceptualized as a predictive system. For example, it is possible to hypothesize that the inclusion of memories during experiments using the DRM paradigm reflects an attempt to anticipate a particular element by recalling the corresponding semantic schema, and in the same way the ease with which false memories are created reflects the plasticity of a system that enables the best possible updating of the existing memories.

      
      
        2.2 Flashbulb Memories

        Generally, our memories show a normal transformation from episodic to semantic, but there are also some events that can induce long-lasting and highly sensorial memories known as flashbulb memories.

        Flashbulb memories consist of representations of an extremely specific personal experience of an episodic nature. The concept of flashbulb memory was proposed by Brown and Kulik (1977) more than 40 years ago and refers to memory traces that are particularly detailed, vivid, and lasting, linked to circumstances under which an individual was confronted with a particular event that was unexpected and emotionally charged/consequential (Bohannon, 1988; Conway et al., 1994).

        According to these criteria, 54% of Americans retained over 10 years a flashbulb memory of the assassination of Martin Luther King (Brown & Kulik, 1977), and 90% of Americans and 84% of Canadians that of President John Fitzgerald Kennedy (Yarmey & Bull, 1978), while 95% of the Danish remember in an extremely vivid way the occurrences related to the Nazi invasion and the subsequent liberation (Berntsen & Thomsen, 2005).

        After the first hypothesis of Brown and Kulik, numerous studies have documented flashbulb memories following public events such as the death or stepping down of political leaders (Christianson, 1989; Conway et al., 1994; Curci, Luminet, Finkenauer, & Gisle, 2001; Finkenauer et al., 1998; Pillemer, 1984), episodes related to the Second World War (Berntsen & Thomsen, 2005), the explosion of the Challenger space shuttle (Bohannon, 1988; McCloskey, Wible, & Cohen, 1988), earthquakes (Er, 2003), terrorist attacks (Curci & Luminet, 2006; Haj & Gandolphe, 2017; Talarico & Rubin, 2003), or one’s own country winning the FIFA World Cup (Tinti, Schmidt, Testa, & Levine, 2014).

        Some authors have disputed the theoretical validity of the underlying concepts (e.g., McCloskey et al., 1988). Others have argued that flashbulb memories, although they have vividness, longevity, and a subjective sense of certainty, do not necessarily guarantee accuracy (e.g., Talarico & Rubin, 2007).

        Flashbulb memories are particularly intriguing because often they have to do with moments in history which many people have been part of, such as, for example, the murder of President Kennedy, or, more recently, the destruction of the Twin Towers during the September 11 attacks. Generally, if you ask where somebody was in that moment, people will respond with vivid and detailed descriptions, qualitatively different from those that would be given for normal episodic memory (for reviews, see Julian, Bohannon, & Aue, 2009; Luminet, 2009; Wright, 2009); the studies that followed the first formulation by Brown and Kulik have greatly benefited from this concept.

        Conway and colleagues (1994), for example, studied the impact of the unexpected resignation of British Prime Minister Margaret Thatcher in 1990, comparing a sample of British citizens with a sample of non-British citizens, so as to study the formation of flashbulb memories. The authors defined flashbulb memories as those that are capable of being maintained coherently between two measurement time points (at 2 weeks and 11 months), and they assessed the relative degree of coherence using five variables (memory description, people present, place, activity that one was doing, and source of the information), which could be scored between 0 (information forgotten), 1 (generally correct response), and 2 (completely accurate response). A memory was considered flashbulb if the score after the second measurement was 9 or 10 and therefore extremely coherent. The results were that in spite of this very stringent criterion, approximately 86% of participants had developed a flashbulb memory of the resignation of Margaret Thatcher.

        According to Finkenauer and colleagues (1998), the formation process of a flashbulb memory would follow two paths: the first based on the cognitive evaluation of the novelty of the event, that is, the surprise and emotion linked to the fact, and the second, in contrast, would be due to the learning of news of a public nature with a high impact on one’s own life. Their study analyzed the presence of flashbulb memories in 399 Belgian people following the news of the death of the King of Belgium in 1993, after 7 or 8 months, and the results tended to corroborate their hypotheses about the formation of these memories.

        Flashbulb memories differ from memories that were experienced firsthand (Pillemer, 2009). Flashbulb memories, however, do not necessarily occur only for events on a global or national scale; it is possible to have flashbulb memories for an event that occurred in the family, such as first learning about the death of a relative (Rubin & Kozin, 1984).

        Events that give rise to flashbulb memories also do not have to have negative emotional valence; their principal property is surprise, such as in the case of the fall of the Berlin Wall (Bohn & Berntsen, 2007). Surprise is defined as “the sense of astonishment and wonder that one feels toward the unexpected” (Mellers, Fincher, Drummond, & Bigony, 2013, p. 3).

        The qualitatively different nature of a flashbulb memory compared with ordinary memory brought Brown and Kulik (1977) to hypothesize that the underlying mechanisms of acquisition and encoding are abnormal; the authors have connected this hypothesis with the one formulated by Livingston (1967) called Now Print!, a name which evokes the vivid nature and extensiveness of these memories.

        As explained by Brown and Kulik (1977), for an event to elicit a flashbulb memory it must be novel, be unexpected (or unpredictable), and induce surprise. If a certain level of surprise is present, the event would then be evaluated in terms of subjective importance and emotional involvement.

        Recently, a memory model was proposed that integrates the concept of surprise (Fernández et al., 2016), defined as the emotion provoked by an error or a failure to predict an event, which is different from the concept of novelty, which instead concerns something that cannot be linked to existing memory representations (for a detailed discussion, see Barto, Mirolli, Baldassarre, & Nathan, 2013). In particular, novelty would lead to the formation of new memories whereas surprise would lead only to the updating of existing models through the prediction error. The following should be noted, however: by definition, a novel event is unpredictable in a great number of cases, and it is therefore not possible to distinguish surprise and novelty behaviorally, other than on the basis of the different type of emotional involvement that novel situations give rise to and the lack of any possibility of integrating these events into the existing semantic system.

        It has also been hypothesized that surprise, in the case of an event that is particularly extraordinary and capable of eliciting a strong hormonal response, would be capable of altering the functioning of limbic systems and therefore induce extraordinary memory performance (Diamond, Campbell, Park, Halonen, & Zoladz, 2007).

        Confronted with various lines of experimental evidence in the literature, it is possible to draw attention to a fact that does not seem to be under discussion, which is the persistence of memory. These flashbulb memories are accompanied by an enormous sense of trust during recall, and they seem to not be affected by semantic transformation, but above all the circumstances in which the fact was experienced and the contextual details are recalled in an extremely vivid, sensory-like way.

      
      
        2.3 The Development of Memory

        We will briefly discuss the ontogenetic component of memory (for a more complete review, see Schneider, 2010), and it is natural to discuss this immediately following the discussion of flashbulb memories in the previous section, because we hypothesize that these are linked to the nature of the first memories. However, many aspects of memory during childhood are extremely difficult to test because of the link between memory and language and the problems with respect to recalling events that happened before one possessed certain language capacities. There are also other problems related to the modalities that are used to ask questions and to evaluate the responses and how specific they are.

        Simcock and Hayne (2002), for instance, showed that, although memory traces were maintained on the nonverbal level, children (of 27, 33, and 39 months) were incapable of translating them effectively into language. In particular, children showed greater performance in the nonverbal components than in the verbal components of memory. Further, particularly interesting is the fact that the verbal accounts reflected the linguistic competences at the moment of the encoding of information, and even though children had the vocabulary to describe the event at the moment of recall, they were not capable of putting it into words.

        The concomitant linguistic development would seem to be crucial for our understanding of childhood amnesia (for reviews, see Hayne, 2004; Madsen & Kim, 2016). However, regardless of it being years ago, individuals are generally incapable of correctly recalling events that occurred in the first phase of their life between birth and 3-and-a-half years of age approximately, although children of this age are capable of acquiring, encoding, and recalling information of various kinds (e.g., Courage & Howe, 2004). There is also evidence for the fact that the occurrence of childhood amnesia could be progressive (e.g., Peterson, Warren, & Short, 2011), and that it could depend on the cerebral development that occurs in this period (e.g., Madsen & Kim, 2016). These changes could also underlie the qualitative changes in memory.

        Generally speaking, younger children have poorer memory performance than older ones (for experimental evidence, see Bjorklund, Dukes, & Brown, 2009), but this could depend on the methods used by the researchers to probe their memory: “Young children’s memories often were tested using extensions of paradigms employed with adults, such as recall of lists of words or pictures” (Bauer, Larkina, & Deocampo, 2010, p. 154).

        The difficulty in investigating and the usage of specific paradigms make it challenging to generalize what we know about childhood memory. In this case the only way to approach this problem is by making some starting assumptions. In particular, childhood memories are linked in this work to flashbulb memories and the processing of traumatic memories, because we will provide a hypothesis of integration. Preverbal infants, according to a qualitative account, can be thought of as possessing a primitive form of memory, that is, a system in which the component that extracts statistical regularities—typical of semantic consolidation—is missing, and causing retention of partially processed material, such as a flashbulb memory system. This primitive form of memory, which would develop as the child’s brain develops, comes to subsequently create systems of memory by repeated exposure to regular events. Furthermore, the links between childhood amnesia and the development of linguistic capacities and the fact that language inevitably requires the use of semantic components and the construction of meaning, could constitute the core of the qualitative transformation that the primitive memory system undergoes. Consistent with this perspective, using the DRM task, it has been shown that the tendency to produce semantic false memories increases with the age (for a review, see Brainerd & Reyna, 2004). In particular, 5-year-old children had fewer false memories compared with 7-year-old children, and at the same time the latter had fewer false memories compared with 11-year-olds. Furthermore, all three groups had fewer false memories compared with adults.

        We argued that memory that retains information with a high degree of accuracy without a semantic transformation would be maladaptive, because maintaining elements in memory that have no connection with immediate reality would seem vacuous. In a child, however, a memory of this kind is not only useful but even necessary, because the child does not yet possess the semantic categories that are typical of adulthood. Gradually, this form of sensory-like memory would enable the construction of semantic models about the organization of the world. It is possible to extend this argument: this form of sensory-like memory would appear in adults as well on those (ordinary) occasions when it is necessary to construct new semantic models, and even in abnormal cases that are difficult to integrate into existing semantic schemes, such as in flashbulb memories. This hypothesis is also coherent with a view of the whole life span: the general tendency for a deterioration of the capacity to retain information typical of old age, within certain limits, could be due to the fact that the majority of models are already formed and operate efficiently.

        In this way, flashbulb memories, whose recall is linked to the retrieval of sensory information more than to elements that can be verbalized directly, would actually be a reflection of a primitive aspect of memory linked with childhood.

      
      
        2.4 Memory and Eye Movements

        In recent years an interesting rehabilitative method has been developed: EMDR. EMDR aims to integrate traumatic memories within existing semantic schemes, in order to overcome the system’s incapacity to complete the consolidation of the memory, possibly as a result of stressful elements in the original event. EMDR should therefore induce a reprocessing and a transformation of the original memory trace.

        EMDR is a rehabilitation therapy that is commonly prescribed for individuals with PTSD and is based on the recall of intrusive memories while the individual at the same time makes guided saccadic eye movements (Shapiro, 2001; first identified by Shapiro, 1989). It has recently been hypothesized that the ocular movements could reduce activity in brain areas linked to emotional processing, such as, for example, the amygdala, and thereby facilitate an ordinary consolidation of memories that previously failed to occur (Thomaes, Engelhard, Sijbrandij, Cath, & Van den Heuvel, 2016). It is also thought that the effectiveness of EMDR would be due to the weakening of the original memory trace as a result of the overload of working memory (Van den Hout & Engelhard, 2012). Furthermore, this explanation may be extended, combining observations from the EMDR method, the nature of memory, and the experimental evidence. In this chapter we will describe some experimental evidence concerning the EMDR method, and, in the next chapter, we will show how it can fit in a predictive framework of memory.

        The evidence that is currently available for EMDR does not enable definitive conclusions about its efficacy or the cerebral mechanism involved (for a review, see Shapiro, Wesselmann, & Mevissen, 2017), but numerous works taken together provide a favorable view of its validity for the treatment of PTSD (e.g., Boukezzi et al., 2017; Chen, Zhang, Hu, & Liang, 2015; Chen et al., 2014; Saltini et al., 2018; Thomaes et al., 2016).

        Van der Kolk and Fisler (1995) investigated the differences between traumatic and ordinary episodic memory. In particular, the former would be characterized by the way the memory is linked to sensory and emotional information and the tendency to remain stable over time, a lack of control over it, and state dependence, whereas the latter would be semantic, symbolic, controllable according to the requirements, and adaptive. We are particularly interested in traumatic memories because we aim to link them to flashbulb memories: in fact, both share common psychological experiences during remembering (vivid and sensory remembering). There is also another observation: EMDR seems to produce an ordinary storage of the traumatic memory; thus, we can hypothesize that before the rehabilitation it was stored alternatively, that is, in a sensory-like way.

        Therefore, the link between EMDR and some of the cases of unusually accurate memory presented above is the possibility of modulating the emotional and cognitive involvement in a memory and thereby inducing the integration in the personal story of an individual through a purely sensory stimulation such as guided saccadic movements.

        EMDR is based on a model, known as the adaptive information processing model (AIP; Solomon & Shapiro, 2008), which argues that the presence of memories of adverse experiences that are not completely processed and integrated constitutes the principal source of the psychological discomfort (Shapiro, 2007). These memories, stored in an abnormal way, include perceptions, sensations, beliefs, and emotions that can be reactivated by present stimuli, either internal or external, and lead to the classic symptoms of PTSD. Farrell (2018) also noted that these memories that are stored in a dysfunctional manner can be of the past, present, or future.

        The link between EMDR and AIP is characterized by several basic postulates:

        
          
            	1) As humans we possess an intrinsic information processing system that has evolved to enable us to reorganize our responses to disturbing events from an initial dysfunctional state of disequilibrium to a state of adaptive resolution.

            	2) Trauma—as a result of stress hormones—causes an imbalance in the nervous system, thus creating blocked or incomplete information processing.

            	3) This dysfunctional information is then stored in its unprocessed state.

            	4) Identifying these dysfunctional information “hotspots” of unprocessed events is central to EMDR treatment.

            	5) The processing of these dysfunctional memories results in a reconfiguration of the memory of the trauma, with clients often experiencing a sense of emancipation from the disturbance the trauma memory generates similar to post-traumatic growth. (Farrell, 2018, p. 760)

          

        

        The phases of EMDR follow these postulates and consist of history taking, in which the dysfunctional processed memories are identified; preparation, in which a therapeutic relation is established; processing (assessment, desensitization, installation, body scan), in which the individual is brought to process the traumatic memories; closure, in which one ensures that the individual is reoriented in time and space; and reevaluation, performed at the beginning of each session, in which the state of the individual is evaluated.

        The central part, the processing, involves the activation of the traumatic memory while a bilateral stimulation is performed in which the participant makes guided ocular movements. At the end of each series, the individual is asked if new material has come up, and this becomes the focus of a subsequent series of stimulation. Generally, after several series of stimulation, the subjective distress is significantly reduced; when the individual takes a new and positive perspective of what has happened, it is possible to consider that the memory was successfully processed (Farrell, 2018). Therefore, the aim of EMDR is to help the individual to integrate the memory into his or her cognitive system in order to use it adaptively, turning it toward the future.

        Shvil, Rusch, Sullivan, and Neria (2013) argued that PTSD is a disorder that is linked with fear in specific areas of the brain and that, in particular, involves altered connectivity between areas related to emotional processing; a hyperactivation of the amygdala, the dorsal anterior cingulate cortex, and the insula; as well as hypoactivation (i.e., markedly less activation than normal) of the medial prefrontal cortex, the anterior and rostral cingulate cortex, and the frontal ventromedial gyrus; and an abnormal activity in the hippocampus. In the same way, Stickgold (2002) argued that PTSD is actually a memory disorder.

        Georgopoulos and colleagues (2010) used magnetoencephalography (MEG) to study the difference in cerebral activation between normal individuals and those affected by PTSD; in particular, the latter showed cerebral abnormalities in the right-temporal and parieto-occipital areas. The activity in these areas would be linked to the subjective sensory experience of intrusive traumatic memories. Palombo and colleagues (2016) used functional magnetic resonance imaging (fMRI) to study neural correlates of the recall of episodic memories of traumatic experiences and found that they elicited activations of the amygdala, temporal medial areas, and visual areas.

        Limited evidence is available about the changes that occur in individuals affected by PTSD after EMDR. Thomaes and colleagues (2016), for example, showed in a pilot fMRI study that guided saccadic eye movements are associated with a decrease in activity and connectivity in areas linked to emotional processing, such as the anterior cingulate cortex and the amygdala. Similar findings were reported by Malejko, Abler, Plener, and Straub (2017) based on a review of the available literature.

        There exist various works that have made more or less direct connections between flashbulb and traumatic memories. For example, in one study, conducted shortly after the terrorist attacks of September 11, Galea and colleagues (2002) showed that a percentage of those who had only heard about the news and had not been involved in the events nevertheless developed symptoms that were typical of PTSD, while Diamond and colleagues (2007), starting from evidence about the effect of cortisol on hippocampal activity, hypothesized that the emotional charge of an event could modify the activity of this structure, making its processing significantly more superficial than normally attributed to hippocampal encoding.

        A lesion study by Spanhel and colleagues (2018) showed that individuals with lesions in the amygdala, an area that is central to emotional processing and hyperactive in the case of exposure to traumatic events (Patel, Spreng, Shin, & Girard, 2012), show a significantly lower accuracy of flashbulb memory relative to normal control participants. In particular, individuals with amygdala lesions in the nondominant hemisphere (usually the right hemisphere) show significantly lower performance compared with control participants, compared with those who have temporal epilepsy, and compared with individuals who have lesions in the amygdala of the dominant hemisphere. In the same way, as indicated earlier, several studies have reported changes in activity and connectivity between the amygdala and limbic areas following EMDR during recall of traumatic memories (e.g., Malejko et al., 2017; Thomaes et al., 2016) and activations of the amygdala linked to recall of traumatic memories (Palombo et al., 2016; Patel et al., 2012).

        It is possible to hypothesize that the mechanism underlying EMDR in semantic integration of traumatic memories is linked with the nature of the memory. These memories are sensory-like, that is, they are generally accompanied by arousing sensory memory events. Thus, interfering through guided eye movements with the sensory-like inputs typical of the traumatic memory would help to weaken the memory trace. In this way, it becomes possible to interfere with the automated sensory processing that forms the basis of the associative components typically active during recall of traumatic memories.

        Taken as a whole, the view that emerges from these findings also enables us to hypothesize that, as a counterpart to the normal system of consolidation and transformation of memory, there is another system related to accurate and vivid retention. What the memories that form this second system have in common is how they are experienced by the individuals that retain them but also the differential processing that occurs in the brain—for example, as can be seen in the role played by the amygdala.

      
    
  
    
      
        3 Why Do We Remember?

      
      So why do we remember?

      Several studies have shown, both on a cerebral and a cognitive level, that memory traces undergo transformations that render the memory inaccurate and therefore make a testimony that is based on it unreliable. On the other hand, there are conditions in which memory is not only durable but also extraordinarily accurate. Particularly interesting, then, is the fact that these latter conditions happen as a consequence of abnormal events and in more extreme cases (e.g., PTSD) constitute maladaptive phenomena in the daily life of individuals.

      Reconsolidation is particularly interesting in this context (for a review of the experimental evidence, see Lee, Nader, & Schiller, 2017). Reconsolidation refers to the process that follows the reactivation of a memory, a process in which the memory can be altered as a result of a pharmacological or behavioral intervention. Several authors (Agren, 2014; Exton-McGuinness, Lee, & Reichelt, 2015; Fernández et al., 2016; Lee, 2009; Nader & Hardt, 2009) have argued that the cerebral plasticity on which reconsolidation is based enables memories to be updated with new information. That is, “The change in memory expression is related to changes in the brain correlates of long-term memory. . . . Such retrieval-induced plasticity is ideally placed to enable memories to be updated with new information” (Lee et al., 2017, p. 532). Following the recall of a stored memory, the original trace can be modified, sometimes radically, leading to incorporation of new material, updating the memory or interfering with the reconsolidation (Lee et al., 2017).

      The primary biological purpose of memory transformation would therefore be to enable the updating of memory traces at the cost of their accuracy, thereby ensuring that they maintain a certain relevance in an environment that constantly changes (Dudai, 2004, 2006; Lee, 2009; Sara, 2000; Schiller & Phelps, 2011; Tronson & Taylor, 2007). The relevance of the memory trace is obviously established by how adaptive it is, that is, the relevance is based on its future usefulness in a predictive phase (e.g., Klein, 2013), and therefore the memory would transform itself so that it can yield a more precise and up-to-date prediction.

      Let us turn to the ideas that were presented in the last part of the previous chapter: data about EMDR are presently too scarce to warrant clear conclusions supported by experimental evidence (there are, however, meta-analyses that have shown its validity, e.g., Lee & Cuijpers, 2013). In addition, there is currently active debate about whether flashbulb memories exist at all, and a great deal of evidence is given on both sides (for reviews, see Hirst & Phelps, 2016; Julian et al., 2009; Luminet, 2009; Wright, 2009). It is nevertheless possible to try to integrate these data into a coherent framework.

      One component that seems to guide the transformation of memory and reconsolidation, or a large part of them, is related to the concept of prediction error (e.g., Exton-McGuinness et al., 2015; Fernández et al., 2016). First, from an adaptive point of view, the lack of predictability of an event means that more cognitive and behavioral resources are needed than for a predictable event. Second, the prediction error constitutes the primary occasion on which learning can happen, because there is a necessity to update the memory model that was used to generate the prediction. In parallel, if the consequences of the event reach a high level of personal relevance, they can lead to radical behavioral and cognitive changes, such as in the case of flashbulb or traumatic memories.

      Fernández and colleagues (2016) recently proposed a model of memory function complementary to what has been elaborated here and which is capable of clarifying the relationship between several of the themes addressed here. The information that is preserved in memory is primed by contextual variables and, through the processing of these, predictions are made. In particular, if the prediction is correct, the memory remains unaltered, because it is shown to yield correct predictions, at least until the next occasion. In the case of a prediction error, there is a need to add new information to the model used for prediction; the trace therefore becomes labile and subject to reconsolidation. The integration of the new information with what was already known then will update the contents of the memory. The model also predicts that new knowledge will form if the context is insufficiently known, because in that case there are no reliable models on which potential predictions may be based.

      A central role in the formation of new knowledge is performed by the hippocampus and in the ventral tegmental area, whose activation regulates the input of new concepts in long-term memory (Lisman & Grace, 2005) and which therefore lies at the root of semantic integration. In particular, it is proposed that dopamine modulates the formation of episodic memory (Lisman, Grace, & Duzel, 2011), linking reward with memory performance (Adcock, Thangavel, Whitfield-Gabrieli, Knutson, & Gabrieli, 2006).

      The prediction error–based account of memory proposed by Fernández and colleagues (2016) concerns the normal functioning of memory and helps us to see the adaptive value of a system that is constructed in this way. The argument, however, can be extended further. First of all, the common feature of flashbulb, traumatic, and normal memory is the link between predictability and personal relevance. In particular, the former two would be the result of anomalous and exceptional events (numerous events that cause flashbulb memories are indeed so unique that they are surprising as well as novel) that cause a different encoding than ordinary memories, which are still unpredictable in some way, as well as relevant, but can nevertheless integrate themselves fully into the existing cognitive structures. These sensory-like memories—we can use this term to group this class of memories by virtue of the experiential properties that are reported by individuals who possess them—would be caused by the incapacity to integrate particularly surprising and novel events into existing semantic schemes. As mentioned previously, there is evidence that links amygdala activity to recall of flashbulb (Spanhel et al., 2018) or traumatic memories (Palombo et al., 2016; Patel et al., 2012), and, similarly, it has been shown that limbic areas in general exhibit decreases in activation and connectivity following EMDR in individuals with PTSD (Malejko et al., 2017; Thomaes et al., 2016). In the brain, therefore, the role of the limbic areas seems central, and the decrease in activity and connectivity would reflect the therapeutic process by which a sensory-like memory turns into a normal memory. Also, Diamond and colleagues (2007) hypothesized a role for the amygdala together with the hippocampus in the storage of this kind of abnormal memory, as a consequence of hormonal alterations that occur during and after key events that are particularly stressful or anomalous.

      Analysis of sensory-like and normal memories from a qualitative point of view shows that the former are distinguished by more marked sensory influences during recall and they are, in some way, more accurate, vivid, and persistent than other memories, whereas the primary property of ordinary memory is that its purpose is semantic integration. EMDR, indeed, seems to result in the ordinary storage of sensory-like memories if these were previously encoded and stored in an alternative modality or if the system did not manage to transform them semantically. The consolidation through ocular movements would help move the memories from the sensory modality in which they are stored toward favoring a more normal consolidation.

      There would exist two systems of memory, linked to the way the material is encoded. First, there is the normal memory system, whose primary purpose is to construct models of predictive interaction with the environment; it performs its functions through transformation of memories by automating certain aspects and integrating them into preexisting schemas or scripts. The second is a sensory-like system, characterized by a greater involvement of sensory, motor, and emotion areas during recall; contrary to the first memory system, the second memory system tends to retain less important contextual details of the event with high fidelity, is relatively vivid, and has little adaptive value.

      Note also that accurate retention of information constitutes a maladaptive property only when it concerns long-term memories. Having highly accurate short-term memory that can retain information with high fidelity is highly adaptive because this enables forming new knowledge where necessary. This system is shown to be maladaptive only when one is incapable of subsequently integrating the new memory into the existing semantic schemes, and instead it remains a separate unit. In this sense, childhood memory would be similar to systems of this kind: while semantic knowledge is being constructed, it is necessary to maintain with accuracy a certain number of elements, so as to proceed to extract statistical regularities; this childhood memory system would normally gradually disappear in the course of cognitive development as semantic models become operational.

      The hypotheses that are presented here can be considered as an extension of the AIP model of Shapiro (1995, 2001, 2006), which postulates the existence of an adaptive memory system that integrates new experiences with past ones when operating correctly. Particularly stressful events, however, would be encoded in a state-dependent way, incapable of being related or integrated with the adaptive memory system.

      It may appear radical, but, following this line of reasoning, we can postulate that the use we make of memory in particular contexts (e.g., legal testimony, instruction, social relations, etc.) builds on a collateral function of a system that functions for a completely opposite purpose (Klein, 2013). This conclusion, however, does not take anything away from the importance of autobiographical memory for the construction of identity and autonoesis, even if this relationship is nowadays heavily debated (Medved & Brockmeier, 2015).

      It is also possible to argue that within this system there is a place for episodic memory, and it was shown, indeed, that it shares a neural substrate with prospection (e.g., Addis et al., 2007, 2009; Thakral et al., 2017; for a review, see Schacter et al., 2012). The link between episodic memory and the temporal orientation toward the future would therefore be the possibility to operate on available knowledge so as to create new knowledge on a declarative level. Klein (2013, p. 231), citing Tulving (2005), argued that “memory, as designed by natural selection, is not simply capable of imagining the future; rather imagining the future is its evolved function, its raison d’être.” Therefore, the transformation that memories undergo does not contradict this hypothesis, because an updated memory enables one to make more precise predictions.

      In conclusion, experimental evidence accumulated in recent years constitutes an important challenge for accounts of memory as an information retention system; instead, we propose a new perspective in which the principal property of the system, valuable in an adaptive sense, would be that we remember because we have to predict.

    
  
    
      
        II Prediction: From the Past toward the Future

      
      In this work, we have argued that the capacity to retain information is a collateral property, or at least a property that is linked to the future, and that therefore the actual purpose of memory is to make predictions. In this part we will explore this purpose.

      Bubic, Von Cramon, and Schubotz (2010, p. 1) argued, “In a very broad sense, predictive processing refers to any type of processing which incorporates or generates not just information about the past or the present, but also future states of the body or the environment.” As shown by the same authors, it was indeed William James who was one of the first to link prediction and perception, defining sensory anticipation as preperception, postulating that certain relevant brain areas could be pre-activated so as to reduce subsequent processing (James, 1890).

      Szpunar, Spreng, and Schacter (2014) divided the cognitive processing oriented toward the future into four types: simulation, prediction, intention, and planning. In particular, simulation has to do with the concept of mental representation, prediction has to do with the estimated probability of a given event, intention with the decision about a future goal, and planning with the organization of the necessary steps to reach a particular state.

      Each of these, like memory, can be subdivided into several variants, or possibly combinations of categories according to the specificity of the material. Therefore, there is a continuum from episodic to semantic.

      For example, in the domain of simulation, the authors described its episodic aspect as “construction of a mental representation of a specific autobiographical future event”; its semantic one as “construction of a mental representation of a general or abstract state of the world”; and a nonspecific property between them as “construction of a mental representation of a non-specific autobiographical state” (Szpunar et al., 2014, p. 18415). The authors also provided some examples (Szpunar et al., 2014, p. 18416):

      
        	• “Example of episodic simulation. Before meeting her boss over the weekend, Monika might simulate possible events that are likely to take place (e.g., playing tennis and having a discussion about the company).”

        	• “Example of semantic simulation. In anticipation of the upcoming discussion with her boss, Monika envisions the future direction of the company.”

      

      Bubic and colleagues (2010) defined prediction as cognition oriented toward the future and identified three components: anticipation, expectation, and prospection. Anticipation would be characterized by the creation of predictions in the short term about motor and perceptual components, expectation consists of mental representations of that which one foresees to happen in the future (similar to the concept of simulation), and prospection consists of the production of hypotheses about a distant future.

      The anticipation, expectation and prospection perspective does not overlap with the distinctions proposed by Szpunar and colleagues (2014), which appear to be more precise as a description of phenomena, containing also a component that is capable of modulating their specificity. In parallel, the distinctions made by Bubic and colleagues (2010) represent with greater efficacy the temporal components, which in a context such as this are of central importance. Furthermore, note that on a purely semantic level the authors of these two works used different definitions of prediction but refer to them by the same term.

      Other than creating a taxonomy of prediction, numerous authors have worked to clarify its mode of functioning as well as theoretical basis. This will be the topic of the next chapters.

    
  
    
      
        4 How Does Prediction Work?

      
      As Bubic and colleagues (2010) argued, generally, it is possible to make predictions for all those events that are not random: the cognitive system would put into practice the results of processing of causal relationships and relationships between events based on prior learning (Bar, 2007; Butz, Sigaud, & Gerard, 2003), that is, memory. Such learning can occur by extracting statistical regularities (constructing sequences or models of events) that incorporate uncertainty and disturbances that are present in the environment or by making more or less explicit use of the law of inference and analogy between events (Bar, 2009; Körding & Wolpert, 2006; Pezzulo, Butz, & Castelfranchi, 2008); on the basis of these models predictions can then be made (e.g., Mehta & Schaal, 2002; Wolpert, Miall, & Kawato, 1998).

      A nonrandom series of events can be seen as a sequence of predictions, that is, if a certain event happens, then another event happens, and so on. So, if there is a causal link between these events and we know what this link is, we can predict the next event based on the previous ones. This sequential approach to prediction can be seen in, for example, language processing: if I know basic mathematics, listening to the sentence “two plus two is . . .” will enable me to predict what is going to come next. As argued by Bubic and colleagues (2010), the sequences in the predictive phase have been studied in the motor domain, but also in music, perception, executive function, and language (e.g., for the motor domain, see Ashe, Lungu, Basford, & Lu, 2006; Clegg, DiGirolamo, & Keele, 1998; Cohen, Ivry, & Keele, 1990; Keele, Mayr, Ivry, Hazeltine, & Heuer, 2003; Tanji & Shima, 1994; for music, see Pfordresher, Palmer, & Jungers, 2007; for perception, see Hoen, Pachot-Clouard, Segebarth, & Dominey, 2006; Remillard, 2003; Schubotz & Von Cramon, 2001; for executive function, see Jubault, Ody, & Koechlin, 2007; Koechlin, Corrado, Pietrini, & Grafman, 2000; and for language, see Maess, Mamashli, Obleser, Helle, & Friederici, 2016; Martin, Branzi, & Bar, 2018). The reason for this interest is related to the idea that predictive processes can constitute the basis of a behavior, because programming an action would require the knowledge of the consequences of this action (Hoffmann et al., 2007; Kunde, Elsner, & Kiesel, 2007).

      
        4.1 Prediction and Perception

        Prediction and perception are closely linked; in particular, several authors have argued that perception is somehow grounded in prediction. The idea that perception is guided by categories or internal models is not entirely new, as revealed by a closer look at the history of philosophy: Plato or Aristotle, in certain works, appear to identify an early version of a similar notion, as did Immanuel Kant. According to the Prussian philosopher, the act of perception would take place through the use of pure forms and predetermined categories to make sense of the chaotic flux of information (Kant, 1781). Several years later Hermann von Helmholtz, as shown by Hohwy (2013), proposed an interesting conceptualization, which nowadays is called the idea of the brain as a hypothesis tester. Similar themes are found also in the works of several European phenomenologists, such as Merleau-Ponty (1945), Husserl (1913), and Heidegger (1927), primarily in the domain of perception and its active component in interaction with the world.

        For Helmholtz, humans experience in a direct way the objects that make up reality, but they are perceived as a result of a series of mental operations that are linked to various implicit inferences based on prior learning (e.g., Helmholtz, 1867). Subsequently, numerous authors have deepened this idea in various directions (e.g., Bruner, Goodnow, & George, 1956; Fodor, 1983; Gregory, 1980; Neisser, 1967; Pylyshyn, 1999; Rock, 1983). In particular, it has been shown that implicit inferences underlie the identification and the storage of statistical regularities (Pearl, 1988, 2000; Woodward, 2003); these statistical regularities would be the basis for the prediction.

        The standard theory is that perception consists of a series of bottom-up operations, starting from the perceived object and leading to the neural representations on the cortical level, passing through the sensory organs. Perception would therefore happen in a hierarchical and passive fashion, starting from simple stimuli and extending to more complex stimuli so as to create a coherent percept. There is, however, a more recent view (e.g., Ballard, 1991; Ballard, Hayhoe, Pook, & Rao, 1997; Churchland, Ramachandran, & Sejnowski, 1994) based on works of Helmholtz, Merleau-Ponty, Husserl, and Heidegger, which postulates the existence of perceptual top-down and just-in-time search mechanisms. In parallel, data from numerous works documenting the default mode (e.g., Raichle et al., 2001; for a review, see Raichle & Snyder, 2007), defined as “a specific set of brain regions . . . engaged when individuals are left to think to themselves undisturbed” (Buckner, Andrews-Hanna, & Schacter, 2008, p. 1), have led to the hypothesis that endogenous operations that occur in the absence of stimulation are the manifestation of a cognitive mechanism that anticipates what may happen next (Clark, 2015a).

        Before a stimulus comes into contact with the sensory organs, the cognitive system would be continually active in order to attempt to anticipate what is going to happen. Therefore, the process of perception appears twofold. On one hand it is related to the convergence between prediction and reality: if this convergence has indeed happened, the processing is automatic, because what was predicted occurred. On the other hand, if prediction and reality do not meet, the prediction error brings new information that must be taken into account when interacting with the environment.

        Given these premises, it is possible to reconceptualize perception by defining it as the search for prediction errors, rather than as the systematic acquisition of information from the environment; perceptual processing would therefore consist of taking into account the error rather than being a passive survey of reality (e.g., Friston, Mattout, & Kilner, 2011; Poeppel & Monahan, 2011; Price & Devlin, 2011). The best way to predict sensory signals and how they will change over time would be made possible by learning how these signals are related to one another through an internal model that is capable of computing causes and effects. This kind of learning is possible through the correction of prediction and the underlying updating of the reference models in memory (Clark, 2015a).

        This argument can be taken a step further as Bubic and colleagues (2010) propose to do. Prediction of every single detail is presumably extremely complex from a cognitive point of view, because there exist numerous variables that are impossible to predict. Therefore, a system that would track every single prediction error seems wasteful in terms of mental energy (Corbetta, Kincade, & Shulman, 2002). Instead, it is possible to hypothesize that prediction errors that are irrelevant for the present cognitive state (e.g., certain contextual details) could be ignored by inhibiting their processing, which enables the system to focus on that which is most important for the current behavior (Corbetta et al., 2002; Escera, Alho, Schröger, & Winkler, 2000). In parallel, in a situation in which there is heightened uncertainty, these details will be analyzed in a different way in terms of the implicated areas and used as important information for correctly adapting to the environment (Winkler, Karmos, & Näätänen, 1996; Winkler & Czigler, 1998). Errors and situations that were never experienced before would not only result in prediction error signals but would constitute a valid opportunity for learning and updating of existing models (Kishiyama, Yonelinas, & Knight, 2009; Knight & Nakada, 1998).

      
      
        4.2 Experimental Evidence

        Experimental evidence of the role of prediction in cognitive processing is mostly indirect. Some of this evidence comes from a series of studies based on Bayes’ (1763) theorem; from a general point of view, these works have concentrated on the analysis of the probability of a certain event and how the uncertainty surrounding it is processed by the cognitive system (e.g., Ernst, 2010; Ernst & Banks, 2002; Helbig & Ernst, 2007; Knill & Pouget, 2004; Weiss, Simoncelli, & Adelson, 2002; for a review, see Clark, 2013). Other sources are studies about repetition suppression, which have shown that the neural activity evoked by a certain stimulus is reduced when the same stimulus is presented again and again (for a review, see Grill-Spector, Henson, & Martin, 2006). Furthermore, it has been shown that the repetition suppression effect is significantly smaller if the stimulus being repeated is difficult to predict (Summerfield & Koechlin, 2008). Interestingly, evidence for the effect of prediction and predictability of words in modulating memory performance has also been reported (Rommers, Dell, & Benjamin, 2020).

        There are also other experimental results in favor of the hypothesis that predictions are being generated continuously, even implicitly, by the cognitive system (for reviews, see Enns & Lleras, 2008; O’Callaghan, Kveraga, Shine, Adams, & Bar, 2017). Lin, Franconeri, and Enns (2008), for example, studied how some changes in a distractor element changed performance on a task in which participants searched for a target. In particular, participants were asked to report which circular elements on a screen became oval, ignoring the changes to other elements, of which one would have become larger. The results showed that the element that became larger was a distractor only if the direction in which it occurred involved the observer (i.e., it was directed toward the observer). These results would indicate that certain perceptual predictions would be generated even if not requested by the task that one is performing (Enns & Lleras, 2008). The study by Lin and colleagues (2008) was also confirmed by more recent works (e.g., Moher, Sit, & Song, 2015; Skarratt, Gellatly, Cole, Pilling, & Hulleman, 2014).

        In the same way, it has been reported that certain contextual details can significantly modify performance. Iordanescu, Guzman-Martinez, Grabowecky, and Suzuki (2008) investigated this issue and showed that hearing certain sounds facilitates the identification of images that are linked to the sounds, but not the sound of the word referring to these: “For example, finding a cat was faster when participants heard a meow sound. In contrast, sounds had no effect when participants searched for names rather than pictures of objects. [ . . . ] hearing ‘meow’ did not facilitate localization of the word cat.” (Iordanescu et al., 2008, p. 548). Therefore the authors argued that “characteristic sounds facilitate visual localization in an object-specific manner, and that this facilitation occurs at the level of visual object processing rather than at the level of semantic processing” (Iordanescu et al., 2008, p. 552).

        Also, in the domain of perception, Balas and Sinha (2007) investigated the role of predictive components by showing participants some images with black and white parts for an extremely limited amount of time (50 ms) and asking them to respond as to whether the stimulus was white, black, or mixed. The results showed that participants’ performance tended to be rather low when discriminating colors of the images; in particular, in stimuli that contained natural scenes there was a significantly higher number of false alarms. These results support the hypothesis of a continuous generation of prediction, for the purpose of making percepts coherent, such as in the case of the preferred visual field, which is perceived as densely colored in spite of the low concentration of cones in the retinal areas (Enns & Lleras, 2008). Other evidence comes from studies of the role of the context on recognition of objects (for a review, see Oliva & Torralba, 2007). In particular, it was shown that participants use specific contextual indices to direct their attention, manage cognitive resources, and more generally, to represent meaning. One can also argue around these themes and hypothesize that predictions made through the contextual hooks and memory distortions underlie the same processes on the level of semantic memory.

        Recently, Saenz and Koch (2008) described a synesthesia-like phenomenon, known as the visually-evoked auditory response (VEAR; e.g., Fassnidge, Cecconi Marcotti, & Freeman, 2017), in which people report hearing the sound of certain events, even in the absence of actual sounds. Saenz and Koch (2008) first described this phenomenon using a visual sequence discrimination task. In particular, participants were asked to judge whether two sequences (made of visual stimuli of different durations, similar to Morse code characters) were identical or different. The results indicated that those who reported the VEAR phenomenon had significantly better performance than control participants. According to the authors, synesthetic individuals would have benefited from auditory stimuli that were not available to control participants, thus confirming the existence of the phenomenon on the perceptual level.

        Recently, Fassnidge and colleagues (2017) obtained more direct evidence. They showed that the performance of participants who reported VEAR was significantly worse than those of control participants when they were asked to judge whether two sequence of sounds were identical or different if these were accompanied by visual distractor stimuli (of which the VEAR individuals should have heard the sounds, thus interfering with the sounds of the task). The perception of sounds through visual stimuli, furthermore, would happen implicitly, without individuals having control over it (Fassnidge et al., 2017). The percentage of individuals who report having this phenomenon would be significantly higher than the percentage of synesthetic individuals in the strict sense, the latter being approximately 1% of the population, whereas the former would be between 20% and 30% of the population (Fassnidge & Freeman, 2018).

        It is possible to hypothesize that this phenomenon is the manifestation of predictive mechanisms and expectations that will determine perception even in the absence of real stimuli, thereby constantly anticipating reality. Further, the fact that individuals do not have explicit control over these mechanisms supports the hypothesis that the cognitive system continually generates predictions.

        Another way to investigate the role of prediction in perception relates to the continuity of perception. It is possible to analyze what happens during tasks of change blindness (e.g., Rensink, O’Regan, & Clark, 1997). This perceptual phenomenon is based on two images that are similar but not identical in such a way that the difference would be quite obvious if they were shown immediately following one another. However, if a gray screen is shown between the presentations of the two images, detection performance is significantly impaired. It is possible to hypothesize that the interruption of perception makes it particularly difficult to recognize the change because it interferes with prediction; in the case of continuous perception, indeed, the change would be identified through the prediction error.

        Finally, other evidence comes from studies that have focused on representational momentum (e.g., Freyd, 1983), which is the tendency to implicitly represent movement even in static images (Kourtzi & Kanwisher, 2000), and from studies that have identified a set of areas that are active in the absence of external stimulation, the default mode (e.g., Raichle et al., 2001). As we indicated before, the endogenous operations would therefore be the manifestation of the continuous attempt to anticipate what is going to happen, even in the absence of clear information (Clark, 2015a). A large body of evidence comes also from studies that have investigated the declarative component of prediction (e.g., Addis et al., 2007, 2009; Thakral et al., 2017; for a review, see Schacter et al., 2012), a theme which will be discussed in later chapters.

        To approach a topic such as prediction is extremely complex, both on the theoretical and the experimental level, and numerous approaches have surveyed its role in human cognition. In the present work they will be presented in order: memory as a prediction framework (Hawkins & Blakeslee, 2004), the Bayesian brain hypothesis (e.g., Doya, 2007; Knill & Pouget, 2004), the proactive brain (e.g., Bar, 2007, 2009), and the constructive episodic simulation hypothesis (e.g., Schacter & Addis, 2007, 2011). That is, we will follow the cognitive processing hierarchically from a basic level in which each cognitive event is prediction to the complexity of prospection from a declarative point of view. In particular, the first of the above-mentioned approaches is a hypothesis on a more philosophical level, supported by analysis on the phenomenological level of the authors, rather than a theoretical construction in its truest sense, whereas the other three contain considerable experimental evidence, which in the case of the last two approaches is also substantially overlapping. Another approach wherein prediction, in particular mental simulation, is at the very core is grounded cognition, which will be discussed in the last chapter.

      
    
  
    
      
        5 The Prediction System

      
      Several theoretical works have approached memory as a prediction system; among them, Hawkins and Blakeslee (2004) postulated that prediction is the basis of normal functioning of the cerebral cortex. According to the authors, generating predictions based on memory would constitute the principal task of cognition. This approach is known as memory as a prediction framework. Their argument is interesting but seems rather outdated in its content. Furthermore, the authors report little experimental evidence.

      On the other hand, the Bayesian brain hypothesis (e.g., Doya, 2007; Knill & Pouget, 2004) appears much more complex: it is linked to statistical definitions of the predictive components that are involved in various processes. It has also been widely used to explain concepts that are difficult to frame, such as rationality, as well as phenomena that have been known for a long time but continue to capture the attention of scholars around the world, such as binocular rivalry.

      
        5.1 Bayes’ Theorem in Cognition

        The Bayesian brain hypothesis applies statistical analysis to brain function in order to create a model of how the brain works (for a complete discussion, see Frith, 2013; Hohwy, 2013). This approach is based on Bayes’ theorem (Bayes, 1763):

        
          [image: ]

        

        The elements of this formula are as follows:

        
          	• p(B) is the a priori probability of event B before the new observation A; in the present context, p(B) is linked to existing memory, that is, the model of a particular phenomenon that is semantically consolidated and used for generating predictions;

          	• p(A|B) is the conditional probability of the observation of A given B, that is, it is the probability that A occurs if B is true: this relates to the expectation to observe A given a model B, that is, prediction;

          	• p(A) is the a priori probability of A, a normalization constant, the overall probability of the event A;

          	• p(B|A) is the posterior probability of B given A, that is, the end result of the process, an updating of the model given the new observation.

        

        In explicit reasoning about large numbers and rare events, human individuals show performance that is clearly inferior to what is theoretically achievable (e.g., Casscells, Schoenberger, & Grayboys, 1978; Eddy, 1982; Gigerenzer & Hoffrage, 1995), and therefore one can say that humans are not ideal Bayesian observers. They are not rational beings that correctly take into account the evidence on a declarative level. On the other hand, the cognitive system seems to behave as an ideal Bayesian observer on an implicit level (e.g., Berniker & Kording, 2008; Kording, Tenenbaum, & Shadmehr, 2007; Weiss et al., 2002; Yu, 2007), discounting weak evidence and using only strong evidence.

        However, if perception is guided by existing models and, at the same time, perception is needed to update these models, one may risk creating an infinite loop, as Frith (2013) noted. One solution could be to postulate that certain models exist congenitally, but it is at the same time possible that in a time window early in development some basic models are acquired through feedback control on top of which subsequent models are then created. This is the context wherein one can include hypotheses about the transformation from infant flashbulb memory to normal semantic memory.

        Alternatively, it may be that certain notions about the external world are not altered and therefore are indicative of strong models already present at birth. Frith (2013), for example, discussed the topic of light direction through the domino illusion.

        The next section will describe experimental evidence in the form of several phenomena that are often used to study the functioning of prediction within the Bayesian brain theories.

      
      
        5.2 Binocular Rivalry

        Binocular rivalry is a remarkable visual phenomenon that was first described by Giambattista della Porta in 1593. Essentially, if one separates the two visual hemifields, and one presents one stimulus to the left hemifield—for example, a face—and another stimulus to the right hemifield—for example, a house—the result is an alternating perception of the two in between periods where one perceives a mix of the two (for a review, see Blake & Wilson, 2011). In spite of the fact that the stimuli remain the same, the percept alternates, and therefore it was concluded (Hohwy, 2013) that stimuli do not direct perception, as if the perceptual system refuses to give in to the lack of correspondence between the two percepts because it judges that the a priori probability of such a lack of correspondence is extremely low. Therefore, it prefers to suppress alternatively one of the two stimuli in order to perceive a coherent percept.

        This claim is supported by the fact that if, rather than providing two coherent stimuli, a combination of two stimuli is presented to both visual hemifields (e.g., half face and half house presented in each hemifield; see figure 5.1) the result is no rivalry between them, but only between the coherent images once they are put together (Diaz-Caneja, 1928). Furthermore, it has also been shown that the alternation of the percepts occurs in the same way when the two stimuli are swapped more than once per second from one visual hemifield to another (Logothetis, Leopold, & Sheinberg, 1996).

        If the alternating perception is based on a Bayesian process, once one of the stimuli is established to have a higher probability, that image should prevail over the other one that would be suppressed. In particular, Zhou, Jiang, He, and Chen (2010) showed that under conditions of binocular rivalry, presenting an olfactory stimulus coherent with one of the two images changes the alternation between percepts. The odor of a rose caused a perceptual dominance toward the image of a flower, whereas smelling ink favored the image of a pen. Similar effects were shown between auditory and tactile stimuli (Lunghi, Binda, & Morrone, 2010; Van Ee, Van Boxtel, Parker, & Alais, 2009). However, in these studies, it appears that the involvement of the memory system is limited.

        More recently Denison, Sheynin, and Silver (2016) studied the link between binocular rivalry and prediction of learned sequences, extending previous work (Denison, Piazza, & Silver, 2011), in which, however, they did not use complex images. The learning of the sequences was obtained by means of statistical learning (Fiser & Aslin, 2001).
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          Figure 5.1

          Standard binocular rivarly stimuli are represented above and Diaz-Caneja’s binocular rivalry stimuli are represented below; even if they are different in form, they elicit the same perceptive phenomenon (for a general discussion about how to create binocular rivalry, see Carmel, Arcaro, Kastner, & Hasson, 2010).

        
        After the learning phase, binocular rivalry was studied. In particular, first, the same two images were presented in one sequence, and, next, in one visual hemifield a stimulus was presented that was coherent with the learned sequence, and in the other hemifield, an incoherent stimulus. Contrary to what was hypothesized and what was previously found with simple sequences (Denison et al., 2011), participants tended to perceive stimuli that were not part of the sequence, that is, stimuli that were not expected, significantly more often. This finding is, however, not in disagreement with the general ideas of the Bayesian brain: from an adaptive point of view, events that are surprising could contain more information and would enable making important modifications to our knowledge about the environment. In this way, prediction and error monitoring are weighed. In a verification phase, attention would be captured by the aspects that violate our expectations (Brockmole & Henderson, 2005; Foley, Jangraw, Peck, & Gottlieb, 2014; Näätänen, 1990). It is furthermore possible that on a semantic level the complex images contained more information relative to the simple ones and therefore an error in their sequence would be considered more important.

        Piazza, Denison, and Silver (2018) further investigated this theme by inducing in participants associations between sounds and simple images and, subsequently, creating binocular rivalry between an image associated correctly with the sound that they heard and another that was not associated with it. The results showed that the image that fitted the context better (the one that was correctly associated with the sound) had a higher probability of being perceived at the beginning of binocular rivalry, and participants tended to perceive it for a longer period of time during the rivalry itself.

        One can thus infer a general tendency from the studies discussed above: if some external contextual clues exist, the cognitive system would tend to rely on these clues during perception, making the percept predictable. In the presence of only memory associations and in ecological contexts (complex images), however, it would tend to favor the transmission of error information by perceiving the stimulus that violates the expectations.

        Binocular rivalry is also studied using TMS. This method enables one to affect neural processing in particular areas and thereby establish a causal link between an area that is stimulated and a task that is being performed. In particular, it was shown that it is possible to modify how the percepts alternate, and therefore the duration of dominance, by stimulating over occipital (Pearson, Tadin, & Blake, 2007) and over parietal (Carmel, Walsh, Lavie, & Rees, 2010; Zaretskaya, Thielscher, Logothetis, & Bartels, 2010) areas. But in the case of the latter area there are no coherent results, because two studies have found opposite results when it comes to the duration of dominance. In order to link the results of Denison and colleagues (2016) and Piazza and colleagues (2018) with predictive cognitive functioning, it would be desirable to combine the study of learned sequences with TMS.

      
    
  
    
      
        6 Cognition and Prediction

      
      Another formally structured approach to memory and prediction has been proposed by Bar (e.g., Bar, 2007, 2009) and is known as the proactive brain. Bar argues that the cognitive system is continually actively anticipating that which is about to happen on the basis of memory. In particular, the theoretical proposal of the author contains three components: analogies, which are semantic relations between a stimulus and representations contained in memory; associations, which are statistical regularities and models of events or other aspects of reality; and predictions, which are generated using these two.

      According to Bar’s hypothesis, “The input is linked to memory via analogies, and once an analogy has been found, it elicits the activation of the representations associated with the input. This co-activation of related items provides on-line, focused predictions on what else is highly likely to be relevant in that specific situation. Regardless of whether oriented internally and externally, the primary role of these predictions is to guide our actions, plans and thoughts” (Bar, 2007, pp. 286–287).

      
        6.1 Analogies

        One of the fundamental assumptions explaining why the cognitive system can anticipate a future event concerns its capacity to extract the basic components from a stimulus and then use these components to create connections with what is already present in memory. Contrary to recognition in the strictest sense, which has to do with the question “What is this?” the usage of analogies responds to the question “What is it like?” The transformation from recognition to analogy enables the cognitive analysis of the phenomenon to perform various functions: the first process simply links the input with an identical stimulus already present in memory; the second process, instead, uses models and creates a link with memory relating to the predictive functioning through the characteristics of the stimulus (Bar, 2007). Using analogies and associations coherently with the context that is experienced and with what is maintained in memory, thus integrating bottom-up information with top-down functionality, would enable the system to make predictions of what is about to happen and to program the correct behavior. It would indeed not be economical to activate only the information linked to the perceived stimulus (Bar, 2004); rather, the processing of information derived from the context would enable making more accurate predictions and discriminating their relevance.

        The role of analogy therefore appears twofold. On the one hand, it enables recognition of a stimulus based on what is present in memory, and on the other hand, once it is combined with the experienced context, it allows one to make predictions based on past events that are stored in memory. Numerous studies with primates, furthermore, have investigated how contextual changes could lead to changes on a neural or behavioral level (e.g., Cohen & Newsome, 2008).

        As Bar (2007) argued, this approach would have wider implications than just visual recognition: when a new situation is encountered, it can be useful to bring to bear information derived from similar situations so as to not come unprepared.

      
      
        6.2 Associations

        Once recognized, a stimulus proceeds to be associated with others that have already been experienced; these associations would be mediated by the context and by memory. Numerous authors have indeed hypothesized that memory groups information semantically in coherent cognitive constructs such as scripts, frames, or schemas (Ghosh & Gilboa, 2014; Minsky, 1975; Schank & Abelson, 1977). The structure of these constructs would enable a stimulus to become associated in an active way with what is expected to be experienced. It has been shown, for example, that the knowledge of a stimulus can facilitate recognition of another ambiguous stimulus through association (Bar & Ullman, 1996; Mobbs et al., 2006).

        Bar (2009) also noted that there is substantial overlap between areas of the default mode network and those related to contextual associative activation (for a review, see Bar, Aminoff, Mason, & Fenske, 2007). This has brought the author to argue that the generation of associations would actually be what the system is doing continuously, at least in the absence of a specific task.

        Buckner and Carroll (2007) further extended these analyses by showing that the overlap is not limited to the default mode (see figure 6.1) and episodic recall, but it also involves prospection and theory of mind, as well as all cognitive areas linked to navigation and mental simulation. The link between memory and prediction has also been relevant in work by other authors (e.g., Addis et al., 2007, 2009; Thakral et al., 2017; for a review, see Schacter et al., 2012) and will be discussed in the next chapter.
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          Figure 6.1

          The default mode from a sagittal point of view, two of the areas classically considered as main hubs: the medial prefrontal cortex and the posterior cingulate cortex. Labels and lines added by us; image adapted from Patrick J. Lynch, medical illustrator, and C. Carl Jaffe, MD, cardiologist. Creative Commons Attribution 2.5 License 2006.

        
      
      
        6.3 Predictions

        The principal purpose of the operations discussed above would therefore be the generation of prediction. When recognizing a stimulus, the system identifies the associations with other stimuli that have previously been formed and formulates hypotheses based on the context; in these cases memory is the key factor.

        Above we presented several pieces of experimental evidence in favor of the predictive functioning of the cognitive system; among them, Bar (2007) argued about representational momentum. The representational momentum idea is based on data from a study by Kourtzi and Kanwisher (2000) in which it was shown that static images that contain implicit movement (e.g., a soccer player who is about to kick a ball) elicit activations of occipital and temporal cortices, areas which are known to be linked to the processing of perception of human and nonhuman movement (e.g., Grossman, Battelli, & Pascual-Leone, 2005; Grossman & Blake, 2001; Jastorff & Orban, 2009; Orban et al., 1995). The same interpretation can be applied to observed activation of these areas elicited by the sound of steps produced by a human being (Bidet-Caulet, Voisin, Bertrand, & Fonlupt, 2005).

        In parallel, it has been shown that in certain cognitive tasks, a passive approach, which favors automatic processing, leads to significantly better performance (Smilek, Enns, Eastwood, & Merikle, 2006). It is possible to argue that automatic processing required by certain cognitive tasks is none other than top-down prediction (Bar, 2007).

        Further evidence comes from studies that have shown that providing a particular context leads to priming, which facilitates performing a subsequent task (Biederman, 1972; Palmer, 1975), and that prediction plays a central role in linguistic comprehension (DeLong, Urbach, & Kutas, 2005; Duffy, 1986) and in theory of mind (Neri, Luu, & Levi, 2006).

        The role of prediction would not be limited to the short term, but on a phenomenological level would enable creating a sense of the environment that is being perceived: predictions that are derived from memory would explain the difference between the perceived stimuli and the phenomenological experience of them (Bar, 2007). This constructive contribution, at the same time, can be considered to be the reason why memory retention tends to focus on certain central components, avoiding the encoding of others that can be reconstructed in the future (Bar, 2007).

        Another proposal by Bar (2007) which is valuable to discuss concerns prospection; the author indeed hypothesized that the principal role of this function, which as we have seen has the same neural basis as episodic recall (e.g., Addis et al., 2007, 2009; Thakral et al., 2017; for a review, see Schacter et al., 2012), consists of the creation of new memories. Simulation, planning, mental navigation, and combination of elements that relate to the past and present would result in the anticipation that is useful in a near future, because it is effectively close to facts that have been experienced cognitively. This hypothesis also explains memory distortions that are linked to the semantic inclusion of events that have never actually been experienced (e.g., Roediger & McDermott, 1995): this phenomenon would be the result of a predictive use of certain information which is adaptive to the environment.

      
    
  
    
      
        7 Prediction in Episodic Memory

      
      According to Schacter, Benoit, and Szpunar (2017), the term episodic future thinking could be considered as the episodic variant of simulation, prediction, intention, and planning. These four terms have recently been used to create a taxonomy of cognition oriented toward the future (Szpunar et al., 2014). The present chapter uses the term mental simulation as a synonym for thought oriented toward the future, because it appears more general and is more inclusive.

      The constructive brain simulation hypothesis (e.g., Schacter & Addis, 2007, 2011; Schacter, Addis, & Buckner, 2007, 2008; Schacter et al., 2012) has been advanced within episodic future thinking (for an in-depth discussion, see Schacter et al., 2017). This approach has been further developed in recent years and is based on the results of numerous studies that showed a substantial overlap between the systems involved in episodic recall and in simulation of future events (for reviews and experimental evidence, see Addis, 2018; Addis et al., 2009; Schacter, 2012a, 2012b; Schacter et al., 2012, 2017; Thakral et al., 2017).

      The ability to simulate future experiences, therefore, would be supported by the same mental processes that enable episodic memory. In particular, this would occur through access to episodic details and the recombination of these details in simulations of future events (Schacter & Addis, 2007, 2011; Schacter et al., 2007).

      
        7.1 Neural Systems

        Addis and colleagues (2009) showed the existence of a core network involved both in recall of past events and in the mental simulation of future events. This network consists of the medial prefrontal cortex, frontopolar cortex, lateral prefrontal cortex, hippocampus, parahippocampal gyrus, anterior temporal cortex, fusiform gyrus, parietal cortex, and cerebellum. In addition, the authors showed the existence of a network that is specific to remembering, and another network specific to imagery. These areas have been identified through fMRI, with participants asked to recall various past episodes and to recombine details of these events, thus creating future events. The results of Addis and colleagues (2009) provide empirical support for the hypothesis of Tulving (2005). According to Tulving, the core function of episodic memory is to retain past events only so that they can be recombined during the simulation of future events.

        Similar results were obtained by Thakral and colleagues (2017), showing functional dissociations in the simulation phase between areas of the principal system depending on the quantity of simulated detail. Also, Hassabis and colleagues (2014) reported functional dissociations linked to the typology of the simulated details.

      
      
        7.2 Mechanisms

        Schacter and colleagues (2017) argued that the principal mechanism behind the ability to simulate the future using episodic memory is the capacity to extract details from the episodic traces stored in memory and to flexibly combine them to create future representations. These future representations can guide behavior. Also, Thakral and colleagues suggested that “for example, one can mentally relive the last time they went to a Metallica concert. In contrast, if one is trying to decide whether to go to a Metallica concert for the first time, one can draw on details of similar concerts one has attended in the past to simulate the future experience and decide whether to go” (Thakral et al., 2017, p. 13). This same tendency to recombine episodic details would be what creates memory distortions and false memories, as is indicated by experimental evidence (Carpenter & Schacter, 2017; Dewhurst, Anderson, Grace, & Van Esch, 2016; McDermott, Wooldridge, Rice, Berg, & Szpunar, 2016).

        The studies that analyzed the mechanisms of this function used a paradigm of autobiographical interview (e.g., Levine, Svoboda, Hay, Winocur, & Moscovitch, 2002) in which participants are asked to recall past events and to simulate future experiences. From a qualitative point of view, the details of the simulated facts can be classified as episodic or semantic, where the former are characterized by greater specificity (e.g., drinking a coffee at a particular table in the bar), and the latter are knowledge of a more general nature (e.g., in a bar one can drink coffee; Schacter et al., 2017).

        It has been shown that, as in the recall phase, older adults simulate significantly fewer episodic details relative to younger adults (e.g., Abram, Picard, Navarro, & Piolino, 2014; Anelli, Ciaramelli, Arzy, & Frassinetti, 2016; Devitt, Addis, & Schacter, 2017; Lapp & Spaniol, 2017; Lyons, Henry, Rendell, Corballis, & Suddendorf, 2014; Terrett et al., 2016). These findings, together with the overlap between the brain areas involved, have led several authors to argue for a common role of the underlying mechanisms (Schacter et al., 2017). As Schacter and colleagues (2017) noted, a similar pattern has been reported in individuals who have impairments that generally involve episodic memory, such as depression (Addis, Hach, & Tippett, 2016), PTSD (Brown et al., 2014), amnesic syndrome (Cole, Morrison, Barak, Pauly-Takacs, & Conway, 2016; Kurczek et al., 2015; Race, Keane, & Verfaellie, 2011; Zeman, Beschin, Dewar, & Della Sala, 2013), Alzheimer’s dementia (Haj, Antoine, & Kapogiannis, 2015; Irish & Piolino, 2016), temporal epilepsy (Lechowicz et al., 2016), schizophrenia (Lyons, Henry, Rendell, Robinson, & Suddendorf, 2016), prefrontal lesions (Rasmussen & Berntsen, 2018), and impairments as a consequence of prolonged use of opiates (Mercuri et al., 2016).

        Similarly, it has been argued that episodic future thinking does not depend only on episodic memory (Klein, 2016) but that other factors can also contribute. As argued by Schacter and colleagues (2017), support for this idea comes from individuals who are affected by semantic dementia, an impairment that generally compromises the access to semantic and conceptual knowledge, but not episodic recall. These individuals are relatively accurate during the recall phase but show greater impairments in the simulation of future events (e.g., Irish & Piolino, 2016). These findings are complementary to the semantic scaffolding hypothesis (e.g., Greenberg & Verfaellie, 2010; Irish, Addis, Hodges, & Piguet, 2012), that is, the theory that semantic memory modulates and supports thought turned toward the future. Schacter and colleagues (2017) argued that this hypothesis is supported by evidence that before a mental simulation is constructed, individuals tend to access semantic or general knowledge and tend to organize the prospection based on it (D’Argembeau & Mathy, 2011; Demblon, Bahri, & D’Argembeau, 2016; Demblon & D’Argembeau, 2016).

      
      
        7.3 Functions

        Simulation of future events based on episodic memory has been shown to play an important role in several tasks, such as planning and problem-solving (e.g., Arnold, Iaria, & Ekstrom, 2016; Gerlach, Spreng, Gilmore, & Schacter, 2011; Spreng, Stevens, Chamberlain, & Gilmore, 2010), prospective memory (e.g., Terrett et al., 2016), decision-making (e.g., Benoit, Gilbert, & Burgess, 2011; Peters & Büchel, 2010), and emotional regulation (e.g., Taylor, Pham, Rivkin, & Armor, 1998). Taken together, these processes support the notion that episodic memory is oriented toward the future more than toward recalling the past. There exists evidence also for the high frequency of creation of these mental simulations (Barsics, Van der Linden, & D’Argembeau, 2016).

        Schacter and colleagues (2017) reported several adaptive functions for episodic future thinking. Concerning decision-making, for example, in spite of the fact that individuals tend to choose rewards that occur closer in time rather than greater rewards, this pattern appears to invert when participants are asked to mentally simulate the consumption of the greater reward, even though it will occur later in time (Benoit et al., 2011; O’Donnell, Daniel, & Epstein, 2017; Peters & Büchel, 2010). An extension on the adaptive level of these dynamics has been reported in comparisons of the behavior of individuals with normal weight, overweight, or obesity, or those affected by addiction: mental simulation of the indicated goal reduced the tendency toward higher caloric food or toward the substances that individuals were addicted to (Dassen, Jansen, Nederkoorn, & Houben, 2016; O’Neill, Daniel, & Epstein, 2016; Snider, LaConte, & Bickel, 2016; Stein et al., 2016; Sze, Stein, Bickel, Paluch, & Epstein, 2017).

        Another adaptive function of future thinking concerns emotional regulation. On the one hand, it has been shown that mental simulation improves the sense of trust in anxious individuals during recovery after a negative event (Jing, Madore, & Schacter, 2016); on the other hand, it has been argued that the suppression of details of the events that are feared to happen is a natural coping mechanism (Schacter et al., 2017) and this is the result of mental simulation (Benoit, Davies, & Anderson, 2016). It has also been shown that mental simulation has effects on a social level by improving empathy and prosocial intent (Gaesser, Dodds, & Schacter, 2017; Gaesser & Schacter, 2014).

        On the side of prospective memory, that is, the capacity to remember something that is cognitively placed in the future, a link has been reported with mental simulation. For example, simulating a finalized event linked to the future makes it more likely that it will be remembered once it occurs (Altgassen et al., 2015; Neroni, Gamboz, & Brandimonte, 2014; Platt, Kamboj, Italiano, Rendell, & Curran, 2016).

        Lastly, another component on the adaptive level appears to benefit from the link between mental simulation and spatial navigation. Arnold and colleagues (2016) presented evidence in a work in which they showed that the flexibility typical of mental simulation enables more effective anticipation of what is about to happen.

        Taken together, this evidence of the episodic aspects of memory, which from some points of view is largely declarative and conscious, points to the capacity to retain what can be expected, thus anticipating possible future events. This indeed constitutes an adaptive advantage, enabling the individual to operate with larger flexibility and greater speed.

      
    
  
    
      
        8 Grounded Cognition

      
      Previously, we have discussed some approaches that described prediction within cognition. However, in what follows we will steer away slightly from this theme, except for the last part of the chapter, because grounded cognition enables us to further clarify the predictive function of memory.

      The reason that we discuss grounded cognition here is that several fundamental concepts enable us to create a clear and direct link between memory and prediction. However, before we can discuss this topic, we need to understand its theoretical basis.

      In the last decades, an approach termed grounded cognition has been proposed (for a review, see Shapiro, 2014), which can be divided into several theoretical variants, which are all more or less based on one fundamental postulate: cognition is based on sensorimotor interactions and remains somehow grounded to them (e.g., Barsalou, 1999, 2008; Damasio, 1989; Glenberg, 1997). In this way, knowledge of objects and facts is thought to always include a sensorimotor component (Pezzulo & Castelfranchi, 2007). Repeated interactions between a subject and the environment give rise to internal models, which in turn are the basis for representations. These representations are internal simulations of states of things independent of sensory stimuli that are actually present (Clark & Grush, 1999; Gallese & Metzinger, 2003; Grush, 2004; Smith, 1996).

      An extension of these concepts has subsequently been proposed within the framework of prediction (e.g., Clark, 2015a). From the evolutionary point of view, indeed, there is a necessity to take sensorimotor internal models that have been extracted from the past and project them into the future. This projection is driven by the requirement to make online corrections, because feedback control would be too slow. Furthermore, it is guided by a selection of the most relevant information (Pezzulo & Castelfranchi, 2007). The prediction process contains within it the automation of a particular function (e.g., Hoffmann, 2003; Kunde, Koch, & Hoffmann, 2004).

      As Barsalou (2008) argued, the standard theory of human cognition has postulated that knowledge resides in semantic storage systems that are amodal and structurally separated from (modal) perceptual, motor, and emotional systems (e.g., Fodor, 1983; Johnson-Laird, 1993; Pylyshyn, 1985; Simon, 1979). In contrast, the grounded cognition approaches rejected the notion of amodal knowledge representations. Instead, it proposes a partial or total integration of perceptual, sensory, and motor components in the construction of meaning (e.g., Gibbs, 2006; Wilson, 2002). For example, in order to show the link between the body and cognition, Ochs, Gonzales, and Jacoby (1996) showed that even expert scientists identify physically with various parts of a graph in order to understand or explain the relations between the constituents of the figure.

      Some authors have argued about the role of the body within cognitive performance and how changes in the physical state can alter it (e.g., Barsalou, 2003; Lakoff & Johnson, 1980; Smith, 2005); others have studied the role of mental simulation in recall of consolidated perceptual, motor, or emotional states and its integration with the environment (e.g., Barsalou, 1999; Decety & Grèzes, 2006; Goldman, 2006). Yet other authors have concentrated on social interaction, the relationship with environment and behavior (e.g., Barsalou, 2003; Glenberg, 1997; Pezzulo, 2008, 2011; Prinz, 1997; Rizzolatti & Craighero, 2004; Smith & Semin, 2004).

      The grounded cognition approaches have sought to demonstrate that structured representations of experience are multimodal in nature and that the semantic components derive partially or completely from the link with physicality. Several hypotheses are supported by strong experimental evidence, such as in the case of imagery (e.g., Kosslyn, 1980, 1994).

      
        8.1 Representations

        Lakoff and Johnson (1980, 1999) argued that abstract cognition derives metaphorically from the relation between the body and the perceived organization of reality in space and time. This hypothesis is supported by linguistic evidence that individuals tend to talk about abstract concepts by referring metaphorically to physical components (e.g., Turner, 1996). Expressions such as being full of joy, dirty play, burning with rage, painful defeat, as well as the mental depiction of positive as being above and negative as being below, all would be manifestations of a cognitive organization based on the connection with the physical outside world and its subjective experience.

        Searle (1980) proposed a thought experiment known as the Chinese room in response to the Turing test and strong artificial intelligence that would provide epistemological support to a multimodal foundation of language (Harnad, 1990). In the Chinese room thought experiment, a computer has been trained to understand and produce Chinese perfectly. Then, Searle argues, he could go in a room with the computer and with a large amount of paper and pencils, and whenever the computer is given a Chinese sentence, Searle would manually follow the instructions in the computer’s program and thus be able to match the computer’s performance, but without actually understanding any Chinese himself. Searle argues that this shows that if the computer shows humanlike language performance, that does not mean the computer actually understands it. The experiment of the Chinese room has been used against theories that claim that there are abstract symbolic systems that are completely detached from the material realm; however, it is not unanimously supported academically.

        There is furthermore evidence in favor of the described role of metaphors in thought and about the connections between mental representations and actions (Gibbs, 2006; Shapiro, 2014). Boroditsky and Ramscar (2002), for example, investigated the link between language and representation of time using several experiments. In particular, the authors asked 239 participants the following ambiguous question: Next Wednesday’s meeting has been moved forward two days. What day is the meeting now that it has been rescheduled? The answer depends on whether participants have an egocentric concept of time (the individual moves in time and would answer Friday) or a timecentric concept of time (the individual stays still and time moves toward him: response: Monday; e.g., Boroditsky, 2000). Before asking the ambiguous question, half of the participants were asked to imagine reaching a point in front of them by moving on their chair, and the other half were asked to imagine pulling toward them an object using a rope. The results showed that the task performed prior to the question changed significantly the response that subjects would give: the former group tended to give an egocentric response, whereas the latter, a timecentric response. The authors also showed that daily circumstances can change the representation of time by putting the same question to 333 individuals at the San Francisco airport. The results showed that those who had just landed tended to give an egocentric response more often than those who were waiting for someone else to arrive, and those who were about to depart responded in the same manner.

        Desantis, Waszak, Moutsopoulou, and Haggard (2016) also discussed the theme of representation of time by concentrating on the relation between action and the sense of agency. In particular, in their study they instructed participants to associate a movement (pressing a key on the keyboard) with a particular effect (movement of a dot on a monitor), and, subsequently, participants were asked to perform a temporal order judgement task. Once participants heard the target sound, they had to press one of two keys on a keyboard that were indicated to them and judge whether the movement of dots on a monitor occurred before or after their action. The movement of the dots was causally generated by the computer based on the action of the participant and could therefore occur before or after it. The results showed that the acquisition of an association between the action and its consequence changed the perception of the order between the events: participants tended to perceive events that occurred before their action as having occurred afterward, and therefore they thought they saw a causal link where they had in actual fact only predicted there to be one. In this way the representation of time was influenced by self-generated action.

        In another study about the mental representation of time and its connection with motor components (Rinaldi, Locati, Parolin, Bernardi, & Girelli, 2016), blindfolded participants were asked to take a step forward or backward based on the temporal orientation of the words that they were presented with (example stimuli: yesterday—step backward; tomorrow—step forward; before—step backward; after—step forward). There was also a control condition in which subjects were asked to execute the movement in a manner that was incongruent with the temporal orientation of the word. The results showed that steps backward were initiated with a significantly smaller reaction time in response to words oriented to the past, and the same effect was found for steps forward in response to words with a future orientation, thereby indicating the existence of a marked relationship between movements and temporal orientation of words.

        Glenberg and Robertson (1999, 2000) proposed the indexical hypothesis, according to which the understanding of the meaning of a sentence derives from mental simulation of the actions that are described or implied. Glenberg and Kaschak (2002) tested the indexical hypothesis by asking participants to judge the meaning of a series of sentences by performing a movement away from or toward the body, depending on the condition. In particular, the participants were presented with a phrase while they pressed and held a button, and then were asked to press a button that was further away in the yes-is-far condition or one that was closer in the yes-is-near-condition, or the other button to respond negatively. The meaning of the phrases could either imply a movement away from the body or toward the body, and they were further divided into three groups: imperative (Open the drawer/Close the drawer), concrete transfer (Andy delivered the pizza to you/You delivered the pizza to Andy), and abstract transfer (Liz told you the story/You told Liz the story). The results showed a significant interaction between the direction of the response and the direction implied by the sentence, and the authors therefore concluded that it is possible to facilitate or interfere with the creation of a motor response by the request to understand a sentence. The cause of this interaction would reside in the concomitant mental simulation of the sentence and therefore show that language comprehension involves an obligatory motor simulation component (Glenberg & Kaschak, 2002).

        The current frontier of research on grounded cognition seems to be at what Borghi and colleagues (2017) called the challenge of abstract concepts. While for all concrete objects it is somehow possible to identify a material basis for mental simulation, for abstract concepts the link with the material realm is not immediately clear. Furthermore, since abstract concepts lack a direct link with the world that can be directly experienced, they would be less stable in time and susceptible to changes modulated by numerous personal variables (Barsalou, 1987).

        Some authors have argued that there is no real difference between abstract or concrete concepts and that they depend on the same systems, and this would make them overlap completely (e.g., Chen & Bargh, 1999; Connell & Lynott, 2012; Glenberg, Sato, & Cattaneo, 2008; Glenberg, Sato, Cattaneo, et al., 2008), while others have proposed integration at various levels (Barsalou & Wiemer-Hastings, 2005; Borghi & Binkofski, 2014; Dove, 2014; Kousta, Vigliocco, Vinson, & Andrews, 2009; Lakoff & Johnson, 1980, 1999; Lakoff & Núñez, 2000; for a review, see Borghi et al., 2017).

        In a recent review of neuropsychological studies, Hoffman (2016) argued that lesion data available to date supports three distinct hypotheses that are in some ways mutually exclusive: the first hypothesis holds that abstract and concrete concepts depend on different neural substrates; the second hypothesis is that the cognitive difference between concrete and abstract concepts can be explained by control exercised by frontal areas in the process of adapting the meaning to the context (situated nature of concepts, e.g., Barsalou, 2008); and the third hypothesis, proposed only recently, defines concrete concepts as those that are organized through semantic similarity, whereas abstract concepts are organized through associative relationships. The debate around these hypotheses is still ongoing.

        Numerous authors have recently addressed the relationship between abstract and concrete representations, and the possible integration of classic and grounded theories (e.g., Barsalou, 2016; Binder, 2016; Dove, 2016). A very interesting perspective is the proposal by Binder and Desai (2011), already discussed above, and known as embodied abstraction (e.g., Dove, 2011; Taylor & Zwaan, 2009). According to this perspective, the available evidence contradicts classic disembodied theories that postulate that cognition is completely separate from perception, but it also contradicts more radical grounded theories; the authors therefore proposed a continuum that ranges from more concrete representations based on the motor and perceptual systems, on one extreme, to more abstract concepts at the other. The latter would be the result of automated and generalized motor and perceptual inputs and would be used in known and familiar contexts, whereas in the face of novel or rare situations it would necessitate more detailed sensorimotor simulations and a greater contextual support (Binder & Desai, 2011).

      
      
        8.2 Memory

        Traditional theories have treated memory as a container of information that is stored in semantic systems; however, as discussed above, if this container stores nodes and associations, it would be vacuous because it cannot represent meaning (Harnad, 1990). There is indeed a grounding problem; this appears to be the counterpart of the challenge of abstract concepts discussed previously. Contrary to the traditional vision, numerous authors have advanced alternative theories and have brought evidence in support of these theories.

        Rubin (2006), for example, proposed the basic systems theory. According to him, memory would contain numerous multimodal components that are used simultaneously during simulation.

        Wheeler and colleagues (2000) showed that the modality of recall remains linked to the modality of encoding: the auditory or visual storage of items, which consequently involves activation in visual or auditory areas of the brain, elicited the same activations in the recall phase. Similar arguments have been proposed by Barsalou (1999, 2003) concerning mental simulation, according to whom the experience of memory involves the reactivation of perceptual, motor, and emotional components related to what was experienced at the moment of storage. In parallel, it has been argued that memory enables entire behaviors to be put in action within a context in which the relevance of a certain action in a certain situation is recalled (Wilson, 2002). In this latter vision, in particular, the predictive relevance of memory is clear. Further evidence of mental simulation during prediction was reported, for example, by Craighero, Fadiga, Umiltà, and Rizzolatti (1996) through a visuomotor priming task: perceiving the orientation of an object facilitated the actions that were congruent with the properties of that object.

        Glenberg (1997) proposed that the patterns that are contained in memory are motor in nature and linked to the interactions with the environment (affordances; e.g., Gibson, 1979) and with finalized behavior. Consider, for example, a simple state of things, such as a room with a chair in the middle: “A chair affords sitting for adult humans, but not for mice or elephants, who have the wrong sorts of bodies to sit in an ordinary chair. A chair also affords standing-on for the human. If the human has the goal of changing a light bulb in a ceiling fixture, the meaning of the situation arises from meshing the affordances of a light bulb (it can be held in the hand) with the affordances of the chair (it can be stood on to raise the body) to accomplish the goal of changing the bulb” (Glenberg & Kaschak, 2002, pp. 558–559; for a further discussion about affordances and simulation, see also Barsalou, 2003).

        Similarly, perception would be guided by the possible interactions with the environment that are stored in memory and by mental simulation. Memories from the past or prediction of the future both have to do with manipulating these interactions and suppressing simultaneous environmental stimuli (Glenberg, Schroeder, & Robertson, 1998). The literature on mirror neurons (e.g., Buccino, Binkofski, & Riggio, 2004; Iacoboni, 2009; Kilner, Friston, & Frith, 2007; Rizzolatti & Craighero, 2004; Rizzolatti, Fadiga, Gallese, & Fogassi, 1996; Rizzolatti, Fogassi, & Gallese, 2001) constitutes a practical link with this idea.

        Bryant and Wright (1999) showed that memory for the spatial location of objects depends on the position of the body at the moment of storage; in particular, the responses of participants were significantly faster when the objects were placed on the head-foot axis, relative to those that were located on other axes. Gibbs (2006) argued that the results of this work depend on environmental asymmetries—for example, due to gravity, or corporeal asymmetries, such as that gaze tends to be directed frontally.

        Pezzulo, Barca, Bocconi, and Borghi (2010) tested 18 climbers who were novices or experts and analyzed the role of the motor component of the memory of climbing paths. In particular, the participants were asked to memorize the series of supports that made up the three paths indicated to them by an instructor: a simple one (also suitable for novices), a complex one (suitable only for experts, by virtue of the form and the orientation of the supports), and one that is physically impossible. After observing the supports of each path, the participants were asked to perform a distractor task, and then to indicate on an A3 sheet representing the entire wall which supports composed the paths they observed. The groups performed similarly except for the complex path, where the experts showed better performance, which supports the hypothesis that motor competence plays a role in cognitive simulation during memory function (Pezzulo et al., 2010).

        The body would also play a determining role in more complex memory processes. Scott, Harris, and Rothe (2001), for example, presented the same monologue to 91 participants who were then divided into five groups. The first group was asked to read the monologue again (i.e., a total of two times); the second group was asked to respond in the first person to five written questions; the third group to participate in a small group discussion about the five questions proposed to the previous group; the fourth group to respond to the same five questions in a small group, but having only one person talk for each question; and the fifth group to recite and improvise in pairs the scenes contained in the monologue. After 30 minutes, participants were presented with a copy of the original monologue but with blanks instead of some words, which they were asked to fill in; their responses could thus be completely correct, semantically correct, or wrong. The results indicated that in the number of completely correct responses, all groups showed similar performance, whereas for semantically correct responses, which have to do with the extraction of meaning, participants who had improvised the monologue showed significantly better performance than the other groups. It was argued that actively interpreting a character, mirroring it in physical and emotional behavior, improves memory performance (Gibbs, 2006). These results are of great value when framed in a theoretical system that conceives of memory as a system for processing of meaning and schemas rather than for exact retention of information.

        In the same way, it was reported that the position of the body during recall can facilitate access to autobiographical memories when it is congruent with the position at the moment of storage (Dijkstra, Kaschak, & Zwaan, 2007). Casasanto and Dijkstra (2011) also demonstrated that memory does not depend only on the posture of the body but also on the direction of movement: participants tended to recall memories more rapidly if their valence was congruent with the direction of the movement (positive—upward movement; negative—downward movement). These results suggest that memories are implicitly associated with schematic representations of movements. Similar conclusions were found by Seno, Kawabe, Ito, and Sunaga (2013). There is also evidence in the opposite direction that links posture and cognitive activity: mental simulation of concepts with a particular emotional valence elicits postural changes (Oosterwijk, Rotteveel, Fischer, & Hess, 2009).

        Rieger (2004) used a Stroop-like task to show that expert typists tended to identify the color of a letter faster if the finger used to indicate this response was the same as the one used to press the button corresponding to that letter on a keyboard (and this effect was shown without using a keyboard for responding). These data were further extended by Yang, Gallo, and Beilock (2009), who studied the role of motor fluency in recognition memory. In this study, novice and expert participants were asked to memorize pairs of different letters (such as the pair FV, which are typed with the same finger and therefore not fluent on the motor level, or the pair FK, which are typed with different fingers and therefore fluent) and subsequently were asked to recognize which pairs were already presented. The results indicated that expert typists exhibited significantly higher levels of false alarms than novices for fluent letter pairs, suggesting the existence of a link between motor associations and memory activity, even in the absence of conscious intention on the part of the individuals.

        Calvo-Merino, Glaser, Grèzes, Passingham, and Haggard (2005) used fMRI to study how expertise is reflected in cerebral activation. There were three groups of participants: experts in capoeira, experts in ballet, and controls. All participants were shown action sequences from capoeira or ballet during fMRI. There was a significant difference in brain activation when participants were shown movements from their own motor repertoire, relative to observation of movements that subjects could not perform, supporting the idea that motor simulation is involved in perception. The results of this work lead to questions about how it is possible for two observers to experience the same phenomenon in different modalities according to their previous knowledge and the implications that this may have on a social level. Again, as above, the literature on mirror neurons can form a useful link here (e.g., Buccino et al., 2004; Iacoboni, 2009; Kilner et al., 2007; Rizzolatti & Craighero, 2004; Rizzolatti et al., 1996, 2001). What exactly this difference in brain activation implies on a psychological level is not known, and presumably this is on the unconscious level, but it nevertheless establishes a tight link between action and thought.

        The evidence presented here clarifies the link between motor and cognitive function and is coherent with the hypothesis that motor systems are involved in memory and these involve a concrete neural basis (for a review, see Shapiro, 2014). The evidence presented also leads one to reconsider the difference between explicit and implicit memory (Dew & Cabeza, 2011; Squire & Dede, 2015).

        There is also experimental evidence concerning working memory. It was shown, for example, that there is a relationship between verbal memory span and the time required to pronounce words. Individuals with Chinese or English mother tongue showed significantly different memory spans which could be explained by the different pronunciation time of to-be-remembered words in the two languages (Stigler, Lee, & Stevenson, 1986). Similar mechanisms have been reported between typical and deaf individuals, where the latter group showed a memory span of four items (Wilson & Emmorey, 1997), which would reflect the difference in time in expressing information (Marschark, 1994). There is also other evidence linking mental simulation to activity in sensory areas involved in these simulations (e.g., Grèzes & Decety, 2001; Halpern, Zatorre, Bouffard, & Johnson, 2004; Jeannerod, 1995; Kosslyn, Ganis, & Thompson, 2001).

      
      
        8.3 Prediction

        The link between prediction and grounded approaches has been directly investigated in several papers (e.g., Clark, 2013, 2015a, 2015b, 2017). The classic example was shown in the outfielder’s problem (e.g., Fink, Foo, & Warren, 2009), which is the question of how a baseball outfielder catches the ball while he is running. The solution, known as optical acceleration cancellation, consists in moving oneself so that the velocity of the ball within the visual field is constant, thus canceling its acceleration (Fink et al., 2009). This strategy involves not only perceptual predictive components but also motor components because the movement of the outfielder at each moment can modify the entire process, and therefore this is a good example of how these components can integrate to reach extremely complex goals.

        From a grounded point of view, prediction can be considered an extension of mental simulation, and in some accounts memory itself can fall under this construct (Barsalou, 2009). It has indeed been shown that these two functions involve a common neural basis (e.g., Addis et al., 2009). Furthermore, some authors have argued that prediction is the principal aim of the cognitive system and that it depends on memory components (e.g., Bar, 2007, 2009; Hawkins & Blakeslee, 2004).

        A simple example of the link between prediction and memory is cited in a recent work by Shapiro (2014) and is linked to the famous second goal of Diego Armando Maradona against England during the FIFA World Cup of 1986. In spite of the more favorable position of the player Jorge Valdano from his team, Maradona does not pass him the ball but launches a solitary dribble. The Argentinean star player later explained that he recalled an episodic trace of a similar situation in 1979 in Wembley, and based on this memory, managed to plan his future behavior. The example of Maradona, although not scientific in nature, refers to the fundamental idea that using a specific episodic memory for predictive purposes can lead to putting into action a certain behavior. Although not very specific, the evidence presented previously about prediction (for a review, see O’Callaghan et al., 2017) points to a link between motor and perceptual processes.

        Barsalou (2009) argued that prediction is simply a simulation performed using the same modality with which reality is experienced and that therefore there is a correspondence between the mechanisms used during perception and those active during simulation. Furthermore, this correspondence is what makes prediction effective, because it enables an exact comparison between what is predicted and what is actually perceived.

        The link between simulation and prediction has been shown, for example, by Tucker and Ellis (2001): according to the direction of the handle of a cup, participants mentally simulated the grasp with the hand toward which this handle was turned, hence predicting which hand would be most effective. Bub, Masson, and Cree (2008) and Wadsworth and Kana (2011) reported that the perception of an object leads to simulation of actions that one predicts will be effective in the interaction with this object (i.e., affordances).

        The adaptive purpose underlying the predictive simulations appears to reside in the facilitation that they create in perceptual processing and motor planning (Barsalou, 2009). This is particularly evident in implicit memory through priming: “When a perceptual stimulus activates a similar perceptual memory, the perceptual memory runs as a simulation of the stimulus and speeds its processing by activating relevant processing areas, with the simulation perhaps fusing with the stimulus information” (Barsalou, 2009, p. 1285).

        It has indeed been shown that the effect of repetition priming is stronger when there is a correspondence between the sensory modality in which stimuli are perceived or in their details (Jacoby & Hayman, 1987; Jolicoeur, 1985; Kirsner, Dunn, & Standen, 1989), and also that mental simulation of a stimulus alone can produce similar priming effects to that of the actual perception of it (e.g., Roediger & Blaxton, 1987; Schacter & Graf, 1989), which suggests that they have a common mechanism (Barsalou, 2009).

        Further evidence of the role of perceptual and motor simulation in the facilitation of responses comes from studies on language (for a review, see Pecher & Zwaan, 2005). Hauk, Johnsrude, and Pulvermüller (2004) showed that there is a common neural substrate for the execution of movements such as those of the tongue, fingers, hands, or feet and the linguistic processing of words semantically linked to these areas of the body. The activation of motor areas during linguistic processing would represent the generation of motor simulations that concern their meaning. This hypothesis has been corroborated by the results several studies (for a review, see Buccino, Colagè, Gobbi, & Bonaccorso, 2016).

        Motor activation is related to the concept of affordance (Gibson, 1979), which was discussed previously, and which can be defined as the set of possible physical interactions with an object. While, however, the perspective of Gibson was strictly antirepresentational, in recent years hypotheses have been proposed that consider affordances as the product of brain integration of motor and visual components (e.g., Ellis & Tucker, 2000). Borghi and Riggio (2015) argued that there is evidence for the hypothesis that affordances are elicited in an automatic fashion by a stimulus and, in parallel, are selected through top-down processes that inhibit those that are not coherent with the context.

        In conclusion, grounded cognition enables us to situate the process of prediction within a larger framework, which is not necessarily exclusive with respect to what was previously presented, through the concept of mental simulation that builds on sensorimotor components. In particular, this responds to deeper questions about the link between memory and the future, that is, the properties of the cognitive representations that are used. This concept is particularly useful as a stepping stone to the next chapter, in which a brain structure will be presented that has recently been linked with the themes discussed here (Guell, Gabrieli, & Schmahmann, 2017; Koziol, Budding, & Chidekel, 2012).

      
    
  
    
      
        III Neurophysiology and Behavior: From Cerebrum to Cerebellum

      
      After arguing that memory is not merely a retention system, but rather a system oriented toward the future, we move on to the next step, which is to understand the neural correlates of prediction, that is, the brain areas involved in this process. On this front, the view is not completely clear.

      The hypothesis has been proposed that prediction is the principal mechanism of cognitive functioning (for a review, see Bubic et al., 2010) and would therefore be linked not only to motor control (Wolpert & Flanagan, 2001) but also, for example, to understanding the action of others, processing of vision, attention, language, and more generally executive function (e.g., for action understanding, see Jeannerod, 2001; Kilner et al., 2007; for visual and attentional processing, see Enns & Lleras, 2008; Mehta & Schaal, 2002; for language processing, see DeLong et al., 2005; for emotional processing, see Gilbert & Wilson, 2009; Herwig et al., 2007; Nitschke, Sarinopoulos, MacKiewicz, Schaefer, & Davidson, 2006; Ueda et al., 2003; for theory of mind, see Frith & Frith, 2006; and for executive functions, see Baker et al., 1996; Fuster, 2001; Roberts et al., 2017; Wylie, Javitt, & Foxe, 2006).

      Predictive function has been linked with the activity of several brain areas, including frontal and prefrontal areas, the cerebellum, hippocampus, temporal and parietal areas, and the basal ganglia, insula, amygdala, and cingulate gyrus—in other words, almost the entire brain (see figure III.1—e.g., for frontal and prefrontal areas, see Brunia, 1999; Gómez, Vaquero, & Vázquez-Marrufo, 2004; Summerfield et al., 2006; for the cerebellum, see Addis, Moloney, Tippett, Roberts, & Hach, 2016; Blakemore, Frith, & Wolpert, 2001; D’Mello, Turkeltaub, & Stoodley, 2017; Ebner & Pasalar, 2008; Ivry & Keele, 1989; Kawato et al., 2003; Lisberger, 2009; Moberget et al., 2008; Nowak, Topka, Timmann, Boecker, & Hermsdörfer, 2007; Pisotta & Molinari, 2014; Rost, Nowak, Timmann, & Hermsdörfer, 2005; Wolpert et al., 1998; for the hippocampus, see Eichenbaum & Fortin, 2009; Lisman & Redish, 2011; for temporal and parietal areas, see Addis et al., 2007, 2009; Ruby, Sirigu, & Decety, 2002; Thakral et al., 2017; for the basal ganglia, see Kotz, Schwartze, & Schmidt-Kassow, 2009; Schultz & Dickinson, 2000; for limbic areas, see Ploghaus et al., 1999; Porro, Cettolo, Francescato, & Baraldi, 2003; Ueda et al., 2003; and for a complete discussion of these findings, see Bubic et al., 2010).
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        Figure III.1

        Several areas have been linked to various forms of predictive processing, such as medial frontal cortex, dorsolateral prefrontal cortex, temporal and parietal cortex, cerebellum, basal ganglia, hippocampus, and limbic areas. Labels and lines added by us; image adapted from Patrick J. Lynch, medical illustrator, and C. Carl Jaffe, MD, cardiologist. Creative Commons Attribution 2.5 License 2006.

      
      Among these we can find the cerebellum, a structure which in recent years has attracted notable attention (for reviews, see Adamaszek et al., 2016; Baumann et al., 2015; D’Angelo & Casali, 2012; Koziol et al., 2014; Manto et al., 2012; Mariën et al., 2014; and for a general discussion, see D’Angelo, 2019). Typically, indeed, the cerebellum has been linked with aspects of motor coordination (e.g., Holmes, 1917), more than to higher-order perceptual or cognitive processing, but since the 1990s important evidence has been found for this idea (e.g., Schmahmann, 1991; Schmahmann & Sherman, 1998).

      Contrary to what happened historically for cortical areas, where the link between physiology and cognitive function was made through observations of impairments in individuals with lesions in particular areas (e.g., Broca, 1861; Wernicke, 1874), for the case of the cerebellum this has only been partially possible (e.g., Flourens, 1842; Holmes, 1917). In regard to this structure, Camillo Golgi and Santiago Ramón y Cajal (Glickstein, Strata, & Voogd, 2009) performed extremely detailed and accurate studies of cerebellar physiology, studies for which they were awarded the Nobel Prize in 1906. Much more is known about cerebellar cytoarchitecture than about its function.

      From this brief introduction, it becomes clear that from a psychological point of view the study of the role and function of the cerebellum in human behavior has taken a different, not to say largely opposite, route relative to the study of other cerebral areas. In nearly all cases, indeed, the subjective understanding and the objective study of cognitive function has enabled the study of the neural correlates of these processes and, recently, the neural networks involved in them. For example, starting with language, researchers initially analyzed it subjectively, as a cognitive function, later analyzed it objectively, in the form of behavioral expressions, and finally arrived at the identification of the cortical areas involved and the neural networks that link these areas. In the case of the cerebellum, this has been impossible, because researchers never clearly identified what function can be ascribed to the cerebellar areas, except for some limited cases where the cerebellum was associated with aspects of motor coordination. On the contrary, knowledge about cerebellar physiology becomes critical when formulating hypotheses about the function of the cerebellum in human behavior. Some physiological information, such as the extensive cerebro-cerebellar connections, can indeed enable us to make inferences about its functions. From this perspective it becomes particularly important to understand anatomy (the quantity of neurons in the cerebellum is superior by far to the number in the entire rest of the nervous system), physiology (the cerebro-cerebellar connections indicate particularly important links with areas that are phylogenetically more evolved of the frontal and prefrontal cortex), and function (pathologies that involve the cerebellum are typically associated with impairments in the emotional, motor, or cognitive sphere, but often it is not possible to isolate a single behavioral aspect). In order to understand cerebellar functioning, it is necessary to have some basis of knowledge about anatomy and physiology and then formulate hypotheses about its functional role.

      Generally, textbooks will indicate that the principal cerebellar function is motor coordination, but more specifically it seems that it has to do with the automation of certain capacities of which motor coordination is only one (e.g., Albus, 1971; Ito, 1990, 2011; Marr, 1969), and it achieves this using internal forward and inverse models (Ito, 2008) for predictive purposes (for a review, see Sokolov, Miall, & Ivry, 2017).

      The dysmetria of thought hypothesis suggests that the cerebellum would participate in cognitive processing in the same way in which it participates in motor functions (Schmahmann, 1991), which would be made possible by its dense connections with cortical areas (e.g., Dum & Strick, 2003; Kelly & Strick, 2003; Sokolov, Erb, Grodd, & Pavlova, 2014; Strick, Dum, & Fiez, 2009), its uniform structure (e.g., Ramnani, 2006), and functional double dissociation between the anterior and posterior cerebellar lobes (for a review, see Schmahmann, 2019).

      One of the key themes is what Schmahmann and Sherman (1998) have described as the cerebellar cognitive-affective syndrome (CCAS), defined as an impairment that involves executive function, spatial cognition, language, behavior, and personality, and which arises following cerebellar posterior lesions. Schmahmann (1991) previously suggested that the cerebellar contribution to the modulation of movement, cognition, and emotion are all supported by the same neural process, known as universal cerebellar transform (UCT).

      Guell and colleagues (2017) argued that strong evidence has been reported in support of UCT:

      
        	• Cerebellar lesions cause cognitive and affective deficits in addition to motor impairments (e.g., Choi, Kim, Cho, & Kim, 2008; Fabbro, Moretti, & Bava, 2000; Gasparini et al., 1999; Leggio, Chiricozzi, Clausi, Tedesco, & Molinari, 2011; Levisohn, Cronin-Golomb, & Schmahmann, 2000; Tedesco et al., 2011).

        	• Functional coherence has been reported between cerebellar and cerebral activations, as well as the existence of numerous cerebro-cerebellar loops and connections that involve frontal, temporal, and parietal areas (e.g., Bostan et al., 2013; Buckner, Krienen, Castellanos, Diaz, & Yeo, 2011; Dum & Strick, 2003; Jissendi, Baudry, & Balériaux, 2008; Sokolov et al., 2014).

        	• Contrary to cerebral areas to which they are connected, cerebellar areas have a homogeneous and uniform structure (e.g., Ramnani, 2006), and this could enable the manifestation of a single process in different domains (Schmahmann, 1991; Schmahmann & Pandya, 2008; for a recent review, see Schmahmann, Guell, Stoodley, & Halko, 2019; for recent evidence, see Guell, Schmahmann, Gabrieli, & Ghosh, 2018). According to Eccles, Ito, and Szentágothai (1967, p. 311), “What the rest of the nervous system requires from the cerebellum is presumably not some output expressing the operation of complex reverberatory circuits in the cerebellum but rather a quick and clear response to the input of any particular set of information.”

        	• Cerebellar lesions disable coordination, rhythm, and accuracy of movements, but not their force; in the same way, it has been shown that cerebellar lesions are associated with relatively intact semantic and grammatical knowledge but a deterioration of metalinguistic and pragmatic abilities (e.g., Guell, Hoche, & Schmahmann, 2015). From a grounded perspective, we could read these linguistic deficits as difficulties in mentally simulating the metaphors contained in the sentences.

      

      Guell and colleagues (2017) linked UCT to grounded cognition, because according to the authors it offers new cues about the relationship between sensorimotor, affective, and cognitive processes. In particular, the cerebellar contribution in the coordination of movement, affective function, and cognition would be a clear example of how these domains interact and are based on a common neural foundation.

      Furthermore, the hypotheses of neuronal recycling (Dehaene & Cohen, 2007) and neural reuse (Anderson, 2010) propose that areas that were originally involved in older functions could evolve through cerebral plasticity to participate in phylogenetically more recent functions through to the development of new connections. In this way, the cerebellum would have evolved to bring a mechanism that originally operated in the sensorimotor realm into the cognitive sphere.

      For this purpose, one may argue that the cerebellum should be considered as the principal area of the predictive brain. There is a large body of evidence to support this hypothesis (for a review, see Sokolov et al., 2017), and the possibility of performing predictive functions is ensured by the numerous cortico-cerebellar loops (e.g., Krienen & Buckner, 2009). Furthermore, the cerebellum is an impressive neural machine—indeed, compared with the 21–26 billion neurons of the cerebral cortex (Pelvig, Pakkenberg, Stark, & Pakkenberg, 2008), the cerebellar cortex has around four times more (Andersen, Korbo, & Pakkenberg, 1992), that is, around 100 billion neurons (for a review, see Von Bartheld, Bahney, & Herculano-Houzel, 2016).

      In order to understand this principle, it is therefore necessary to clarify the structural and functional principles of the cerebellum, which will subsequently be integrated in a theoretical framework in the last part of the present work.

    
  
    
      
        9 Cerebellar Connectivity

      
      The name cerebellum (see figure 9.1) originates from the Latin for “little brain.” The cerebellum is located in the posterior fossa and is divided into 10 lobules: the anterior lobules (I–V), posterior lobules (VI–IX), and flocculonodular lobe (X), separated from each other, respectively, by the primary fissure and the posterolateral fissure. From the functional point of view, however, it is longitudinally organized in the left and right cerebellar hemispheres, and a medial structure between them, which is called the vermis (Voogd & Glickstein, 1998).

      
        9.1 History

        The first work dedicated in its entirety to the cerebellum is due to Malacarne (1776), an Italian medical doctor and anatomist, who also described two cases of cretinism and linked these to cerebellar hypotrophy.

        Several years later, another Italian doctor, Rolando, described several symptoms in the motor domain that appeared as a result of cerebellar lesions (Rolando, 1809), which led him to hypothesize that the cerebellum was responsible for motor production. The conclusions of Rolando were later refuted by Flourens, who performed a study on birds (Flourens, 1842) and proposed the hypothesis that the cerebellum is involved in coordination of movements and in gait rather than in motor production itself. Toward the end of the 19th century, the hypotheses of Fluorens were corroborated by results of lesion studies done on primates by Luciani (1891), Ferrier and Turner (1893), and Risien Russell (1894).

        Lesional studies performed on animals about half a century later (Chambers & Sprague, 1955; Jansen & Brodal, 1940) showed that the medial area (vermis and fastigial nucleus) regulates vestibular function, posture, gait, and balance and that the intermediate areas (paravermal and emboliform nucleus) modulate movements that are spatially organized according to the ipsilateral limbs, whereas for the lateral areas (cerebellar hemispheres and dentate nucleus) the results were not clear enough for definite conclusions; lesions in these areas imply indeed only mild impairments to motor function without a clear organization. Cerebellar abnormalities are documented in pathologies such as autism (Bauman & Kemper, 1985), schizophrenia (Moriguchi, 1981; Snider, 1982), and attentional problems (Berquin et al., 1998).
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          Figure 9.1

          Mediosagittal section of the cerebellum (above), where it is possible to identify the three lobes, and posterior and “unrolled” visualization (below), where it is possible to identify the two hemispheres and the vermis between them. The approximate localization of the cerebellar lobules is given in Latin numerals. Labels and lines added by us; images of the cerebellum adapted from Anatomy & Physiology, Connexions, http://cnx.org/content/col11496/1.6/; OpenStax College. License Creative Commons Attribution 3.0 Unported.

        
        In 1991 Schmahmann (1991, p. 1183) proposed the concept of dysmetria of thought, hypothesizing, “In the same way that the cerebellum regulates the rate, force, rhythm, and accuracy of movements, so does it regulate the speed, capacity, consistency, and appropriateness of mental or cognitive processes.” Subsequently, a lesion study on 20 patients described the CCAS, which occurs following cerebellar lesions located specifically in the posterior lateral areas (Schmahmann & Sherman, 1998). This disorder involves the following:

        
          	• Executive function

          	• Spatial cognition

          	• Language

          	• Behavior and personality.

        

        There are also reports of neuropsychiatric symptoms following cerebellar lesions linked to deficits in attention, mood and social cognition, autism spectrum, and psychotic symptoms (Schmahmann, Weilburg, & Sherman, 2007). Similar cognitive deficits and behavioral changes have subsequently been described in young individuals following similar cerebellar lesions (Levisohn et al., 2000; Neau, Bonnaud, Ingrand, & Gil, 2000; Riva & Giorgi, 2000).

        The symptoms of CCAS appear largely transversal, and they do not enable a clear functional definition. The 20 individuals with cerebellar lesions in the work that first described it (Schmahmann & Sherman, 1998) presented very different neuropsychological pictures. Eighteen individuals showed impairments in executive function, including working memory (11 individuals), motor or cognitive shifting (16 individuals), and perseverance (16 individuals); verbal fluency, not correlated with dysarthria, was affected in 18 individuals and was characterized in particular by telegraphic speech and sometimes mutism; 6 produced ungrammatical sentences, and 8 showed abnormal prosody; 19 individuals were compromised in visuospatial function, in particular in relation to sequential approach to drawing and to the conceptualization of graphs, while 4 showed simultanagnosia (the inability to perceive multiple objects at the same time); 13 showed impairments resembling anomia, and 14 difficulties in making calculations; also verbal and visual learning were compromised, respectively, in 11 and 4 individuals; a small portion (2 individuals) showed ideative apraxia; a good portion (15 individuals) had difficulties in modulating behavior, emotional flattening, disinhibition, and impulsive and sometimes obsessive-compulsive behavior (for a review, see Schmahmann, 2019).

        On the one hand, these data make clear that cognitive and emotional functions of the cerebellum are highly varied, and at the same time, the variability of the patterns present in the individuals is probably related to a notable difference on the neural level between the cerebellar and cerebral areas and to a different neural organization of these circuits. The behavioral effects of these cerebellar anatomical-physiological characteristics are still partly unknown.

        The motor deficits following a cerebellar lesion, in turn, would not be sufficient to explain the cognitive problems (Noroozian, 2014). Therefore, the presence of these shows that the cerebellum is an essential node in high-level cognitive processing.

        The impairments experienced by subjects were more pronounced at the beginning and were linked to the size of the lesion; a double dissociation was reported between lesions in anterior cerebellar areas, which cause motor deficits (e.g., Holmes, 1917), and those in posterior cerebellar areas, which, however, lead to cognitive and affective deficits (e.g., Schmahmann & Sherman, 1998). Neuroimaging studies have contributed to identifying two distinct anatomical-functional areas within the cerebellum: a sensorimotor areas consisting of lobules V, VI, and VIII, and a cognitive system of lobules VII-A, IX, Crus I and II, and parts of lobules VI and VII-B (Habas et al., 2009; Krienen & Buckner, 2009; for a recent work, see Stoodley, MacMore, Makris, Sherman, & Schmahmann, 2016).

        CCAS would thus be caused by posterior cerebellar lesions, and it appears that the dysmetria of thought is the counterpart on the cognitive level of the motor dysmetria caused by anterior cerebellar lesions. Several findings have furthermore linked the cerebellum specifically to emotional, cognitive, and perceptual processes (for reviews, see Adamaszek et al., 2016; Baumann et al., 2015; D’Angelo & Casali, 2012; Koziol et al., 2014; Manto et al., 2012; Mariën et al., 2014; and for a general discussion, see D’Angelo, 2019). There are also reports that are coherent with the hypothesis of a cerebellar involvement in high-level cognitive processes such as working memory, learning, visuospatial processing, linguistic processing, and timing (for a review, see Keren-Happuch, Chen, Ho, & Desmond, 2014).

      
      
        9.2 Connections

        Extensive data about cerebro-cerebellar connections comes from studies on primates (e.g., Akkal, Dum, & Strick, 2007; Dum & Strick, 2003; Middleton & Strick, 2001) that have reported cerebellar connections with frontal motor and premotor areas as well as associative and parietal areas. Several neuroanatomical studies have furthermore identified the presence of cortico-cerebellar loops linked to prefrontal areas, the hippocampus, the limbic cortex, and temporal and parietal areas (for reviews, see Schmahmann & Pandya, 1997a; Strick et al., 2009).

        Functionally, cerebellar connections are divided into the vestibulo-cerebellar tract, the spinocerebellar tract, and the cerebro-cerebellar tract (for a review, see Apps & Watson, 2013). The connections of the vestibulo-cerebellar tract originate in the vestibular organs located in the inner ear and are linked with the brainstem and the cerebellum; those of the spinocerebellar tract come from the spinal cord and relay proprioceptive and kinesthesic feedback; the cerebro-cerebellar tract forms multiple feedforward and feedback loops (Habas & Cabanis, 2007a), in particular there is the cortico-ponto-cerebellar route (Buckner et al., 2011; Kamali, Kramer, Frye, Butler, & Hasan, 2010) and the cerebello-thalamo-cortical route would be involved in coordination and motor planning, as well as in cognitive and high-level perceptual function (Habas & Cabanis, 2007b).

        Schmahmann (1996) aimed to investigate the substrates of cerebellar involvement in cognitive function and studied corticopontine connections in the rhesus monkey. In fact, all cerebro-cerebellar connections pass through the pons. In particular, it has been shown how large parts of prefrontal, temporal, parietal, and parahippocampal areas are connected to the pons and from there onward to the cerebellum.

        The prefrontal-pontine connections terminate in the medial portion of the pons (Schmahmann & Pandya, 1995, 1997b), whereas the parietal-pontine connections terminate in the lateral portion of the pons and are topographically organized based on their origin. Those that come from inferior parietal areas are predominantly represented in the rostral portion of the pons, whereas those originating from superior parietal areas are distributed rostrocaudally (May & Andersen, 1990; Schmahmann & Pandya, 1989); the temporopontine connections end in the lateral and dorsolateral portions of the pons (Schmahmann & Pandya, 1991, 1992), as well as the afferents of the peristriate and parahippocampal cortex (Schmahmann & Pandya, 1993), while those from the cingulate cortex are directed toward the medial pontine nucleus and toward the lateral portion of the pons (Schmahmann & Pandya, 2006; Vilensky & Van Hoesen, 1981).

        The anterior cerebellar lobe and the vermal lobule VIII-B receive afferents from the sensory and motor cortices through neurons that are located in the caudal portion of the pons (Brodal & Walberg, 1977). The vermal lobule VII and the lobules VIII and IX receive afferents from the lateral portion of the pons (Brodal, 1979). The posterior cerebellar lobe receives afferents from cerebral associative areas through the rostral portion of the pons (Brodal, 1979), but also from the premotor, prefrontal, and parietal cortex (see figure 9.2) (Kelly & Strick, 2003).

        The efferent cerebellar fibers pass through the deep cerebellar nuclei and, except for those originating in the flocculonodular lobe, in the uvula and in the vermal portion of lobule IX which project directly to the vestibular nuclei (Voogd, 2004). In particular, the medial portions of the cerebellar cortex project to the fastigial nucleus, the intermedial to the globose and emboliform nuclei, and the lateral ones to the dentate nucleus.

        The cerebellar-thalamic connections originate contralaterally from the dentate, globose, and emboliform nuclei and bilaterally from the fastigial nuclei (Asanuma, Thach, & Jones, 1983a, 1983b; Kalil, 1981; Rouiller, Liang, Babalian, Moret, & Wiesendanger, 1994; Sakai, Inase, & Tanji, 1996; Stanton, 1980), and they pass through the superior cerebellar peduncle (Voogd, 2004). The fibers coming from the dentate and fastigial nuclei are directed to the thalamic motor, intralaminar, and medial dorsal nuclei, while those originating in the globose and emboliform nuclei continue toward the ventrolateral thalamic and anterior ventral nuclei (Ilinsky & Kultas-Ilinsky, 1987; Schmahmann, 1996).
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          Figure 9.2

          The cerebral cortex is connected to the cerebellar cortex through extensive connections passing through the pons. The majority of them originate in the frontal lobes. Labels and arrows added by us; image adapted from Patrick J. Lynch, medical illustrator, and C. Carl Jaffe, MD, cardiologist. Creative Commons Attribution 2.5 License 2006.

        
        The thalamocortical connections, in turn, are directed toward an extensive system of areas (see figure 9.3). In particular, from the thalamic ventrolateral nuclei and anterior ventral connections originate motor and premotor cortices; from the thalamic motor nuclei toward the motor, temporal, parietal, and prefrontal cortex; from the dorsal medial nuclei toward the prefrontal, parietal cortex, and cingulate gyrus and the temporal superior sulcus; from the intralaminar nuclei toward the associative cortices and paralimbic cingulate cortex and toward the parahippocampal gyrus (Schmahmann, 1996; Schmahmann & Pandya, 1990, 1997b). In general, the large part of the cerebellar efferents are directed toward frontal areas, as shown by Jissendi and colleagues (2008). Recent studies have confirmed the existence of indirect connections passing through the thalamus via the dentate nucleus and the sensorimotor, temporal, prefrontal, and parietal cortices (e.g., Granziera et al., 2009; Habas & Cabanis, 2007b; Jissendi et al., 2008).

        The cerebrocerebellar connections can be divided into two distinct systems: one is linked to motor functions and to the activity of lobules IV, V, VI, and VIII (Habas, Shirer, & Greicius, 2013), whereas the other is cognitive and involved in tasks of working memory, flexibility, attention, integration of information, imagery, episodic recall and is linked to Crus I, II, and lobule IX (Habas et al., 2009, 2013). The cerebellar lobules linked to motor activity show functional coherence with cerebral areas implicated in these functions, such as the prefrontal and parietal cortex, whereas those that are linked to the cognitive system show functional coherence with frontal areas.

        
          [image: ]

          Figure 9.3

          The cerebellum is connected to the cerebral cortex through extensive connections passing through the dentate nucleus and the thalamus. The majority of them are directed to the frontal lobes. Labels and arrows added by us; image adapted from Patrick J. Lynch, medical illustrator, and C. Carl Jaffe, MD, cardiologist. Creative Commons Attribution 2.5 License 2006.

        
        Recently, Krienen and Buckner (2009) found four distinct fronto-cerebellar loops, specifically involving motor, dorsolateral prefrontal, medial prefrontal, and anterior prefrontal areas and specific areas of the cerebellum. In particular, the motor area correlated with activations in lobule V in the cerebellar anterior lobe and lobule VIIIb, whereas the dorsolateral prefrontal area correlated predominantly with cerebellar lobules Crus I and II, VIIb, and IX; the medial prefrontal area correlated largely with Crus I, whereas the dorsolateral prefrontal area correlated most of all with Crus II; the medial prefrontal area correlated with the Crus I and with lobule IX, in contrast to the prefrontal anterior area, which correlated most with lobules VI and VIIIa; the anterior prefrontal area correlated largely with lobules VI, VIIb, VIIIa, and Crus II, relative to the motor area, which correlated mostly with lobules V and VIIIb.

        There is also evidence for cerebellar connections with areas linked to episodic memory, such as the hippocampus, amygdala, and the septal nuclei (Anand, Malhotra, Singh, & Dua, 1959; Harper & Heath, 1973; Snider & Maiti, 1976); to social cognition, such as the superior temporal sulcus (e.g., Sokolov et al., 2012; Sokolov et al., 2014); and to the visual system, such as temporoparietal cortex (Kellermann et al., 2012; O’Reilly, Beckmann, Tomassini, Ramnani, & Johansen-Berg, 2010; Sang et al., 2012).

        Yeo and colleagues (2011) used resting-state functional connectivity magnetic resonance imaging to study the organization of cerebral networks. Their research, combined with that of another work by Buckner and colleagues (2011) on the cerebellum, has identified the areas that are functionally interconnected and that participate in seven principal networks (visual, somato-motor, dorsal attention, ventral attention, limbic, frontoparietal, and default mode). The authors of both studies also provided a subdivision into 17 secondary networks. Their studies have confirmed the existence of several cerebro-cerebellar networks involved not only in motor processes but also in perception, emotive processing, and cognition.

        These connections would enable the cerebellum to contribute on multiple levels to numerous principal functions. The participation in sensorimotor aspects would be supported by direct connections not only to organs dedicated to the maintenance of balance but also to motor and somatosensory cortices (e.g., Bastian, 2006; Nowak, Topka, et al., 2007); the participation in emotional processing would be supported by links with limbic areas (e.g., Harper & Heath, 1973; Snider & Maiti, 1976); and participation in cognitive aspects would be linked to fronto-cerebellar loops that constitute a principal set of afferents and efferents (e.g., Middleton & Strick, 2001; Ramnani, 2006, 2012). What specifically are the functions of the cerebellum is until this day debated.

      
    
  
    
      
        10 Cerebellar Functions

      
      Several findings have shown a cerebellar involvement in motor, emotional, cognitive, and perceptual processes (for reviews, see Adamaszek et al., 2016; Baumann et al., 2015; D’Angelo & Casali, 2012; Koziol et al., 2014; Manto et al., 2012; Mariën et al., 2014; and for a general discussion, see D’Angelo, 2019). As discussed earlier, the cerebellar involvement would consist in the execution of one same basic function, and this is in line with the homogeneity of the cerebellar structure. In general, several basic functions have been linked to the cerebellum, such as sequencing, internal models, or timing (for review and experimental evidence, see Breska & Ivry, 2016; Ebner & Pasalar, 2008; Leggio & Molinari, 2015; Tedesco et al., 2011; Wolpert et al., 1998). These concepts can be seen as subunits that are part of a single higher-order process, such as the prediction of events. This function would be performed through a type of feedforward control, that is, the anticipation of the consequences of an operation and the subsequent comparison between what was predicted and what actually occurred, in order to improve the adaptation to the environment. As argued by D’Angelo and Casali (2012, pp. 8–9), “The cerebellum may take part in cognitive control by regulating executive functions, which it could do by manipulating different ‘objects.’ These can be considered parts of a set of virtual representations, given that they may be purely symbolic (e.g., thoughts) or applied to symbolic expression (e.g., speech) or voluntary movement (which, after all, is based on a virtual representation of its sensory consequences).” In one word, the principal function of the cerebellum appears to be the automation of a given function (e.g., Albus, 1971; Ito, 1990, 2011; Marr, 1969).

      The terms forward and feedforward are used to refer to the same general concept, and the first is associated with the term model and the second with control. In the literature, the opposite of a forward model is called an inverse model: “A forward model transforms a motor command into a prediction of its outcome in terms of the sensory reafference the movement will generate, i.e., the sensory consequences of the movement. In contrast, an inverse model computes the motor command that is required to achieve the desired state change of the body. Thus, in terms of information flow, the inverse model is the inversion of the forward model” (Ishikawa, Tomatsu, Izawa, & Kakei, 2016, p. 72). The opposite of feedforward control, however, is feedback control: the former coordinates activity based on what is expected to happen, whereas the latter does this based on what has actually happened.

      This can be further simplified with the example of an action, such as drinking from a cup. The inverse model dictates which actions are necessary to perform this action successfully (moving the arm, grasping the cup, bringing it to the mouth, etc.); the feedforward controller, through forward models that refer to this given movement, creates a prediction of what can be expected in each moment and coordinates action based on what is known in that moment (the sensation of the cup against the skin, the weight of the cup, the water touching the lips, etc.); and the feedback controller executes the necessary corrections once precise (or we can say “objective”) information has become available for the movement that is being executed (e.g., the force of the grip used is not sufficient to overcome the real weight of the cup).

      The cerebellum would be capable of internally representing the consequences of an action, comparing what actually occurred with what was predicted, and to signal the need to correct an error. In particular, the cerebellum would use a copy of the motor command (efferent copy) to simulate the feedback of the movement (corollary discharge) and then to compare it with the actual feedback (prediction error; Pisotta & Molinari, 2014).

      The concept of the corollary discharge, which actually is a form of prediction, has been proposed by Sperry (1950) to explain how a motor command can interact with the perception of its results. In the same period Von Holst and Mittelstaedt (1950) showed that the discrimination between a self-produced and an externally generated stimulus happens through the integration of feedback information with what was obtained from the analysis (a form of prediction) of the efferent copy.

      Finally, the discussion about models and sequences largely overlaps. These issues are discussed separately, but one can see numerous parallels, also because a sequence can be seen as a serial model of events and, vice versa, a model makes a serial prediction. In what follows, the concepts will be divided according to which theoretical approach they stem from, but they can be considered as substantially overlapping ideas.

      Since the function of the cerebellum is not completely known, nor are its relationships with cortical areas, it can be useful to consider some specific behavioral factors in order to make inferences about basic function.

      
        10.1 Learning and Motor/Cognitive Control

        Various authors have argued about cerebellar functions from a physiological point of view (e.g., Albus, 1971; Ito, 1990, 2011; Marr, 1969) and hypothesized that the cerebellum is involved in motor learning, in particular in the process of making a specific control ability automatic, thus allowing it to be executed more efficiently in terms of attentional energy (Shiffrin & Schneider, 1984). In a recent Consensus Paper (Koziol et al., 2014) it was proposed that the automation of cognitive operations requires involvement of the cerebellum in the same way as in motor learning; this hypothesis has been corroborated by results obtained in clinical and neuroimaging studies (e.g., Jenkins et al., 1994). Furthermore, deficits have been observed in visual and verbal memory in patients with cerebellar lesions (Chafetz, Friedman, Kevorkian, & Levy, 1996; Ciesielski et al., 1994; Levisohn et al., 2000; Schmahmann, 1991; Schmahmann & Sherman, 1998).

        In general, individuals with cerebellar lesions have greater difficulty in feedforward motor control than in feedback control (Bastian, 2006); the former, as explained above, refers to aspects of a movement that are programmed when feedback information is not available—for example, at the beginning of movements—whereas the latter refers to motor corrections that are made based on received feedback. The cerebellum thus appears to play a more pronounced role in feedforward than in feedback control (Morton & Bastian, 2006); individuals with cerebellar lesions appear to be incapable of predicting the muscle activations necessary to compensate for the weight of an object before the hand reaches it, but at the same time, once grasped, show relatively normal control (Lang & Bastian, 1999). They are furthermore unable to use information linked to an error during the action in a repeated performance of this action (Morton & Bastian, 2006). As hypothesized by Bastian (2006), the tremor following a cerebellar lesion could be attributed to a lack of feedforward information; indeed, usually a movement is obtained by modulating agonist and antagonist muscles based on predictions.

        Another function that is linked to cerebellar activity is the control of saccadic eye movements (e.g., Hopp & Fuchs, 2004; Liem, Frens, Smiths, & Van der Geest, 2013; Robinson & Fuchs, 2001). Saccades are high-speed eye movements that are used to bring a particular point in space into the fovea. Only what is present directly in the fovea can be perceived in detail, and therefore the saccades are used in a continuous and implicit way to visually explore the environment.

        One can experimentally induce saccadic errors using a saccadic adaptation paradigm (McLaughlin, 1967) in which participants are asked to make a saccade toward a point indicated by a specific stimulus, but while the movement is being made, the target stimulus is moved, which makes the saccade movement seem too long or too short. In general, this error is then corrected with another saccade. It has been hypothesized that each error can induce a change in the saccadic system (Srimal, Diedrichsen, Ryklin, & Curtis, 2008), and hence the latter is adapted based on the errors that are experienced. This adaptation is considered a form of motor learning (Hopp & Fuchs, 2004; Iwamoto & Kaku, 2010), but for learning to occur, the errors need to be coherent.

        In monkeys, lesions to vermal lobules VI and VII and to the fastigial nucleus cause difficulty in the execution, control, and adaptation of saccades (Barash et al., 1999; Takagi, Zee, & Tamargo, 2000), and making accurate saccades also becomes difficult for humans with cerebellar lesions (Choi et al., 2008; Straube, Deubel, Ditterich, & Eggert, 2001). The notion of cerebellar involvement in saccadic control is also supported by numerous neuroimaging studies (Desmurget et al., 1998; Hayakawa, Nakajima, Takagi, Fukuhara, & Abe, 2002; Liem et al., 2013; Schraa-Tam et al., 2009; Van Broekhoven et al., 2009).

        Now we turn to learning, which from the behavioral point of view is defined as an increase in the probability that a particular behavior occurs following a given stimulus, that is, the way in which the association between a conditioned stimulus (CS) and an unconditioned stimulus (US) can lead to a conditioned response (CR; e.g., Hoffland et al., 2012; McCormick & Thompson, 1984; Monaco, Casellato, Koch, & D’Angelo, 2014; Solomon, Stowe, & Pendlbeury, 1989; for a review, see Timmann et al., 2010). In this way, learning can be considered a form of prediction.

        Hoffland and colleagues (2012) investigated the role of the cerebellum in learning using theta burst stimulation (TBS) and the eye blink classical conditioning (EBCC) paradigm. This paradigm consists in the association between a CS, a sound, and a US, a small electric discharge on the right side supraorbital nerve, so as to induce a CR, a blink of the eye. The first experiment was divided into two phases that are nearly identical and separated by 7 to 10 days. Both phases consisted of six acquisition blocks and one extinction block; each acquisition block consisted of 11 trials, of which 9 were CS-US; the 10th, US-only; and the 11th, CS-only. The 11th trial was introduced to verify that the CR was learned independent of the US. In contrast, the extinction block consisted of 11 CS-only trials. The participants were divided into three groups: the first performed two phases without any stimulation, the second received a stimulation over the right cerebellar hemisphere only before the first phase, whereas the third received a control stimulation over the neck before the first phase. The results showed that participants in the second experimental group had a significantly lower number of CRs relative to the other two groups, indicating therefore a cerebellar involvement in the acquisition phase of training. In the second experiment, performed after an interval of 3 months, 7 of the 12 participants of the first experimental group (no stimulation) repeated the two phases separated by 7 to 10 days but received stimulation over the right cerebellar hemisphere only before the second phase; no significant differences were found. The authors therefore concluded that the involvement of the cerebellar cortex is limited to the acquisition phase and that, by contrast, retention and reacquisition can depend on other areas such as the dentate nucleus, which cannot be reached though the stimulation. Alternatively, they argued that even the remaining two phases could involve the cerebellar cortex but that the mechanisms involved are largely resistant to the interference of the stimulation (Hoffland et al., 2012).

        In addition, Monaco and colleagues (2014) studied cerebellar involvement using TBS and EBCC, with the difference being that the stimulation over the right cerebellar hemisphere was done at the end of the learning block and not before it. The authors hypothesized, according to what was shown by Smith, Ghazizadeh, and Shadmehr (2006), that the cerebellum uses two different ways of learning, a fast one located in the cerebellar cortex, and a slower one located in subcortical cerebellar structures (Medina, Garcia, & Mauk, 2001). In both groups there was evidence for a rapid increase in the probability of the CR in the acquisition blocks and a rapid decrease in the extinction phase. A week later, as a result of the consolidation that occurred in the meantime, the members of both groups showed high levels of probability of the CR when exposed to the CS. In the experimental group, however, during the extinction block the probability of the CR tended to remain high contrary to what happened in the control group. The extinction was therefore the only process affected by stimulation (Monaco et al., 2014). The results of Monaco and colleagues (2014) corroborate what was hypothesized by Smith and colleagues (2006), according to which there exist two distinct motor memory processes, a fast one that responds efficiently to errors but has small capacity, linked to cerebellar function, and a slow one that responds weakly to errors but has a greater capacity and is linked to subcortical cerebellar structures. The dissociation between these two systems is evident, for example, in the processes of extinction and consolidation which build, respectively, on the cerebellar cortex and subcortical structures (Monaco et al., 2014). These two systems, furthermore, would work in parallel (Lee & Schweighofer, 2009).

      
      
        10.2 Perception

        In order to achieve adaptation to the environment, it is necessary that the systems involved constantly update information. This adaptation can occur only by integrating the information that comes from prediction (Paquette, Goulet, & Rothermich, 2013). It has been hypothesized that the integration of this information, as well as the creation of predictions about imminent sensory events, is the task of cerebellar circuits (Braitenberg, Heck, & Sultan, 1997; Molinari et al., 2008; Roth, Synofzik, & Lindner, 2013).

        Bower (1997) proposed that the cerebellum is involved specifically in sensory acquisition, thus facilitating cerebral activity in that domain. According to Bower, therefore, the cerebellum would not be a strictly necessary structure, but rather it will act as a facilitator of the areas it is connected with.

        Neuroimaging studies have shown that cerebellar activity is significantly higher than baseline during tasks of tactile or auditory discrimination (Gao et al., 1996; Parsons et al., 1997; Petacchi, Kaernbach, Ratnam, & Bower, 2011; Petacchi, Laird, Fox, & Bower, 2005) and that this depends on the task difficulty (Baumann & Mattingley, 2010; Petacchi et al., 2011). Furthermore, individuals with cerebellar lesions show significantly impaired performance in tasks that involve somatosensation, proprioception, audition, vision, language, movement discrimination, analysis of temporal sequences, and timing (e.g., Bhanpuri, Okamura, & Bastian, 2012; Christensen et al., 2014; Ivry & Diener, 1991; Jokisch, Troje, Koch, Schwarz, & Daum, 2005; Lee et al., 2007; Tinazzi et al., 2013).

        There currently is inconsistent neuroimaging experimental evidence in the literature about the nature of cerebellar involvement in perception. O’Reilly and colleagues (2010) showed functional coherence between cerebellar lobules V, VII, and VIII, the area MT/V5, and the superior temporal gyrus, which includes the primary auditory area and associative areas. Krienen and Buckner (2009), however, did not find any functional connectivity between the auditory cortex and the cerebellar cortex. Sang and colleagues (2012) observed a correlation between activation in visual systems and cerebellar lobules IV, Crus II, and vermis and another between activation in visual systems and cerebellar lobules VI, VIIb, and VIIIa.

        However, more directly in a TMS study, Cattaneo and colleagues (2014) showed that the performance during stimulation over the cerebellar vermis resulted in significantly lower performance relative to stimulation over the cerebellar hemispheres and to sham stimulation in a motion discrimination task. With another experiment, the authors also excluded that the results were due to nonspecific aspects of stimulation or to stimulation of nearby visual areas, therefore arguing for a link between the activity in the vermis and the perception of motion (Cattaneo et al., 2014).

        In another study, Lega, Vecchi, D’Angelo, and Cattaneo (2016) investigated cerebellar involvement in auditory perception using offline TMS. Participants were asked to perform discrimination tasks with simple tones (pitch) or complex tones (timbre) before and after receiving 15 minutes of stimulation over the right cerebellar hemisphere or sham stimulation. The results showed that reaction time of correct responses during the discrimination of simple tones was significantly higher relative to baseline after stimulation over the right cerebellar hemisphere; no other significant differences were found. The authors therefore argued for a link between auditory processing and the activity in the right cerebellar hemisphere.

        Recently, Ferrari, Oldrati, Gallucci, Vecchi, and Cattaneo (2018) used online TMS over the left cerebellar hemisphere, on the primary visual area, and compared this with sham stimulation to investigate cerebellar involvement in the perception and processing of emotions. In three experiments, participants were asked to perform a facial expression discrimination task and a gender discrimination task. The results showed that the left cerebellar hemisphere stimulation significantly affected performance relative to the other conditions when the stimuli in either task contained faces that expressed emotions. These results led the authors to argue for the existence of a link between cerebellar activity and emotional processing, even if the latter is irrelevant for the task at hand (Ferrari, Oldrati, et al., 2018). Further evidence has been reported for cerebellar involvement in social cognition (Ferrari, Ciricugno, Battelli, Grossman, & Cattaneo, 2019; Ferrari, Ciricugno, Urgesi, & Cattaneo, 2019).

        In a Consensus Paper (Baumann et al., 2015, p. 202) it was argued that there are two distinct roles for the cerebellum within perceptual tasks: “The first involves the ‘sensory’ cerebellum for perceptual analysis, cancellation, and anticipation based on internal models during, for instance, fine exploratory movements. The second involves the polymodal ‘executive’ cerebellum, which is associated with working memory, attention, and decision-making processes for conscious elaboration of the mental representation of a perceived object (Habas & Cabanis, 2008).”

      
      
        10.3 Internal Models

        A task in which the results of cerebellar lesions are particularly marked is grasping behavior. The role of the cerebellum in this behavior is thought to derive from predictive function, that is, the anticipation of the consequences of actions and synchronization of the musculoskeletal system during voluntary movements (Manto, 2010). Individuals with cerebellar lesions indeed have difficulty in the control of the amount of force used when grasping an object (Brandauer et al., 2008; Nowak, Hermsdörfer, Marquardt, & Fuchs, 2002), and this would be due to lesions in the dentate nucleus and to Purkinje cells located in the cerebellar cortex (Fellows, Ernst, Schwarz, Töpper, & Noth, 2001). Difficulty in grip force following cerebellar lesions has been shown in numerous tasks, such as transporting an object, lifting a weight, or catching an object midflight (Brandauer et al., 2008; Fellows et al., 2001; Müller, & Dichgans, 1994; Nowak et al., 2002; Rost et al., 2005; Serrien & Wiesendanger, 1999). Generally, cerebellar patients use excessive force when they grasp or move an object (Brandauer et al., 2008; Fellows et al., 2001; Rost et al., 2005); it seems that this is a compensatory strategy that aims to improve the stability of the grip in light of a lack of reliable predictions about the nature of the object (Nowak, Timmann, & Hermsdörfer, 2007). Errors in timing are thought to reflect, however, a difficulty in modulating the force during the execution of the gesture, which, in turn, is also due to errors in the prediction phase (Brandauer et al., 2008; Fellows et al., 2001; Nowak et al., 2002; Nowak, Topka, et al., 2007).

        In a recent Consensus Paper (Manto et al., 2012) it has been argued that the relationship between grasping and force is explained by forward models (e.g., Ishikawa et al., 2016; Kawato et al., 2003; Miall, Weir, Wolpert, & Stein, 1993; Wolpert & Flanagan, 2001; Wolpert et al., 1998): predictions of the results of one’s own actions would be fundamental to performance in this task because if one relies only on actual somatosensory feedback, the response time would be too long (Wolpert & Flanagan, 2001). Given its structure, the cerebellum has been identified as the protagonist in the acquisition of internal models (e.g., Blakemore et al., 2001; Wolpert et al., 1998), and various studies have corroborated this claim (e.g., Boecker et al., 2005; Imamizu et al., 2000; Kawato et al., 2003).

        It has also been proposed that the cerebellum identifies mismatches between an expected event and what actually happened, thus comparing the information deriving from perception with information deriving from expectation (for experimental evidence, see, e.g., Moberget, Gullesen, Andersson, Ivry, & Endestad, 2014; Tesche & Karhu, 2000). The lack of correspondence is associated with an alert signal sent to the cerebral cortex because it modifies ongoing action (Shadmehr, Smith, & Krakauer, 2010). Numerous studies have shown results that tend to corroborate this hypothesis (Izawa, Criscimagna-Hemminger, & Shadmehr, 2012; Knolle, Schröger, & Kotz, 2013; Popa, Hewitt, & Ebner, 2012).

        There is ongoing debate about the role of the cerebellum in the creation and use of forward or inverse models; there is evidence in favor of both hypotheses (for reviews, see Ishikawa et al., 2016; Wolpert et al., 1998). Ishikawa and colleagues (2016) argued that these two processes are not mutually exclusive, and it is possible that both are put into practice by the cerebellum, but in separate areas (Haruno, Wolpert, & Kawato, 2001; Wolpert et al., 1998), in light of the ample cerebro-cerebellar connections that are active in parallel (e.g., Dum & Strick, 2003; Hashimoto et al., 2010; Kelly & Strick, 2003; Lu, Miyachi, Ito, Nambu, & Takada, 2007; Lu, Miyachi, & Takada, 2012; Prevosto, Graf, & Ugolini, 2010; Sokolov et al., 2014; Strick et al., 2009).

        The fundamental mechanism that regulates cerebellar acquisition of internal models appears to be associative learning (for a review, see Timmann et al., 2010); this has been studied especially in relation to experimental paradigms of classical conditioning (e.g., Bracha et al., 2000; Daum et al., 1993; McCormick & Thompson, 1984; Solomon et al., 1989; Timmann et al., 1996). In cerebellar patients, associative learning has been shown to be affected not only on a motor level but also on a semantic level; these individuals are indeed significantly slower with respect to control participants in learning associations between colors and numbers through trial and error, and they also failed in delayed recognition (Drepper et al., 1999; Timmann et al., 2002, 2004). Recently, evidence has been reported for a role of the Purkinje cells during the learning phase of associative learning (Sendhilnathan, Ipata, & Goldberg, 2020).

        Internal models produced by associative learning need to update themselves or be updated continually in order to represent parts of reality accurately, and this updating happens based on a measure of correspondence between predicted consequences and those that are actually experienced. In other words, it is necessary that an error is integrated into the prediction process, so as to produce a representation that is increasingly more reliable. As Rescorla and Wagner (1972, p. 75), proposed, “Organisms only learn when events violate their expectations.” In this sense, the updating of the model consists in a form of learning. Cerebellar activity has been reported following prediction errors in motor and semantic domains (Moberget et al., 2014; Tesche & Karhu, 2000).

        From a qualitative point of view, furthermore, the cerebellum processes predictions not only about what is about to happen, but also about when it will happen (e.g., Ivry & Diener, 1991; Ivry, 2000; Ivry & Keele, 1989; Moberget et al., 2008). Cerebellar lesion patients show reduced performance in tasks of motor timing and nonmotor timing (Ackermann, Gräber, Hertrich, & Daum, 1997, 1999).

        Examples of how cerebellar activation can represent the acquisition of internal models has been provided by Imamizu and colleagues (2000). The authors demonstrated how cerebellar activation during learning to use a new object (formation of an internal model) tended to diminish over time and to stabilize once consolidation had occurred. The reduction in intensity of activation would signify the processing of errors and the construction of models based on which the limited remainder of activation would reflect the encoding on a neural level of the model and its automation.

        Ito (2008) analyzed the link between cerebellar activity and internal models and the involvement of the cerebellum in cognition. As Ito (2008, pp. 304–305) argued, “When we think, we manipulate something in our mind. The initial assumption that the internal model hypothesis makes is that this thought process has neural substrates in the brain, to which control system principles apply. The prefrontal cortex is assumed to have the role of the controller, whereas neurons in the temporoparietal cortex encode the controlled object. The cerebellar hemispheres are assumed to provide the internal model (which can be forward or inverse).”

        It has been proposed that the acquisition of internal models occurs through automation of control processes that occur in the cerebral cortex (e.g., Albus, 1971; Ito, 1990, 2011; Marr, 1969): “In this sense, conscious control is the principal pattern generator, and automated control through internal models is simply a copy of the pattern generated by conscious control” (Koziol et al., 2014, p. 169). The principal source of internal models would therefore be conscious control of behavior, either motor or cognitive, and hence the cerebellum would acquire this through the activity of other cerebral areas. The fact that cerebro-cerebellar connections run in both directions implies, however, that prediction processes structure the knowledge of the external world, involving the cerebellum not only in the automation of processes but also in cognitive control (Koziol et al., 2014). An alternative view has been proposed by Koziol and colleagues (2012); according to the authors, the cerebellum acquires internal models through sensorimotor interactions with the environment and these could be subsequently used to generate mental simulations on the cerebral level.

        The usage of internal models of declarative knowledge could have to do with mental simulation. It has been shown in numerous studies that prediction based on internal models forms the basic function of the cerebellum (e.g., Moberget et al., 2014; for a review, see Pleger & Timmann, 2018), and it has been argued that prediction is none other than a form of mental simulation directed toward the future (Barsalou, 2009). A recent meta-analysis (Filgueiras, Quintas Conde, & Hall, 2017) investigated areas involved in tasks of kinesthetic and visual imagery and reported significant activation in premotor, somatosensory, supplementary motor, parietal, caudate, and cerebellar areas. Furthermore, it has also been shown that motor imagery contains predictive aspects connected with the consequences of simulated movements (Kilteni, Andersson, Houborg, & Ehrsson, 2018).

      
      
        10.4 Sequences

        It is necessary that a structure that can detect sequences (implicitly or declaratively) use memory processes similar to those of working memory, so as to maintain constant access to the information that one has already been exposed to and updating it on a case-by-case basis in light of the incoming stimuli (Pisotta & Molinari, 2014). It is furthermore necessary to maintain temporal and spatial information about the stimuli and possess a system in which they can be stored once acquired.

        Braitenberg and colleagues (1997) hypothesized that the cerebellum operates as detector of motor sequences, and, following later studies, this process has been demonstrated to be largely compromised following cerebellar lesions (Tedesco et al., 2011). Recently, Molinari and colleagues (2008) proposed a common role for the cerebellum in sequence detection both in the motor and cognitive domains.

        It has also been proposed that the cerebellum would be involved in processes of comparison between predicted sequences of events and those that are actually perceived (Molinari, Restuccia, & Leggio, 2009). The cerebellum would furthermore play a key role in recognition of sequences, rather than in the motor execution of these (Molinari et al., 1997).

        Tesche and Karhu (2000) demonstrated, using MEG, that cerebellar activity increased significantly when an unexpected omission occurred within a regular sequence of sensory stimuli. The activation following this omission can be explained as the processing of a prediction error (Ivry, 2000). The results that were obtained by Tesche and Karhu were confirmed in subsequent studies (e.g., Moberget et al., 2008, 2014).

        Using the Picture Arrangement test, a subtest of the Wechsler Adult Intelligence Scale—Revised, or other specific tests, sequence detection has been studied in cerebellar patients. It was found that they have significantly lower performance depending on which area is affected (Leggio et al., 2008): lesions to the left cerebellar hemisphere led to a deterioration of performance in detection of sequences with behavioral relevance, whereas lesions to the right cerebellar hemisphere affected performance on verbal tasks.

        These sequential cerebellar functions can also be seen in language processing (for a review, see Mariën et al., 2014). In particular, for the latter function, the most commonly affected aspect is verbal fluency (Tedesco et al., 2011), and more markedly its phonological aspect (the capacity to recall sequences of words based on a letter), rather than its semantic part (based on a category; Leggio, Silvieri, Petrosini, & Molinari, 2000; Stoodley & Schmahmann, 2009). Cerebellar activity would be more relevant in verbal phonological fluency because this requires the implementation of nonautomated strategies that therefore still need to be learned (Martin, Wiggs, Lalonde, & Mack, 1994; Rosser & Hodges, 1994).

        Recently, moreover, Ferrari, Cattaneo, and colleagues (2018) showed that online TMS applied on the right cerebellar hemisphere interferes with short-term memory for sequence and thus corroborates the hypothesis about sequence detection. In particular, the authors argue that the cerebellum would be involved in memorization of the order in which a concatenated series of stimuli is presented.

        These data are particularly interesting because, together with the hypothesis about a possible cerebellar involvement in pathologies such as autism (e.g., Penn, 2006) and schizophrenia (e.g., Andreasen & Pierson, 2008), they paint a complex picture of the functions that this structure performs and how important its role is for individuals to be able to adapt to the environment. The cerebellum actually appears as the only structure that is capable of comparing incoming sensory information with complex patterns of information that were previously experienced so as to synchronize an internal order with an external order (Manto et al., 2012).

      
      
        10.5 Timing

        In relation to representation of time, Coull and Nobre (2008) distinguished motor timing tasks that require planning or execution of an action from perceptual tasks in which movement was not required. Traditionally the cerebellum has been linked to motor timing (Breska & Ivry, 2016), and in addition to this there is experimental evidence that implicates it also in perceptual timing: individuals with cerebellar degeneration have difficulty on tasks in which they need to discriminate the duration of a stimulus (Ackermann et al., 1999; Ivry & Keele, 1989), and neuroimaging studies have shown task-specific cerebellar activation (Mathiak, Hertrich, Grodd, & Ackermann, 2004; Tregellas, Davalos, & Rojas, 2006).

        Not all forms of perceptual timing seem to be linked to cerebellar activity (Grube, Cooper, Chinnery, & Griffiths, 2010; Grube, Lee, Griffiths, Barker, & Woodruff, 2010; Teki, Grube, Kumar, & Griffiths, 2011). Indeed, the cerebellum is not the only structure involved, and instead contributions are made by basal ganglia, supplementary motor area, right inferior frontal gyrus, and left inferior parietal cortex (Bengtsson, Ehrsson, Forssberg, & Ullén, 2005; Coull & Nobre, 1998; Mello, Soares, & Paton, 2015; Merchant, Pérez, Zarco, & Gámez, 2013).

        In addition to a common timing mechanism, a model has also been proposed in which there is a principal network for timing processing that consists of the supplementary motor area and basal ganglia, assisted in some cases by context-specific structures (Buhusi & Meck, 2005; Coull, Cheng, & Meck, 2011). According to other authors (Karmarkar & Buonomano, 2007), however, there does not exist a timing processing system in the truest sense; instead, timing would be an ability that is intrinsic in brain dynamics (for a review, see Merchant, Harrington, & Meck, 2013).

        Keren-Happuch and colleagues (2014) recently performed a meta-analysis in which they compared cerebellar activation elicited by rhythmic aspects of musical processing with that related to timing, expecting a substantial overlap. However, the results showed distinct patterns: musical processing was related to activation in lobules IV and V of the right cerebellar hemisphere and bilaterally in lobules VI and VIII, whereas timing activated only lobule VI of the right cerebellar hemisphere.

      
    
  
    
      
        Conclusion: Is There a Cerebellar Predictive Memory System?

      
      We started from the popular notion that memory relates to the past, and we argued that this notion has epistemological problems at multiple levels. Instead, we argued that memory depends on the past but is oriented toward the future (Klein, 2013): its purpose is to make predictions.

      Authors of several studies have discussed the issue of memory distortions (for an in-depth discussion, see Laney & Loftus, 2010), and many have dealt with the consequences on a practical level (e.g., Schacter & Loftus, 2013). Overall, these studies have shown that when required to retain a detailed memory in the long term, individuals commit many errors, resulting in unreliability. It has also been argued that memory distortions are actually the result of a transformation and updating process that is itself adaptive, that is, beneficial to the individual (Newman & Lindsay, 2009; Schacter et al., 2011). Moreover, several neurostimulation studies (e.g., Berkers et al., 2017; Boggio et al., 2009; Gallate, Chi, Ellwood, & Snyder, 2009) have shown that is possible to reduce the number of false memories in the DRM task through noninvasive brain stimulation. Thus, by interfering with normal cerebral functioning, it is possible to cause a reduction in false memories. This is another piece of evidence that corroborates an adaptive view of false memories.

      In parallel, it has been shown that, at the neural level, the transformation of memory is related to consolidation, reconsolidation, and extraction of statistical regularities from episodic memory, with the aim of generating coherent semantic models (Dudai et al., 2015; Nadel et al., 2012; St. Jacques & Schacter, 2013; Winocur & Moscovitch, 2011). It has been argued that these processes enable a functional updating of memory traces (Fernández et al., 2016).

      If the purpose of memory is to build up semantic schemes—that is, models of how physical and mental objects interact—with the aim of being able to predict future behavior, then the ability to recall information could be seen as a prerequisite rather than the scope of the memory process. Indeed, Klein (2013) argued that if a system is capable of performing a certain activity, this does not imply that it is its principal function. Once episodic memories have given rise to a semantic schema, these memories seem no longer useful. At the same time, we also have to consider the overlap of neural structures involved in episodic recall and prospection (e.g., Addis et al., 2007, 2009; Thakral et al., 2017; for a review, see Schacter et al., 2012): this has led to the idea that episodic information forms the basis for mental simulation of future scenarios, thereby obtaining an adaptive benefit (Schacter et al., 2017).

      There are circumstances in which episodic memory has a high degree of accuracy; this occurs mainly in traumatic and/or flashbulb memories (e.g., Bohannon, 1988; Conway et al., 1994; Van der Kolk & Fisler, 1995; Wright, Gaskell, & O’Muircheartaigh, 1998). Traumatic memory is considered a pathological condition, and flashbulb memory is associated with extraordinary circumstances. If, in adulthood, accurate memories are only associated with extraordinary conditions, it is unlikely that memory’s principal function is to remember the past.

      In this regard, the treatment, introduced by Shapiro (1989), for rehabilitation of PTSD is of particular interest. Recall of traumatic memory is induced while the individual makes saccadic eye movements that are supposed to induce a reconsolidation and subsequent semantic reintegration that is the target of the treatment (e.g., Shapiro, 2007; Van den Hout & Engelhard, 2012). The effectiveness of this treatment (EMDR) has been explained through the AIP model (e.g., Shapiro, 1995, 2001, 2006), which postulates the existence of an adaptive memory system that, when it operates correctly, integrates new experiences with already existing representations. Recently, evidence in support of this idea was also found in the rat model (Khalaf et al., 2018). The AIP model hypothesizes the existence of two memory systems: a normal one, which has the adaptive purpose of processing typical memory traces, and a maladaptive one, or, as we called it, sensory-like memory, which is linked to exact retention of secondary details and stressful or emotionally relevant content. The latter system, however, is considered maladaptive only in the long term, because in the short term it enables formation of new knowledge. In contrast, memories related to the standard predictive system would undergo consolidation and transformation, which were previously discussed (e.g., Dudai et al., 2015; Nadel et al., 2012; St. Jacques & Schacter, 2013; Winocur & Moscovitch, 2011), and would be integrated in the existing cognitive semantic structures (schemas, script, frames; e.g., Ghosh & Gilboa, 2014). Going further, empirical evidence suggests a major role for the emotion of surprise in the creation of sensory-like memories, as well as a developmental interplay between the two systems. Overall, the structure of memory processes—predictive and sensory-like systems—is presented in figure C.1.

      The main difference between these two systems lies in the kind of material that is retained: detailed, state dependent, and stable over time for the sensory-like system, and semantic and symbolic for the ordinary memory system (Van der Kolk & Fisler, 1995). At the neural level, a reduction in activity and connectivity in the limbic areas and amygdala has been shown following EMDR and subsequent semantic reintegration (Malejko et al., 2017; Thomaes et al., 2016). Furthermore, there is evidence linking amygdala activation and flashbulb (Spanhel et al., 2018) and/or traumatic memories (Patel et al., 2012). The limbic system appears to play a central role, where a reduction of activity and connectivity is thought to indicate the integration of the memory traces into preexisting cognitive schemas. On the other hand, the role of the amygdala, together with the hippocampus, has been associated with the storage of abnormal memories, as a result of hormonal changes that occur during and after key events that are particularly stressful or anomalous (Diamond et al., 2007). At the biochemical level, there is evidence for a role of dopamine in the regulation of normal hippocampal activity, linked to the long-term integration of information (e.g., Lisman & Grace, 2005; Lisman et al., 2011). Equally relevant appears to be the role of cortisol, secreted under stress conditions, which regulates the functioning of the amygdala, possibly as part of a hippocampal-amygdala mechanism in which the hyperactivation of the former is associated with structural anomalies in the latter and vice versa (e.g., Malykhin et al., 2018; Mickley Steinmetz, Anderson, Brasher, & Brehmer, 2017; for reviews, see McEwen, Nasca, & Gray, 2016; Shields, Sazma, McCullough, & Yonelinas, 2017). In particular, Kinner, Merz, Lissek, and Wolf (2016) showed that the functional connectivity between the prefrontal ventromedial cortex, the anterior cingulate cortex, the parahippocampal cortex, and left cerebellar hemisphere, linked to memory extinction and reactivation (e.g., Kattoor et al., 2014; Lissek, Glaubitz, Uengoer, & Tegenthoff, 2013; Milad, Orr, Pitman, & Rauch, 2005; Milad et al., 2007; Monaco et al., 2014; Utz et al., 2015; for a review of the characteristics of extinction, see Vervliet, Baeyens, Van den Bergh, & Hermans, 2013), is reduced by high levels of cortisol (see figure C.2). Furthermore, this network involves the cortico-ponto-cerebellar route (e.g., Schmahmann & Pandya, 1993, 1995, 1997b, 2006), which connects frontal and limbic areas with the cerebellum. High levels of stress, therefore, would interfere with the normal activity of this system, causing cognitive alterations in the way in which memories are extinguished or reactivated, and therefore also affecting the updating process.
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        Figure C.1

        The creation of semantic models is the purpose of the cognitive system: episodic memory is critical for the extraction of statistical regularities and transformation of information as required for semantic integration (ordinary memory system—above). On the other hand, in the case of events associated with surprise, the re-elaboration in semantic memory cannot take place and information is encoded in a sensory-like format, as in the case of flashbulb and traumatic memories (sensory-like memory system—below).

      
      This predictive function of memory sheds new light on the importance of memory transformation, both in terms of selecting which information to retain or to extinguish and in terms of the updating modalities in semantic memory. Of the two long-term memory systems, only the contents of the predictive one are useful for prediction. On the other hand, maintenance of an isolated piece of information would have an extremely low adaptive/predictive value, and, what is worse, it may cause a malfunction of the system, such as in the case of traumatic memory. A memory that retains accurately and precisely every episodic event would therefore have little adaptive value, especially if it refers to rare events. Sensory-like memories could be maladaptive, not having dropped the emotive-sensory-motor dynamics of the original event and therefore failing to be integrated within the existing semantic schemes.
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        Figure C.2

        High levels of cortisol cause a decrease of the functional connectivity among ventromedial prefrontal cortex, anterior cingulate cortex, parahippocampal cortex, and the left cerebellar hemisphere (Kinner et al., 2016). These areas have also been linked to extinction and reactivation of memory information (e.g., Kattoor et al., 2014; Lissek et al., 2013; Milad et al., 2007; Monaco et al., 2014; Utz et al., 2015). At the same time, high levels of cortisol determine an activation of the amygdala and produce an encoding of information largely associated with sensory-like processes. A high level of activation in the hippocampus corresponds to a lower level of activity in the amygdala, and vice versa (for a review, see Shin, Rauch, & Pitman, 2006). Labels and lines added by us; image adapted from Patrick J. Lynch, medical illustrator, and C. Carl Jaffe, MD, cardiologist. Creative Commons Attribution 2.5 License 2006.

      
      The activity of the amygdala and of the limbic system suggests a significant role of emotions in determining whether the alternate memory system will be used. EMDR, by disrupting the sensory-like patterns, may facilitate the reintegration of information within the normal memory system and its adaptive value. This is made possible through modifying the sensory-like memory—usually visually based—which is typically accompanied by the recall of a traumatic memory, thereby breaking up the sensory-like pattern and inducing a normal recoding.

      This line of evidence constitutes a serious anomaly if memory is considered as a mere retention system, and, instead, leads to a perspective in which memory is oriented toward the future. In turn, these anomalies are difficult to explain using traditional models of memory, while a predictive memory model offers a very consistent theoretical framework.

      Theoretical accounts of predictive memory are not missing: several authors have argued that prediction is not only a final goal of biological existence but is the very mechanism that forms the basis of cerebral activity (for a review, see Bubic et al., 2010). It follows that the cognitive system is continuously requested to make predictions (for experimental evidence, see Enns & Lleras, 2008; Fassnidge et al., 2017; Fassnidge & Freeman, 2018; O’Callaghan et al., 2017). Supplementary evidence comes from studies showing a substantial overlap between the areas that form the default mode and those that are active during episodic or prospective memory (e.g., Addis et al., 2007, 2009; Thakral et al., 2017; for a review, see Schacter et al., 2012). This theme has been developed in various theoretical lines of investigation (memory as a prediction framework, Hawkins & Blakeslee, 2004; the Bayesian brain hypothesis, e.g., Doya, 2007; Knill & Pouget, 2004; the proactive brain, e.g., Bar, 2007, 2009; and the constructive episodic simulation hypothesis, e.g., Schacter & Addis, 2007, 2011). While the former two argued that each cognitive event is in some way related to predictive operations, the latter two have dissected prediction into largely declarative and episodic components.

      Another systematic reconceptualization of human cognition in line with a predictive memory model comes from the approach referred to as grounded cognition (e.g., Barsalou, 2008, 2010; Dove, 2011; Glenberg, Sato, Cattaneo, et al., 2008; Glenberg & Kaschak, 2002; Pezzulo & Castelfranchi, 2007). In this view, there is an emphasis on the importance of a partial or total integration of the perceptual, sensory, and motor components for the construction and the processing of meaning (e.g., Gibbs, 2006; Wilson, 2002).

      Data on the neural correlates underlying prediction are quite variable in quality (for reviews, see Bubic & Abraham, 2014; Bubic et al., 2010), but one area emerges as the one meeting all criteria for being considered the principal hub for cognition oriented toward the future: the cerebellum (Sokolov et al., 2017). We can also go further, hypothesizing a cerebellar predictive memory model (CPM), finding a place for the cerebellum in the predictive framework of memory. In the last decades, indeed, it has been shown that the cerebellum, a structure that is generally considered to be linked to motor coordination and automation, is also involved in a wide range of emotional, cognitive, and perceptual functions (for reviews, see Adamaszek et al., 2016; Baumann et al., 2015; D’Angelo & Casali, 2012; Koziol et al., 2014; Manto et al., 2012; Mariën et al., 2014; and for a general discussion, see D’Angelo, 2019). A large number of cortico-cerebellar loops have been identified which also include limbic, temporal, parietal, occipital, prefrontal, and frontal areas (e.g., Dum & Strick, 2003; Kelly & Strick, 2003; Sokolov et al., 2014; Strick et al., 2009). Moreover, the majority of the afferent and efferent cerebellar connections pass through the limbic system (e.g., Ramnani, 2006, 2012). Moreover, several cerebellar-hippocampal interactions have also been reported in animal studies (Bohne, Schwarz, Herlitze, & Mark, 2019; Watson et al., 2019); these interactions, together with those involving frontal areas, may account for the role of the cerebellum in memory. Several works have linked the cerebellum to different mechanisms that have to do with prediction through feedforward control, such as internal models, timing, or sequencing (e.g., Breska & Ivry, 2016; Ishikawa et al., 2016; Ito, 2008; Ivry & Keele, 1989; Kawato et al., 2003; Leggio et al., 2011; Leggio & Molinari, 2015; Molinari et al., 2008, 2009; Tedesco et al., 2011; Wolpert et al., 1998). The basic principle of the cerebellum appears to be the automatization of a certain cerebral function by developing internal forward models that can be used in the predictive phase, thereby facilitating the task (e.g., Ito, 2008; Marr, 1969).

      What would be the role of the cerebellum in a complex framework such as that emerging from the available experimental evidence? Generally speaking, one can say that if there is an equivalence, or at least an interaction, between memory and prediction and if the latter is represented in the cerebellum, then there exists a kind of cerebellar memory. The cerebellar memory can manifest itself in several ways, not necessarily limited to the theoretical investigations that have been presented here. As discussed previously, Szpunar and colleagues (2014) divided the cognitive areas oriented toward the future into four domains: simulation, prediction, intention, and planning, while in other work, Bubic and colleagues (2010) defined the entirety of cognition oriented toward the future as prediction and, within this, identified three components that partially overlap with those of Szpunar and colleagues: anticipation, expectation, and prospection.

      The role of the cerebellum appears to be pervasive. The cerebellum has indeed been associated with the processing of forward and inverse forward models (Ishikawa et al., 2016; Wolpert et al., 1998), which relates to prediction in Szpunar and colleagues (2014) and anticipation in Bubic and colleagues (2010), respectively; or with the long-term use of these models (Koziol et al., 2012) for purposes of planning and prospection; or with imagery and simulation in general (Addis, Moloney, et al., 2016; Addis et al., 2009; Cengiz & Boran, 2016; Roberts et al., 2017).

      It has been hypothesized that from an adaptive point of view, the principal function of memory consists of prediction and that this is possible only because of the continuous updating of semantic models when prediction errors occur. This suggests the existence of specific cognitive mechanisms built to compare prediction and actual feedback, in turn giving a warning when something unpredicted occurs. Moberget and colleagues (2014) showed that cerebellar activations are focal during tasks requiring semantic prediction and also that these activations are intensified when correspondence is lacking between prediction and observation. Tesche and Karhu (2000) reported the same result in the context of sequence learning; the cerebellar activation of an omission can indeed be explained as the processing of a prediction error (Ivry, 2000). Therefore, the cerebellum could have a prominent role in the transformation of internal models, rather than in the processing of simulations per se, which could occur as part of a larger fronto-temporo-cerebellar circuit (Addis et al., 2009; Benoit & Schacter, 2015; Schacter et al., 2007).

      Similar considerations may arise in analyzing motor adaptation, a function linked to cerebellar activity (Pisotta & Molinari, 2014). It has been proposed that learning and memory aspects typical of declarative memory could follow the general rules of motor adaptation dynamics (e.g., Kording et al., 2007). In the motor domain, the system has to adapt its responses based on the errors; this would also happen in other forms of knowledge. The system has to adapt its response because the world is constantly changing; this form of adaptation can be seen, for example, in reconsolidation of memory. The rules of motor and nonmotor adaptation are the same: the system finds an error → the model is no longer capable of making accurate predictions → the system corrects the model.

      Knowledge forming the basis for predictions has to do with memories that are typically semantic in nature, linked to the construction of cognitive internal models, or rather with a kind of automatization of episodic memories. From this point of view, the cerebellum acts as the generator of predictions and as the structure that maintains internal models, though only within the ordinary, adaptive memory system. EMDR—the rehabilitation treatment generally prescribed for PTSD and based on the recall of intrusive memories associated with guided saccadic memories (Shapiro, 2001)—through reactivation of the traumatic memory and the subsequent modification of the sensory associations of this recall would enable an ordinary cerebellar consolidation of these memories that were previously encoded maladaptively. Consistent with our hypotheses, the cerebellum has been associated with the control of saccadic eye movements (e.g., Hopp & Fuchs, 2004; Liem et al., 2013; Robinson & Fuchs, 2001).

      While the processing of sensory-like memories would take place in cortical areas, the cerebellum would be involved in the processing and in the transformation of the ordinary memories; that is, it would be involved in the updating of existing semantic models and in their use for prediction of events (e.g., Imamizu et al., 2000). The concept of a semantic schema itself, used in a predictive stage, appears to be conceptually related to the procedural internal motor schemas, being linked to the posterior and anterior lobes of the cerebellum, respectively. A CPM system impairment would then form the basis for the dysmetria of thought as identified by Schmahmann (1991).

      Consistent with this hypothesis, in several neuroimaging and neurostimulation studies, a cerebellar involvement in various semantic tasks has been reported, including in tasks such as semantic prediction (D’Mello et al., 2017; Lesage, Hansen, & Miall, 2017; Lesage, Morgan, Olson, Meyer, & Miall, 2012; Miall et al., 2016; Moberget et al., 2014), implicit memory using semantic priming tasks (Argyropoulos, 2011; Argyropoulos & Muggleton, 2013), semantic integration (Gatti, Van Vugt, & Vecchi, submitted), semantic discrimination (Xiang et al., 2003), and semantic memory (Andreasen et al., 1995). In semantic memory a dissociation between frontal areas and the cerebellum has also been reported: the former would be involved in the process of selection of responses, while the latter would be involved in the search of responses in semantic memory (Desmond, Gabrieli, & Glover, 1998). In neuroimaging studies cerebellar activation has been reported during memory formation in the encoding and novelty detection in the retrieval phase (Kim, Daselaar, & Cabeza, 2010), retrieval (Addis et al., 2016; Andreasen et al., 1995, 1999), and encoding of episodic memories (Fliessbach, Trautner, Quesada, Elger, & Weber, 2007). Interestingly, Weis, Klaver, Reul, Elger, and Fernández (2004) also showed that the medial cerebellar areas support both memory formation and retrieval. Similarly, it has been shown that lower memory performances in patients with Alzheimer’s disease may be related to abnormal functional connectivity between cerebellar nuclei and temporal areas (Olivito et al., 2020).

      In this context, we can hypothesize that the results of these latter studies, reporting cerebellar involvement in episodic memory, may actually be related to the cerebellar role in semantic processes. This hypothesis is supported by different theoretical considerations: first, episodic and semantic memory are interdependent, with semantic memory supporting the acquisition of new episodic memories and the recollection of the stored ones, and episodic memory facilitating the addition of new information to the semantic store and the retrieval of semantic information (Greenberg & Verfaellie, 2010); second, a study that investigated cerebellar involvement in episodic memory using TMS found no significative results (Rami et al., 2003).

      From a different perspective, the hemispheric encoding/retrieval asymmetry (HERA) model (Tulving, Kapur, Craik, Moscovitch, & Houle, 1994) postulates that left prefrontal cortices are involved in semantic retrieval and right prefrontal cortices are involved in episodic retrieval. Consistent with the HERA model, given the contralateral connections between cerebellar and frontal cortices, it is possible that the right cerebellum is involved in semantic memory and the left cerebellum is involved in episodic memory, and also that they perform different computations with respect to frontal cortices (see dissociation search–selection in Desmond et al., 1998).

      We can also hypothesize that the cerebellum contributes to the cognitive coordination of the different cerebral areas implicated in semantic-related tasks (which is, roughly speaking, the entire cerebral cortex; for a review, see Binder & Desai, 2011), as well as in storing semantic models or allowing automated symbolic activity (Ito, 2008). In this context, semantic memory would be conceived as the automation of episodic memory and procedures. Extracting statistical regularities, which is typical of the transformation of episodic into semantic memories, takes on a new meaning: cerebellar semantic automation.

      A cerebellar activation during autobiographical memory tasks was recently shown by Addis, Moloney, et al. (2016). In this context it is possible to apply the same argument reviewed earlier about the interplay between episodic and semantic memory: semantic memory modulates and supports thoughts directed toward the future (e.g., Greenberg & Verfaellie, 2010; Irish et al., 2012). Before constructing a mental simulation, indeed, individuals tend to access semantic knowledge of a general nature (D’Argembeau & Mathy, 2011) and to organize prospection following their affective and schematic knowledge (Demblon et al., 2016; Demblon & D’Argembeau, 2016). A final link between semantic and episodic aspects can be observed through analysis of pathological conditions. In spite of the fact that semantic dementia selectively altered conceptual but not episodic knowledge, it has been shown that affected individuals tend to show deficits in performance of episodic simulation tasks (Irish et al., 2012).

      From a theoretical perspective, the role of the cerebellum may also become clear in understanding the connection between the declarative and procedural systems. It has been argued that the declarative elements are the result of the reprocessing of procedural elements (Koziol et al., 2012) and that it is possible to ground them in sensorimotor anticipation (Pezzulo, 2011). As Pezzulo (2011, p. 78) argued, “[The] mechanisms that evolved for the on-line prediction of the consequences of one’s own actions (i.e. forward models) determine a (procedural) form of representation and became exapted for off-line use. [The forward models] can therefore be used to produce (declarative) knowledge of the world, by running a simulation of the action that would produce the relevant information.”

      The picture that emerges is that of a complex memory system (CPM and sensory based; see figures C.3 and C.4), a cognitive structure oriented toward the future, whose main function is to generate predictions using semantic models. In order to construct valid semantic models, however, it is necessary to extract statistical regularities in the form of episodic and sensory knowledge and then to keep these continuously updated, even at the cost of accuracy in the recall phase (Newman & Lindsay, 2009; Schacter et al., 2011). The lack of accuracy would, furthermore, form one of the basic principles of a memory that is oriented to the future, because a scheme that is updated enables more precise predictions than a memory that maintains an accurate but out-of-date record (see figure C.3).

      In sum, at a cognitive level, there exists a memory component which we can call sensory-like, distinct from more general processes involving the updating of contextual details and the processing of constructs mediated by experience. Coding of sensory-like memories is mediated by specific neural structures and is associated with the emotion of surprise (e.g., Brown & Kulik, 1977) and with the involvement of the amygdala (see figure C.4).
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        Figure C.3

        Neuroanatomical correlates of the predictive memory system. Temporal areas—with a particular role of the hippocampus—regulate episodic memory and the transformation to semantic memory occurs within the cerebellum. The cerebellum stores internal models and updates them through reconsolidation processes in order to guarantee an optimal prediction level in a constant interplay with frontal and motor areas. Labels and arrows added by us; image adapted from Patrick J. Lynch, medical illustrator, and C. Carl Jaffe, MD, cardiologist. Creative Commons Attribution 2.5 License 2006.

      
      In fact, both sensory-like and predictive memory systems seem to be mediated by a specific limbic modulation, either through a hippocampal or an amygdala activation (Adcock et al., 2006; Lisman et al., 2011; Malejko et al., 2017; Patel et al., 2012; Spanhel et al., 2018; Thomaes et al., 2016). Hippocampus and amygdala play a central role in memory, acting as a double switch: under normal conditions, the activity of the hippocampus, modulated by dopamine, induces an adaptive coding of episodic memory; in contrast, in extraordinary conditions, the hyperactivation of the amygdala and the effects of the excess of cortisol on the nervous system cause the maladaptive maintaining of overly specific information.

      From an ontogenetic perspective, the sensory-like memory is the first type of memory to develop in the child in the absence of semantic knowledge. The importance of this form of memory progressively reduces as a function of the growing of a stable semantics. In adulthood, these sensory-like memory functions are still maintained in order to facilitate the creation of new semantic knowledge or the updating process. The maintenance of these sensory-like processes may also explain the existence of flashbulb memories and, from a clinical perspective, clinical pathologies and PTSD.
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        Figure C.4

        Neuroanatomical correlates of the sensory-like memory sysyem. In the case of surprising events (no prediction is possible), there is an abnormal activation of the amygdala and, in turn, an alteration of hippocampal functioning (Malykhin et al., 2018; Mickley Steinmetz et al., 2017). The semantic transformation cannot occur, and the storage remains sensory-like in the cerebral cortex. Labels and arrows added by us; image adapted from Patrick J. Lynch, medical illustrator, and C. Carl Jaffe, MD, cardiologist. Creative Commons Attribution 2.5 License 2006.

      
      It is important to notice that the creation of sensory-like memories associated with the involvement of the amygdala is mediated by the emotion of surprise. In other words, the difficulty in processing information through the hippocampal-cerebellar structures is associated with the lack of prediction about that information. What cannot be predicted produces surprise, in turn activating the amygdala, and eventually facilitating the generation of sensory-like memories. It is the content of semantic and episodic knowledge in the cerebellum that determines how and if an event is predictable or not.

      New memories are transformed into episodic and, subsequently, semantic knowledge through a process of consolidation (Dudai et al., 2015; Nadel et al., 2012; St. Jacques & Schacter, 2013; Winocur & Moscovitch, 2011). The latter can be considered as the automatization of episodic memory processed in the temporal lobe, in the same way that procedural memory consists of the automatization of motor or cognitive processes in prefrontal areas. They would both be represented in cerebellar activity in the posterior and anterior lobes, respectively.

      A deficit in semantic memory would therefore form the basis for dysmetria of thought, identified in 1991 by Schmahmann and attributed to lesions in the posterior cerebellar lobe. This phenomenon was clearly formalized several years later by Schmahmann and Sherman (1998) as the CCAS.

      At the phylogenetic level, important theoretical contributions come from various hypotheses. Grounded cognition suggests that the symbolic representations would retain sensorimotor links; the hypothesis of neuronal recycling (Dehaene & Cohen, 2007) and neural reuse (Anderson, 2010) postulate that cerebral areas originally implicated in evolutionarily older functions—such as motor functions—evolve to control higher cognitive functions through neural plasticity, that is, the development of novel connections. Further, the cerebellum contains approximately 100 billion neurons (for a review, see Von Bartheld et al., 2016), almost four times more than the number of neurons in the cerebral cortex (Andersen et al., 1992). It seems difficult to believe that such a quantity of neurons would be implicated in motor control only, and, instead, it seems more plausible that the cerebellum would have evolved for bringing to higher-level cognition the computations previously performed in the (phylogenetically older) context of motor control (Barton, 2012). The processes of forward control and monitoring would therefore be applicable not only to motor control but, to a broader extent, to all cognitive processes, such as, for example, language, thought, reasoning, calculation, and so forth. This would be possible due to dense afferent and efferent connections between the cerebellum and the frontal and prefrontal areas (Ramnani, 2006, 2012), with which it forms large loops (e.g., Habas et al., 2009).

      In the prediction phase, the activity of cerebellar memory would be implemented using loops with frontal areas, which are implicated in online processing of information, rather than in veridical retention. The result of each prediction can logically be one of two possibilities: on the one hand, prediction and reality correspond, in which case the system continues to operate in an unaltered fashion because the referent model is formally correct; on the other hand, prediction and reality are mismatched. An error in the prediction phase, which we have seen involves the cerebellum (Moberget et al., 2014; Tesche & Karhu, 2000), supplies information that needs to be integrated into the existing model, through a decay of the current information and the subsequent reconsolidation (Fernández et al., 2016). The cerebellum is therefore thought to update the semantic models that it stores, and this semantic updating would be responsible for the transformation observed in memory distortions (e.g., Loftus, 2005). As in the motor domains (Imamizu et al., 2000), the updated semantic model could be stored in the cerebellum, thus linking its activity to both memory transformation and processing.

      The CPM (see figure C.3) integrates the various anomalies which are difficult to explain with traditional long-term memory models, namely (1) memory distortions are necessary to guarantee accurate prediction and updating and are linked to a form of neuroplasticity; (2) high accuracy during the long-term retention phase observed in pathological contexts is linked to abnormal systems of memory and to amygdala modulations; (3) the loss of contextual details that distinguishes episodic and semantic memory traces is the foundational principle for the construction of internal models used for purposes of prediction; and (4) different cortical versus cerebellar areas are associated with different memory systems and functions.

      The classic view that conceives memory as a mere storage system does not seem to take into account actual memory characteristics. Rather, these actual memory characteristics suggest the existence of two separate memory networks: an ordinary memory system in which information is transformed and updated in order to allow better predictions, and a sensory-like memory system in which information is stored as it is encoded and has a limited predictive significance in adulthood. From a neuroanatomical perspective, neurophysiological as well as behavioral data converge in identifying the cerebellum as the critical brain area underlying a predictive memory hypothesis, incorporating storage, updating, integrative, and predictive functions in a network comprising motor, frontal, and limbic structures.

      Human memory works through updating and transforming information so that it can form the basis for a better prediction system. Accuracy is not the ultimate goal of the system and, to some extent, a precise memory may produce maladaptive functioning. We remember worse so that we can predict better.
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