
The 
Broca-Wernicke 
Doctrine

Geert-Jan Rutten

A Historical and 
Clinical Perspective on 
Localization of 
Language Functions

123



The Broca-Wernicke Doctrine



Geert-Jan Rutten

The Broca-Wernicke 
Doctrine
A Historical and Clinical Perspective on 
Localization of Language Functions



Geert-Jan Rutten
Department of Neurosurgery
St Elisabeth-Tweesteden Hospital
Tilburg  
The Netherlands

ISBN 978-3-319-54632-2        ISBN 978-3-319-54633-9  (eBook)
DOI 10.1007/978-3-319-54633-9

Library of Congress Control Number: 2017945400

© Springer International Publishing AG 2017
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of 
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, 
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information 
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology 
now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication 
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant 
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book 
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the 
editors give a warranty, express or implied, with respect to the material contained herein or for any errors 
or omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims 
in published maps and institutional affiliations.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



 

Speech activity, which develops with the mastery of language in a social setting, 
must rest upon a dynamic system of the greatest complexity involving the simultane-
ous functioning of various brain areas. Thus the problem of the neurologist, who 
wishes to study the brain mechanisms of speech processes, is to determine how these 
complex functional systems derive from the dynamic structure of the cortex and 
understand the role of each area in these functional systems; but he must not “local-
ize” these highly complex “functions” in separate isolate areas of the brain.

It is easy to see the extent to which this systemic conception of the highly complex 
forms of nervous activity in man conflicts with the mechanistic type of search for 
“speech centers”, “writing centers”, or “reading centers”. References to such cen-
ters give the appearance of scientific explanation, but actually conceal the path to 
further analysis of underlying mechanisms.

Alexandr Luria, 1947
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What This Book Is About

One hundred and fifty years ago, post-mortem studies shaped the way in which we 
think about brain function. Theories emerged that linked functions to specific ana-
tomical brain regions. History named some of these areas after the persons who 
allegedly described their functions for the first time, the most famous being Paul 
Broca and Carl Wernicke.

This classic neurological view of language functions, with its tight coupling of 
structure and function, is still widely favoured and remains the predominant view in 
clinical practice. Most neurologists will classify patients with language deficits as 
having either motor (Broca’s) or sensory (Wernicke’s) aphasia or a combination of 
both. Most neurosurgeons will treat left inferior frontal and left posterior temporal 
areas with the utmost respect and still often refrain from surgery in fear of grave and 
lasting language deficits. Surprisingly, this clinical view is in stark contrast to com-
pelling evidence from neuroscience. Here, language functions are represented in 
complex and ever-changing neural networks that span many different brain areas 
across both hemispheres.

This is a fascinating paradox. Why is it that, despite mounting evidence against 
the strict and fixed localization of language functions, clinicians—as well as many 
scientists—continue to refer to 100-plus-year-old language models to explain their 
patients’ deficits or even to plan surgery? I have tried to find answers to this question 
and have reviewed historical developments in an attempt to understand why these 
seemingly contradictory views coexist. Fuelled and inspired by observations of 
patients with brain tumours and ischaemia, this book is largely written from a clini-
cal and neurosurgical perspective. The reader is warned: there will be no revelation 
of some new scientific truth nor a meticulous overview of current language theories 
or anatomical–functional underpinnings of language in the brain. Rather, this book 
is a reflection of personal travels through journals and books. As such, there is a fair 
amount of randomness to it. Its main goal is to provide clinicians and neuroscien-
tists with the background information that is needed to understand each other’s 
work.

What struck me most is not that the old iconic neurological models are still being 
taught in curricula and modern textbooks (they should be, because of their 
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monumental historical and educational value). Rather, it is the naive manner in 
which they are used in today’s clinical practice and how they still dominate the 
decision-making process. And there is another remarkable thing: the ideas of the 
classic authors are far more sophisticated than we collectively remember. In fact, 
some of their theories anticipate our current thoughts on functional brain topogra-
phy. Sadly, however, these were mostly forgotten or ignored.

�Personal Experience

When I learned about neurology and neurosurgery, not too long ago, brain scan-
ners were already routinely used in clinical practice. Modern scanners reach sub-
millimetre resolution and provide amazingly detailed information of diseased 
brain or spine structures. CT and MRI scanners have greatly increased the speed 
and accuracy of the diagnostic process. Neurosurgeons, like myself, use them on 
a daily basis to decide if and where to operate in the brain. It seems that this tech-
nology has made it very easy to localize the cause of any patient’s neurological or 
functional deficit.

But practice shows otherwise and turns out to be rather different. The neurologi-
cal deficits that are observed in our patients, and the complaints these patients have, 
do not bear a very consistent relationship to the abnormalities that are seen (or 
sometimes not seen) on brain scans. Many brain tumours are asymptomatic for a 
long period of time and grow to a considerable size before they cause symptoms. 
This process can take as much as 10 or 15 years. In retrospect, these ‘patients’ led a 
normal life with a tumour hidden in their brains. Sometimes ischemia or a tumour 
is incidentally found on a brain scan, as can happen when a patient’s brain is scanned 
for another reason (for instance, after an accident or during a routine check-up). I 
gradually came to realize (like many other clinicians and scientists, I presume) that 
the size and the location of a lesion are not very good predictors for the patient’s 
well-being. This is something that was not taught to me in medical school but is 
known as a fact to experienced clinicians. Patients also have an impressive ability to 
recover from brain damage. But where one patient regains normal functionality, 
another with an apparently similar lesion does not. This is another thing that text-
books don’t tell you.

When I started to work as a neurosurgeon in 2007, I had the feeling that things 
only grew more complex. Despite the use of awake surgical procedures and newly 
available functional brain imaging techniques, I found it difficult to inform my 
patients accurately about their neurological and cognitive status after surgery (this 
is something that still bothers me). What was the actual chance that they would have 
language or cognitive problems after surgery, and would these deficits be temporary 
or permanent? And, most importantly, what would be the impact on their social and 
professional lives? Neurological models simply did not account for these facts. 
Tumours in classic language areas, for example, can often be removed with minimal 
or no lasting deficits. But even normal language areas, so it seems, can be surgically 
damaged without any apparent neurological deficit.

What This Book Is About
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�Removal of Classic Language Areas

Take, for example, the case of JP, who at age 23 suddenly developed epileptic sei-
zures. Unfortunately, this was caused by a malignant brain tumour that had infil-
trated a large part of his left insula. JP had never had any complaints before, and 
besides his seizures, there were no neurological or cognitive abnormalities. (He was 
tested with formal neuropsychological tests that showed normal results.) The insu-
lar region is difficult to reach for neurosurgeons, as parts of the frontal, temporal and 
parietal lobes completely cover its surface. One possible surgical strategy is to 
resect a part of the overlying normal cortex to create a corridor through which the 
tumour can be resected. In our case, we had decided prior to surgery that this was 
our preferred route. The patient was operated on under awake conditions to ensure 
that this route was safe from a functional point of view. After opening the dura, the 
cortical surface was probed with electrical stimulation in search of functional dis-
turbances. These indicate the surgical no-go areas. As is often the case, the inferior 
part of the left precentral gyrus and pars opercularis (the most posterior part of the 
inferior frontal gyrus) turned out to be involved in speech and language functions. 
No language errors were inflicted when the pars triangularis was stimulated, some-
thing that we had repeatedly seen before in other patients. We therefore decided to 
make our entrance to the insula here, and although the corticotomy was thus made 
in a fairly large part of classic Broca’s area, it did not result in any language prob-
lems. JP kept talking in a normal manner with the neuropsychologist that sat across 
from him during surgery while his tumour was resected. At intervals, he was also 
tested with formal language tasks, and he was able to perform all these tasks cor-
rectly. Tests were repeated 1 year after surgery. While JP had some mild complaints 
regarding the handling of information (he tended to avoid crowded areas and busy 
events), he did well and experienced no language problems. Formal neuropsycho-
logical tests were normal and detected no language or other cognitive impairments. 
These and other cases, as well as the emerging literature on this subject, made me 
seriously doubt the clinical conviction that language functions are largely confined 
to predetermined ‘eloquent’ brain areas and that it is always hazardous to operate 
within these regions.

�Back to the Future

I decided to read the works of Broca and Wernicke to find some answers. Ironically, I 
turned to 100-plus-year-old documents to find information that was relevant for my 
own clinical practice. Was I really hoping to find a more precise anatomical definition 
of Broca’s area or the functional consequences of surgery within Wernicke’s region? I 
guess not. The real reason for my search must have been my amazement and scepti-
cism about the dogmatic localist view that was still haunting my own clinical practice. 
I wanted to find out what kept this naive thinking alive. Much to my surprise, the 
historical information that I found was so ‘new’ and thrilling that I kept on reading and 
collecting documents, gradually working my way through the nineteenth and 

What This Book Is About



x

twentieth centuries. Reading these papers and books changed my thinking about their 
authors and their so-called classic language models, but above all, it provided me with 
new insights and an urge to explore language organization in the brain further. I 
quickly discovered that many of the original documents from nineteenth-century 
authors are available in facsimile and that these are easily obtained via the Internet. 
For example, I got my copy of Wernicke’s monumental Der aphasische 
Symptomencomplex for only 10 euro. I can only say how surprised I was to discover 
deep knowledge and insight every time I read this fairly small 70-page monograph. I 
now think that this book is a must-read for anyone that is interested in aphasia and the 
anatomical basis of our language system (that is also the reason that so many pages are 
devoted to it in this book). What happened next was that I lost direction, not only 
because the forgotten works of Campbell, Brodmann, Penfield, Goldstein, Luria and 
all those others were easy to get and a joy to read, but in particular because they posed 
alternative and relevant views for my own understanding of the anatomical basis of 
the language system. At some point, I decided to narrow my scope and to follow 
through the question of why the old language models have such a persistent influence 
in modern clinical practice. I tried to stick to the more clinical opinions and techniques 
and also began making notes, as it helped me shape my opinion of it all.

�Classic Authors with Modern Opinions

I wasn’t really surprised to discover that there is little proof for a strict localist con-
cept of functional localization; language functions are not simply confined to a 
handful of the same well-defined areas in every person, as has been repeatedly put 
forward in history (but apparently forgotten or ignored over and over again). What 
did surprise me, however, was that Broca and Wernicke (and many of their contem-
poraries and successors) postulated interesting ideas and theories that often strongly 
contrasted with their most famous legacy: the localist language model with its areas 
of Broca and Wernicke. It appears that this model, in the way that it is usually taught 
in medical and neuropsychological textbooks, is actually a fairly bad summary of 
their work. It is certainly not very representative of their scientific opinions and 
thoughts.

A good example of history repeating is Wernicke. Wernicke is clearly one of the 
first connectionists. He never proposed localized (temporal) language areas but 
instead formulated a theory whereby language-related and conceptual knowledge is 
distributed over many interconnected areas (similar to our current view). Yet history 
remembers him as a strict localist. Then there is Brodmann, who divided the brain 
into areas based on their cytological characteristics. His famous maps are still fre-
quently used in neuroscientific studies to denote the anatomical location of brain 
functions and to communicate functional results across researchers. But Brodmann 
himself opposed the strict localization of functions and stressed the significant 
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anatomical–functional variability between individuals. I doubt he would have 
agreed to the use of his histological findings as a map for the localization of func-
tions. Another example of our historical blindness can be found in the works of 
Penfield. This famous neurosurgeon is remembered for his functional cartography 
and the iconic ‘homunculus’ that resulted from his studies with electrocortical stim-
ulation in neurosurgical patients. The awake surgical methodology that he devel-
oped in the first half of the previous century is still our current gold standard for 
localization of brain functions (i.e. the results of any new technique, such as func-
tional MRI, are weighted against those of cortical mapping). What is much less 
known is that Penfield also formulated new and elaborate views on nervous system 
functioning, language representation and brain plasticity. He proposed a dynamic 
and distributed language model, whereby areas within a network could take over 
functions from damaged areas. And he explicitly warned his readers, just like 
Brodmann did, not to interpret the simplified graphical images in his work too liter-
ally, as they were only meant to aid memory. But, as was the case with many other 
authors, these nuances were lost over time, and the diagrams and models were the 
sole survivors.

This book is a tribute to the originality and grandeur of these authors. For that 
reason, I have included many quotations and graphical images from the original 
works. To some extent, I have added my own interpretation, but I have always taken 
care to provide references wherever possible. These references are usually placed at 
the end of one or more sentences and indicate that some of the findings or opinions 
of the author(s) are expressed within that part of the text. I think that it is important 
to know our true scientific history, and to point out the misconceptions that have 
evolved over time. We should all revert to the original literature once in a while to 
check the base upon which our current ideas rest. The Broca–Wernicke model is 
very attractive from an intuitive and heuristic point of view, but it is simply wrong 
when you study the facts, as was repeatedly demonstrated in the past. Still, it has 
kept its prominent place in clinical practice over time.

Foremost, I wrote it all down to educate myself. At some point, however, I 
decided to turn my notes into a book, wishing that others will benefit from it. It is 
intended for students, clinicians and scientists that are interested in the anatomical 
basis of language in the brain. I can only hope that it narrows the gap between those 
that study the brain with modern imaging techniques, and those that treat patients 
with neurological diseases. Between neuroscientists who describe human behavior 
in mathematical terms, and neurosurgeons who have to balance the extent of a 
tumour resection against the so-called quality of life. I sincerely hope that my mosa-
ical historical overview will stimulate the reader to learn more and to explore further 
the many topics that are only briefly touched upon in this book. I learned a lot 
myself along the journey and now realize even more strongly that we need to inte-
grate clinical observations and neuroscientific theories if we want better to under-
stand language organization in the brain.

What This Book Is About
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1Broca and the Birth of Localization 
Theories

In 2009, Craig Bennett and his co-workers put a mature Atlantic salmon in an MRI 
scanner and showed it a series of photographs [1]. The (dead) salmon had been 
instructed to determine the emotion of photographed people during MR scanning. 
Much to everybody’s surprise, three activated areas were found exactly in the brain 
cavity of the salmon, as shown in Fig. 1.1. The results of this experiment were pre-
sented at a human brain mapping conference in Toronto [1]. Statistically speaking, 
the images made a strong point that the salmon was engaged in a cognitive task. The 
poster, of course, argued differently and pointed to the dangers of modern functional 
neuroimaging techniques.

Type in ‘phrenology’ on the Internet and you will quickly find a vast number of 
beautiful images such as the one shown in Fig. 1.2. This image illustrates the phre-
nologists’ idea that the mind consists of several different ‘organs’ or ‘faculties’ that 
each harbour a specific mental quality. A broad range of human qualities was cov-
ered, as variable as benevolence, amativeness, causality or language. Phrenologists 
associated these mental qualities with specific locations in the brain. This was a radi-
cally new concept in an era where philosophical and religious thinking was dualistic 

Fig. 1.1  Unexpected 
results of functional 
neuroimaging techniques: 
brain activity in a dead 
salmon [1]
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in nature and still considered the mind or soul to be undivided, immaterial and 
immortal. Of course, they were wrong on the details. It is easy for us to criticize the 
fact that they confined complex behavioural functions to specific brain regions. 
However, it is often forgotten that the phrenologists paved the way for future neuro-
logical and neuropsychological theories about brain function. They were the first to 
associate brain functions with particular locations in the brain, still the most com-
monly accepted localist view in clinical practice. The phrenologists were particularly 
criticized for the fact that they assumed that the strength of a brain function scaled 
with its physical properties. They considered the size of the organ proportional to its 
mental power, and the skull to reflect the underlying size of the organ. Samuel Wells 
(1888) put it as follows in the introduction of his book How to Read Character [2]:

Now, as is the soul which is incarnate in it, so is the brain in texture, size and configuration; 
and as is the brain, so is its bony encasement, the cranium, on which may be read, in general 
forms and special elevations and depressions, and with unerring certainty, a correct outline 
of the intellectual and moral character of man.

It is of course impossible to pick out one point in history where the phrenological 
ideology started. The fact is that it was ridiculed from the beginning and that the 
term has often been used with a negative connotation. However, the ghost of phre-
nology still haunts neuroscience. Examples are easily taken from recent studies that 
have investigated the relationship between brain structure and function. The results 
of some of these scientific papers made it to the popular press, and this resulted in 
remarkable headings such as ‘Political Views Reflected in Brain Structure’  

Fig. 1.2  Phrenological 
representation of brain 
functions  (Figure taken 
from Samuel Wells’ How 
to Read Character, 1888)
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(www.abcnews.go.com) or ‘What’s in Voters Heads. Brain Scans Reveal Clues’ 
(www.seattlepi.com). This happened, for example, to the studies of Amodio and 
colleagues (2007) [3]. They described a relationship between liberalism and brain 
activity in the anterior cingulate cortex and published this in 2007  in the journal 
Nature Neuroscience under the title ‘Neurocognitive Correlates of Liberalism and 
Conservatism’. Here is their abstract [3]:

Political scientists and psychologists have noted that, on average, conservatives show more 
structured and persistent cognitive styles, whereas liberals are more responsive to informa-
tional complexity, ambiguity and novelty. We tested the hypothesis that these profiles relate 
to differences in general neurocognitive functioning using event-related potentials, and 
found that greater liberalism was associated with stronger conflict-related anterior cingulate 
activity, suggesting greater neurocognitive sensitivity to cues for altering a habitual response 
pattern.

Others found that ‘this functional correlate of political attitudes has a counter-
part in brain structure’ [4]. Kanai and colleagues (2011) reported that liberals had 
a larger area in the anterior cingulate cortex and conservatives had a larger right 
amygdala [4]. Both these areas are part of the limbic system that deals, amongst 
others, with emotional processing; the amygdala is specifically associated with 
responses to fear.

In expert hands, the modern imaging techniques have revolutionized neurosci-
ence. However, these techniques are complex. The measured signals are noisy, 
and analysis and interpretation can be difficult and are certainly less straightfor-
ward than these news headings falsely imply. Quick and dirty conclusions are 
easily drawn, but not often justified. Of course, the phrenological part of all this 
lies in the proposed hypotheses and interpretation of the results, not in the tech-
nique itself. It is not very difficult to get false-positive findings in individuals or 
groups with functional imaging techniques; but even with very strict method-
ological protocols, one can get surprising results, as the fMRI experiment with the 
salmon showed.

1.1	 �Gall

Franz Josef Gall (1758–1828) is considered the founding father of phrenology 
and cranioscopy (the ‘reading’ of the bumps on the skull). Even in his own time, 
he received a lot of discredit for his ideas, and he was exiled from Vienna, where-
upon he moved to France in the hope of finding a more responsive scientific envi-
ronment (which he did; he became a well-known figure in his time). Still it is fair 
to say that Gall made a historical and classical contribution to the concept of 
cerebral localization. See for a thorough overview Young’s brilliant book Mind, 
Brain and Adaptation in the Nineteenth Century [5]. What was revolutionary in 
itself, and a great contribution to psychology, was the fact that Gall considered 
behaviour and brain functioning amenable to objective observation. He based his 
discovery of the 27 faculties on empirical examinations and used several different 

1.1  Gall

http://www.abcnews.go.com
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methods to do this. He collected measurements and casts or skulls of several hun-
dred heads and also made a large number of observations on the crania and behav-
iour of animals. According to Young (1970), ‘he travelled to schools, foundling 
homes, hospitals, prisons and lunatic asylums, and obtained information on 
remarkable heads and remarkable talents wherever he could’ [5]. As counter-
proof, Gall also examined individuals with minor qualities for a lack of the cor-
responding cranial prominence.

Gall and his later followers made a number of suppositions on which their 
theories were based. Despite the fact that Gall, together with Spurzheim, did 
extensive and important work in neuroanatomy (e.g. they postulated that white 
matter served a conduction function and described the anatomical decussation 
of the pyramids), he considered this work irrelevant for his organology and was 
convinced that knowledge of functions preceded that of the anatomy of the 
brain [5]. This discrepancy remains something of a mystery, as Gall was well 
aware of neurological data from victims that had suffered head and brain inju-
ries. He even described such cases himself. Gall stated his main assumptions 
already in 1798 in a letter to Baron von Retzer, before he did much of his ana-
tomical work [6].

Here are the ‘chief principles of phrenology’, as formulated in 1868 by another 
phrenologist, Samuel Wells, ‘every one of which is supported by an array of unques-
tionable facts and susceptible to the clearest proof’ [2]. Note that this is almost 
50 years after Gall’s death and in an era where Broca and Wernicke already based 
their theories on postmortem examination of damaged brains.

	1.	 The brain is the organ of the mind.
	2.	 Each faculty of the mind has its separate or special organ in the brain.
	3.	 Organs related to each other in function are grouped together in the brain.
	4.	 Size, other things equal, is the measure of power.
	5.	 The physiological conditions of the body affect mental manifestation.
	6.	 Any faculty may be improved by cultivation and may deteriorate through neglect.
	7.	 Every faculty is normally good, but liable to perversion.

Although Wells motivates these principles with a list of ‘obvious’ facts and find-
ings, he fails to give scientific proof (from our modern point of view). Some argu-
ments are valid from a rational point of view, for instance, when he states that 
‘Partial injuries to the brain result in suspension of one or more faculties, while 
others retain their normal activity, which could not be the case if the brain were a 
single organ’ [2].

1.2	 �Flourens

Opposed to the localist theories of Gall and later Broca and several others, there 
are the field theories that hold that the brain acts as a single equipotential unit. 
Jean Pierre Flourens (1794–1867) is considered by many the modern founder of 
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the field theory. He was the first to base his work on experiments with animals 
from which he systematically removed parts of the brain and observed the result-
ing disturbed behaviour. In a famous paper from 1824, he describes several of 
these ablative experiments. Note that in that time little was known of brain 
anatomy; the only parts that were distinguished were the medulla, the corpora 
quadrigemina, the cerebellum and the hemispheres. There was no knowledge of 
white and grey matter.a Also, bear in mind that the methods of stimulation and 
ablation were probably too crude to reveal much information on localization of 
function [8]. Details of the surgical procedures and behavioural observations are 
not given to the extent that experiments can be repeated. The following excerpts 
are all from Flourens’ 1824 paper, taken from the book Readings in the History 
of Psychology (1948) [9].

The entire cranial portion of a young dog was removed. I pushed a needle through the cere-
bral lobes, cut them in all directions, and also cut through the cerebellum on that side. The 
animal seemed neither disturbed nor agitated.

I removed both cerebral hemispheres of a pigeon, including the optical layers. The iris 
retained all of its ability to contract. However, I had only to push through the optic nerves 
or the corpora quadrigemina to elicit strong and prolonged contractions.

This experiment was repeated on several pigeons. The result was always the same.
Consequently the cerebral hemispheres are not responsible for muscular contractions.

Flourens describes several other experiments with rabbits but mainly with 
pigeons (!) from which he concludes that ‘the cerebral lobes are neither the origin 
of muscular contractions nor are they the origin of the control of movements (…), 
but it also seems demonstrated that they are the exclusive origin of volition and 
sensation’. Flourens had noted that without both cerebral lobes pigeons kept intact 
reflexes but lacked spontaneous movements. Further on he notes:

One can remove, from the front, or the back, or the top or the side, a certain portion of the 
cerebral lobes, without destroying their function. A small part of the lobe seems sufficient 
to exercise these functions.

After certain limits have been surpassed, they are entirely extinguished. The cerebral lobes 
concur than in their entirety with all of their functions.

Finally as one sensation is lost completely, all of them are. Consequently there is no differ-
ent origin for any of the faculties nor for any of the sensations.

Interestingly, Flourens also describes recovery of function after damage to the 
brain. He notes that after some of the removals, the animals regain most or all of 
their functions.

We have just seen that is possible to remove a certain portion of the cerebral lobes without 
destroying their functions completely. However, there is more than that. The lobe can 
recover these functions in their entirety after having lost them completely.

a For more details, see a paper of Tizard [7].

1.2  Flourens
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Flourens describes the complete recovery of functions in a pigeon when he stops 
ablation as soon as the animal ‘had lost completely the use of all senses and intel-
lectual functions’. Recovery takes a period of 6 days, in another case it takes 15 
days. When he pushes the resection further, he notes that the animals fail to make a 
complete recovery. Flourens concludes that:

as long as not too much of the lobes is removed, they may regain in due time the exercise of 
their functions. Passing certain limits, however, the animal regains them only imperfectly 
and passing these new limits, it does not recover them at all. Finally, if one sensation comes 
back, all come back. If one faculty reappears, they all reappear.

Similar recoveries are seen when Flourens removes parts of the cerebellum or 
corpora quadrigemina. He ends his paper with the conclusion that:

When one point in the nervous system becomes excited, it excites all others; one point 
irritated, irritates all. There is community of reaction. Unity is the great reigning principle; 
it is everywhere; dominates everything. The nervous system is then only one single 
system.

Flourens related loss of function to the extent of damage, and hereby adopted a 
holistic concept [8]. His theories were perfectly in line with contemporary philo-
sophical assumptions and remained the dominating view in the first half of the 
nineteenth century. His experimental work on the brain as a unitary sensorium was 
used to refute phrenological theories whereby other incompatible observations 
were disregarded. Tizard refers to two of these observations in a review paper [7]. 
One was courtesy of Charles Bell (1774–1842), known from several discoveries 
that bear his name such as Bell’s palsy. He indicated that when separate nerve 
tracts lead to separate areas in the cortex, these areas therefore must have distinct 
functions. The other was from François Pourfour du Petit (1664–1741) whose 
experiments were particularly remarkable. This French surgeon first made a num-
ber of postmortem observations in patients with a hemiplegia and a contralateral 
brain lesion. Then he did ablative experiments with dogs and established a relation-
ship between damage in one hemisphere and a consequent paralysis on the oppo-
site side [10]. Almost a century later, Dominique Jean Larrey (1766–1842), another 
French (military) surgeon and a contemporary of Flourens and Gall, described 12 
patients with speech difficulties, most of whom had traumatic brain injuries. His 
work has been described in a number of books and papers [11]. One of Larrey’s 
patients was a corporal in Napoleon’s army who was struck by a musket ball in the 
left eyebrow at Waterloo, resulting in a depressed skull fracture and brain injury. 
The soldier, Louis Manez, was left with a right hemiplegia and language deficits. 
Despite his wound he partially recovered and regained mobility to such an extent 
that he could return to the army where he became a sergeant instructor. Manez 
compensated for his remaining naming problems by reading from lists and instruc-
tion booklets. It is interesting to know that Larrey consulted with the famous Gall 
on several of his patients and that Gall included some of these patients in his own 
works to support these ideas [12]. The skull of Manez was placed in what is now 
the museum of Natural History in Paris (see Fig. 1.3).

1  Broca and the Birth of Localization Theories
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1.3	 �Bouillaud and Broca

Paul Broca (1824–1880) is credited for the discovery of a language area that now 
bears his name. In his famous paper from 1861, he located ‘the seat of the faculty of 
spoken language’ in the third frontal convolution on the left side of the brain, near 
the coronary suture [13]. Modern neuropsychology and neurology mark this discov-
ery as the beginning of the era of localization of function in the brain, but the story 
of Broca’s area is much more complex and involves many other researchers. As 
Young (1990) begins in his chapter on Broca:

Broca’s localization of a centre for ‘the faculty of articulate language’ was the first localiza-
tion of function in the hemisphere that met with general acceptance from orthodox scien-
tists. Consequently, Broca is usually credited with priority in initiating the modern doctrine 
of cerebral localization. This citation has appeared with such regularity that this fact alone 
gains for it a species of historical truth. However, if one begins to examine his claim to 
priority, it is difficult to establish with any degree of certainty. His work is part of a continu-
ous consideration of aphasia and cerebral localization that directly stems from Gall and was 
a live issue throughout the intervening decades. Neither the concept of a faculty of articu-
late language nor its localization in the frontal lobes was new [5].

Before Broca, several others had already demonstrated patients with speech 
deficits and focal lesions. According to Whitaker, ‘literally hundreds’ of case 
reports had been published in medical or phrenological journals from the 1820s 
onward, either with or without evidence from postmortem examinations [14]. 
Therefore, the practising medical doctor must have been aware of the circulating 
doctrine of a frontal lobe speech centre [15]. One of them was Jean-Baptiste 
Bouillaud (1796–1881), born a generation before Broca and to become professor 
of medicine and head of la Charité hospital in Paris. Bouillaud was one of the few 
remaining followers of Gall’s phrenology in the academic world, but advocated a 
different and more scientific methodology: he was convinced that observation of 
the brain was always essential, and he sought correlation between clinical symp-
toms and brain lesions. Gall, as we have seen before, ‘explicitly said that inspec-
tion of brains and “accidental mutilations” (pathological lesions) played a 
subordinate role in confirming localizations which he had discovered by his 

Fig. 1.3  The skull from 
24-year-old soldier Louis 
Manez who suffered a 
gunshot wound and skull 
fracture in the left frontal 
region at Waterloo in 1815. 
The patient recovered from 
a hemiparesis but retained 
most of his language 
problems. Outside view 
(left) and inside view 
(right) (Figure taken from 
Jellinek, 2002)

1.3  Bouillaud and Broca
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cranioscope methods’ [5]. In 1825, Bouillaud published his Clinical studies—
showing that the loss of speech corresponds to a lesion of the anterior lobes of the 
brain—a confirmation of M. Gall’s view regarding the seat of the organ of articu-
late speech [16]. Gall had positioned the language faculty on the floor of the orbit 
in the lower part of the frontal lobes. He supposedly did this after initial observa-
tions made in childhood of classmates who could easily learn verbal material by 
heart and had ‘large prominent eyes’. After Gall observed several others of these 
correlations, he concluded that the area for ‘recollection of words or verbal mem-
ory’ must lie directly behind the eyes and was prominently large in these subjects. 
Bouillaud was less specific on the exact location of the speech centre and argued 
on the basis of clinical evidence that loss of speech must be due to a lesion in the 
frontal lobes; he did not refer to convolutions nor to a specific hemisphere. He was 
a fierce opponent of theories of equipotentiality and debated amongst others with 
Flourens.b

No physician who is in the least familiar with clinical studies has failed to observe many 
defects in  locomotor functions produced by an illness of the brain. The inflammation 
causes spasmodic movements, cerebral compression, more or less widespread paralysis. It 
is therefore not without a good deal of astonishment that we read in the works of 
M. Flourens (…) that the brain exerts no immediate and direct influence on the muscular 
system [17].

Bouillaud proposed not only centres in the brain for movements of the limbs but 
for all organs that related to muscular movements, such as the tongue and the eyes. 
He deduced from case studies that ‘paralysis of the speech organs can exist indepen-
dently from other paralysis’ [17]. He also made a distinction ‘between the ability to 
produce words as signs of ideas while preserving their memory—and the ability to 
articulate these same words. There exists, as it were, an internal and external speech 
the latter is only the expression of the former’ [17]. This relates to our current clini-
cal distinction of dysphasia and dysarthria. Bouillaud even presented remarkable 
in vivo evidence when he had the opportunity to study the brain of a patient with a 
gunshot wound and a skull defect over the frontal lobes.

Curious to know what effect it would have on speech if the brain were compressed, we 
applied to the exposed part a large spatula pressing from above downwards and a little from 
front to back. With moderate pressure, speech seemed to die on his lips; pressing harder and 
more sharply, speech not only failed but a few words were cut off suddenly [17].

So why is it that modern neuropsychology considers theories of cerebral localiza-
tion to begin in 1861 with the observations of Broca and not, for instance, with those 
of Bouillaud at some earlier time? If one reads Broca’s original paper, it is rather 
remarkable that it made such a historical impact. But, as always, one has to take the 
circumstances into account, and in 1861, localism was reconsidered more with an 
open mind than was done in the decades before. In that year, the Societé 

b In 1848, Bouillaud famously offered 500 francs to anyone who could present him with a patient 
with a deep lesion in the frontal lobes without speech deficits.
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d’Anthropologie (of which Broca was founder and secretary) held a series of debates 
on localization of function with Gratiolet arguing in favour of holism and Auburtin 
(pupil and son-in-law of Bouillaud) in favour of localism. During the debate, Auburtin 
promised to abandon his belief in cerebral localization if anyone could produce a 
case of loss of speech without a lesion in the anterior lobes of the brain. Precisely at 
that time, in April 1861, the patient Leborgne had come under the surgical attention 
of Broca because of a gangrenous infection of his right lower extremity. The 51-year-
old Leborgne had already been in the Bicêtre hospital for 21 years because of speech 
problems and a hemiparesis. Despite his epilepsy, he had been a miller until at the 
age of 30 ‘he lost the ability to speak’ [13]. Broca was unable to discover retrospec-
tively whether this loss of speech had an acute or a more gradual onset and whether 
there were accompanying symptoms at the time. Leborgne was known as ‘Tan’ 
because the only thing he said in response to questions was ‘tan tan’, accompanied 
by ‘varying movements with which he was able to express most of his ideas’. He 
quickly got angry when people did not understand him and was thought to be egoisti-
cal, vengeful and mean according to Broca’s case report. Ten years after he lost his 
speech, Leborgne gradually developed a right-sided hemiplegia, starting with the 
muscles of the arm and gradually spreading to involve his leg and making him bed-
ridden. The exact diagnosis has never been made and remains something of a riddle; 
Broca speaks of a ‘chronic and progressive softening’. Broca remarks that the exami-
nation of this patient was difficult because of his inability to speak and to move the 
right side of his body; furthermore, Leborgne was ‘in such a perilous state that it 
would have been cruel to have tortured him with long examinations’ [13]. Still, con-
siderable neurological details are given in his paper:

The tongue was absolutely free; it was not deformed in any way; the patient could move it 
in any direction and stick it out of his mouth. The two halves of the organ were of the same 
thickness. The difficulty in swallowing I mentioned, was due to a paralysis, which was 
beginning at the pharynx, and not due to a paralysis of the tongue, as it was hard to swallow 
the third time. The muscles of the larynx did not seem to be altered, the timbre of the voice 
was natural, and the sound the patient produced, to pronounce his monosyllables, was com-
pletely pure.

The state of intelligence could not exactly be determined. It is certain that Tan understood 
almost everything that was said to him; but as he could only express himself by moving his 
left hand, our dying man could not make himself understood as well as he could understand 
others. The numerical answers were the ones he did the best with, by opening or closing his 
fingers. I asked him many times, for how long had he been sick? He would answer some-
times five days, sometimes six days. How many years had he been at the Bicetre? He opened 
his hands four times in a row and added the rest with a single finger; this came out to twenty-
one years, and as we have seen above, this information is absolutely exact.

I showed him my watch two days in a row (…) he could indicate the exact time every time. 
It is indisputable that this man was intelligent, that he could think, and that he had main-
tained, to a certain extent, the memory of old things [13].

Broca invited Auburtin to see his patient ‘above all in order to know what his 
diagnosis might be and if he would accept the outcome of this observation as con-
clusive’ [17]. Broca said that he gathered the case history ‘with the greatest care 
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because it seemed to serve as a touchstone for the theory of my colleague’ [17]. 
Broca himself had no doubt that from the clinical and neurological information it 
was clear that there existed a progressive cerebral lesion that had gradually spread 
but initially had to be ‘quite bounded and (…) had not attained the organs of motil-
ity, nor the sensory organs’ [13]. Sensorimotor functions were at that time not con-
sidered to be located on the convolutions, something that was only reserved for 
‘intellectual’ functions such as speech or reasoning. This strengthened Broca in his 
opinion that the loss of speech was not a motor disorder. Broca considered the stri-
ate body the closest motor organ to the anterior lobes and he concluded that ‘the 
probable diagnosis was thus original lesion on the left anterior lobe, then spreading 
to the striate body on the same side’ [left, because the paralysis was on the right] 
[13]. The goal of the autopsy now was to determine, if possible, the seat of the first 
lesion. Auburtin took up the invitation and agreed that from the clinical and neuro-
logical examination, the lesion must have started on one of the anterior lobes. 
Because Leborgne died within a week after he was admitted to the surgical ward, 
the case was inserted in the meeting on April 18.

M. Broca presented the brain of a fifty-one-year-old man who had died [on the previous 
day] in his service at the hospital Bicetre. (…) As it is planned to deposit the specimen at 
the Musee Dupuytren and to publish the complete records in the Bulletin de la Societe 
Anatomique, only a short resume will be given; the case is quite similar to some of those 
about which M. Auburtin has talked at the last meeting [17].

Broca himself was initially not very convinced of the principle of localization 
and made a brief statement without firm conclusions. Later that year, he published 
the case more extensively in his now famous paper ‘Comments regarding the seat of 
the faculty of spoken language, followed by an observation of aphemia (loss of 
speech)’ [13]. But only 4 years later, in 1865, when he had collected more cases, 
Broca felt that he could state more convincingly that the left frontal region was 
responsible for articulated speech [14].

Broca begins his 1861 paper by saying that his observations come in support of the 
ideas of Bouillaud and acknowledges his clinical–pathological work that locates 
lesions that can abolish speech in the anterior [i.e. frontal] lobes. The first part of the 
paper comments on contemporary theories and ideas of language in the brain; Broca 
explicitly states that language is not a ‘simple faculty, dependent on only one cerebral 
organ’ and distinguishes the ‘faculty of spoken language’ from that of the ‘general 
faculty of language’. The latter faculty defines a constant relationship between ‘an idea 
and a sign, be it a sound, a movement, a picture, or whatever sort of sketch’ [13]. In 
addition to the language organ, Broca speaks of organs that are responsible for emitting 
and receiving information (given examples are, respectively, the tongue and the ear). 
Next, he gives the name ‘aphemia’ to all patients that are missing the faculty to articu-
late words and have a restricted vocabulary with only a small number of articulated 
sounds. He notes that these patients have no problems with vocalization per se and can 
‘easily emit vocal sounds; they move their tongues and lips, producing movements that 
are much more expansive and energetic than it would take to articulate sounds’ [13]. 
These patients also ‘perfectly understand spoken and written language’ leading Broca 
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to conclude that the faculty of language itself must be intact [13]. There is a lengthy 
discussion in the paper about the nature of the faculty for spoken language and its place 
in the ‘cerebral hierarchy’. Broca speaks of two hypotheses and considers aphemia 
either a ‘higher and intellectual disorder’ or ‘no more than a disorder of locomotion’ 
[13]. He favours the first option but does not rule out the alternative one.

Broca asks himself to what extent the principle of localization, which he consid-
ers extremely probable in itself, is applicable. He refers to studies of comparative 
anatomy in ‘normal, abnormal and pathological humans’ from which it was known 
that the highest faculties must have their seat in the frontal convolutions (he names 
reasoning and thought), ‘whereas the convolutions that are located on temporal, 
parietal and occipital lobes are responsible for emotions, for likes and for passions’ 
[13]. The question of whether every particular faculty is located on a particular 
convolution seems ‘quite unanswerable to me in the current state science is in’ [13]. 
At that time, the convolutions had not received much attention.

the classical works in anatomy have up till now, [have] not popularized the study of the 
cerebral convolutions, which the phrenologists have unfortunately neglected as well. (…) 
We have let ourselves be dominated by this old prejudice, that the cerebral convolutions 
have nothing fixed about them, that they are simple folds, randomly produced, comparable 
to the disordered twists and turns in the loops of the intestine [13].

Broca acknowledges these shortcomings and refers to the more recent anatomi-
cal works of Gratiolet and Wagner for a description of the convolutions and their 
connections [13]. He also criticizes that descriptions of the location of lesions in the 
literature are usually very crude, being, for instance, ‘so many centimetres from the 
big median fissure or from the fissure of Sylvius’.

The second part of the paper starts with the case history and neurological exami-
nation of the patient Leborgne, followed by a very detailed description of the post-
mortem findings. Broca describes that after removing a thick and vascularized dura 
mater, a fluid-filled cavity is found at the level of the left fissure of Sylvius, ‘with a 
capacity of holding a chicken’s egg’ [13]. The cavity ends at the back up to the fis-
sure of Rolando. The convolutions around the cavity show signs of chronic soften-
ing and atrophy, as do large parts of the left hemisphere.

The posterior half of the third frontal convolution is completely destroyed in all its thick-
ness; the second frontal convolution is affected a little less. At least two thirds of its external 
part has disappeared, and the remaining external third is extremely soft. In the back, the 
inferior third of the frontal transversal convolution is destroyed in all its thickness up to the 
fissure of Rolando [13].c

‘The marginal inferior convolution’ [the superior temporal gyrus] has been 
destroyed, as well as the convolutions of the insula and the anterior part of the 
striate body. In this way the cavity connects ‘by a long opening, half a centimeter 

c Note that Broca suggests here that the inferior part of the precentral gyrus was also lesioned. This 
implies that pathology had also affected the ventral premotor cortex, an area that is increasingly 
recognized in speech production.
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long’, to the lateral ventricle [13]. Broca remarks that the thalamus had retained 
its normal size and consistency and then stopped his examination of the deeper 
parts of the brain, ‘in order not to destroy the specimen, which I consider very 
important to donate to the museum’ [17]. Broca must have ‘sensed its historical 
role’, Schiller writes in his 1979 biography [17]. Schiller also remarks that there 
will remain an ‘ever so slight doubt’ about the identity of the preserved brain 
[17]. He himself eventually found it on a dusty shelf in the basement of the École 
de Médecine. With a sense of drama, he notes in his book that the number that 
refers to the jar differs from that of Broca’s numbering in his own 1861 paper 
(and, as a matter of fact, from the number that is given by Marie in his critical 
papers of 1906) [18].

Broca was thus well aware of the extensive brain damage, not only at the 
cortical surface but also extending subcortically, although he was unaware of 
the exact extension because he stopped his dissection. Still he was very con-
vinced that the damage must have started ‘in the centre of the defect’ and gradu-
ally have spread to other parts of the brain because of the slowly progressing 
course of the neurological disease with initially only speech disturbances [13]. 
This is a crucial assumption that is repeatedly stated in the paper. Broca eventu-
ally concludes that:

the original seat of the lesion was in the second or third convolution, most probably the 
latter. It is thus probable that the faculty of spoken language is located in one or the 
other of the two convolutions; but we cannot know it yet, as previous observations are 
silent about the particular state of each convolution, and we cannot even theorize on it, 
since the principle of localization by convolution does not rest on a certain foundation 
yet [13].

Broca thus confirmed the opinion of Bouillaud, but indicated that further cases 
were necessary to know whether the speech centre was confined to a single and 
fixed convolution or resided in multiple convolutions or even an entire lobe. It seems 
that he was very lucky with the next case he encountered, that of Lelong, that 
strongly supported his idea that the third convolution must be important for speech. 
Broca himself writes that:

in my second patient the lesion was rigorously occupying the same site as in my first; not 
only were the same convolutions affected but they were so at the same point, ie, immediately 
behind that middle third, opposite to the insula, and precisely on the same side (left) [17].

Still there were important differences between both cases. Lelong was 83 when 
he suddenly collapsed and had lasting and severe speech difficulties; he was left 
with only a few words and often tried to correct his inappropriate verbal responses 
with gestures. There was no hemiparesis. Because of a fractured leg, one and a half 
years after his stroke, Lelong came under the attention of Broca in the Bicêtre hos-
pital. Twelve days later he died. During the autopsy, signs of haemorrhage were 
found as it was shown that ‘microscopically (…) haematin crystals were present to 
account for the small orange-yellow colored patches in the wall of the lesion’ [17]. 
The lesion was far more restricted than in the case of Leborgne; it only seemed to 
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occupy two of the frontal convolutions. Due to generalized atrophy, part of the 
insula was exposed, which seemed unaffected.

In the following 2 years, Broca and his colleagues collected another 16 cases that 
all showed left hemisphere damage [14]. All but one case involved the third frontal 
convolution. The exception was an aphemic patient of Charcot, where there was 
destruction of a left parietal convolution (the supramarginal gyrus) without any 
signs of frontal pathology. Because of this case Broca refrained from any bold con-
clusions on the exact cortical location of the speech centre but instead speculated 
that the seat of articulate speech might extend to the inferior parietal convolution. 
He referred to anatomical studies that described a continuous convolution around 
the Sylvian fissure (circonvolution d’enceinte, see Fig. 1.4). Again citing from the 
book of Schiller (1992), Broca takes back these initial speculative thoughts and 
replies to the Societé Anatomique:

But this is all hypothetical; we must await further facts. (…) One negative fact does not 
destroy this series of positive ones; in pathology and especially in cerebral pathology, there 
is no rule without some exception [17].

1.4	 �Trousseau and Marie

Of course, ‘exceptions’ accumulated. Armand Trousseau (1801–1867), who was the 
first to coin the term ‘aphasia’ (that, for some reason, quickly replaced ‘aphemia’), 
presented an astounding series of over a hundred patients with left hemisphere lesions. 
He had noted several cases that were discrepant with Broca’s theory which led him to 
conclude that ‘M. Broca’s contention is less generally true than that of M. Dax and 
especially that of M. Bouillaud’ [19]. In contrast to this mild response, Pierre Marie 
(1853–1940) was a lot less diplomatic [18]. He became one of the fiercest opponents 
of Broca’s ideas and in particular of his ‘dogma of the third convolution’ [15]. Marie 
was a former intern at Broca’s and Charcot’s departments and the famous successor of 
Charcot. His critique appeared in 1906, long after Wernicke had proposed his theory 

Fig. 1.4  Illustration of the 
brain by Foville (1844) 
showing the circonvolution 
d’enceinte, a continuous 
convolution that wraps 
around the Sylvian fissure 
[51] (Figure taken from 
Schiller, 1992)
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of aphasia and several complicated language diagrams had already been introduced in 
the literature to explain the role of various brain regions and language disorders. Marie 
opposed these schemes and was convinced that aphasia ‘was one’ and could not be 
subdivided into different syndromes. On examination of the brains of his own patients, 
he had located the speech-related lesions at the posterior end of the Sylvian fissure (in 
or near what is now usually termed Wernicke’s area). Marie re-examined the brain of 
Leborgne and was convinced that the original examination was inadequate and that 
Broca had wrongly inferred that the initial lesion was located on the third convolution. 
Marie considered Leborgne’s aphasia to be the result of the destruction of the superior 
temporal gyrus and the supramarginal gyrus (the latter was not mentioned by Broca in 
his papers).

1.5	 �The Era of CT and MRI

We now know that the lesions in both Broca’s patients, Leborgne and Lelong, 
extended beyond what is now most frequently considered as Broca’s area (namely, 
the posterior part of the inferior frontal gyrus and more specifically its pars triangu-
laris and pars opercularis). In 1980 the brain of Leborgne was scanned with CT by 
Castaigne and colleagues [20]. Even with the relatively low-quality scans of that 
time, it was obvious that the brain damage extended beyond the cortex alone. More 
recently, in 2007, Dronkers and co-workers made high-resolution MR images of 
both historical brains that allowed them to virtually dissect the brains and clearly 
visualize both the cortical and subcortical damage [21]. Before elaborating on the 
details of the MR scans, they started with visual inspection of the brains (Fig. 1.5). 
Much to their own surprise, they found that the most extensive damage to Leborgne’s 
brain was in the middle third of inferior frontal gyrus (thus not strictly on the poste-
rior half of the gyrus), whereas of Lelong’s brain only the posterior part of the pars 
opercularis was damaged. So already on macroscopical inspection, the cortical 
lesions had only partly damaged the classic Broca’s area and—more importantly—
did not completely overlap.

So what did the MRI scans reveal that had not been visible before? In Leborgne’s 
brain, there was (sub)cortical damage in the left inferior frontal gyrus and generally 
the whole left hemisphere. Imaging yielded specific lesions in the inferior parietal 
lobe and the anterior part of the superior temporal gyrus. The insula was ‘com-
pletely destroyed’. There was extensive damage to the basal ganglia and internal 
capsule, as well as other white matter tracts: the superior longitudinal fasciculus (in 
particular the arcuate fasciculus), the periventricular white matter and the subcal-
losal fasciculus.d Although the exact functionality of these tracts is currently still 
under debate, there is nowadays good evidence that they play an important role in 
normal language function. The right hemisphere was unaffected and could therefore 

d See also Thiebaut de Schotten (2015), who used an atlas of white matter connections (obtained 
from diffusion tractography) to estimate more precisely the subcortical damage in the brain of 
Leborgne [22].
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serve as an ‘excellent comparison’ to the damaged left hemisphere. The left hemi-
sphere was up to 50% smaller than the right one, and due to damage to identifying 
landmarks, it was ‘difficult to tell from examining the 3D images or even the brain 
itself whether the supramarginal and angular gyri are affected’ [21]. Of Lelong’s 
brain, only the left hemisphere was preserved. In addition to the generalized atrophy 
and the damage in the pars opercularis that was known before, MRI showed some 
small lesions in the superior longitudinal fasciculus and in the white matter path-
ways of the temporal lobe.

So in these two cases there was overlapping damage in the most posterior part of 
the inferior frontal gyrus, but even more so in the subcortical areas, specifically in 
parts of the superior longitudinal fasciculus (SLF). The functional importance of 
white matter connections within the brain was not yet appreciated in Broca’s time 
and only gradually gained clinical relevance at the end of the nineteenth century 
with publications from the so-called diagram makers. One may speculate whether 
the SLF was crucially involved in the ‘aphemic’ problems of both patients. Probably 
it was, in conjunction with the inferior frontal damage. Parts of the SLF are known 
to end in the lower parts of the motor cortex and the inferior frontal gyrus, and the 
SLF is nowadays related to phonological processing and articulation [23]. Modern 
lesion-deficit studies indicate that damage to the anterior part of the arcuate fascicu-
lus is a key factor in patients with non-fluent aphasia [24].

Fig. 1.5  Photographs of the brains of Leborgne (a, b) and Lelong (c, d) (Figure adapted from 
Dronkers et al., 2007 [21]). The central sulcus and the inferior frontal sulcus (IFS) are indicated 
with, respectively, dashed and continuous lines. Note that in the brain of Lelong, the IFS is shorter 
because of a long anterior horizontal ramus of the Sylvian fissure

1.5  The Era of CT and MRI
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The extensive damage found in Broca’s historical cases fits our modern concepts 
that only relatively large areas of cortical and subcortical damage of the left inferior 
frontal lobe result in significant and lasting language deficits such as those described 
by Broca. Conversely, when only the classic Broca’s area is lesioned, language 
problems are usually mild and transient and do not resemble Broca’s aphasia. These 
observations stem from more detailed analyses that were initiated in the 1970s by 
Mohr and others [25]. They gained weight with the introduction of neuroimaging 
techniques (CT) that allowed for a better identification of the damaged brain areas 
[26]. This led Mohr to write in 2006 that:

In retrospect, had Broca emphasized the extent of the lesion topography in his two cases, he 
might have prevented over a century of controversy [27].

It is important to realize that all lesion-deficit studies implicitly assume that there 
is an invariant relationship between anatomy and function. Such an assumption, 
namely, that everyone has the same anatomical brain, was already a crucial starting 
point for Broca’s comparative studies. But these assumptions are not true; we know 
now. Even in healthy subjects, there is a significant intersubject variability in gyral and 
sulcal patterns. In addition to that, there is good evidence that the cortical representa-
tion of functions may change over time due to the influence of pathological processes 
(such as tumours or arteriovenous malformations). The early CT studies did a better 
job than the postmortem studies, also because at that time language deficits were dis-
entangled in more detail than had been done before. For example, Alexander and col-
leagues (1990) studied nine patients with aphasia and lesions in the left frontal 
operculum [28]. They found that lesions in the lower part of the motor cortex, the 
operculum and the adjacent and more deeper lying periventricular white matter all 
three led to a different complex of language disturbances. Several other studies have 
confirmed that larger lesions, such as are typically observed in stroke patients, damage 
multiple functional subsystems and that it is therefore virtually impossible to catego-
rize the aphasias by lesion site alone [26, 28, 29]. This led Alexander and colleagues 
to end their paper with the remark that ‘In any case, the analysis of the pathologic 
anatomy of aphasia is most profitably pursued through investigations of the distributed 
anatomy of individual performance deficits, not the syndromes’ [28].

Newer MRI analysis methods avoid some, but not all, of the limitations of these 
traditional lesion-deficit studies [30, 31]. Bates and colleagues (2003) used MR 
scans to study the damaged areas in 101 patients with a left-hemisphere stroke and 
language impairments (Fig. 1.6). What makes MRI a powerful tool is its high spatial 
resolution (~ 1 mm) and the fact that the images are digital. Images of different 
patients can be compared and overlaid once they have been put in similar ‘data 
space’ (done by scaling and morphing every brain until it fits a standard brain). 
These brains can then be virtually cut up into thousands of small cubic elements 
(voxels), after which statistical analyses can be done. Bates and colleagues were 
interested in the areas that were most often damaged in patients with disturbances 
either in language production or comprehension. Surprisingly, these were not the 
classical areas. In patients with non-fluent speech, it was not Broca’s area that 
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scored best, but the anterior part of the insula and the parietal subcortex (specifically 
part of the superior longitudinal fasciculus/arcuate fasciculus). In a similar manner, 
auditory comprehension was most affected with lesions in the middle temporal 
gyrus, dorsolateral prefrontal cortex and the inferior parietal lobe, but not typical 
with lesions in Wernicke’s area (see next chapter).

1.6	 �From Single Words to Sentences

For a long time, language studies focused mainly on processing of single words or 
objects, in particular in clinical studies. It was as late as the 1970s and 1980s, initi-
ated by the seminal study by Caramazza and Zurif (1976), that theories gained 
momentum that patients with Broca’s aphasia have difficulties with syntax and that 
this may cause their telegraphic style of speech and the lack of function words and 
inflections (i.e. agrammatical production) [32–35].

Up until that time Broca’s area was thought to be basically a motor speech area. Even the 
agrammatic speech output of Broca’s aphasics was thought, by prominent researchers, to 

Fig. 1.6  ‘Voxel-based lesion symptom maps’ showing the results of 101 stroke patients with dis-
turbances of fluency (a–c) and auditory comprehension (d–f). They all had ischaemia of the left 
hemisphere. Hotspots (red) reflect the brain areas that are most frequently damaged in these 
patients. For fluency this is the anterior part of the insula and the subcortical parietal white matter. 
For auditory comprehension, this is the middle temporal gyrus, dorsolateral prefrontal cortex and 
the inferior parietal lobe (Figure taken from Bates et al., 2003)
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reflect not a syntactic deficit but an economy of effort induced by the difficulty of articulat-
ing speech. (taken from www.talkingbrains.org, June 2010).

Interestingly, several authors at the beginning of the twentieth century had sug-
gested that Broca’s area was involved in grammar, notably Bonhoeffer (1902) [36], 
Heilbronner (1906) [37] and Salomon (1914) [15, 38]. Salomon was the first to 
suggest that agrammatic speakers could have problems with sentence comprehen-
sion [38]. When agrammatism regained interest in the 1970s, it was indeed con-
firmed that Broca’s aphasics not only have difficulties with the production of speech 
but also with the understanding of complex sentences. They have particular  
problems when they have to derive the meaning of a sentence from only lexical–
semantic information. For example, in a multiple-choice examination, patients with 
Broca’s aphasia point to the correct picture when the sentence ‘The worm that the 
bird eats is brown’ is shown, because the semantic and pragmatic cues only leave 
one solution. However, the performance for sentences like ‘The girl that the boy 
chases is tall’ is at chance level (examples taken from reference [39]). So in fact 
these patients can be viewed both as agrammatic speakers and listeners, and this led 
to a breakdown of the classic production/comprehension dichotomy [39]. Caramazza 
and Zurif concluded in their 1976 paper:

It appears that the presumed dissociation between language production and comprehension 
does not hold for Broca’s and conduction aphasics: The present analysis of their compre-
hension skills suggests that such patients are as impaired in comprehension as they are in 
production. (…) With respect to neurolinguistic theories, the results are contrary to the view 
that Broca’s aphasics have retained a normal tacit knowledge of their language. The present 
data together with the previously reported metalinguistic data (Zurif & Caramazza, 1975) 
suggest that, at least for the Broca’s aphasics, brain damage affects a general language 
processing mechanism that subserves the syntactic component of both comprehension and 
production. The implication that follows is that the anterior language area of the brain is 
necessary for syntactic-like cognitive operations [35].

Afterwards, new lesion-deficit studies were published that weakened this claim, 
as it was found that many patients with Broca’s aphasia still had fairly good gram-
matical insight. The syntactical disorders appeared to be restricted to certain 
domains. Thus, syntax could not be fully attributed to the area that was damaged in 
patients with Broca’s aphasia [40]. The debate on the nature of the language defi-
cits of patients with Broca’s aphasia continues, and in the mean time functional 
imaging studies have contributed importantly to this discussion (see also Chap. 8) 
[32, 41–47]. Most scientists nowadays will assume that at least some form of syn-
tactical processing is disabled in patients with Broca’s aphasia. However, alterna-
tive explanations have also been proposed and are currently under investigation—for 
instance, that difficulties in sentence processing are in part related to disturbances 
in phonological working memory.e

Thus, modern lesion studies point to the fact that the older postmortem studies 
are even more wrong than we thought. It needs to be said that these modern studies 

e For a good introduction to this controversy, see the paper of Rogalsky (2008) [32].
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have their own, significant, drawbacks [48]. Despite all this and looking back 
150 years, it is clear that lesion studies stood at the foundation of modern neurology 
and neuroscience. For some reason, the time was right for Broca’s observations to 
gain momentum and acceptance, and he was recognized as the physician and scien-
tist with whom cerebral localization started. What is remarkable and above all 
intriguing is that Broca’s area today is still a widely used clinical concept, despite 
the devastating critique it has suffered over the years. This does not disqualify 
Broca’s personal contributions—on the contrary—but emphasizes the fact that cer-
tain dogmas seem very much to prevail in clinical practice [49]. Most neurosur-
geons still consider Broca’s and Wernicke’s areas as ‘no-go’ areas as opposed to all 
the other prefrontal or temporal areas that seem to be far more forgiving during 
surgical procedures [50]. Damasio and Damasio (2000) suggested that the classic 
neurological models have put a hold on ‘the effort to map the language brain’:

The cartoon of the key brain structures required to receive and produce language -Broca’s 
and Wernicke’s areas, bridged by the arcuate fasciculus- was so attractive that the evidence 
in favor of a more varied and complex neural account was all but ignored. The view that 
Broca and Wernicke are the language centers pervades in most textbooks and monographs 
to our day [29].

As we will see in the next chapter, from Broca’s time on, more and more lan-
guage areas were ‘discovered’. The important next step was the recognition that 
these areas were interconnected and formed a language network. Meynert and 
Wernicke paved the way for modern neurocognitive theories that consider functions 
to be sustained by networks, thereby spreading a function over several different 
brain areas.
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2Wernicke and Connectionism

Roughly a decade after Broca published his findings on the left frontal speech area, 
in 1874 Carl Wernicke (1848–1905) published a now famous monograph on differ-
ent clinical forms of aphasia, The Symptom Complex of Aphasia: A Psychological 
Study on an Anatomical Basis (German: Der aphasische Symptomencomplex: Eine 
Psychologische Studie auf Anatomischer Basis) [1]. Wernicke is particularly 
remembered for his description of sensory aphasia and for his wiring diagram that 
eventually grew to become the classical language model in neurology. He noted that 
patients with a lesion of the left temporal lobe had comprehension difficulties but, 
as opposed to Broca’s aphasics, had fluent speech with a relatively intact vocabu-
lary. As in the case of Broca, the temporal language area was eventually named after 
Wernicke in honour of his discovery. The posterior part of the superior temporal 
gyrus is generally considered the core of Wernicke’s area, but the area itself has 
always remained poorly defined in anatomical terms. Wernicke was not the first to 
write about aphasia with comprehension disorders. Bastian (1869) and Schmidt 
(1871) did before him, but they did not provide autopsy results or any underlying 
anatomical framework, and their papers failed to gain the attention of the medical 
community [2–4].

From what one reads about Wernicke in medical textbooks or on the Internet, it 
is easy to get the impression that he, like Broca, was a strict localist and that their 
two language areas nicely complement each other and form a comprehensive and 
complete language model: Broca’s area for the productive/motor part of language 
and Wernicke’s area for the receptive/sensory part of it. However, Wernicke did not 
plead for strict localization of function to one area; he was in fact one of the first 
‘connectionists’, holding that multiple areas are necessary in the orchestration of a 
given brain function. He himself wrote in 1874 that:

only the most elementary psychic functions can be assigned to defined areas of the cortex 
[examples are given of visual, olfactory and tactile perception] (…) Everything that goes 
beyond these simplest functions, the association of different impressions into a concept, 
thinking, consciousness, is an achievement of the fiber tracts which connect the different 
regions of the cortex to each other, the so-called association system of Meynert [1].
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2.1	 �Meynert

Wernicke was not the first to suggest such ideas. Most of the credit is probably due 
to Theodor Meynert (1833–1892), Wernicke’s teacher in neuroanatomy, who 
made several important contributions and improved histological methods to study 
the structure and function of the connecting fibre systems [5]. Wernicke repeat-
edly acknowledges Meynert, for instance, at the beginning of his 1874 mono-
graph: ‘the theory put forward here follows almost automatically from the study 
of Meynert’s writings and dissections’ [1]. Although the first descriptions of fibre 
bundles date back to Vicq d’Azyr (1786) and Gall (1810), Meynert described 
them in detail and differentiated between projection fibres (connecting cortical 
areas to subcortical parts of the brain) and association fibres (interconnecting cor-
tical areas) [6]. By following the tracts, he was able to deduce that the posterior 
part of the brain (posterior to the central sulcus) was ‘sensory’ in function and the 
anterior part ‘motor’. Wernicke adopted the sensorimotor division of Meynert, 
although he was unsure of the nature of the parietal lobe which he described as an 
intermediate area of still conflicting functions.a Meynert had also published an 
important work in which he demonstrated that the auditory fibres terminated in 
the cortex of the Sylvian fissure, and he assumed this area to be a ‘sound-field’ 
(German: Klangfeld) [7]. This view was supported by autopsy findings of lesions 
in the insular and the perisylvian region. Eminent authors and aphasiologists have 
suggested that Meynert’s historical role has been underestimated [8]. Geschwind 
wrote in 1974 that:

the significance of Meynert’s contribution to the study of aphasia has generally been over-
looked. In the discussions of the history of aphasia that I have so far consulted, he is men-
tioned only as Wernicke’s teacher. (…) It is important to appreciate that it was apparently 
he who first convincingly showed that aphasia could occur in temporal lobe lesions. It was 
Wernicke’s function to complete the cycle started by Meynert by showing how this fact 
achieved meaning in terms of Meynert’s own studies of the brain, and to point out the 
important fact that this new localization corresponded to a clinical picture different from 
that seen in lesions of Broca’s area [9].

Wernicke wrote his monograph when he was just 26. It was his first work on 
aphasia and also the one that became his most well known. In particular, his con-
cepts of clinical aphasia and his connectionist thinking made a lasting impact and 
are still the subject of lively debate. Wernicke made several other important contri-
butions in the field of neurology and psychiatry, but it is not widely known that he 
continued writing and reviewing articles on aphasia and that he refined and even 
changed some of his opinions in later works. The basis of his work on aphasia was 
clearly laid in his monograph, however, and therefore I will describe it in more 
detail in the rest of this chapter.

a In a footnote of his monograph, Wernicke referred to recent findings of Hitzig who had elicited 
movements while stimulating cortex that was located posteriorly to the central sulcus [1].

2  Wernicke and Connectionism
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2.2	 �The Symptom Complex of Aphasia, Part I

Wernicke’s monograph consists of three parts. In the first part (pp. 3–12), a general 
theory is formulated for the representation of cognitive functions in the brain. 
Wernicke introduces a scheme that is the basis for all of his language models and is 
in its most elementary form a ‘reflex arc’ (see Fig. 2.1). In this model, any sensory 
stimulus (E, Empfindung) is able to leave a memory image (O, Erinnerungsbild or 
Empfindungsrest) in the sensory part of the brain. Wernicke assumed that ‘molecu-
lar changes’ in brain cells then consolidate the effects of the brief peripheral stimuli 
[1]. Bodily movements or changes in musculature leave memory images in a similar 
manner. These are termed movement images (F, Bewegungsbild) and are located in 
the motor (anterior) part of the brain. Sensory and motor images are connected by 
associative fibre systems of which the strength of the connections is variable. 
Wernicke speaks of ‘resistance’ that is ‘lowered’ once a trajectory is used more often 
[1]. This resembles the Hebbian principles that were only to be formulated in the 
middle of the twentieth century. Wernicke’s model also resembles the contemporary 
view on brain functional organization [10]. Take, in an example from his later work, 
the way in which Wernicke describes the representation of an object, a bell:

The memory images of a bell (…) are deposited in the cortex and located according to the 
sensory organs. These would then include the acoustic imagery aroused by a bell, visual imag-
ery established by means of form and color, tactile imagery acquired by cutaneous sensation, 
and finally, motor imagery as gained by exploratory movements of the fingers and the eyes.b

b Quotation taken from the paper of Gage and Hickok (2005); see their detailed comparison of 
Wernicke’s views with current neuroscientific ideas of representation of brain functions [11].

Fig. 2.1  Wernicke’s elementary scheme to explain the representation of cognitive functions in the 
brain. Any sensory stimulus (E, Empfindung) can leave a memory image (O, Erinnerungsbild or 
Empfindungsrest) in the sensory part of the brain. Movement images (F, Bewegungsbild) are in a 
similar manner represented in the anterior part of the brain and subsequently can lead to move-
ments (B, Bewegung). The ‘reflex arc’ is completed by (variable) interconnections between sen-
sory and motor areas (OF) (Figure taken from Wernicke, 1874 [1])

2.2  The Symptom Complex of Aphasia, Part I
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A concept thus arises when different brain areas work in unison. The ‘knowl-
edge’ of any object (made up by the combined properties of it) is thereby distributed 
over a number of brain areas and is thus not strictly localized. Because all different 
functional units are interconnected, it is possible to activate the entire ‘network’ by 
activation of part of it. Again quoting Wernicke from the paper of Gage and Hickok 
(2005):

Close association between these various memory images has been established by repeated 
experience of the essential features of bells. As a final result, arousal of each individual 
image is adequate for awakening of the concept as a whole. In this way a functional unit is 
achieved. Such units form the concept of the object, in this case a bell.

Any movement image is linked to multiple interconnected memory images that 
can have different locations in the brain. Vice versa, there is usually more than one 
movement image ‘active’ (German: gemeinschaftlich ins Bewusstsein gerufen) [1]. 
Wernicke thus describes a functional topography that is much more complex than is 
shown in his illustrations. Cognitive functions were to him represented in mosaic-
like association systems. The figures that are depicted in his monograph were 
intended as schematic illustrations to make his point; Wernicke himself referred to 
them as ‘schemes’ [12]. Unfortunately, these illustrations have been interpreted far 
too literally in the history of neuroscience and neurology. It is certainly ironic that 
Wernicke’s language model has been used to advocate a strict localist view on lan-
guage representation, whereas Wernicke himself had a different and much more 
sophisticated vision. His illustrations deliberately lack detailed anatomical informa-
tion, as anyone familiar with Wernicke’s work will agree. Wernicke devoted a large 
part of his scientific career to the study of anatomy and neuropathology and was 
well trained in anatomical dissections. In his 1874 monograph, for instance, he 
describes stepwise dissection of the temporal lobe and insula. Figure  2.2 shows 
some of the illustrations from a paper on comparative anatomy he published just 2 
years later, when he was still a resident in the Charité in Berlin. It is of interest, 
although maybe only from a historical point of view, to quote from the introduction 
of this 1876 paper where Wernicke still somehow seems to doubt the location of the 
language centre:

In recent times, evidence has been presented for the fact that certain functions are bound 
to certain convolutions or regions. There is no doubt that the first frontal gyrus is the centre 
for speech movements; it is also likely that the first temporal gyrus is a sensory speech 
area [13].

In the period 1897–1903, Wernicke published the three-part Atlas des Gehirns 
(brain atlas), together with other eminent authors such as Foerster. The atlas included 
myelin-stained sections of the brain in coronal, axial and sagittal planes [14]. 
Wernicke identified several fasciculi, some of which were named after him [6]. 
Wernicke was convinced that anatomical development and architecture needed to be 

2  Wernicke and Connectionism
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studied in order to identify normal from abnormal brains and to understand the 
neural basis of higher cortical functions. He rejected the idea that the convolutional 
pattern was random or circumstantial.

2.3	 �The Symptom Complex of Aphasia, Part II

In the second part of the monograph (pp. 12–38), Wernicke describes his theory of 
aphasia by giving a detailed description of the clinical profiles that result from 
lesions at five different locations in the psychic reflex arc of his language model 
(shown in Fig. 2.3A):

Any interruption of the pathway aal bbl can cause aphasia. The clinical picture will however 
vary according to the portion of the path affected by the interruption [1].

This essentially forms the foundation of what became the classical neurological 
model of aphasia. It also set the framework for research on aphasia for at least the 
first half of the twentieth century. However, when Wernicke’s doctoral thesis and 
his later work is read carefully, it becomes clear that he describes a much more 
modern view on language representation and organization than he is usually cred-
ited and remembered for. The rest of this section will be structured according to 
the five different lesions that Wernicke described and the subsequent research on 
each.

a

b

Fig. 2.2  Drawings of the 
brain of a human (top) and 
a chimpanzee (not to scale) 
(Figures taken from 
Wernicke’s The Primitive 
Convolution of the Human 
Brain, 1876 [13])

2.3  The Symptom Complex of Aphasia, Part II
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2.3.1	 �Lesion of the Acoustic Nerve

A lesion of the afferent tract to a (acoustic nerve) will lead to deafness without 
aphasia, but only, Wernicke writes, if language has already been learned. Children 
need the auditory input to be able to form auditory memory images. In a first phase, 
they acquire the words by repeating them. ‘Begriff’ arises in a later phase, when the 
word itself has already been mastered. Wernicke asks himself what would happen 

A B

C D

Fig. 2.3  Four different schemes that Wernicke used to explain his theory of aphasia, taken from 
his 1874 monograph. For unknown reasons these schemes are projected on the right hemisphere. 
The structure of the schematic brains is similar in all cases, showing three frontal and three tempo-
ral convolutions. The central sulcus (C) separates the precentral and postcentral convolution. 
Parietal and occipital regions are not shown in any detail. Note that the memory areas differ 
in location between the various models. (Top left, A) This is the well-known figure from medical 
textbooks that essentially forms the basis of classical neurological language models. α is the acous-
tic nerve that in part terminates in the temporal sensory language area. This area (a) is connected 
to the frontal motor language area (b). (Top right, B) The model has been expanded with memory 
areas for tactile (c) and optical (d) images. ‘Knowledge’ of objects or words is diffusely stored in 
the network that is formed by areas a, c and d. Wernicke is not very specific on locations for these 
tactile and optical areas, other than that the optical memory areas are located in the posterior parts 
of the brain. Note also that area a has a different location within the various figures. (Bottom left, 
C) Specific areas for reading (α) and writing (β) have been added. Wernicke postulated that con-
nections αβ and ab in reality have an intimate anatomical relationship (not clear from the model). 
(Bottom right, D) Language model in subjects that are born deaf-mute, but who were able to 
acquire speech. According to Wernicke, this proves that there must exist direct connections from 
tactile (c) and optical (o) areas to the motor speech area b. In deaf-mute subjects, areas c and d form 
the first part of the ‘reflex arc’ (Figures taken from Wernicke, 1874 [1])

2  Wernicke and Connectionism
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when a child is deaf in the right ear but still has a normal language development. 
Assuming that the right acoustic nerve terminates in the left hemisphere, and vice 
versa (although Wernicke explicitly states that this was still unsure at the time), he 
hypothesizes that in this case the right temporal lobe shall have the potential to 
acquire language functions. At a later part in his monograph, Wernicke elaborates 
on this in a more general manner and states that language is normally a function of 
the left hemisphere, but that the right hemisphere can take over language functions 
in case of left hemisphere pathology. In fact, in many of the case reports that are 
listed in the third part of his monograph, Wernicke describes recovery of aphasic 
symptoms over time. He thereby repeatedly describes a phenomenon that we now 
would call ‘brain plasticity’. Similar suggestions were also made by Broca.

In the course of the illness the other hemisphere could have taken over the function of the 
left temporal lobe, as indeed takes place very rapidly in sensory aphasia [1].

2.3.2	 �Lesion of the Auditory Memory Centre:  
‘Wernicke’s Aphasia’

A lesion of the centre for auditory images (area a) will lead to ‘sensory aphasia’. The 
resulting symptom complex later became known as Wernicke’s aphasia, although 
Wernicke’s own description is significantly different from some later definitions. The 
most important symptom of sensory aphasia, according to Wernicke, is that ‘language 
is not understood, but hearing is demonstrably preserved’ [12]. Words will be heard as 
meaningless noise [15]. The vocabulary is largely intact, but there is a ‘confusion of 
words’ [German: Verwechslungen der Wörter]. The term ‘paraphasia’ was not yet 
used and was later introduced by Kussmaul in 1877 [16]. According to Wernicke, the 
explanation for these (mild) speech problems is a defective mechanism via route ab. 
This prevents an unconscious correction of what has been spoken.

It seems that during normal speech the sound image [Klangbild] is always unconsciously 
innervated, as is easily understandable in terms of the genesis of language. The sound image 
is simultaneously hallucinated, as it were, and therefore able to continuously correct the 
execution of movements [Bewegungsvorstellungen] [1].

Wernicke explains why patients are not deaf when area a is lesioned, and he does so 
by assuming that the acoustic nerve disperses over a wider area of the brain than just 
area a (again demonstrating that Wernicke’s illustrations are only simplified schemes).

Thus that part of the central projection of the acoustic nerve which contains word sounds 
[Wortklänge] may be destroyed while all noises or all musical tones may still be perceived [1].

Next, Wernicke explains in more detail what happens when area a is lesioned:

If area a1, the cortex of the first temporal convolution, is destroyed, the sound images 
[Klangbilder] of the names of all possible objects will be extinguished from memory, 
although the concepts may still remain in their full clarity. For in most cases the sound 
image is of secondary importance for the concept of the object, whereas the somaesthetic 
sense images [Gefüls- und Tastsinnsbilder] are of critical importance for it [1].

2.3  The Symptom Complex of Aphasia, Part II
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When I first read this passage, I had difficulty understanding it, because I had 
never really thought about the difference between hearing a word and truly under-
standing its meaning. Just hearing a word does not necessarily imply that you grasp 
its meaning. Take, as an example, listening to pseudowords, e.g. vonk or bhutap. 
These words conform to phonological conventions (i.e. they sound like real words) 
but have no meaning. Therefore, these pseudowords do not trigger the associations 
in the brain network that normally lead to an understanding of an underlying mean-
ing or concept. So Wernicke’s auditory area a is needed to hear the words, but is 
more or less redundant for comprehension [Begriff] because this will only arise 
when several different memory areas are conjointly activated. Wernicke uses several 
illustrations (Fig. 2.3B) to visualize this concept and is now able to explain why 
destruction of one sensory memory area does not lead to a loss of understanding of 
the concept as a whole, as auditory memory images (a) are connected to associated 
tactile images (c) and optical images (d). 

All three sensory modalities also conjointly determine which word is eventually 
selected by means of a weighed contribution of their inputs to area b. If one of the 
sensory areas is lesioned, ‘innervation’ of motor speech centre b is determined by the 
sum of the remaining other areas. This is fundamentally different to the classical 
interpretation of the model in Fig. 2.3A, whereby a lesion of area a would deprive 
area b of any input. Due to a parallel design, the system has inbuilt redundancies and 
is able to keep functioning despite a lesion of one of its subcomponents. Note that 
each sensory area has a similar architecture and itself consists of multiple intercon-
nected areas. This is why Wernicke can speak of a ‘partial’ lesion of a particular 
sensory language centre, whereby the local extent of the lesion determines the char-
acteristics and the severity of the aphasia [1]. In later publications, these ideas were 
further worked out, and his schemes also showed more connections between the vari-
ous memory areas.c Wernicke acknowledges that the motor and sensory centres may 
not be completely independent and that spoken language production relies to some 
extent on the auditory word form for the purpose of speech monitoring [18]. A care-
ful reading of Wernicke’s original work thus reveals that he never proposed the serial 
and simple language model that later became one of the hallmarks of neurology.

There is a second important assumption that Wernicke makes in order to under-
stand why a lesion of the auditory centre a will not induce lasting deficits in lan-
guage comprehension [Begriff]. Wernicke states that area a and tract ab are very 
important in language comprehension, but only in childhood during language 
acquisition. In this phase, when language is learned, associative connections are 
formed between auditory and motor images.

Now the association of sound images with representations of movement essentially has its 
value in the fact that it makes it possible to learn language [1].

c See Fig. 2.4, which appeared in a review of a paper by Lichtheim who introduced a language 
model that explicitly included a ‘concept centre’; for Lichtheim’s ideas, see also Chap. 4 [11, 17].

2  Wernicke and Connectionism
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Fig. 2.4  Wernicke’s model of how properties of words (ab) and the knowledge of objects [B, 
Begriff] are represented in the brain. B is the conceptual representation of an object. It is a construct 
of the association of acoustic (ac.), optical (opt.), tactical (tact.) and motor (mot.) images. The 
representation of the word (ab) that refers to an object consists of its auditory (a) and motor mem-
ory images (b) (Figure taken from de Bleser, 1996 [18])

Once these associative connections have been established, the tract ab is pre-
dominantly used for repetition and is no longer critically involved in comprehension 
anymore.

Very soon after we have learned to speak a word, the intention of merely reproducing the 
sound disappears, making way for the intention of reproducing a specific meaning. The 
actual sensory images of an object [realen Sinnesbilder eines Gegenstandes], that is, are 
now able to innervate the representation of movement of a word [Bewegungsvorstellungen 
des Wortes] directly. (…) Later on, however, this pathway is no longer the one primarily 
used. Rather, the shorter pathways cb and db are chosen, and the mere existence of the 
pathway a1 b, without its being intentionally innervated, is sufficient to insure the choice of 
the correct representation of movement. [1]

So the areas that eventually sustain the information that is necessary to grasp the 
conceptual knowledge [Begriff] of any object are predominantly located outside 
the auditory language area a. This is stated quite boldly (and abruptly) in the 
monograph:

The concept [Begriff] is nothing more than the connection cd. [1]

Wernicke thus argues that once we have learned what a word means, the auditory 
or visual image of the word itself does not contribute much to the knowledge of the 
object (as it is not an innate property of it). In his own words:

The spoken and written name of an object is not a new attribute of the object. It is thus 
clearly different from the actual sensory memory images of the object. Only the latter make 
up the concept of the object. [1]

2.3  The Symptom Complex of Aphasia, Part II
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Using the example of the bell again:

The concept of a bell, for example, consists of memory images of visual, tactile, and audi-
tory perceptions that are connected (associated) with each other. These memory images are 
essential attributes of the bell. The spoken word ‘bell’, however, has nothing in common 
with the acoustic impression that a bell makes on us, and there is likewise not the slightest 
similarity between the written word ‘bell’ and the image of a bell. (…) It is necessary to 
keep them apart. [1]

To Wernicke, loss of memory images that critically impair conceptual knowl-
edge [Begriff] leads to asymbolia and not aphasia. He refers to Finkelnburg’s asym-
bolia, which he defines as ‘the loss of any memory images essential to the concept 
of an object’ [1]. Wernicke specifically adds that this can affect optical, tactile and 
also auditory images and also repeatedly stresses that language and intelligence are 
independent processes. He considers asymbolia a defect of intelligence and there-
fore not an aphasia:

Disturbances of the concepts of the things with which we deal in the process of thinking are 
always disturbances of intelligence; disturbances of language, on the contrary, cause diffi-
culties only in the use of the conventional means [eingeführten Verkersmittel] of representa-
tion of the concepts. [1]

For Wernicke, ‘comprehension’ occurs at two different levels, so to speak. At the 
more superficial level, there is processing of auditory information and selection of 
auditory memory images. Deficits at this stage are considered a language comprehen-
sion disorder and will lead to a form of sensory aphasia. Then there is ‘comprehension’ 
at a more fundamental and conceptual level, where knowledge itself is stored. In mod-
ern terms, we would define the asymbolia of Wernicke and Finkelnburg as a form of 
agnosia: a not knowing or not recognizing of specific sensory stimuli. In later papers, 
Wernicke was more explicit on how these different concepts related. In fact, Wernicke 
was an expert on this topic, as he was the mentor of authors who wrote seminal papers 
on agnosia (see also Chap. 3). In a paper published in 1886, Wernicke wrote:

It may be helpful to bear in mind that more precisely two activities must be differentiated 
in language comprehension. In the first step, the concept of the word is activated, in the 
second one, the concept of the corresponding object. The process is similar in spontaneous 
speech, but in the reverse order, so that first the concept of the object arises and then that of 
the word. [18]

2.3.2.1	 �A Modern Definition of Wernicke’s Aphasia
In Mesulam’s Principles of Behavioral and Cognitive Neurology, Damasio describes 
the key features of a modern definition of Wernicke’s aphasia [19]. There is fluent 
and often unintelligible speech, and patients have difficulty with selection of the 
words (resulting in semantic paraphasias) or with the order of sounds (resulting in 
phonological paraphasias). In addition to that, there are important problems with 
auditory comprehension of sentences. Damasio describes that Wernicke’s area itself 
is not the centre where auditory comprehension takes place, in terms quite similar 
to Wernicke’s own formulations in his monograph:
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We see it [Wernicke’s area] as a processor of speech sounds which recruits auditory inputs 
to be mapped as words, and to be used subsequently to evoke concepts. Auditory compre-
hension in the proper sense occurs later in a chain of events initiated in Wernicke’s area, 
when the concepts that are pertinently associated with a given word’s records become acti-
vated and attended. The process of auditory comprehension involves numerous cerebral 
cortices of varied sensory modalities as well well as higher-order cortices distributed over 
parietal, temporal, and frontal regions. [20]

2.3.2.2	 �Agraphia and Alexia
Wernicke associated sensory aphasia with agraphia, because he considered writing 
to be intimately linked to sound and speech: ‘Writing is a voluntary movement 
learned in close dependence on sound and always executed under the guidance of 
sound’ [1]. Whether or not there are reading difficulties—according to Wernicke—
depends on the education of the patient. He assumed that unskilled readers needed 
to hear themselves read aloud in order to comprehend the text, and consequently 
had an associated alexia when auditory area a was damaged. Skilled readers, in 
contrast, did not need any auditory feedback and thus did not necessarily have 
alexia. Wernicke states that lesions outside of the sensory language area can also 
lead to alexia and agraphia, notably lesions of the optical memory areas [1]. These 
areas are located in the posterior parts of the brain, but their specific location is still 
unclear:

We have only a few clues to the anatomical site of the cortical zones that function as the seat 
of optical and tactile sensory images. [1]

With lesions in this area, Wernicke postulates that alexia and agraphia can also 
occur independently of a sensory aphasia. Given these circumstances, they can be 
seen as distinct phenomena and are not considered aphasic problems [1]. Wernicke 
does acknowledge that in practice lesions are not very selective and that usually 
more than one memory centre is destroyed, leading to a complex of symptoms. 
Wernicke is also very clear that there is not such a thing as one optical image area 
(or one sensory memory area, as we have seen before). This is further demonstrated 
in his illustrations (see Fig. 2.3C), where an optical area α (alpha) is shown for letter 
recognition; Wernicke considered such area to be only ‘a part of the entire optical 
memory area’ [1].

In a similar way that connection ab is involved in oral language acquisition, opti-
cal area α is connected to a frontal motor area β (beta) that is ‘the center of writing 
movements’ (Fig. 2.3C) [1]. The connection αβ associates optical and movement 
images during the period when writing is learned. According to Wernicke, it is 
likely that both connections ab and αβ have an intimate anatomical relationship, and 
it is therefore understandable that lesions of the insular region are usually accompa-
nied by agraphia. He is also not very specific on the location of area β, other than 
that it must be located in the frontal lobe. In Fig. 2.3C, the area has been positioned 
in the middle frontal gyrus, in fact very close to the ‘writing centre’ that was pro-
posed by Exner some years later (in 1881). Exner is generally credited with the 
discovery of this area which was named after him. It was located in the second 
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frontal gyrus immediately above Broca’s area and just anterior to the primary motor 
cortex controlling the hand. Exner referred to it as the ‘graphic motor image centre’. 
However, the evidence that has been presented so far in the literature for Exner’s 
writing centre is rather thin [21].

Initially, Wernicke shared the ideas of Charcot, Pitres and others, whose lan-
guage models had independent centres for reading and writing (see also Fig. 4.4) 
[22]. In later years, Wernicke changed his opinions on alexia and agraphia and even-
tually rejected a specific writing centre in the second frontal convolution. Wernicke 
became convinced that reading and writing proceeded letter by letter, whereby let-
ters were represented in the optic areas of both hemispheres and these optic areas 
had connections with motor areas. Wernicke’s opinion on this latter issue was in 
particular influenced by a single paper of Grashey (1885), who had described a 
patient (Johann Voit) who had a rather atypical anomia. Voit suffered from a serious 
head trauma after falling from a staircase. This resulted in a skull fracture, loss of 
consciousness, impaired vision and cranial nerve palsies. Voit probably also had 
impairments of memory and intelligence [23]. He made a gradual recovery but was 
left with language disturbances whereby he instantly forgot spoken words or written 
letters unless they were permanently repeated. As a result, he had developed a 
remarkable strategy to name an object: he looked at the object, wrote down the first 
letter, looked again, wrote down the second letter and so forth until he had (almost) 
completed the name; only then could he produce it orally. Grashey assumed that his 
patient had problems holding perceptual information in his memory, and thereby 
introduced a new aspect to aphasiology, namely, that disturbances in the time course 
or the storage of mental representations can cause cognitive dysfunction.d On the 
basis of these and other symptoms, Grashey posed the model that is shown in 
Fig. 2.5. Wernicke was impressed by these findings, as can be read in his review of 
Grashey’s paper:

In our consideration on isolated disorders of reading and writing, we have tacitly assumed 
so far that the word concept itself was unimpaired, in contrast to those cases treated in my 
earlier contribution to the different types of aphasia. It is now necessary to go into more 
detail about the word concept and its relation to the letter concept. I was given the most 
essential insights into this by Grashey’s article, and I have no hesitation to claim that it 
constitutes the most significant contribution to aphasiology in the last ten years. Grashey 
introduces an entirely novel—and his work proves—very fruitful element, namely, the time 
period necessary for the formation of a word as well as for reading and writing it. All these 
procedures require a specific amount of time, and aphasia may be the result of such a reduc-
tion of memory that objects or concepts arising via association can no longer be named 
because they cannot be fixed in memory long enough. [25]

The merit of Grashey’s work lies in the introduction of time and information 
capacity as crucial elements in theories or models of language. However, the evi-
dence of his case was meagre, and the case itself was certainly not without any con-
troversy. Some authors have even suggested that Voit might have been a malingerer. 

d See for a detailed case description and interpretation the original paper [24] and a book chapter 
by Bartels and Wallesch from 1996 [25].
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Because Grashey’s findings were adopted by Wernicke, they had a great influence in 
the aphasiological community, despite significant criticism in the German and French 
literature. Due to his assumption of a letter-by-letter basis for reading and writing (in 
contrast to ‘words’ as elements in his model for speech and comprehension), 
Wernicke now emphasized the dependence of written language on oral language: 
letter chains had to be converted into spoken words by means of inner speech and 
vice versa. There was no provision for whole-word reading or writing. Wernicke 
rejected specialized graphemic centres in the optic or motor areas and disagreed with 
Dejerine’s (1891) and Charcot’s view of a unilateral left hemispheric centre for read-
ing in the angular gyrus [26, 27]. This was the start of a still ongoing debate, whereby 
alexia (with or without agraphia) has been attributed to several different (sub)cortical 
centres [28, 29]. The reader is referred to the extensive literature on this subject [30].

2.3.3	 �Lesion of Tract ab

Wernicke’s model predicted another new type of aphasia: conduction aphasia 
[Leitungsaphasie]. This was the consequence of the proposed subcortical connec-
tivity within the model. Wernicke is considered by many to be the founding father 

Fig. 2.5  Grashey’s model (1885) whereby the symptomatology of the patient Voit led him to 
conclude that there are separate centres in the brain for naming, reading and writing. The case 
provided specific arguments that the connection from A to B was spared, but that the connection in 
the opposite direction was interrupted [24, 48]. Grashey presented his arguments in a diagram, as 
he said that this ‘has now become general custom’. A: centre of sound images. B: centre of object 
images. C: centre of symbols, i.e. for cursive/printer letters and words; numbers. D: centre for 
motor images of speech. F: core of phonatory and articulatory nerves. G: centre of motor images 
for writing. H: core of motor nerves functioning during writing (Figure and legend taken from 
Grashey, 1885 [24] and de Bleser, 1996 [18])
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of the disconnection theory. He initially claimed that the fibres that connect the 
frontal and temporal language areas passed through the insula. In later years, he 
accepted the view that the connection passes via the arcuate fasciculus that curves 
around the insula [31]. In patients with conduction aphasia, according to Wernicke, 
‘the choice of words is disrupted’, but both comprehension and speech remain intact 
[1]. The reason that these patients could still—to some extent—correct their false 
utterances despite a lesion of pathway ab was that there are alternative routes to the 
frontal motor centre: via the intact auditory language centre and more posteriorly 
located memory areas. This enables patients to judge their own production and 
show concern or frustration over their errors. Strictly speaking, such an alternative 
route is missing in the classical model usually shown in neurological textbooks. 
Wernicke does not explicitly mention disturbances in ‘repetition’, which later 
became the characteristic feature of conduction aphasia [31]. He could have real-
ized this at the time, as it was in later years emphasized by Lichtheim (1885) and 
Wernicke himself (1910) [15]. Wernicke did note that in these patients there was 
often an hemiplegia, in line with his ideas that conduction aphasia was the result of 
lesions located deeper in the insular region. Lichtheim agreed with Wernicke’s ideas 
and confirmed an insular lesion in a patient with conduction aphasia [15]. An inter-
esting historical overview is given by Henderson in his chapter ‘Early Concepts of 
Conduction Aphasia’, along with alternative views and critiques of other nineteenth-
century authors [15].

2.3.3.1	 �A Modern Definition and Anatomical Substrate 
of Conduction Aphasia

Although its existence, and in particular its neurological foundations, have been 
doubted, conduction aphasia is now well established as an individual type of 
aphasia. It is usually defined as a language disturbance with relatively fluent spon-
taneous speech and good comprehension, but poor repetition. There are also abun-
dant (phonological) paraphasias [32]. Patients with conduction aphasia can 
additionally have impairments in naming, reading or writing or have a mild hemipa-
resis. According to Damasio (2000):

Conduction aphasia is caused by damage to one of two regions: (1) the left supramarginal 
gyrus (Brodmann Area 40, BA40), with or without extension to the white matter underneath 
the posterior insula, or (2) the left primary auditory cortices (BA 41 and 42), the insula, and 
the underlying white matter. In either variant most of BA22 is spared. [20]

In the 1960s, Geschwind revived the disconnection syndromes and attributed a 
major role for the arcuate fasciculus (AF) in conduction aphasia (although he also 
related it to lesions of the association cortex) [33]. However, current opinion holds 
that conduction aphasia is probably not caused by a pure white matter lesion (AF or 
otherwise) and may not even be a disconnection syndrome [20, 34–36]. The poste-
rior part of the left planum temporale (area Spt), for instance, has been hypothesized 
as an important area for phonological working memory and as the critically dam-
aged area in patients with conduction aphasia [37, 38]; however, discussion contin-
ues [39]. Terminology also remains confusing; the AF is generally considered part 
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of a larger tract, the superior longitudinal fasciculus (SLF), but functional and ana-
tomical descriptions of the SLF vary in the literature [40]. The SLF has been pro-
posed to include four different types of connecting fibres, each with specific 
terminations in frontal and temporoparietal areas [6, 41]. Modern non-invasive fibre 
tracking methods enable virtual dissection of white matter tracts and have shed a 
new light on the anatomical and functional connectivity. Bernal and Ardija (2009) 
pointed out that the rostral part of the AF predominantly ends in the lower part of 
the precentral gyrus and not so much in the classic Broca’s area [32]. More specifi-
cally, the AF terminates in the anterior bank of the precentral gyrus; this part is 
considered premotor cortex (BA 6) and is cytoarchitectonically different from the 
rest of the gyrus which is primary motor cortex (BA 4). The ventral premotor cortex 
has been associated with speech programming and seems therefore a suitable target 
for the AF. This is also in line with the results of electrocortical stimulation of this 
area in patients who are operated on while awake and where almost invariably a 
speech arrest is elicited. Bernal and Ardila propose a new model whereby Broca’s 
area, Wernicke’s area and the motor cortex (BA 4) are all indirectly connected via a 
relay station in the ventral premotor cortex/primary motor cortex (BA 6/BA 4). Here 
is a fragment from their paper, elaborating on the role of the AF (see also Fig. 2.6):

All things considered, it could be suggested that a model that defines the AF as an acces-
sory aid in transferring information from the temporal lobe to premotor/motor areas, and 
not directly to Broca’s area, may be more congruent with the neuroimaging results and 
clinical findings. A connection like this may suggest that auditory representation of 
speech plays a direct role in verbal motor planning. Interestingly, that was the initial 
hypothesis of Wernicke [42], and it also favours the explanation by Luria [43] who sees 
the repetition problems of conduction aphasia as an ideomotor verbal apraxia. Moreover, 
it seems easier to explain the phenomenon of ‘conduit d’approche’ [ie, successive 

Fig. 2.6  A very recent language model by Bernal and Ardila (2009) whereby Wernicke’s and 
Broca’s areas are indirectly connected via the ventral premotor cortex (BA 6). It was demonstrated 
with MRI-based fibre tractography that the arcuate fasciculus terminates for the larger part in the 
lower end of the precentral gyrus (i.e. premotor and primary motor cortex) and not in the classic 
Broca’s area (Figure taken from Bernal and Ardija, 2009 [32])
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attempts to self-correct mispronunciations] as having a disconnection of the premotor 
area. Indeed, a premotor disconnection may impair the proper motor sequencing neces-
sary to utter word components (word segments or syllables). As a result, a phonological 
paraphasia is generated. Since purely language areas are not affected, phonological 
awareness is not impaired and the patient attempts to correct the output by exhibiting the 
typical ‘conduit d’ approche’, in the same manner as an apraxic patient tries over and over 
to find the proper movements to allow him/her to perform a particular action. This con-
trasts with the truly language phonological paraphasia in which the patient is not usually 
aware of his/her errors, and therefore, the fluency of the speech is not impacted. The AF, 
nonetheless, may still connect to Broca’s area through a relay station located in the pre-
motor or motor cortex. [32]

2.3.4	 �Lesion of Movement Centre b

In cases of destruction of movement centre b, the patient is mute or can utter 
only a few simple words. Wernicke agreed with Broca’s observations after dam-
age to the frontal motor area. Comprehension is not impaired. Whether or not a 
more extensive frontal lesion (which includes the motor movement centre for 
writing) will lead to an agraphia is not entirely clear; Wernicke asks himself the 
question in his monograph, but he does not answer it satisfactorily. Wernicke 
remarks that movement images for writing are not solely represented in the left 
hemisphere. ‘The left hand is no more awkward in writing, in comparison with 
the right hand, than it is in any other movement’ [1]. He was, however, unaware 
of callosal connections and bilateral innervation of speech musculature at the 
time [44].

2.3.5	 �Lesion of the Efferent Tract b

Wernicke assumes that a lesion of tract b produces a similar picture of motor apha-
sia to that when movement centre b itself is lesioned, although he remarks that it 
would be unlikely that any lesion would selectively destroy only this fibre tract. At 
the time, the lenticular nucleus was thought to be a collection of various nuclei, each 
innervating different parts of the face or tongue musculature. With a partial lesion, 
this would result in various dysarthric phenomena (note that the term dysarthric was 
not used at the time).

As a result of circumscribed destruction within the lenticular nucleus it would never be pos-
sible for all speech movements to be affected at once. Instead, partial aphasias are pro-
duced, which are manifested by paralysis of certain muscles innervated in the course of the 
speech act, e.g., the muscles of the mouth supplied by the facial nerve. At the same time the 
other movements of the tongue and the larynx involved in speech can take place normally, 
so that speech is still intelligible. [1]

Again, these interpretations must be seen against a historical background of incom-
plete, and in this case also incorrect understanding of the (functional) anatomy.
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2.4	 �The Symptom Complex of Aphasia, Part III

In the third and final part of his monograph (pp. 38–70), Wernicke describes case 
histories of ten patients with aphasic symptoms. If we broadly characterize these 
patients according to the four clinical categories of aphasia that follow from 
Wernicke’s model, there are three cases with predominantly motor aphasia (5, 6, 9), 
two cases of sensory aphasia (1, 2), four cases of conduction aphasia (3, 4, 7, 10) 
and one case of ‘total’ aphasia (8). In four cases, post-mortem findings are presented 
(2, 5, 8, 10), whereby in only two cases (2, 8) there is supportive evidence for 
Wernicke’s theory of a temporal sensory language area. Case 10 was a patient with 
a brain abscess which did not provide any reliable localizing information. Case 8, 
Louise Funke, only came to post-mortem after the monograph was finished and was 
briefly described in an addendum (where Wernicke incorrectly refers to Funke as 
case 9). The meagre anatomical evidence on which the monograph rests has often 
been a point of critique. For Head, for instance, who wrote an influential book on 
aphasia (1926), the evidence presented by Wernicke was wrong and insufficient. He 
wrote that ‘It can only be said that the clinical records are inadequate, or the details 
of the post-mortem findings unconvincing’ [45]. Head even stated that ‘Wernicke 
was completely satisfied with his attempts to deduce the clinical manifestations 
from hypothetical lesions’ [45].

Wernicke, however, was himself very critical of the studies that were available in 
his own time. He opens the third part of his monograph with the sentence: ‘Despite 
its extent, the clinical literature of aphasia is useful only to a small extent in support-
ing any theory based on anatomy’ [1]. For Wernicke, there were two major problems 
with the literature of his time. The first problem, so he wrote, was the many subjec-
tive descriptions given by observers. They either focused on the symptom of interest 
(failing to give an accurate description of the complete mental picture) or they did 
not even list the most important symptom. Such observations were thus often 
incomplete or invalid. In his monograph, Wernicke repeatedly warns that to an 
untrained observer, a patient with a sensory aphasia can easily be misinterpreted as 
a having a psychiatric disorder (e.g. confusion or delusion):

The fact that these cases [Wernicke refers here to patients with a severe form of sensory 
aphasia] have until now not been observed or at least not yet been published is the result, 
not only of the infrequency of such cases but also of the fact that even thoroughly experi-
enced and intelligent physicians interpret this condition as a confusional state, as I myself 
have had the opportunity to observe. For those who are psychiatrically trained and who 
know the clinical pictures of confusional states, the diagnosis presents no difficulties what-
soever. [1]

The second problem of the literature was the low quality of the post-mortem 
examinations. Wernicke stated that the majority of authors were unable to do these 
investigations themselves and lacked detailed anatomical knowledge (he makes 
notable exceptions for eminent authors such as Broca, Ogle and Hughlings-
Jackson). Hence, he did not trust the case descriptions in the literature. More 
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importantly, he had noted that there had been no publications of clear cases of pure 
sensory aphasia before. Although Wernicke acknowledged that he had seen few 
‘material’ cases himself, he reasoned that because there existed both patients with 
pure motor aphasia (i.e. motor symptoms but no sensory symptoms) and patients 
with pure sensory aphasia (vice versa), there must be two anatomically different 
language centres. (Note that this argument rests on a double dissociation.) So 
already on clinical grounds, Wernicke could predict a language area other than that 
of Broca’s.

The first case of sensory aphasia is that of 59-year-old Susanne Adam, who was 
initially diagnosed with a confusional disorder and consequently transferred to the 
mental ward of Allerheiligen Hospital, where Wernicke worked. Her speech seemed 
normal, but she gave completely wrong answers to questions. There was fluent, 
mildly paraphasic speech with naming errors. Sentences were often structured cor-
rect, but comprehension and repetition was severely disturbed. There was also 
alexia and agraphia. Wernicke gave a lengthy description of her neurological and 
neuropsychological presentation with a verbatim excerpt from a conversation he 
had with the patient [1]. Here is a part of it:

On March 18, 1874 [17 days after the symptoms have started], the following conversation 
took place, that was taken down word for word. It already shows significant progress.

‘Good morning, how are you?’
‘Thank you, I’m quite well.’
‘How old are you?’
‘Thank you, I’m fine.’
‘How old are you?’
‘Do you mean, what I’m cal, how I hear?’ [Meinen Sie, wie ich hei, wie ich höre?]
‘How old you are is what I wanted to know.’
‘Well, I don’t know exactly what I’m called shear.’ [ … wie ich so heissen schwiere], 

(corrected) ‘What I am called hear’ [wie ich so heissen höre].
‘Would you like perhaps to give me your hand?’
‘I really don’t know, what I, etc.’ (no sign of comprehension)

Over the next weeks, the patient made a good recovery, except for the agraphia 
which remained. For obvious reasons there was no post-mortem. Wernicke’s final 
notes are from 20 April 1874, 6 weeks after the initial start of the symptoms.

She has made further progress and now understands almost everything that is repeated to 
her several times. She still speaks somewhat haltingly, but for the most part correctly, and 
reads without stumbling. When she is asked to write about some topic of her own choice, 
only a few words come to her, and she is also not capable of writing words dictated to her. 
On the other hand she can copy fairly well words that she is given in written form and she 
copies all the single letters correctly. Agraphia is thus her most striking language distur-
bance at this time. [1]

Here, in his case notes, Wernicke labels agraphia as a language disorder. In the text 
of his monograph, he separated reading and writing disorders from aphasia. Perhaps 
Wernicke refined his ideas later on, when he turned his notes into a book. Although 
perhaps confusing, it is understandable that even Wernicke had trouble strictly 
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classifying these disorders. Intuitively, they go together. Even today there is no strict and 
unique nomenclature for all the different disorders that involve hearing, reading and 
writing.

This case reminded Wernicke ‘vividly’ of a quite similar case that he had previ-
ously encountered, but unfortunately not documented very extensively. This second 
case was 75-year-old Susanne Rother, who was admitted to Wernicke’s hospital on 
7 October 1873. She is of key importance for Wernicke’s theories, as being the only 
case of sensory aphasia that was documented with an isolated (left) temporal lesion 
on post-mortem examination. However, there was not much medical information 
available, as Wernicke clearly realized. The medical history reports that the patient 
had suffered a weakness of the left leg for 10 years. Suddenly, on 2 November 1873, 
her reactions and speech were inadequate [German: Verwirrte Sprache]. The patient 
was in a generally poor condition; she was bedridden and incontinent.

Her mental condition was regarded at the time as a confusional state associated with apha-
sia. She answered all questions directed at her in a completely confused way, and carried 
out commands either not at all or in a completely confused manner, which at the time gave 
the impression of apraxia. The attendants thought that she was deaf because of her lack of 
understanding of what was said to her. Furthermore, she paid little attention to her sur-
roundings, and in keeping with her severe malaise showed little urge to communicate. Her 
(spontaneously used) vocabulary thus seemed small in contrast to that of the case described 
above but was nevertheless large enough that motor aphasia (see above) could not be con-
sidered. The presence of aphasia could be recognized by her substitutions and distortions of 
words. Thus she often said correctly, ‘Thank you very much’ [Ich danke recht herzlich], but 
at other times, ‘I thank you very giving’ [Ich danke recht geblich]. ‘I am very sick’, ‘Oh, I’m 
so cold’, ‘You are a good man’, are expressions she used frequently. The doctor she had just 
called ‘a good man’ she soon afterwards called ‘my little daughter’ or ‘my little son’, with-
out distinction. [1]

Further details of her neurological status are not given, and it is unknown whether 
there was also agraphia or alexia. There was no improvement in her mental or physi-
cal condition, and on 1 December Susanne Rother died after a protracted course of 
enteritis. Post-mortem findings are only very briefly described and—as in Broca’s 
cases—not documented by drawings of the brain or the lesion itself. The patient’s 
brain was not preserved and was never re-examined by others, in contrast to the 
brains of Broca’s famous cases Leborgne and Lelong. Wernicke describes a general-
ized atrophy of the brain with major arteriosclerotic changes in all brain arteries. A 
thrombus was found in the left Sylvian artery, and a large part of the first temporal 
convolution was weakened [in einen weissgelben Brei verwandelt]. Insula and basal 
ganglia were unaffected.

Although the cases of Adam and Rother differed substantially in their clinical 
course, Wernicke was convinced that they both demonstrate the symptoms of sen-
sory aphasia, whereby patients have a relatively large vocabulary but have definitely 
lost the ability to comprehend spoken language. He postulates that in Adam there 
was also a lesion of the left first temporal convolution. In his monograph, Wernicke 
discusses two points that he thinks are unrelated to the clinical syndrome of sensory 
aphasia. The first point is the generalized atrophy that was found at the post-mortem 
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of Susanne Rother. Wernicke had observed this atrophy in ‘numerous’ other post-
mortem examinations, and he had never found it to be responsible for any isolated 
functional deficits. He is very firm in his conclusion that:

the softening of the left first temporal convolution in the case of Rother was the only brain 
lesion that could have caused the localized symptom of aphasia that persisted throughout 
the whole course of the illness, and that the generalized convolutional atrophy was either 
the result of senescence or, which is considerably more probable, a consequence of the pres-
ence of a circumscribed focal lesion. [1]

The second point is the paresis of Rother’s left leg. Wernicke assumed a lesion in 
the right hemisphere but did not find any at the post-mortem examination. Instead a 
degenerative lesion was found on the left side of the spinal cord. The main evidence 
that the language problems and the paresis were unrelated was, according to 
Wernicke, that the paresis had already existed for 10 years.

There is a third case in the monograph (case 8) that Wernicke uses in support of 
his theory of a temporal sensory language area. It is the case of Louise Funke, 
59 years old, who suffered a massive stroke that left her with a right-sided weakness 
and severe problems with comprehension and speech. She was only able to answer 
with ‘yes’, which she did to all questions asked. Spontaneous speech consisted of a 
repetition of ‘yes yes’, etc. This case of global aphasia came to post-mortem after the 
monograph was finished and was published in an addendum. The right hemisphere 
was intact, but the left perisylvian convolutions demonstrated clear ischemic changes. 
There was ‘an extensive yellow softening which occupied almost the entire first 
primitive convolutional arc [fast den ganzen I.  Urwindungsbogen], thus affecting 
both banks of the Sylvian fissure’. A thrombosis of the Sylvian artery was found as 
the cause of the ischemia. As Wernicke did with other cases that showed ‘similar’ 
clinical symptomatology, he now compares this case with that of Rother (case 2). He 
writes that both have in common that the first temporal convolution and the anasto-
mosis with the second temporal convolution are lesioned. Then he states: ‘Both suf-
fered from sensory aphasia. Could this agreement be only a coincidence?’ This is a 
very interesting remark, made in a (short) addendum and not in the original mono-
graph; here, Wernicke questions the causality between the clinical and anatomical 
findings. He does not elaborate on it any further, so it is not clear to me whether he 
refers specifically to the cases of Funke and Rother or more generally to his theory of 
sensory aphasia. Obviously, both cases are different on both clinical and anatomico-
pathological grounds, so at least I find it is somewhat strange that Wernicke groups 
them together in the first place. However, we must not forget that in Wernicke’s time 
both cases presented new clinical symptoms (sensory aphasia) and new pathological 
findings (left temporal lesion). Thereby, Wernicke had already more or less predicted 
on theoretical grounds that there had to be a separate area for auditory language 
comprehension. He must have realized that the commonalities in these cases out-
weighed their differences, although he retained some doubt (see also the previously 
cited remarks of Wernicke from his 1876 paper). It has often been said that the 
strength of Wernicke’s work lies in his theories and not in the case descriptions or 
pathological findings at the post-mortem examinations [4, 46]. In this respect, there 
are parallels to Broca’s work and in particular his first two cases of motor aphasia.

2  Wernicke and Connectionism
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2.5	 �Wernicke and the Anatomy of Language Areas

So what can we conclude from Wernicke’s monograph about the anatomical local-
ization of language areas? Wernicke considered that the entire perisylvian area and 
the insula were involved in language processing. Although he assumed that memory 
images were located at homologous areas in both hemispheres, he adopted the view 
that the left hemisphere was dominance for speech. ‘But only the left sound center is 
effectively connected with the motor speech center, and thus probably only the left 
sound center has established well-worn connections with the conceptual regions’ [1]. 
That both hemispheres are functionally interconnected was not known at the time. It 
is of interest to note that Wernicke considered the superior temporal and the inferior 
frontal gyrus to be one continuous gyrus that wraps around the Sylvian fissure.

The entire region of the first convolution, which circles around the fossa Sylvii serves in 
conjunction with the insular cortex as a language centre. The first frontal convolution, 
which is a motor area, is the center of representations of movement; the first temporal con-
volution, a sensory area, is the center for sound images. The fibrae propriae which come 
together in the insular cortex form the mediating psychic reflex arcs. The first temporal 
convolution should thus be considered the central termination of the acoustic nerve, and the 
first frontal convolution (which includes Broca’s area) the central end of the nerves of the 
muscles of speech. [1]

There are no anatomical drawings in Wernicke’s monograph, and in his later works, 
language areas are also depicted fairly schematically (see Fig. 2.7) [12]. These draw-
ings are clearly intended as theoretical and not as anatomical models. Wernicke 

Fig. 2.7  Figure from Wernicke’s Lehrbuch der Gehirnkrankheiten (1881), indicating cortical 
areas that are involved in language functions. Wernicke explicitly stated in his treatise that he con-
sidered the entire inferior frontal gyrus as the motor centre for speech, although he depicted only 
part of it in his scheme. In a similar manner, Wernicke describes in his book that the auditory lan-
guage centre x occupies the left superior temporal gyrus and part (German: Randzone) of the sec-
ond temporal gyrus. Again, this area seems larger than is actually depicted in the figure. (Figure 
and quotation taken from Wernicke, 1881 [12]). Note: frontal convolutions were numbered in 
relation to the Sylvian fissure (following Leuret’s convention)
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indicates language ‘centres’ a, b, etc., but these are not really the ‘centre’ of a very 
specified anatomical area, but rather a crude indication of the cortical territory that is 
involved. Interestingly, Wernicke explicitly mentions in the text that accompanies this 
figure that the seat of the auditory image centre is partly located also in the second 
temporal gyrus.

Let us now look back at the models in Fig. 2.3. What about the areas c and d that 
Wernicke depicted here, should these be labelled ‘language’ areas or not? Wernicke 
left them out of his model that describes the processing of auditory information. 
Lesions of c or d seem to him not directly related to aphasia [1]. In German, the word 
for ‘language’ is ‘Sprache’, which literally means ‘speech’. But Wernicke meant 
‘language’ in the broader sense that we use it for, thereby focusing on verbal compre-
hension. On the one hand, we have seen that the areas c and d do play a critical role 
in language processing, as they select the motor images during speech. At the same 
time, they play an important role in the understanding [Begriff] of objects, forming a 
concept at a more fundamental level. Although Wernicke strictly distinguishes 
between content and form of language (between disorders of intelligence and lan-
guage) he is not always explicit on how this translates to his models for language and 
gnosis. In line with the fact that it is not always possible to classify a disorder uniquely 
into either an aphasia or an agnosia, it is difficult to label brain areas uniquely as hav-
ing only one specific function. This is one of the important consequences of the 
models that Wernicke presents in his monograph and in his later works. The connec-
tionist architecture lets different brain regions collectively perform a certain task and, 
conversely, lets individual areas participate in more than one function.

Wernicke’s connectionist approach (which is hardly ever found in neurological text-
books) also explains why he never gave a precise anatomical localization for the sen-
sory language area. In his view, there are no very focal or strictly localized language 
areas; he favoured a model where information is distributed over larger parts of the 
brain, organized around a number of distinct language centres. Wernicke gave indica-
tions as to the location of these epicentres, but was not very specific. Why, for instance, 
is the auditory image centre a in Fig. 2.3 drawn at two different locations (temporal 
pole and middle part of the superior temporal gyrus)? Is it to underline his idea that 
language areas are not strictly localized? Is it out of a kind of nonchalance, in a way that 
the schemes are incongruously drawn on the right hemisphere instead of the left? Or do 
these areas a represent two different auditory images, one for sound of the word (i.e. the 
phonological representation) and one for the sound of the object itself?

Similar to Broca’s case, when Wernicke published his monograph on aphasia, 
there were earlier descriptions of auditory comprehension disorders and temporal 
lesions, but these either lacked autopsy findings or failed to have a lasting impact on 
the neurological community. Whitaker and Etlinger cite a virtually unknown work 
of Meynert from 1866 and claim that on this basis he should have had the historical 
credit instead of Wernicke [5], but others disagree [47]. These discussions predomi-
nantly involve the classical contributions of Wernicke, notably his sensory language 
area. But Wernicke’s contribution is much greater than is generally recognized, in 
particular his idea that knowledge of a given concept is distributed throughout the 
brain and cannot be located in one or a few areas. Ironically, localism received great 
support from his theories, in particular in the first half of the twentieth century.
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3Aphasia or Agnosia?

Wernicke proposed that knowledge of the outside world was conceptualized and 
that the necessary information that makes up these concepts is stored in many dif-
ferent and interconnected areas of the brain. He clearly made a distinction between 
knowledge of a word itself (i.e. the sound or pronunciation of it) and knowledge of 
its meaning or ‘concept’. Since the era of the diagram makers (see also Chap. 4), 
there has been a discussion of how concepts are anatomically represented in the 
brain. Several of the earlier researchers truly considered a ‘centre’ for conceptual 
knowledge, similar to the anatomical centres for motor or speech functions. Some, 
for example Mills, even believed that this concept centre was identical to the nam-
ing centre [1]. Most others, like Wernicke or Lichtheim, considered the concept 
centre more of a theoretical construct with a largely heuristic purpose, at least not 
something with a strict anatomical definition. To them, the true meaning of words 
and sentences emerged as the result of the complex interplay (association) between 
many different areas.

With this in mind, it can be better understood that when a patient has difficulties 
with naming, it does not automatically imply that there is a language disorder, or 
that the lesion is necessarily located in language areas. There can also be a dysfunc-
tion in several other systems that precludes correct naming, in particular in areas 
that sustain conceptual information. In fact, the localization of an anomic distur-
bance has been a point of controversy for a long time [2]. As put forward by 
Geschwind (1967), there were two opposing views in the literature: ‘one which 
insisted that anomia resulted from a lesion of the left temporoparietal regions while 
the other claimed that it was the result of a diffuse disorder of the brain’ [3]. Here is 
how Benson and Ardila formulated this (1996):

Word-finding deficits (anomia) are noted and complained about by patients with structural 
damage to any cerebral area in either hemisphere. Virtually every aphasic patient suffers 
some degree of naming disturbance; however, the characteristics of the word-finding prob-
lem can vary considerably in the different aphasia syndromes. (…) It is important to bear in 
mind that anomia is a term with a double meaning in aphasiology. In one usage, the term is 
synonymous with naming disorder; in this broad sense all aphasic patients are anomic. 

http://dx.doi.org/10.1007/978-3-319-54633-9_4
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When used in the broad sense of a word-finding disorder (eg, decreased performance on a 
confrontation naming task), anomia is not of localizing value. In attempts to be more spe-
cific, some aphasiologists limit use of the term to those patients whose word-finding diffi-
culty leads to circumlocutions and/or verbal paraphasias as observed in some patients with 
fluent aphasia. In this more tightly defined sense, anomia becomes synonymous with 
anomic aphasia, nominal aphasia, or amnestic aphasia. It is important to keep in mind that 
naming difficulties, often called anomia, are present in all aphasics but that the term anomia 
is also used to refer to a particular aphasia syndrome (anomic aphasia).

Naming difficulties can result from a deficit at different stages of the naming process: per-
ception (decoding), storage, selection, retrieval, or actual production of the word (encod-
ing). Furthermore, acquired naming difficulties can be restricted to specific semantic 
categories and even to a particular modality of representation. Naming disorders can result 
from the patient’s inability to perceive or to identify the target object and as such can be 
considered a perceptual or agnostic deficits [4].

As we have seen in the previous chapter, Wernicke was well aware of the intimate 
relationship between aphasia and agnosia, and these disorders were already the sub-
ject of research and discussion in his time.a One of Wernicke’s assistants, Heinrich 
Lissauer (1861–1891), published an early case of visual agnosia in 1890 [6]. Lissauer 
is also considered the first to have provided a detailed account of this type of agnosia 
as well as an important classification that is still used today [7].b Wernicke was 
involved during clinical observation and treatment of the patient and had already 
given a talk about this case at a meeting in Breslau [8, 9]. Another important paper 
that was published at that time (1889) was on a closely related disorder. It was writ-
ten by Carl Freund (1862–1932), and it described a patient with a modality-specific 
naming disorder that he referred to as optic aphasia (the term optic anomia is prob-
ably more appropriate) [10]. Both papers not only share a similar topic (impaired 
naming) but also a common historical basis: at the time of publication, both Lissauer 
and Freund were working in Breslau under the direction of Wernicke [10]. They are 
discussed here at some length not only for historical reasons but also to illustrate how 
difficult, if not impossible, it is to disentangle language and non-language distur-
bances both from a practical and a more theoretical point of view.

3.1	 �Lissauer

Lissauer starts his seminal paper by referring to related works of Wilbrand (1887) 
[11] and Freund (1889) [12], but states that ‘in particular a case such as the one 
described below cannot be surpassed by any clinical cases reported to date in terms 
of the severity of its symptoms and their clear-cut manifestation’ [9]. He gives an 
extensive description of the medical history and the physical status of the patient. 

a Lissauer used the term ‘mindblindness’ (German: Seelenblindheit). The term ‘agnosia’ was 
coined by Freud in his book On Aphasia (1891), but several descriptions of the disorder predate 
Freud [5].
b Between apperceptive and associative visual agnosia, I will explain this later in this chapter in 
more detail.

3  Aphasia or Agnosia?
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The latter is in fact a very comprehensive neurological examination. Today, the  
largest part of such an examination would be performed by neuropsychologists and 
ophthalmologists rather than neurologists. Over a span of 12 pages, Lissauer lists 
observations and test results in 13 categories that cover several different cognitive 
domains. These categories are summed up here to illustrate the thoroughness of 
Lissauer’s report: ‘refraction; visual fields; visual acuity; colour perception; visual 
estimating; stereoscopic vision; visual memory; memory for past visual experience; 
drawing; reading and writing; form perception; topographical orientation; reaction 
times to visual stimuli’. The examination revealed a complete right-sided hemiano-
pia, but no other focal neurological deficits. Speech was fluent with intact compre-
hension and an unimpaired vocabulary. We should keep in mind that the tests that 
were applied by these historical authors were not standardized and that population 
norms were lacking. Still, their level of observation and methods of physical exami-
nation were often impressive, even by our current standards.

The patient was an 80-year-old former shopkeeper who reported that he had hit 
his head against a wooden fence during a severe storm. He retired to bed for 2–3 
days because he did not feel well and complained that he was not able to see as well 
as before. Here is a part of the description given by Lissauer:

In the morning, when he wanted to have a wash, the patient searched his room for the wash-
stand, which was in its usual place. He also searched for his boots which were, as usual, under 
the bed, but he looked for these behind the stove and in the kitchen. He frequently mistook 
articles of clothing, for instance mistaking his jacket for his trousers. He thought that a number 
of pictures in his room were boxes and tried to search in them for things he had lost. When 
eating he mixed up pieces of cutlery. He used his spoon wrongly, by dipping the handle into 
the soup. Once he tried to put his hand into the food and once into a cup of coffee.

Since his accident the patient no longer read. He gave his letters to his daughter saying that 
his vision was not clear enough. He continuously complained about the deterioration of his 
eyesight. He insisted that this visual problem had started suddenly on 3rd August following 
his accident and fall, though in view of his weak memory one cannot rely too much on this 
statement [9].

When objects were visually presented to the patient he was unable to recognize 
many of them, although there were marked fluctuations in his performance. When 
stimuli were perceived auditorily or via touch, his responses were normal. The 
patient seemed for the most part unaware of his inappropriate responses, although, 
as Lissauer writes, ‘His answers were never given with the complete assurance with 
which a normal subject would make a statement about the name or characteristic of 
a familiar object’ [9]. Clearly there was a naming disorder, but without dysphasic 
characteristics. Lissauer therefore considered the visual anomia in his patient a dis-
order of recognition and not of language: a visual agnosia.

The way in which our patient tended to express himself could have produced the suspicion 
that there were some transcortical speech disturbances. In fact this was not the case. Our 
patient never mixed up words in a paraphasic fashion. For example, when he spoke of spec-
tacles he meant just that: an instrument made of glass which he had put on to read or write 
a hundred times. However, when he said that a fork was a pair of glasses it was not that he 
used the wrong word for the correct concept but that the concept itself was wrong. For 
anyone who worked with the patient there was not the least doubt about this [9].

3.1  Lissauer
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Lissauer divided the process of recognition into two stages, based upon his con-
nectionist view of cortical areas with subcortical connections. In the first stage, 
causing apperceptive agnosia, recognition of an object may fail because of impaired 
visuospatial perception (strictly speaking this is not a real disorder of recognition, 
but of perception only). The lesion is located in the visual cortex. Lissauer gives 
credit to Munk for the term ‘visual agnosia’ [13]. In the second stage, recognition is 
not possible despite intact perceptual skills. This is caused by a disconnection 
whereby the visual cortex itself remains largely intact, but white matter connections 
are lesioned in such a manner that information is unable to reach distant areas that 
are needed for higher-order recognition [8, 14]. The resulting disorder is called 
associative agnosia. It is to be noted that Lissauer clearly states that he does not 
expect to find patients with a pure form of one of these agnosias. He considers a 
pure associative agnosia ‘a contradiction in terms’. His patient had impairments in 
apperception, but his associative agnosia dominated.

It would seem to be obvious that apperception as a special mental process should be thought 
of as separate from the understanding of its meaning with its manifold associations. I came 
to this conclusion for two reasons. First, according to the theory of localization with which 
I agree completely, those processes which occur in only one modality and are therefore 
localized should be separated from those which involve a variety of associations and so are 
the product of the whole cortex. A process of the first kind involves only apperception and 
it must be followed by a process of the second kind before the act of recognition can be 
completed. Secondly my observations force me to make this distinction. There is no doubt 
that our patient perceived many things without comprehending them; that is, he purely 
apperceived some objects but did not recognize them. Therefore the first stage occurred 
without the second stage. Thus indeed under certain pathological conditions the first stage 
may occur in isolation [9].

Lissauer’s observations and theories are strongly rooted in the work of the con-
nectionists. Remember that Lissauer was Wernicke’s pupil.

What is different in my presentation from those of other authors is my attempt to put special 
emphasis on the transcortical tracts and their importance in the manifestation of visual 
agnosia. This approach to the problem was suggested by the theories and systems which 
Wernicke and Lichtheim have postulated for the organization of speech functions with such 
important consequences [9].

The associations that subserve recognition are manifold, says Lissauer, and he 
takes ‘a simple example which involves all sensory modalities’, that of a violin.

With the violin’s image there are connected a number of recollections which concern its 
name, its sound, its image. The sound of the instrument, the sensations and tactile experience 
which go with the handling. In addition there may be the optical image of the violinist in his 
characteristic pose. It is only when these associations between the percept of the instrument 
and the above-mentioned recollections occur promptly in consciousness that one is enabled 
to interpret the object as a musical instrument and differentiate it from other instruments and 
generally to categorize it. If, however, this association is delayed or disrupted through some 
pathological process then even if the image of the violin is perceived, however precisely, 
there are no associations with prior experiences and recognition is therefore not possible [6].

3  Aphasia or Agnosia?
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This is the connectionist view that was characteristic of the Meynert and Wernicke 
schools, and Lissuaer’s example strongly resembles that of Wernicke’s bell that we 
saw in the previous chapter. Other assistants of Wernicke also based their theories 
on disruption of subcortical network connections. One of them is Liepmann, who in 
the period 1895–1899 developed a theory of apraxia [8, 15]. Another, less well-
known assistant was Freund, who was mentioned above. Freund probably reported 
on the first disconnection syndrome of a cognitive function (other than conduction 
aphasia which had already been reported by Wernicke). He certainly was the first to 
explain disorders by a model that involved areas in both hemispheres. His discus-
sion of interhemispheric connections via the corpus callosum predates that of 
Dejerine’s famous papers on alexia [16].

3.2	 �Freund

Freund’s patient was 57-year-old Carl Schluckwerder who was referred to the hos-
pital because of ‘physical weakness, weight loss, headache, clumsiness, emotional 
lability and speech difficulty’ [10]. Eventual post-mortem examination revealed a 
tumour in the posterior parts of the brain and the splenium of the corpus callosum. 
Freund distinguishes two stages in the illness of his patient and attributes the 
‘unusual speech’ (optic aphasia) during the first stage to a disorder of cerebral visual 
function. Initially there was an accompanying right-sided hemianopia. In a later 
stage, tumour progression led to more cognitive impairments. ‘As well as a right-
sided hemianopia, there was a defect of the major part of the left visual half-field 
[i.e. the tumour has now progressed to the right hemisphere]. The number of objects 
not recognized steadily increased. The patient’s orientation became worse. Finally, 
he showed clear symptoms of total visual agnosia [asymbolie]’. The language dis-
turbances make this case different from that of Lissauer, and led Freund to conclude 
that there must be some new form of aphasia.

A review of the various forms of aphasia distinguished by Wernicke leads to the conclusion 
that the present case does not belong to any of them. Our patient is thus not genuinely apha-
sic, however much his actual manner of speech and the occurrence of agraphia and alexia 
initially give the impression of an aphasic disturbance. In attempting to explain this com-
plex disorder it seems to me of fundamental importance that the patient immediately and 
correctly names familiar objects if he handles them while his eyes are shut, that is to say, if 
the touch imaginations [Tastvorstellungen] are activated. However, during visual inspec-
tion, when objects are merely shown to him, he does not find the appropriate name.

Consequently, the suspicion arises as to whether our patient’s unusual way of speaking 
might also be related to a disturbance of visual function. Here I refer to the connection 
between concrete ideas and words discussed by Wernicke. According to Wernicke, normal 
comprehension of speech, as well as voluntary, spontaneous speech, requires not only that 
the idea of the word [der Begriff des Wortes] is intact but also that of the object concerned. 
The idea of an object is made up of a number of components, that is of the representations 
in memory of the fundamental properties of an object which are stored in the different sen-
sory regions of the brain. These representations in memory are closely linked to another and 
represent a functional unity, the ‘idea’ of an object. Activation of each individual stored 
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representation is transmitted to others belonging to the same idea. This association-chain 
[Associationskette] becomes functional in spontaneous speech in so far as the ‘idea of the 
word’ of the object concerned is aroused. According to this view, an impairment in relation 
to the visual memory pictures should have a noticeable effect on spontaneous speech [10].

Freund reviews other cases in the literature (presented by Wilbrand and Stenger) 
and concludes that this must be a specific language disorder, which he names ‘optic 
aphasia’. He more specifically suggests a distinction between Wernicke’s sensory–
acoustic aphasia and the new sensory–visual aphasia. The latter condition can coex-
ist with agnosia, hemianopia and/or sensory–acoustic aphasia. To explain these 
various conditions better, Freund refers to a diagram (see Fig. 3.1) from which he 
postulates nine different variations of optic aphasia. Freund hastens to say that this 
is a purely theoretical construct: in practice, single conduction pathways will never 
be destroyed in isolation. The Schluckwerder case is explained by a lesion of two 
subcortical tracts (I and O2S, see Fig. 3.1). Because of the right-sided hemianopia 
due to the lesion of the left optic pathway (I), perception and recognition of objects 
could only have been performed by the right hemisphere. The lesion of O2S then 
permits visual information to reach the speech centre. However, connections from 
other sensory modalities to the speech centre have remained intact, which explain 
the intact verbalization of an object once it is presented in another sensory modality. 
Freund states that ‘the anatomic course of the connection O2S is as yet largely 

S

a1
a2m

B

nOI OII

I II

Fig. 3.1  Freund’s diagram (1889) from which he derived various different (theoretical) forms of 
optic aphasia. S represents the speech centre [German: Sprachcentrum] ‘incorporating not only the 
word sound memory centre [Klangbildcentrum] but also the memory centre for word articulation’ 
[Centrum für Sprachbewegungsvorstellungen]. O1 and O2 are, respectively, the left and right 
visual cortex in which the visual representations are stored. I and II are the left and right optic 
radiations. mn: longitudinal fissure. a1 and a2 represent the (hemi)retinas. Point B is the posterior 
part of the corpus callosum. Figure taken from the paper by Beaton (1991) that translated and com-
mented on Freund’s original paper ‘On optic aphasia and visual agnosia’ [10]
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unknown’. He (correctly) assumes that these fibres first run in the right hemisphere, 
then in the splenium of the corpus callosum and finally in the white matter of the left 
hemisphere to temporal and frontal speech centres. Postmortem examination indeed 
showed a swollen and damaged splenium. Later research confirmed Freund’s specu-
lation of the functional and anatomical role of the callosum.

To this day, discussion continues about the existence of optic aphasia as a more 
or less isolated phenomenon; the most common explanation is an anatomical visuo-
verbal disconnection [17, 18]. Several authors have doubted the existence of optic 
aphasia [19–21]. The borders between various types of agnosia and aphasia remain 
fuzzy and are not strictly defined, which is perfectly understandable in a complex 
associative system where any brain region can be involved in many different func-
tions. Generally speaking, the term visual agnosia describes a patient who fails to 
name a visually presented object but has apparently normal spontaneous language 
functions and no obvious visual disorder [22]. Optic aphasia points to a more selec-
tive language impairment.

3.3	 �A Systematic Approach to the Anomic Patient

Current scientific opinion is that information that enters the brain is processed in a 
hierarchical manner, whereby the content of information gradually increases in 
complexity (although this process is not necessarily linear or unidirectional) [23]. 
Many papers and textbooks have tried to disentangle and categorize these processes. 
In his paper, ‘Disorders of visual processing’, De Renzi systematically describes 
how to test patients with naming difficulties in order to detect the ‘level’ of their 
processing deficit [24]. I will summarize this process briefly.

As a prerequisite, patients should be alert and able to communicate. Next, one 
needs to ensure that visual stimuli are perceived normally and that basic visual skills 
are intact. Visual details must be able to be integrated into ‘a detailed structural 
description of the stimulus’, apt to be matched with its ‘representation stored in visual 
memory’ [24]. Patients with deficits at this lower cognitive level, for instance, have 
problems with matching figures or objects that have minor differences or that are 
viewed from different perspectives. They are then said to suffer from apperceptive 
agnosia. De Renzi continues with a next step where the examiner needs to decide 
whether the patient is able to match his or her perceptual construct with the represen-
tation of the same object that is stored in visual memory. There are various specific 
experiments available to test the integrity of the internal representations and to detect 
deficits at this processing stage. Here De Renzi makes an interesting (but rather sub-
jective) observation: ‘If the search is positive, a feeling of familiarity ensues’. This 
feeling is well known; it typically arises (and is particularly annoying) when you just 
know that a word or some other piece of information is known to you, but for some 
reason you cannot yet express or verbalize it. This just knowing and tip-of-the-tongue 
feeling relates to the De Renzi’s feeling of familiarity.c In the final stage of processing, 

c There is actually quite a lot of research done on these so-called metacognitive judgments. A quick 
search, for instance on www.pubmed.com, gives several starting points [25, 26].
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once a representation has been formed and we have had our feeling of familiarity, 
identification is completed: a meaning is attributed to it, and a name is retrieved from 
memory. A deficit at this last stage is considered to be a language disorder.

It should always be kept in mind that terminology can be confusing or mislead-
ing. What clinicians do in everyday practice is try to categorize the patient’s neuro-
logical symptoms into ‘known’ functional disorders, such as Broca’s aphasia or 
visual agnosia. This has obvious advantages: it facilitates communication (e.g. 
between doctors or therapists) and also gives the impression that one has grasped 
and understood all of the patient’s cognitive impairments. However, the use of such 
a taxonomy can make us blind to impairments that do not fit predescribed disorders. 
This was eloquently formulated by Penfield and Roberts in their book Speech and 
Brain Mechanisms (1959):

Theory is indispensable, but terms such as those of agnosia, particularly when subdivided 
into visual verbal, visual literal, etc., do nothing but confuse us. There is not a single case 
in the literature of visual verbal agnosia without other defects, together with the ability to 
recognize some word at some time if the examination is detailed enough. We must record 
what the patient sees and does under this and that circumstance, and not use such terms as 
visual verbal agnosia and auditory agnosia unless these things actually exist, which, as far 
as we are concerned, has never been proved [27].
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4The Diagram Makers and Their Critics

In the late nineteenth century, the theory of localization was strongly supported by 
experimental evidence from both electrocortical stimulation and cytoarchitectonics 
(for details, see Chaps. 5 and 6, respectively). Fritsch and Hitzig had demonstrated in 
1870 that cortical stimulation at specific sites of the frontal lobe of a dog elicited con-
tralateral muscular reactions, whereas stimulation of other regions did not result in any 
noticeable response [1]. Brodmann had parcellated the cortex of the human brain on 
the basis of histological differences in cell population and neuronal architecture and 
came up with 43 different areas in his now famous cytoarchitectonical brain maps [2].

4.1	 �Lichtheim

Following Broca and Wernicke, several authors published on language models and/
or language-related anatomical regions. Ludwig Lichtheim (1845–1928) expanded 
Wernicke’s diagram and explicitly added a ‘concept centre’ (Fig. 4.1a). This subse-
quently enabled him to explain why some patients had intact repetition despite a 
comprehension disorder or non-fluent speech. Lichtheim adhered to the same prin-
ciples as Wernicke, namely, that speech is a learned behaviour that depends on cen-
tres for motor and sensory images and a reflex arc. He also assumed—as did 
Wernicke—that pure lesions (such as those specified with the numbers 1–7 in his 
model) would only seldom occur, as damage from pathological lesions was gener-
ally non-selective and more extensive. Lichtheim added anatomically distinct cen-
tres for reading and writing as a new layer to his model (compare Figs. 4.1b and 
2.3c) [3]. He did not support his theoretical assumptions with significant experi-
mental evidence and seemed aware of the hypothetical status of his new classifica-
tion. Still, he associated his centre with anatomical regions:

The motor-image center is localized in the ‘[part ...] of the lowermost left frontal convolu-
tion lying against the Sylvian Fossa’ and the sound image center ‘in the temporal convolu-
tion lying on the opposite site.’ The connection between the two centers goes through the 

http://dx.doi.org/10.1007/978-3-319-54633-9_5
http://dx.doi.org/10.1007/978-3-319-54633-9_6
http://dx.doi.org/10.1007/978-3-319-54633-9_2#Fig3
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Fig. 4.1  (Top left, a) The famous Wernicke–Lichtheim or ‘house model’ in which Lichtheim 
described four new possible aphasic syndromes. Numbers 1–7 refer to theoretical lesion sites that 
are explained in the paper. A centre of auditory images, B concept centre, M centre of motor 
images, a acoustic pathway, m motor pathway. (Top right, b) The model has been expanded with 
centres to enable reading and writing. O centre for optical images, E centre from which the organs 
for writing are innervated. (cf. Wernicke’s diagram in Fig. 2.3c). In addition to that, Lichtheim here 
indicated that a new set of pathways has shown up (dotted lines) after destruction of the original 
pathway AB, suggesting rewiring and plasticity of the brain. (Bottom, c) The concept centre ‘B’ is 
anatomically distributed over a wide region of the sensorial space and is not located in one particu-
lar region of the brain (Figures taken from Compston, 2006 [34])
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insula or directly adjacent regions. The center for conceptions represents the exception: 
‘My view tends to assume [...] that the concept formation is not linked to a location in the 
brain but is a common function of the entirety of the sensory areas instead’. [4]

Although the word ‘centre’ suggests otherwise, Lichtheim did not believe that 
concepts could be localized to a particular brain area, as he explicitly stated in his 
paper:

Though in the diagram B is represented as a sort of centre for the elaboration of concepts, 
this has been done for simplicity’s sake; with most writers, I do not consider the function to 
be localized in one spot of the brain, but rather to result from the combined action of the 
whole sensorial sphere. Hence the point B should be distributed over many spots; and the 
commissures MB and AB would not form two distinct and separate paths, but consists of 
converging radiations from various parts of the cortex to the point A and M [he refers to 
Fig. 4.1c; Lichtheim later called this the ‘semantic field’]. This admission does not do away 
with the possibility of the interruptions in the commissures BM, B1M, B2M, &c; but leads 
us to expect that any simultaneous break in them must occur close to their entrance into the 
lower centers M and A. [5]

Because of this new module ‘B’, the two language centres were not only con-
nected anatomically but also via multiple conceptual representations that were 
spread throughout the cortex. The famous ‘house model’ was created (in line with 
previous and similar ideas of Wernicke that were discussed in Chap. 2). Lichtheim 
was able to add four new categories to the three forms of aphasia that had already 
been dealt with in Wernicke’s model. Roth and Heilman describe these transcortical 
aphasias as follows (2000):

When connections from Wernicke’s area to the concept center are disrupted, comprehen-
sion is impaired, because a semantic analysis of words cannot be performed. However, 
repetition is spared, because auditory information can access Wernicke’s area and be trans-
mitted to Broca’s area for production of speech. This disorder is called ‘transcortical sen-
sory aphasia’. In contrast, when connections between the concept center and Broca’s area 
are disrupted, internally generated speech (spontaneous speech or naming) will be halting 
and effortful, as in Broca’s aphasia. However, because Wernicke’s arc is intact, repetition is 
normal. This type of aphasia is called ‘transcortical motor aphasia’. [6]

4.2	 �Kussmaul

In 1877, 8 years before Lichtheim, Adolph Kussmaul (1822–1902) also presented a 
patient with a transcortical sensory aphasia (i.e. with a comprehension disorder but 
intact repetition). His explanatory model resembled that of Lichtheim but differed 
in the fact that the ‘concept centre’ was only accessible via the phonological lexicon 
(i.e. Wernicke’s area). Because of this, his model was unable to explain transcortical 
motor aphasia. But Kussmaul’s ideas on language went beyond that of single word 
processing; he also considered the lexical and the sentence level and introduced the 
term ‘agrammatism’ to describe impairments in grammatical formulation. The 
diversity of symptoms in aphasia had also been recognized by other authors. 
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Bateman (1870), for example, pointed to the fact that aphasias can differ in their 
degree of severity, and deficits can be modality specific [4, 7]. Furthermore, he 
noted that speech with an emotional content (‘automatic speech’) can be preserved 
in aphasic patients and that in multilingual patients languages can be selectively 
affected. Both Kussmaul and Bateman emphasized the heterogeneity of aphasic 
phenomena and deliberately refrained from anatomical localizations as they 
believed that language covered an ‘enormous association area’ in the brain (Fig. 4.2). 
Kussmaul considered it naive to think that there is a set of language in any particular 
convolution of the brain and wrote that: ‘Wernicke made the mistake of plotting the 
centre in specific areas of the brain. The localization of elementary functions of 
language is not mature enough for this’ [8]. This criticism is not entirely justified, 
however. We have seen in Chap. 2 that Wernicke proclaimed an associationist view 
for cognitive functions and considered the entire perisylvian area to be involved in 
language processing.

The Wernicke–Lichtheim model had its flaws and, for instance, could not 
explain anomic aphasia. Many others adapted or augmented this model, sometimes 
with reference to specific brain areas. Variations were proposed among others by 
Bastian (1887), Charcot (1889), Dejerine (1891, 1892), von Monakow (1905), 
Henschen (1922) and Kleist, to name some of the more famous researchers  

Fig. 4.2  Kussmaul’s language model (1877) for word processing. Although the model resembles 
that of Wernicke, Kussmaul explicitly omitted any reference to brain anatomy. He considered 
‘language’ far more complex than word processing alone. d route for speech, r route for writing, B 
centre for sound images (cf Wernicke’s area), B′ centre for optical images, B″ centre for optical 
images for (deaf–mute) lip-readers only, C centre for coordination of sound movements into spo-
ken words (cf Broca’s area), C′ centre for writing, J concept centre (Figure taken from Tesak and 
Code, 2008 [4])
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(see Figs. 4.2, 4.3, 4.4, 4.5, 4.6 and 4.7) [4, 9–11]. It must be said that some of these 
diagram makers acknowledged the limitations of their models (and frankly admit-
ted that they were best used for teaching or heuristic modelling), but many others 
seemed to believe that clinical language disorders could be deduced from their 
‘box-and-arrow’ models.a This debate, in fact, is still continuing today. One of the 
main questions that remains to be answered is to what extent individual language 
maps (either healthy or diseased) differ from group language maps. The fact that 
even normal brains can significantly differ in size and shape (e.g. the pattern of gyri 
and sulci) obviously limits generalization of results into detailed anatomical-based 
models; see Chap. 5 for a detailed account. Additional difficulty is that brains are 
constantly changing their functional configuration because we never stop learning, 
or adapting otherwise to our environment. Under pathological conditions, functions 
can reorganize to such an extent that the resulting anatomo-functional configura-
tion becomes significantly different from that of healthy subjects [12]. This pathol-
ogy-driven process of reorganization seems particularly effective in slowly growing 
brain tumours (Fig. 4.9).

4.3	 �Hughlings Jackson

An alternative view to the static and neuroanatomical models was proposed by John 
Hughlings Jackson (1835–1911), who became one of the most influential neurolo-
gists in England. He made several important contributions to neurology and is also 
seen by many as a great pioneer in clinical neuroscience [13]. His ideas on aphasia 
and language representation in the brain were quite different from the localizationist 

a An example of a more recent box-and-arrow model is shown in Fig. 4.8.

Fig. 4.3  Bastian’s language diagram (1887) for word processing and corresponding anatomical 
sites and pathways. Note the absence of a concept centre, which was rejected by Bastian. The 
model has visual (V) and auditory (A) word centres and two sensorimotor centres that control 
kinaesthetic information from the tongue and hand muscles (hence, their respective 
names: glosso-kinaesthetic (GL.K.) and cheiro-kinaeshetic (CK.K.) centre (Figures taken from 
Head, 1926 [9])
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views that prevailed in Germany and France at that time. Although he agreed that 
Broca’s aphasia resulted from damage to the left frontal lobe, he did not believe 
there was a specific faculty of articulate language.

Hughlings Jackson was influenced by the works of Spencer and Darwin, whose 
On the Origin of Species by Means of Natural Selection was published in 1859. 
Hughlings Jackson’s works on aphasia (published in the period 1864–1894) were 
rooted in these new biological and evolutionary principles, and he investigated lan-
guage (and brain functions in general) from a more dynamic and psychological 
point of view than was done before. He considered functions to be organized 

Fig. 4.4  Charcot’s localization of language centres and aphasias (1889). (Top) Charcot’s famous 
‘bell’ diagram which is essentially the same as the model of Kussmaul. Again, there are four memory 
centres which are connected to an association centre. (Bottom) Localisation of aphasias. Some 
authors, for instance, Bogen and Bogen (1976), have argued that Charcot included T2 in his language 
regions [35]. IC association centre, CAC general auditory centre, CAM hearing centre for words, CLA 
centre for articulated speech, CVC general visual centre, CVM visual centre for words, CLE centre 
for writing, 1 Sylvian fissure, 2 Rolandic fissure, F1/F2/F3 first/second/third frontal gyrus, T1/T2/T3 
first/second/third temporal gyrus, O1/O2/O3 first/second/third occipital gyrus, Ps superior parietal 
lobe, Pi inferior parietal lobe (Figures and legends taken from Tesak & Code, 2008 [4])
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Fig. 4.5  Dejerine’s work became important because of his descriptions of isolated disorders of 
reading (word blindness or alexia) and writing (agraphia). In 1891 he described a case of alexia 
with agraphia due to a lesion in the left angular gyrus [36]. In 1892 he described a 63-year-old man 
with pure alexia (i.e. without agraphia) due to a stroke. The patient died 5 years later due to a sec-
ond stroke that affected the left angular gyrus (and led to paraphasia and agraphia). This case is 
shown in the figure and discussed here further. Post-mortem examination revealed that the old 
lesion (which had caused the reading disorder) occupied ‘the [left] occipital lobe, and particular 
the circumvolutions of the occipital pole, starting at the base of the cuneus, as well as those of the 
lingual and fusiform lobules’. Dejerine argued that the extensive destruction of white matter in the 
left occipital lobe had destroyed the connecting fibres from the right occipital lobe to the language 
areas necessary for reading in the left posterior (and inferior) temporal lobe. This area is sometimes 
called the visual word form area, although its existence is disputed [10]. Top figures show the old 
and newer lesion (dark and stippled areas, respectively). For in-depth description, see works by 
Geschwind [37] and Dehaene [38]. (Bottom figure) Four years later, Dejerine (together with 
Mirallie) described another type of alexia (‘third alexia’) which can occur with Broca’s aphasia in 
frontal lesions [39]. His explanation for this alexia was somewhat different and originated in his 
concept of a ‘language zone’. Within this zone there are specialized cortical centres that are func-
tionally integrated. According to Tesak and Code (2008): ‘Cortical lesions in the language zone 
lead to a disorder of “inner speech” and create supramodal disorders such as alexia in motor apha-
sia’ [4]. Although Dejerine’s model of pure alexia has strong roots in connectionism, he also 
moved away from Wernicke’s views when he assigned a specialized role to the angular gyrus in the 
visual representation of words. For Wernicke, higher functions were the product of connections, 
not cortical areas (Top figures taken from Geschwind, 1962 [37]; bottom figure taken from Tesak 
and Code, 2008 [4])
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Fig. 4.6  The borders of the language regions in von Monakow’s model (1905) are deliberately 
blurred. He was convinced that language regions could not be drawn with lines, as they probably 
abated gradually in all directions into the neighbouring gyri, and advocated a wide perisylvian 
language region [4, 11]. von Monakow was the first to describe the phenomenon of diaschisis, 
whereby a lesion could affect remote areas via its long-range connections. Part of the functional 
deficits could therefore be explained by distant effects, and as such he argued against strict local-
ism. The figure shows language areas (dark) and ‘relative fields’ (light) (Figure taken from Tesak 
and Code, 2008 [4])

Fig. 4.7  Kleist (1934) was an ‘extreme’ localist. His detailed maps were based upon symptom–
lesion studies in hundreds of brain-damaged soldiers from the World War I and more or less fol-
lowed the cytoarchitectonic maps of Brodmann. He located sensory aphasias to Brodmann areas 
42 (perception of speech sounds), 22a (understanding melody and tone) and 22b (understanding 
speech; understanding phrases). Motor aphasias were located to Brodmann areas 44a (singing), 
44b (spoken naming) and 45a (syntactic speech). His maps were so detailed that they recall the 
maps of the phrenologists. Ironically, Kleist had been one of Wernicke’s assistants (between 1903 
and 1905) (Figure taken from Nieuwenhuys, Voogd en van Huijzen, 2007 [40])
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hierarchically in the nervous system, with a gradient from the oldest functions to the 
most recently developed (both on an individual/ontogenetic level and on a species/
phylogenetic level) and from the simplest to the most complex. Higher cognitive 
functions such as language were therefore controlled by the younger neocortical 
parts of the brain [13]. Hughlings Jackson stressed the importance of ‘positive 
symptoms’ and did not only focus on the ‘negative symptoms’ (i.e. neurological 
deficits). Positive symptoms were new behavioural phenomena from lower brain 
regions that occurred when damaged higher brain regions lost their inhibitory con-
trol over these regions. Lesions can thus influence the functioning of remote brain 
areas, hence his famous statement ‘to locate the damage which destroys speech and 

Fig. 4.8  A model is a human construct that aims to predict behaviour of real-world systems. It does 
so by simplification of various processes. An example of a box-and-arrow model for language is 
shown in the figure. This PALPA (Psycholingual Assessment of Language Performance in Aphasia) 
model is based on the assumption that the language system is organized in separate modules that can 
be selectively impaired by brain damage (Kay 1992) [41]. The more complex models are, the more 
difficult it is to localize functions, as these are ‘distributed’ across many different boxes and arrows. 
The visual system of the monkey, for example, can be deconstructed into more than 30 areas and 
over 300 connections [42]. Strict anatomical localization of function has now become impossible
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Fig. 4.9  (a, b) MR images of a 29-year-old patient with a low-grade glioma in the left inferior frontal 
gyrus (this is a type of brain tumour that typically takes years to become symptomatic). Clinical debut 
was a seizure; there were no (neurological) deficits. The tumour had invaded classic Broca’s area. The 
posterior border was the precentral sulcus (small arrow), and cranial border was the inferior frontal sul-
cus. The large arrow points to the central sulcus. Information from MR tractography in figure (b) is 
shown with colours. The yellow tract is the inferior fronto-occipital fasciculus (IFOF), which represents 
the medial functional border of the resection. (c) Intraoperative photograph before tumour resection. 
Contour of the tumour has been marked with a small cord. Small and large arrows indicate precentral and 
central sulcus, respectively. Numbered markers indicate sensorimotor and language areas that were found 
with electrocortical stimulation. Markers 1, 2, 4, 7, and 8 indicate the primary motor cortex. A speech 
arrest was found at markers 8 and 11. Stimulation at markers 9 and 10 did not yield consistent language 
errors, and these were not considered critical language areas. (d) Postoperative MR image demonstrated 
macroscopical complete resection. (e) Tumour resection was performed up to sulcal borders. Asterisk 
indicates sites where subcortical stimulation resulted in (semantic) language impairments, likely due to 
stimulation of the IFOF. The patient had transient speech disorders that became clinically manifest on the 
second day after surgery. Three months after surgery, these had resolved. Such a case demonstrates that 
the functional and anatomical localization of Broca’s area do not necessarily coincide and strongly sug-
gests that reorganization of function took place prior to—and possibly also after—surgery
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to locate speech are two different things’ [14]. Hughlings Jackson made a distinc-
tion between propositional speech (whereby original ideas are encoded into novel 
utterances) and non-propositional speech (automatically generated speech of ‘old’ 
and overlearned utterances such as cursing, counting or praying) [4]. His ideas were 
neither recognized nor accepted for many years [15]. The same holds for Sigmund 
Freud (1856–1939) who, strongly influenced by the works of Hughlings Jackson, 
wrote a book on aphasia (1891) that explicitly criticized his contemporary ‘diagram 
makers’. This (first) book On aphasia: a critical study [Zur Auffassung der Aphasien: 
eine kritische Studie] has generally been overlooked both in the psychoanalytical 
and neurological community [16]. It only sold 257 copies in 10 years and was, for 
instance, excluded from the Freud Standard Edition as not sufficiently psychologi-
cal. It was not translated into English until 1953.

4.4	 �Freud

Some have criticized Freud’s contribution to language, saying that he did not offer 
anything new and just reinterpreted and used the ideas of his predecessors [17]. 
However, the importance of this book, in which he not only criticized his contem-
poraries for their oversimplified views on language organization in the brain but 
also presented his own alternative views, is now widely recognized. Damasio 
pointed out that some of Freud’s insights resonate in modern language theories [18]. 
Freud himself seemed very content with his book. In a letter (1891, to William 
Flies) he wrote:

In a few weeks I shall afford myself the pleasure of sending you a small book on aphasia for 
which I myself have a great deal of warm feeling. In it I am very impudent, cross swords 
with your friend Wernicke, with Lichtheim and Grashey, and even scratch the high and 
mighty idol Meynert.b

In the opening sentence of his book, Freud boldly stated his goals and provided 
the reader with a list of his contemporaries all of whom—we know now—became 
famous for their contributions to the theories of aphasia and language organization 
in the brain:

If, without having new observations of my own, I attempt to treat a topic to which the best 
minds in German and foreign neuropathology—such as Wernicke, Kussmaul, Lichtheim 
and Grashey, Hughlings Jackson, Bastian and Ross, Charcot, and others—have devoted 
their efforts, I had best immediately indicate the few aspects of the problem which I hope to 
advance through my discussion. [19]

b Quotation taken from Greenberg (1995) [19]

4.4  Freud



68

Greenberg wrote a fascinating book that places Freud on the crossroads of neu-
rology and psychoanalysis.c According to Greenberg:

Freud’s purposes in 1891 were to refute prevailing theories and to propose one of his 
own. (…) The theories Freud wanted to refute are (1) that there is a distinction between 
aphasia caused by destruction of nerve centers and aphasia caused by destruction of neu-
ral pathways and (2) that the functions of the nervous system are restricted to anatomi-
cally definable areas, or localized. (…) Freud argued for a ‘functional explanation’ 
beyond the localizing one. He believed that the damage caused by a brain lesion could 
affect areas of the brain at remove from the lesion site. Therefore the many complex 
subvarieties of aphasic disturbances could not be accurately predicted by the site of, for 
example, a brain tumor. [19]

In 1883 Freud worked in Meynert’s laboratory and psychiatric clinic. In 1885–
1886 he visited Charcot, who at that time was not only an authority on aphasia but 
also on hysteria (he used hypnosis to treat hysterical patients) [20]. Freud also had 
good acquaintance with the English cultural and scientific community. He made his 
first trip to England when he was 19 years old, and there, according to Greenberg, 
‘his Anglophilia was confirmed’ [19]. For his book Freud was particularly influ-
enced by Hughlings Jackson who proposed that an individual psychological state 
could not immediately be attributed to a ‘direct’ cause in the brain. This gave Freud 
a neurological basis for his observations in hysteria, where patients presented with 
a paralysis or speech disturbances that could not be explained by organic lesions. 
Some authors have suggested that one of the reasons for writing the aphasia study 
was to understand the speech phenomena in these patients. Another probable reason 
is that Freud wanted to investigate in what manner the body is represented in the 
brain, whereby he suggested that these representations have no distinct localization 
and are more functional than topographical in nature [21].

Freud started his book with a lengthy and critical review of the models of Wernicke, 
Lichtheim and Grashey. He meticulously identified several alleged errors and did not 
refrain from bold statements such as ‘Wernicke’s conduction aphasia does not exist’ 
(for the reason that he did not believe that repetition disorders were possible with 
intact spontaneous speech and comprehension). He also made a case against transcor-
tical motor aphasia. Another important point is his discussion of paraphasic symp-
toms, which for him are not related to specific focal brain lesions. For Wernicke, 
paraphasias (he himself used ‘Verwechslungen der Wörter’) were the main character-
istics of conduction aphasia with a lesion of the pathway between frontal and temporal 
areas (tract ab in Wernicke’s figures in his monograph). However, Freud objected that 
self-monitoring remains possible even without this tract, namely, via the conceptual 
centres. Freud pointed to several other inconsistencies in Wernicke’s description of 
the function of tract ab, a point on which Wernicke indeed remained somewhat vague 
about in his monograph (see Chap. 2) [22]. Freud proposed that in case of disruption 

c At that time these specialities had not been ‘born’ and were only gradually evolving; Freud called 
himself a ‘lecturer on neuropathology’ on the title page of his book [19].
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of tract ab, repetition would be kept intact only for ‘known’ words. Repetition of 
unknown words (for instance, words in an unknown foreign language) would no lon-
ger be possible because these words were never conceptualized. But he was sceptical 
of the existence of such a syndrome. Freud considered paraphasia more a property of 
the language system and a ‘positive symptom’ (in Hughlings Jackson’s terminology) 
than the immediate consequence of brain damage:

The paraphasia observed in patients does not differ in any respect from that mixing up and 
garbling of words which the healthy person can observe in himself when tired or dis-
tracted, or under the influence of disturbing affects.’ For this reason, Freud concludes, 
‘paraphasia might well be regarded as a purely functional symptom, a sign of reduced 
efficiency of the apparatus of speech association’. By inserting an observation at the level 
of psychology, he has been able to expand the concept of a phenomenon otherwise limited 
in the neurological perspective and to fit the expanded concept like a supportive brick into 
the theoretical construct he is building, which argues for functional rather than purely 
anatomic and site-specific definition. Yet—and here we see the rhetorician in a character-
istic maneuver—‘this does not exclude its appearing in the most consummate form as an 
organic focal symptom [19]’.

Freud repeatedly referred to the work of Starr, who provided evidence from post-
mortem investigations that supported Freud’s statements.

However, one meritorious author, Allen Starr, took the trouble of investigating the anatomic 
foundations of paraphasia. He came to the conclusion that paraphasia can be produced by 
lesions in very different regions. He found it impossible to discover a consistent difference 
in pathology of cases of sensory aphasia with or without paraphasia [19].

Freud considered that ‘all aphasias are due to interruptions of association, i.e. 
conduction’ [19]. He introduced a large ‘language field’ (German: Sprachfeld) in the 
left perisylvian cortex and proposed that disruption of fibres causes a disorganization 
within the language field and subsequently a specific type of aphasia. In this manner 
different language centres were created, although from Freud’s point of view these 
had only pathological and no physiological significance. A later publication (1893) 
provides us with an illustration of Freud’s language field in the brain (Fig. 4.10) [23]. 
Freud must have struggled with his attitude towards the diagram makers as his illus-
trations comprise more or less similar centres and pathways. It is not apparent to me 
on what evidence Freud based this anatomical drawing, but the four centres are 
strongly reminiscent of the language centres of Charcot (cf. Fig. 4.4). Freud greatly 
admired Charcot, after whom he named his first son (Jean Martin). Like Wernicke, 
Freud used words and their related concepts as the basis for language. He considered 
words and objects as complex association structures (Fig. 4.11). Between words and 
objects, there existed a ‘symbolic’ relationship. From this, Freud classified language 
disorders from a psychological viewpoint, and he distinguished between verbal 
aphasia, asymbolic aphasia and agnostic aphasia. His classification, and his book in 
general, was little noticed by most of Freud’s contemporaries, and his influence on 
aphasiology has remained very limited [9, 15, 19, 24].
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Fig. 4.10  (Left) Freud’s representation (1893–1894) of his language field in the brain (hatched 
areas). A large part of this field lies deep within the Sylvian fissure. Dark areas represent the language 
centres. (1) Area where a lesion causes agraphia (the area is bordering the centre for hand motor 
control). (2) Broca’s area where a lesion causes motor aphasia (adjoining the centres for muscles 
controlling speech and larynx). (3) Wernicke’s area where a lesion causes word deafness (directly 
adjoining the field where the acoustic nerve or part of it terminates). (4) The area where a lesion 
causes alexia (directly adjoining the visual centres in the cortex). (Right) This is Freud’s ‘anatomic 
scheme of the language association field’; his abstracted explanation of the language centres. ‘The 
cortical fields for acoustical, optical and arm muscles are schematized by circles; the association 
pathways that reach from them to the interior of the language field are represented by pencils of rays. 
Wherever the latter are crossed by pencils that have been cut off from their origins, a ‘centre’ for the 
relevant association element is created. For the acoustic field, the double-sided connections are not 
indicated, partly in order not to complicate the diagram and partly because of lack of clarity that 
exists about the precise relationship between the auditory field and the acoustic language centre. 
Dividing the connections with the optical field, also, spatially into two pencils permits taking into 
consideration the fact that eye movements are enlisted in a special way in the association process of 
reading’ (Left figures and legend taken from Greenberg, 1997 [19] reproduced from Kästle (1987) 
[23]. Right figure and legend taken from Greenberg, 1997 [19] reproduced from Freud (1891) [43])

Fig. 4.11  Freud’s Psychological diagram (1891) of a word presentation [Vorstellung]. The word 
presentation is shown as a closed complex of presentations, whereas the object presentation is 
shown as an open one. The word presentation is not linked to the object presentation by all its 
constituent elements, but only by its sound image [Klangbild]. Among the object associations, it is 
the visual ones that stand for the object, in the same kind of way as the sound image stands for the 
word. Lesebild reading image, Schriftbild writing image, Bewegungsbild motor image (Figure and 
legend taken from Greenberg, 1997 [19] that reproduced it from reference [43])
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4.5	 �Marie, Head and the Decline of Localism

A number of developments eventually led to the decline of localism and its almost 
complete disappearance in the first half of the twentieth century. Besides new scien-
tific points of view, changes in the political and cultural climate probably played an 
important role.

The explosion of the exact sciences before the Great War created a mechanical image of the 
world that excited great confidence in scientific progress. The mechanized slaughter of the 
Great War shook that confidence and produced a postwar cultural and literal backlash that 
had an antimechanical, even antiscientific tinge (Forman, 1984). The industrial carnage in 
the trenches of World War I intensified antimechanistic views in Europe that carried over to 
localization theory. Medical science was as tainted as physical science; if science could not 
be trusted to provide answers to the problems of existence in the modern world, then society 
must find some alternative in order to fill those needs. A view of life, the mind, and the 
nervous system as an integrated whole produced an approach to scientific neurology that 
stood in marked contrast to reductionist localization theory. [25]

Geschwind (1964) added to that the effects of the German defeat:

Head (1926) had been shrewd enough to point out that much of the great German growth of 
neurology had been related to their victory in the Franco-Prussian war. He was not shrewd 
enough to apply this valuable historical lesson to his own time and to realize that perhaps 
the decline of the vigor and influence of German neurology was strongly related to the 
defeat of Germany in World War I and the shift of the center of gravity of intellectual life to 
the English speaking world, rather than necessarily to any defects in the ideas of German 
scholars. [26]

Gradually, the models and theories of ‘association psychology’ were replaced 
by theoretical developments from other schools. The many brain-injured soldiers 
from the war resulted in a renewed interest in rehabilitation and therapies for 
aphasia. Theories of brain plasticity and reorganization did not fit well with the 
static and classical language approach [11]. There was also a growing interest in 
language processing on a sentence level, and these processes and their grammati-
cal impairments were difficult to implement in the Wernicke–Lichtheim model 
(that was constructed on the level of word processing). Steinthal and Pick, among 
others, tempted to incorporate linguistics into aphasiology [27]. One of the most 
well-known advocates for a more holistic approach was Goldstein, who was ini-
tially influenced by Wernicke (his teacher) and later by Freud’s book on aphasia 
[22]. Goldstein referred to the old theories, with their anatomically based centres 
and impairments of discrete linguistic faculties, as ‘atomistic’. Instead he 
believed that:

every individual speech-performance is understandable only from the aspect of its relation 
to the function of the total organism in its endeavor to realize itself as much as possible in 
the given situation. [28]

Although to a modern reader such a statement is probably ‘obtuse and awkward’, 
as Henderson formulated it, this fitted well within the school of Gestalt psychology 
[22]. For those who adopted a more holistic approach, language deficits did not merely 
reflect a loss of function of a particular brain region, but provided important 
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information about the remaining functionality of undamaged regions. Goldstein 
(1948) examined thousands of brain-damaged patients and noted that the classic mod-
els were unable to explain the many complex behavioural and neurological pictures 
that he observed [28]. He was convinced that ‘we are by no means justified in infer-
ring directly from a correlation between a localized defect and a defect in performance 
a relationship between the concerned area and a definite performance corresponding 
to the defect’ [28]. Such a statement would only be true when the brain is completely 
static and unresponsive to the effects of damage, which is obviously not the case. Still, 
direct and causal inferences between the site of the brain damage and the indispens-
ability of that region are still—erroneously—often made. Goldstein formulated new 
theories whereby he considered the nervous system as a network that always acts and 
reacts as a whole. He emphasized, in the spirit of Hughlings Jackson, that both normal 
and abnormal reactions (he refers to the latter as ‘symptoms’) ‘are only expressions of 
the organism’s attempt to deal with certain demands of the environment’ [29]. 
Symptoms are therefore not merely the result of focal damage, but the expression of a 
new functional equilibrium that has been reached by the diseased organism.

It is tempting to classify any of the approaches to aphasia and language modelling 
either as anatomically based localism or psychologically based holism. However, 
almost all early researchers used ideas from both approaches and also acknowledged 
that in a pure form either localism or holism is of no practical use (or even theoretical 
use, for that matter). Regarding Goldstein only as a holist is just as wrong as charac-
terizing Wernicke solely as a localist [30]. Geschwind noted that Goldstein, ‘despite 
the holistic views which he expressed in his philosophical discussions, actually 
explicitly stated his support of the classical localizations throughout his career’ [31]. 
Goldstein readily acknowledged that brain areas were to some extent functionally 
specialized, as his work with brain-damaged patients had clearly taught him. But, he 
remarked, with the lesion-deficit approach ‘only very gross localizatory distinctions 
are possible’ [28]. Goldstein thus did not strictly oppose localism, but merely pointed 
out that it had severe limitations and was of limited use in the individual patient.

In any case, the more holistic theories prevailed in the period after the World War 
I. In many historical accounts, Marie and Head are given crucial roles in the down-
turn of what Head had derogatorily had called the ‘diagram makers’. Marie had 
done extensive work in aphasia. According to Tesak and Code (2008), he produced 
at least 14 articles on aphasia in the period 1906–1907, reporting cases whereby 
damage to the inferior frontal gyrus had not led to aphasia and vice versa, cases 
where Broca’s aphasia was related to lesions outside this area [4]. Marie had also 
re-examined Broca’s patients Leborgne and Lelong and claimed that these cases did 
not support Broca’s theory.d He concluded from his own anatomo-clinical studies 
that (1) there is only one single form of aphasia (sensory); (2) lesions that cause 
aphasia are located in the territory of Wernicke’s area (gyrus supramarginalis, gyrus 
angularis and feet of the first two temporal gyri); (3) aphasic patients always show 
a decline in general cognitive functioning, because language and thinking cannot be 
separated; (4) a motor Broca’s aphasia does not exist, and the foot of the third 

d See Chap. 1 for a detailed account.
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frontal (gyrus) has nothing to do with language functions; and (5) motor aphasia is 
a combination of sensory aphasia with anarthria (Fig. 4.12).e

In 1908 there was a heated debate between Marie and his rival Dejerine, whereby 
Marie passionately opposed the doctrine of localization of function. The meeting 
ended inconclusive regarding a consensus on language localization in aphasic 
patients, but ‘by the end of the debate most neurologists seemed to agree that there 
was a need to question the traditional teachings on aphasia’ [32, 33].

Many consider the influential work of Head to have strongly contributed to the 
downfall of the localization theories. In his comprehensive overview, Aphasia and 
Kindred Disorders of Speech, Head (1926) dismissed and even denigrated the 
information processing models that had been developed by investigators like 
Wernicke or Lichtheim. Head wrote that ‘the writers of this period were com-
pelled to lop and twist their cases to fit the procrustean bed of their hypothetical 
conceptions’ [9].

After a period of silence in the first half of the twentieth century, in which a less 
anatomical and more holistic approach prevailed in aphasiology, Geschwind would 
reintroduce the concept of cortical disconnection in the 1960s (see Chap. 7) and 
renew the interest in language pathology. Like Head, he had thoroughly re-examined 
the historical literature. Benson and Ardila (both renowned aphasiologists and 
trained under Geschwind and Luria, respectively) concluded that: ‘While not 
excluding considerable validity to the holistic concept, Geschwind warned that fail-
ure to consider the anatomical basis of language was actually misleading. His com-
bination of pertinent clinical observations, superb scholarship, and vigorous 
presentation of a rational scientific-philosophic approach won the day’ [15].

e Note that Marie was convinced that the left inferior frontal region (i.e. Broca’s area) has nothing 
to do with language.

Fig. 4.12  Marie’s (1906) depiction of Wernicke’s area. As Marie did not believe in the existence 
of Broca’s area as a language area, he left it out of the picture (for Marie, a failure to comprehend 
language was a definite sign of aphasia, a problem with was speech not). As noted by Bogen and 
Bogen (1976), Marie slightly modified the language territory in later years, whereby he included 
also the inferior part of the Rolandic cortex [35, 44] (Figure taken from Tesak and Code, 2008 [4] 
who reprinted it from Marie, 1906 [45])
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5Naming and Numbering 
the Convolutions

Early anatomists failed to see order amidst the apparent chaos of the brain’s  
convolutions. It was only in the second half of the nineteenth century that studies 
of the topographical pattern of gyri and sulci gradually gained weight and impor-
tance. Alexander Ecker (1816–1887) was among the first who mapped the convo-
lutions and sought for anatomical order among individual brains (Fig. 5.1). In the 
Introduction of his book, On the Convolutions of the Human Brain (1869), he 
wrote:

For men were wont to regard the convolutions as a series of folds without order or arrange-
ment, and draughtsmen represented them much as they would a dish full of macaroni. It was 
only by degrees that certain sulci and gyri came to be recognized as more constant than others; 
but as long as attention was confined only to the fully-developed human brain, real progress 
was not possible. Comparative Anatomy and the History of Development—those beacons of 
Human Anatomy—have been also the first to shed light upon this dark corner; for it was the 
labours of Huschke and, in particular, of Gratiolet, directed towards the brain of apes, that 
have established the conformity, in structural style, of the brain of apes with that of man, and 
have thereby for the first time paved the way towards a comprehension of the latter. [1]

Ecker and his contemporaries considered embryology (i.e. the study of the devel-
oping brain) and comparative anatomy (i.e. the study of the brains of different mam-
mals and primates) indispensable:

to learn some day or other to recognise a law for the formation of the convolutions - that is 
to say, to learn to recognise and comprehend the formation of the convolutions as a necessary 
consequence of certain mechanical antecedents in the growth of the brain and the skull. [1]
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5.1	 �Ecker, Leuret and Gratiolet: Order Out of Chaos

Ecker especially wrote his book for the physician who studied the brain, ‘so that he 
may be capable of registering with accuracy the all-important observations upon the 
pathological changes in the cortex of the cerebrum’ [1]. He included a short but 
systematic guideline for practical identification of the convolutions in the Appendix, 
which is still very useful today.a Ecker advises his readers always to make a sketch 
of the portion of the cortical surface where the convolutions are difficult to identify 
or have an abnormal arrangement. He specifically refers to the diopter of Lucae for 
this purpose (Fig.  5.2) and to the—now famous—wax models of Ziegler which 
Ecker had helped to design.b

Credit, for naming of the gyri and sulci, should probably go to Louis Pierre 
Gratiolet (1815–1865) and his teacher François Leuret (1797–1851). Their two-
volume book (1839; 1857) was a unique source for several generations; it was the 
first large work to offer an organized description of the convolutions (Fig. 5.3) [3, 
4]. The second volume was written solely by Gratiolet because of the illness and 
death of Leuret. Their book also paid homage to Rolando by coining the term fissure 
of Rolando [3]. Luigi Rolando (1773–1831) had expressed the new concept of the 

a It starts with what we would now refer to as the anterior Sylvian point, the anterior part of the 
Sylvian fissure where the horizontal and anterior ascending rami arise [2]. From there on, the 
operculum and the central sulcus are identified, and these are subsequently used as landmarks for 
further topographical description.
b See for examples of the latter the website of the Hunterian Museum in Glasgow; http://www.
huntsearch.gla.ac.uk.

Fig. 5.1  Schematic brain 
from Ecker’s On the 
Convolutions of the Human 
Brain (1873). Ecker says 
about his illustrations that 
they ‘should be considered 
less in the light of pictures 
than of maps by the aid of 
which the traveller will be 
in a position to better shape 
his course in the district 
which he is exploring’ 
(Figure taken from Ecker, 
1873 [1])
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regularity of convolutions 10 years earlier (Fig. 5.4) [5]. Gratiolet also completed a 
monograph of his own, Mémoire sur les plis cérébraux de l’homme et des primatès 
(Cerebral folds of man and the primates) [6]. However, he was initially reluctant to 
assign functions to the structures he named:

In a general manner, I agree with M. Flourens that the intelligence is one, that the brain is 
one, that it acts above all as a whole; but this does not exclude the idea that certain faculties 
of the mind stand in special relation, although not exclusively, with certain cerebral 
regions.c

In 1861, Gratiolet and Broca engaged in a famous dispute in the Anthropological 
Society in Paris. Broca, at that time, had established himself as the head of French 
anthropology. He had been the founder of the Society (in 1859) and already enjoyed 
a good scientific reputation. Gratiolet’s work, in stark contrast, was greatly 
undervalued during his life and he lived in great poverty and hardship [7]. The topic 

c Quotation taken from Pearce (2006) [7]

Fig. 5.2  Anthropologists sought for methods to standardize their observations. They generally 
accepted that drawing, rather than photography, was the most accurate means of representing 
skulls, because the expert could then control the representation. One of the most famous examples 
is the device invented by Lucae. The figure shows a small skull that is immobilized and an observer 
who uses a diopter in his left hand. This setup assures that his gaze always has a perpendicular 
perspective on the object. The object is drawn on a glass plate, and the ink on the glass is later 
transferred to paper. The result will be a geometric projection of the object (Figure taken from 
Zimmerman, 2001 [9])

5.1  Ecker, Leuret and Gratiolet: Order Out of Chaos
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Fig. 5.3  Human brain 
(drawings from Gratiolet 
and Leuret (1839–1857) 
[4])

Fig. 5.4  Rolando’s 
illustration of the human 
cerebral cortex (1830) [5]

5  Naming and Numbering the Convolutions
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of the debate was the relation between intelligence and brain size, a common topic 
of discussion at that time. Broca was a strong proponent of a direct and causal rela-
tionship and sought evidence for why some individuals or groups were more suc-
cessful than others:

In general, the brain is larger in men than in women, in eminent men than in men of medio-
cre talent, in superior races than in inferior races. Other things equal, there is a remarkable 
relationship between the development of intelligence and the volume of the brain.d

It is here where anthropology, phrenology and evolutionary theories meet. 
‘Races’ were compared and ranked according to scientific measurements, including 
those of the skull and the brain [9]. A good friend of Broca, Alphonse Bertillon 
(1853–1914), was a Parisian police officer who believed that criminals could be 
recognized on the basis of physical characteristics. He developed techniques and 
instruments to measure various features that would not change in adult life, e.g. eye 
colour, the shape of the ears and the distance between the eyes. One of the most 
famous proponents of ‘anthropometrics’ was Cesare Lombroso (1835–1909), an 
Italian physician and psychiatrist. His work on criminality, which is now discred-
ited, laid the foundations for modern criminology. In his book Criminal Man, he 
argued that some people were born criminals and that they were throwbacks (atavis-
tics) to a primitive stage of evolution. Lombroso believed that this primitiveness 
could be read from their bodies and their habits. His theories were met with fierce 
criticism, as others argued that criminals were not genetically predisposed but rather 
a product of social inequality and poverty. In later years Lombroso acknowledged 
that criminality is the result of both individual and social factors. Despite his views 
he was one of the first who advocated the rehabilitation and humane treatment of 
prisoners, in particular because he considered them not responsible for their own 
behaviour.

Broca greatly contributed to anthropology, not only because he devised numer-
ous measuring devices but also because he systematically questioned the generally 
made assertions about ‘inferiority’ of races and thereby pointed out several fallacies 
[3]. But, as Schiller (1992) puts it in his biography of Broca:

We must not expect a Broca, a Lincoln, indeed any enlightened minds, to have believed in 
racial equality. The attitude was humanitarian, at best. Plain common sense, and even the 
most careful observation by the means then available, clearly showed that other races were 
unable to meet white standards measured by white values, in science, technical achieve-
ment, or art. [3]

Broca and Gratiolet share a common history. Coincidentally, they were both born 
in Sainte-Foy-la-Grande, a small village some 70 km east of Bordeaux.e Both had 
also been students of Leuret. Their debate lasted for 5 months and centred around 

d Quotation taken from Gould (1992) [8]
e In Google street view, you can walk from Boulevard Gratiolet to the avenue Paul Broca [7].

5.1  Ecker, Leuret and Gratiolet: Order Out of Chaos
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the massive head and large brain of Georges Cuvier (1769–1832), one of the scien-
tific giants of that era. Cuvier’s brain weighted 1830  g, 400 above the average. 
Steven J Gould wrote a fascinating and amusing essay on the debate title ‘Wide hats 
and narrow minds’; here is an excerpt:

Thus, when Cuvier died, his colleagues, in the interest of science and curiosity, decided 
to open the great skull. (…) They began with the internal organs and, ‘finding nothing 
very remarkable’, switched their attention to Cuvier’s skull. ‘Thus’, wrote the physician 
in charge, ‘we were about to contemplate the instrument of his powerful intelligence.’ 
And their expectations were rewarded. (…) Broca pushed his advantage and rested a 
good part of his case on Cuvier’s brain. But Gratiolet probed and found a weak spot. In 
their awe and enthusiasm, Cuvier’s doctors had neglected to save either his brain or his 
skull at all. The figure of 1830 g for a brain could not be checked; perhaps it was simply 
wrong. Gratiolet sought an existing surrogate and had a flash of inspiration: ‘All brains 
are not weighted by doctors’, he stated, ‘but all heads are measured by hatters and I have 
managed to acquire, from this new source, information which, I dare to hope, will not 
appear to you as devoid of interest.’ In short, Gratiolet presented something almost 
bathetic in comparison with the great man’s brain: he had found Cuvier’s hat. And thus, 
for two meetings, some of France’s greatest minds pondered seriously the meaning of a 
worn bit of felt. [8]

Although Gratiolet did not relate brain function to size, he eventually did relate 
it to structure [7]. Others, like Leuret, related intelligence to the number of convolu-
tions and the complexity of their pattern, as this had obviously increased over time 
in species and primates [7].

5.2	 �Microscopic Cartography

Over the course of the nineteenth century, the microscope was improved to such 
an extent that it became possible to visualize individual brain cells and character-
ize their structure and architecture. Investigators such as Jan Purkinje (1787–
1869), Otto Deiters (1834–1863), Wilhelm His (1831–1904) and Theodor 
Meynert (1833–1892) described different types of nerve cells with their axons 
and dendritic branches [10]. What was also observed was that these nerve cells 
formed ‘nets’ and were somehow connected to one another (Fig. 5.5). This posed 
the question whether the nervous system was one huge reticulum or made up of 
individually and anatomically distinct units. Were nerve cells directly connected 
to each other (as believed by the reticulists) or was there a gap between cells (as 
believed by the neuronists)? This ‘neuron doctrine’ was the topic of a long (and 
often bitter) scientific struggle, personified by two great names that both of whom 
received the Nobel Prize for their work in 1906: Camillo Golgi (1843–1926) and 
Santiago Ramón Cajal (1852–1934). The work of Cajal eventually provided 
most of the evidence for what Heinrich Waldeyer (1836–1921) would name ‘the 
neuron’. Cajal proved that axons communicate with other cells across a gap (later 
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named synapse by Sherrington), although the synaptic space itself was only 
made visible with electron microscopy well into the twentieth century. For an 
in-depth and fascinating view, I recommend the book of Rapport, which tells the 
story of Golgi and Cajal from both a neuroscientific and a romantic historical 
perspective [11].

The fact that neurons seemed independent units fueled early twentieth-century 
concepts that different brain areas carry specific functions and operate indepen-
dently of each other. Even more so did the discovery that the cerebral cortex is 
made up of different cellular layers (Fig. 5.6) and the fact that there are large dif-
ferences in layer architecture between different cerebral regions. Several anato-
mists each came up with their own cytoarchitectonic maps, the most famous ones 
being Brodmann, Campbell, Vogt and Vogt, Smith and von Economo and Koskinas 
(see Figs.  5.7 and 5.8) [12]. For some reason, it is predominantly the work of 
Korbinian Brodmann (1868–1918) that is remembered from this period. His maps 
of the cerebral cortex have been widely reproduced in the neurological and neuro-
scientific literature and almost become archetypical figures. ‘Brodmann areas’ 
(BA) are still frequently used in modern neuroscience to indicate brain areas and 
have in particular been closely linked, or even become synonymous with specific 
functions: for instance, BA 4 for primary motor functions, BA 17 for visual func-
tions and BAs 44 and 45 as synonym for Broca’s area and ‘motor language’ 

Fig. 5.5  von Kölliker’s 1867 portrayal of 
spinal nerve branches forming nets (Figure 
taken from Finger, 2001 [10])

5.2  Microscopic Cartography
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functions. Despite all this, Brodmann’s famous book of 1909, entitled Vergleichende 
Lokalisationslehre der Grosshirnrinde in ihren Prinzipien dargestellt auf Grund 
des Zellensbaues, was not reprinted until 1985 and was only translated in English 
in 1994f. The editor and translator, Garey, himself a neuroscientist, wrote in his 
Translator’s introduction:

Few people have ever seen a copy of the 1909 monograph, and even fewer have actually 
read it! There has never been an English translation available, and the original book has 
been almost unavailable for years, the few antiquarian copies still around commanding high 
prices. As I, too, used Brodmann’s findings and maps in my neurobiological work, and have 
the good fortune to have access to a copy of the book, I decided to read the complete text 
and soon discovered that this was much more than just a report of laboratory findings of a 
turn-of-the-century neurologist. It was an account of neurobiological thinking at that time, 
covering aspects of comparative neuroanatomy, neurophysiology, and neuropathology, as 
well as giving a fascinating insight into the complex relationships between European neu-
rologists during the momentous times when the neuron theory was still new. [13]

f K. Brodmann. The Principles of Comparative Localisation in the Cerebral Cortex Based on 
Cytoarchitectonics.

Fig. 5.6  Meynert’s 1885 representational drawing of the then known five numbered layers of the 
cerebral cortex (left), compared with Cajal’s detailed drawing of the same layer published 7 years 
later (right). Cajal later described the now accepted sixth layer (Text and figures taken from 
Rapport, 2005 [11], in which references are given to the original works of Meynert [69] and Cajal 
[70])
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Fig. 5.7  (Top) Cytoarchitectonic maps of the lateral and medial surfaces of the human cerebral 
hemispheres. (Bottom) Insular region and superior aspect of the superior temporal region exposed. 
J. ant. agranular insular zone, J. post. granular posterior insular zone, sp posterior ramus of the 
Sylvian fissure, sv vertical ramus of the Sylvian fissure, sh horizontal ramus of the Sylvian fissure, 
t1 superior temporal sulcus. On the superior aspect of the superior temporal gyrus are three areas: 
52 parainsular area, 41 anterior or medial transverse temporal area, and 42 posterior or lateral trans-
verse temporal area (Figures taken from Brodmann’s Localisation in the Cerebral Cortex [13]) 
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5.2.1	 �Brodmann

Brodmann initially worked on the instigation of Oskar Vogt and Cécile Vogt-Mugnier in 
their neurological centre (Neurologische Zentralstation) in Berlin. Between 1901 and 
1909 Brodmann systematically described the cytoarchitectonic architecture of the mam-
malian cortex. Brains were generously donated by the nearby zoological garden, where-
after they were fixed in formalin, embedded and sectioned in paraffin and then stained 
with cresyl violet. In this manner Brodmann meticulously analysed 63 different species, 
ranging from rat and cat to seal, tiger and chimpanzee. This was in addition to a number 
of human brains. It remains unclear on how many human specimens Brodmann’s work 
is based. The exact answer is not known (to me), but is certainly more than one, as 
Brodmann repeatedly mentions regional variations in microscopic and macroscopic (e.g. 
sulcal) borders between individuals. Brodmann and his contemporary cartographers all 
provide a comparative neuroanatomical approach because they believed in ‘the important 
biological principle that the genesis of mammalian cortex is not only conceived accord-
ing to a common plan, but it completes its further development according to standard 
rules’ [13]. As Zilles and Amunts (2010) write in their ‘Centenary of Brodmann’s map’:

Based on this integrative concept (histology with phylogeny), Brodmann indicated through 
his numbering system homologies between the cortical areas of different mammals. (…) 
Implicitly, Brodmann demonstrated that the architectonic parcellation of the human cortex 
can be understood only by comparison with different mammalian brains. (…) Each corti-
cal area of his human map is labelled by a number between 1 and 52, but areas with the 
numbers 12–16 and 48–51 are not shown in his map. Brodmann explained these ‘gaps’ 
with the fact that some areas are not identifiable in the human cortex but are well devel-
oped in other mammalian species. This holds true particularly for the olfactory, limbic and 
insular cortices. [12]

Fig. 5.8  Campbell’s schematic drawing of the human brain (1905). (Top) ‘Human brain, M. aet. 
41. Orthogonal tracings of the lateral and mesial surfaces (the former somewhat tilted to show the 
convexity) of the left cerebral hemisphere, with a representation of the extent of the various areas 
defined therein from an examination of the cortical nerve fibres and nerve cells.’ ‘In a surface dia-
gram it is impossible to give a true idea of many of these fields, because cortex concealed within 
fissures cannot be indicated, and unfortunately the figures are especially misleading in regard to 
some of the most important areas; thus the floor, not the lip, of the fissure of Rolando is the boundary 
between the precentral and postcentral fields, and accordingly the concealed portion of these areas 
is almost equivalent to that exposed: the same applies to the calcarine or visuo-sensory field, while 
that marked “audito-sensory” is almost completely hidden in the Sylvian fissure.’ (Bottom) ‘Drawing 
of the left cerebral hemisphere (human) with Sylvian fissure opened out. Showing (1) the audito-
sensory area (shaded) confined to the two transverse temporal gyri and not extending on to the 
insula; (2) the audito-psychic area (large dots) on the free surface of the posterior three-fifths of the 
first temporal gyrus; (3) the extent, on the lateral surface of the hemisphere, of the common temporal 
cortex (small dots).’ SCI sulcus centralis insulae, RHS ramus horizontalis Sylvii, RAS ramus ascen-
dens Sylvii, Prec. Inf. sulcus precentralis inferior, PO parieto-occipital fissure, ROT ramus occipita-
lis transversus, TH sulcus temporalis secundus (Text and figures taken from Campbell, 1905 [19])
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Brodmann thus divided the human cerebral cortex into 43 areas. According to 
Zilles and Amunts:

Only those regional differentiations in the cortical structure had been taken into account, 
which are apparent in the laminar organization of a cross-sectioned gyrus, in the position-
ing, size, packing density and distribution of cells, that is, in the cytoarchitectonic differ-
ences. Histological differences sensu strictu, that is, details of single cells, appearance of 
fibrils and tigroid substance as well as details of the structure of the cell nucleus, etc., are 
not used topographically. [12]

It is important to note that Brodmann also did not include white matter architecture. 
‘Myeloarchitecture’ was studied by the Vogts who used myelin-stained histological sec-
tions for this purpose. With their findings they further subdivided the 43 areas of 
Brodmann into approximately 200 areas, adhering to the major cortical areas as 
described by Brodmann. Although Brodmann areas are today still frequently used in 
scientific papers, they do not account for regional differences in fibre connectivity, a fact 
that is not often realized. This is important because modern neurocognitive theories 
focus more and more on the dynamic interaction between areas and not only on their 
localized functions. Brodmann was convinced that cytoarchitectonically different areas 
must subserve different functions. However, he did not conclude from this that functions 
were necessarily located in only one area. He seemed well aware of the limitations of his 
work and in particular of the ‘functional’ conclusions that could be drawn from it:

I remain hopeful that the results of histological localisation will not be without influence on 
the histopathology of the cerebral cortex. I am however not so optimistic as to believe that 
areal topography, as I have described in this treatise, will at present lead to cortical localiza-
tion of individual psychiatric disorders or even individual psychological symptoms. [13]

Still, Brodmann discusses the possible functional consequences of his work in 
the last chapter of his book, Physiology of the cortex as an organ:

Although my studies of localisation are based on purely anatomical considerations and 
were initially conceived to resolve only anatomical problems, from the outset my ultimate 
goal was the advancement of a theory of function and its pathological deviations. Now the 
question arises as to what we can deduce from our histotopographical findings in terms of 
physiology of the cerebral cortex. [13]

Brodmann also reviewed contemporary opinions and quoted Meynert, Exner and 
Wundt that all considered nerve cells to play a subordinate role in functional dif-
ferentiation. According to them, functional specialization mainly resulted from dif-
ferences in excitation patterns between brain areas and not from differences within 
the grey matter itself. One of the great merits of Brodmann’s work is that he tried to 
refute localist concepts on histological and ontological grounds. In later work he 
added the results from lesion and stimulation studies in animals to support his views 
[14]. In proposing new hypotheses, Brodmann firmly disagreed with theories that 
reduce functional ‘concepts’ to specific cells, cellular layers or even brain areas:

The first thing to say is that just as untenable as the idea of a ‘concept cell’ or an ‘associa-
tion layer’ is the assumption of specific ‘higher order psychic centres’. Indeed recently 
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theories have abounded which, like phrenology, attempt to localize complex mental activ-
ity such as memory, will, fantasy, intelligence or spatial qualities such as appreciation of 
shape and position to circumscribed cortical zones. Older authors such as Goltz, Rieger, 
Wundt, and recently, particularly outspokenly, Semon, have already quite rightly 
expressed their opposition to such a ‘naive view’ and pleaded simple psychological facts 
against it. [13]

It was Brodmann’s strong opinion that the higher mental faculties, in particular, 
can only take place:

through an infinitely complex and involved interaction and cooperation of numerous ele-
mentary activities, with the simultaneous functioning of just as many cortical zones, and 
probably of the whole cortex, and perhaps also including even subcortical centers. Thus we 
are dealing with a psychological process extending widely over the whole cortical surface 
and not a localised function within a specific region. (…) One must therefore also assume a 
certain regional preference for higher activities, sometimes more in occipital and temporal 
areas, sometimes more in frontal. Such activities are, however, always the result (and not 
merely the sum) of the function of a large number of suborgans distributed more or less 
widely over the cortical surface; they can never be the product of a morphologically or 
physiologically independent ‘centre’. [13]

Brodmann thus did not pursue a strict localist view on function, and it was clear 
to him that language functions could not be linked to single brain areas.

It would be particularly tempting (…), considering the controversy recently engaged by 
Pierre Marie about aphasia [see chapter 1 of this book], to also engage in a discussion of the 
specific localisation of speech. However, it seems to us that the time is hardly ripe for this 
for most of the necessary physiological preparatory work is lacking. What is more, it is in 
no way to be seen as definite that the cortical localisation of speech coincides with that of 
aphasia. In relation to aphasia, however, one can already immediately conclude two things 
from the psychophysiological considerations described above. First, an aphasia, regardless 
of whether it belongs to the motor or sensory subcategory, can never be linked to a single 
structural centre, and always includes a complex of such areas, forming a larger region. 
Secondly, the ‘aphasia centre’ covers a much greater expanse than one was formerly accus-
tomed to believe. [13]

Still, Brodmann mentioned ‘Broca’s area’ when he gave anatomical descriptions 
of areas 44 and 45. However, he did not do it very consistently: first he linked it to 
area 44, later to both areas. What is of more importance is that Brodmann identified 
the pars opercularis as the seat of area 44 and the pars triangularis as the seat of area 
45. This connection of microscopically and macroscopically defined brain areas has 
become common practice and is still frequently taken for granted in neurocognitive 
studies. It is not justified, however, as there is no invariant relationship between 
cytoarchitectonic areas and gyral/sulcal topography, a fact that has nowadays been 
convincingly demonstrated [12, 14]. Macro-anatomical landmarks are not reliable 
in identifying cytoarchitectonic regions [15]. Brodmann was already well aware 
that there was no perfect match. In his descriptions of cytoarchitectonic areas, he 
explicitly mentions that these are approximately bounded by the various sulci. He 
also repeatedly commented on the intersubject variability of gyri and sulci, to the 
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extent that he almost seemed to warn his readers. Here is his literal account of the 
areas of the inferior frontal gyrus:

Area 44—the opercular area—is a well-differentiated and sharply circumscribed structural 
region that on the whole corresponds quite well to the opercular part of the inferior frontal 
gyrus—Broca’s area. Its boundaries are, posteriorly, approximately the inferior precentral 
gyrus, superiorly the inferior frontal sulcus and anteriorly the ascending ramus of the 
Sylvian fissure. Inferiorly or medially it encroaches on the frontal operculum and borders 
on the insular cortex. The area then stretches around the diagonal sulcus, and there are again 
minor structural differences between the cortex in front of and behind this sulcus to justify 
the separation of an anterior opercular area from a posterior opercular area by the diagonal 
sulcus. As there is much variability and inconsistency of these sulci one will find rather 
mixed topographical relationships of these structural areas in individual cases.

Area 45—the triangular area—is cytoarchitectonically closely related to the previous area 
[area 44] that corresponds approximately to the triangular part of the inferior frontal gyrus. 
Consequently its caudal border lies in the ascending ramus of the Sylvian fissure, its dorsal 
border in the inferior frontal sulcus and its rostral border near the radiate sulcus of 
Eberstaller, although it may extend in places beyond this last sulcus as forward as the fron-
tomarginal sulcus of Wernicke, and this area may also encroach partially on the orbital part; 
on the inferior surface of the inferior frontal gyrus it borders the insular cortex.

Concerning the exact morphological borders of the last two areas [44 and 45], that are so 
extremely important on account of their relationship to the motor speech area, I should like 
once again to expressly point out the great individual variations of the sulci in this region. As 
emerges from Rezius’ great monograph ‘Das Menschenhirn’, the diagonal sulcus is not 
infrequently fused with the inferior precentral sulcus or communicates with the ascending 
ramus, is often very strongly developed, but sometimes is entirely absent. The radiate sulcus 
and the ascending ramus vary widely in shape and structure so that naturally the relations of 
areas 44 and 45 to these sulci must be subject to major individual variations.(…)

Area 47—the orbital area—shares certain architectonic affinities with areas 44 and 45 such 
that it can be combined with them to form a subfrontal region. It lies essentially around the 
posterior branches of the orbital sulcus, generally well differentiated from area 11, but with 
constant morphological borders. Laterally it crosses the orbital part of the inferior frontal 
gyrus. [13]

Note that Brodmann thus grouped together areas 44, 45 and 47 on the basis of 
cytoarchitectonic similarities and clustered them into a subfrontal region. He 
assumes that this region is a more suitable candidate for Broca’s area than area 44 
alone, although he does not provide any ‘functional’ evidence in his book. He also 
refrains from speculation about brain areas that might be related to ‘sensory 
aphasia’:

I have already made brief reference elsewhere to the fact that in particular, according to all 
that can be concluded from anatomical localisational data, the seat of motor aphasia must 
extend much further anteriorly than appears from Broca’s classic theory, and that at least the 
anterior sections of the inferior frontal gyrus, and perhaps even part of the actual orbital 
surface, must be included in it (thus, apart from area 44, also areas 45 and 47). [13]

A major drawback of Brodmann’s work is that his observed intersubject vari-
ability was not reflected in his maps. This simplification has undoubtedly led to 
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misinterpretation of his work and further supported the dogma of a strict correspon-
dence of brain structure and function. Along a similar line of reasoning, it can be 
said that Wernicke’s language schemes have been interpreted too literally; his idea 
that a large part of the temporal lobe was involved in language processing was gen-
erally overlooked in the historiography, presumably because Wernicke indicated 
language areas in his schemes only with small circles. The main reason for all this 
could well be that the maps and schemes of Brodmann and Wernicke are so visually 
appealing and convincing in their simplicity (as maybe any good model should be) 
that the textual nuances that were made by their authors got lost over time. It is also 
not easy to visualize uncertainty and variability across different individuals in a 
single schematic drawing. Nowadays, imaging studies use standardized and aver-
aged brains for display of group results (see for an example Fig. 5.9). The disadvan-
tage of these computerized brains is easily seen: details are lost and the cortical 
surface has a ‘smoothed’ appearance because intersubject variability has been 
largely averaged out. The brain is in fact—again—reduced to a fairly simple draw-
ing, with only the ventricles and major sulci still identifiable. Statistical MRI atlases 
were developed to overcome the idiosyncrasies of using the brain of a single subject 
as a template. A more recent example of such a single brain atlas is the stereotactic 
atlas of Talairach and Tournoux (1988) (Fig. 5.10) [16]. For many years this coordi-
nate system served as a guiding tool for neurosurgical procedures and also as the 
standard for reporting imaging results. Brodmann areas were added to later elec-
tronic versions of the atlas [17]. However, the original atlas was based on the post-
mortem section of a single subject: a 60-year-old French woman with a smaller than 

Fig. 5.9  MRI scans of the brains of 150 normal subjects were co-registered and transformed into 
a common stereotactic space, creating an ‘average’ brain. Note that details near the cortex are more 
blurred than deeper structures (e.g. basal ganglia) due to higher interindividual variability of corti-
cal than subcortical structures
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average brain size. Most brains would need a significant deformation if they were to 
match such a ‘standard’ brain.

So which map is best? Or, as put by Jones in a critical review in Brain (2008):

Who can say whether the map of the human cerebral cortex by von Economo and Koskinas 
with its 107 areas is any more ‘correct’ than that of Campbell with 14, of Brodmann with 
44, of the Vogts with more than 200 (…). [18]

Indeed, who can say? (By the way, note that Jones refers here to incorrect num-
bers of areas from the historical authors.) It may be apt to assume that the work of 
most authors has been largely forgotten because their maps have simply been sur-
passed in quality by those of Brodmann. However, it is not simply a question of 
‘right’ and ‘wrong’. We have already seen the problems with any composite map 
due to intersubject variability. Another difficulty is that the historical maps were all 
the result of subjective visual inspection of histological sections. Investigators 
searched for more or less abrupt microscopic changes (for instance, in the presence 
of large pyramidal cells or the distinctiveness of the laminar and columnar organiza-
tion of the cortex) in order to assess whether or not one area significantly differed 
from another [14]. This basically requires multivariate analysis and is better done 

Fig. 5.10  Original 
digitized axial plate from 
the Talairach and Tournoux 
atlas (1988) (Figure taken 
from Nowinski and Belov, 
2003 [71])
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with a computer (see Fig. 5.11). And, of course, maps are nearly impossible to com-
pare because they are all influenced by the various presumptions and axioms that 
were made by their creators. Campbell’s maps, for instance, were not only based on 
findings from cytoarchitecture but also on myeloarchitecture and clinico-
pathological deficits. It is therefore not surprising that the number and territories of 
his areas substantially differ from those of Brodmann.

5.2.2	 �Campbell

Let us compare, as an illustrative example, Brodmann’s maps with those of Campbell 
and in particular compare the opinions of both men on Broca’s area and its func-
tions. Wernicke’s area is not really discussed by them; Campbell only briefly men-
tions the concept of ‘word deafness’ and possible anatomical substrates in a review 
of the literature.

Alfred Walter Campbell (1868—1937) published his monograph Histological 
studies on the localization of cerebral function in 1905 [19]. He described 17 

Fig. 5.11  Modern cytoarchitectonic studies use computerized detection methods to evaluate areal 
borders. These algorithms search for statistical changes in parameters that reflect laminar charac-
teristics, such as the local volume density of cell bodies. Because several parameters are usually 
evaluated, multivariate statistics are required. The figure shows a graphic representation of intera-
real differences: the greater the dissimilarity in cytoarchitecture, the greater the distance between 
the areas in the graph. Left hemispheric Brodmann areas 44 and 45 are very similar, but differ from 
BA 6 and visual areas BA 18 and BA 19. Differences were less pronounced between BAs 45, 45 
and 6 in the right hemisphere, whereby BA 44 seems to take an intermediate position between BA 
45 and BA 6 with respect to its cytoarchitecture. Data were based on the analysis of ten human 
post-mortem brains (Figure taken from Grodzinsky, 2006 [14])
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different cortical areas, a number that is significantly less than that of Brodmann. 
Campbell’s intermediate precentral area includes both the inferior frontal gyrus as 
well as Brodmann’s area 6 (see Fig. 5.8). Considering the localization of the motor 
speech area, Campbell states that it:

is probably not so restricted as previously supposed, and (…) the forward extension of the 
‘intermediate precentral’ cortex in the inferior frontal gyrus may have the same function as 
the cortex of Broca’s area. In support of this assumption, it is pointed out, in the first place, 
that histologically the cortex of all this part of the ‘intermediate precentral’ area is alike, that 
is to say, the area of Broca is not distinguishable by any localised specialisation of structure; 
and, secondly, that it is a common matter of clinical experience that a superficial lesion 
confined to the cortex of Broca’s area, is not wholly effective in the production of motor 
aphasia: in other words: if the disability is to be permanent the lesion must be deep and 
penetrating. The explanation given for the occurrence of complete and permanent motor 
aphasia after a deep-seated lesion in the pars basilaris [this probably equals the pars oper-
cularis, GR] is that all connections between the ‘intermediate precentral’ cortex and the 
direct labial, lingual and laryngeal centres occupying the lower end of the precentral area 
proper—and by the way remaining intact—are severed. Such a lesion therefore produces an 
effect equivalent to destruction of the whole of the ‘intermediate precentral’ cortex coating 
the inferior frontal gyrus. [19]

Campbell dedicated an entire chapter in his book to his intermediate precentral 
area, of which this excerpt is only one of twelve concluding points. The chapter 
provides an in-depth discussion not only of the architecture of the cortical layers but 
also of association fibres and possible functions. Campbell claims that this area is 
different from the ‘precentral area’ because of histological and functional differ-
ences. For the latter he refers to the electrocortical stimulation studies of Sherrington 
and Grunbaum [20]. He also argues that because motor aphasia is not accompanied 
by an actual paralysis of muscles that are required for articulation, therefore motor 
language centres must lie apart from primary motor centres. Campbell (1905) 
defined motor aphasia as ‘an annihilation of the power to call into action and exe-
cute the complex associated series of oral, lingual and laryngeal movements result-
ing in articulate speech’. He also quotes Hughlings Jackson’s classification of 
movement in the central nervous system into three regions and proposes a modifica-
tion whereby he considers the ‘intermediate precentral area’ to be of ‘the highest or 
third level’:

I am of opinion that this particular stretch of cortex is specially designed for the execution 
of complex movements of an associated kind of skilled movements, of movements in which 
consciousness or volition takes an active part, as opposed to automatic movements, and my 
remarks will now be devoted to the development of this thesis. [19]

Campbell thus objects to the views of ‘most clinicians’ (his words) who consider 
destruction of the cortex of Broca’s area alone as the essential factor in motor apha-
sia, and claims that a surface lesion is inadequate to produce a complete and perma-
nent aphasia. He describes the case of middle-aged man who suffered from a 
complete motor aphasia, but who completely recovered after a few months. Twelve 
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years later the man died suddenly from a perforated ulcer, never having had any 
language problems anymore:

At the autopsy an old-standing patch of softening was found in the left hemisphere, and this 
we attributed to embolism, because there were coexisting signs of old mitral endocarditis; 
the distribution of the lesion was curious, the lower two-thirds of the pars basilaris were 
completely destroyed, but on making a series of horizontal sections we found that the 
destruction did not extend inwards beyond the plane of the surface of the insula. It thus left 
the white substance anterior to the lenticular nucleus and internal capsule—destroyed in the 
other cases—intact, some of the fronto-parietal operculum further back, and a portion of the 
temporal operculum, and also some of the cortex of the insula was obliterated, but the 
orbital operculum and the pars triangularis were quite untouched. Now I am quite certain 
that anyone inspecting the specimen would at once say that the individual must have suf-
fered from permanent motor aphasia; placed beside the two hemispheres from cases of 
complete motor aphasia already alluded to, the area of destruction, as seen from the surface, 
is quite correctly placed, and indeed more extensive. [19]

Campbell’s work did not fit well with the classic dogma of cortical localization 
of function, and that may be a reason why his work is largely forgotten. In 2005, 
ffytche and Catani wrote about Campbell’s monograph that:

One hundred years on, Campbell’s integrative approach, combining anatomical, pathologi-
cal and physiological insights, resonates far more with contemporary cognitive neurosci-
ence than Brodmann’s comparative anatomy. Indeed, Campbell’s use of hodology—the 
white matter connections of each brain region—as a guide to cortical function foreshadows 
an approach to the study of functional anatomy that has only recently become possible in 
the living brain—that of diffusion tensor tractography. [21]

Until today, there remains a vivid discussion about the brain regions that constitute 
Broca’s area. Brodmann objected against Campbell’s ‘intermediate precentral area’ and 
wrote that area 6 ‘is undoubtedly to be separated as a special region’ as areas 44, 45 and 
47 posses ‘a distinct granular layer, a feature that Campbell overlooked’ [13]. Indeed, 
modern studies confirm Broca’s opinion that a granular layer is lacking in BA 6, and this 
area—that is located on the ventral part of the precentral gyrus—is nowadays consid-
ered premotor cortex. However, a granular layer is also less present in BA 44, which is 
commonly described as dysgranular [22, 23]. In this respect, BA 44 is considered part 
of the motor territory, whereas BA 45, that is granular, has a similar architecture to other 
brain regions of the prefrontal cortex. More recent tractography and functional neuroim-
aging studies indicate that primary motor cortex and premotor cortex are more inti-
mately linked to language functions than classically assumed [24–26].

5.3	 �Language Areas Defined in Terms of Gyri and Sulci

Any good anatomist, of course, notices that there are substantial differences between 
individual brains. Anatomical variability, in fact, is one of the reasons why classic 
models, such as those of Broca and Wernicke, can only be a coarse reflection of 
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findings in an average population. This makes it difficult, and frequently even 
impossible, to match clinical syndromes to similar brain structures across individu-
als. As Ecker wrote in 1873:

The difficulties which stand in the way of a solution to this problem [the structure-function 
correlation, GR] are numberless, not the least of these being one which is inherent in the 
very study of the convolutions, viz. the difficulty of recognizing a constant unity of form 
which underlies the multiplicity of individual variations. [1]

Physiological variability was thus a well-recognized ‘problem’ at the time.g 
Despite this, Ecker and others looked for similarities rather than differences and 
were in search of an underlying invariant anatomical scheme. Ecker systematically 
described primary, secondary and tertiary convolutions and drew an archetypical 
scheme of the brain that to me gives a very ‘modern’ impression (actually it is 
almost 150 years old; see Fig. 5.1). Ecker defined a number of primary convolutions 
that are always ‘pretty regularly disposed’; these were the convolutions that were 
separated by the Sylvian fissure, central sulcus and parieto-occipital fissure. In addi-
tion to that, he stated that secondary and tertiary convolutions exhibited numerous 
variations.h Ecker gave several examples in his book and occasionally had to con-
clude that some gyral tracks are very difficult to unravel. He suggested that, in order 
to attain a complete understanding of such a gyrus, ‘it is absolutely necessary to 
have recourse to brains poor in convolutions for reference, and, above all things, the 
brain of a fetus in one of the later months of embryonic existence’ [1]. The foetal 
brain:

is reduced to its simplest expression, and one is able to recognize, almost, as it were, in a 
diagrammatic sketch, all the essentially typical factors, without having the view rendered 
hazy, and without being diverted from that which is essential by secondary sulci and gyri, 
which answer, in a certain measure, to a more florid style of decoration. [1]

Study of macroscopic brain variability among individuals took a large step for-
ward with the development of CT and MRI. This enabled non-invasive examination 
of the brain without opening of the skull, whereby the convolutions of healthy and 
young subjects could be virtually dissected and investigated. Powerful examples are 
studies in monozygotic and dizygotic twins which indicate that brain size is almost 
completely genetically determined, but that the variation in gyral patterns seems 
mostly related to environmental factors [28]. MRI confirmed what was already sus-
pected from post-mortem and CT studies: there is an enormous variability of the 
gyral and sulcal patterns in normal subjects. Everybody’s brain basically has its own 
topographical ‘fingerprint’.

g Left–right differences were also likely part of the discussion, as Vick d’Azyr, Gratiolet, Leurat 
and several others had described differences in maturation, weight and topological structure 
between both hemispheres.
h This was well in advance of modern findings; see for example Ono 1990 [27].
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5.3.1	 �Broca’s Area

Studies of the anatomical variability of language areas have for the larger part focused 
on Broca’s area. But there is an important caveat in all these studies, namely, that 
there is no uniform agreement on definitions. Most scientists and clinicians, when 
they speak of Broca’s area, refer to an anatomical area and not per se to an area that 
represents specific (language) functions. Others seem to adhere more to historical 
‘definitions’. There is another difficulty, namely, that the presumed functions of 
Broca’s area have been redefined many times since Broca’s original description and 
are still not universally agreed upon. Despite these several possibilities, most authors 
use an anatomical perspective and locate Broca’s area within the posterior part of the 
left inferior frontal gyrus and more specifically to the pars triangularis and pars oper-
cularis. Some authors have included part of the precentral gyrus or the anterior exten-
sion of the inferior frontal gyrus into the orbital surface [29, 30].

By definition, the inferior frontal gyrus is separated ventrally by the Sylvian fis-
sure and dorsally by the inferior frontal sulcus. The gyrus can roughly be divided into 
three parts by the ascending and horizontal ramus of the Sylvian fissure. Most authors 
use these rami to demarcate the pars triangularis (bordered left and right by the rami) 
and the pars opercularis (bordered left by the ascending ramus and right by the infe-
rior part of the precentral sulcus) (see Fig. 5.12) [27, 31]. However, there are fre-
quently two other sulci present that can make identification of rami difficult: within 
the pars opercularis, there is in approximately 50% of cases a diagonal sulcus; within 
the pars triangularis, there is even more frequently the presence of a triangular sulcus 
(Fig. 5.12). The morphology of rami and sulci of the inferior frontal gyrus is not very 
consistent, and there are many variations that prohibit a standard representation. 

Fig. 5.12  Rendering of the 
left hemisphere (top image) 
in an individual subject 
based on MR images. The 
pars opercularis (blue) and 
pars triangularis (red) are 
delineated based on sulcal 
contours. Note that some 
borders are artificially 
drawn in absence of 
anatomical landmarks. ar 
ascending ramus, cis 
circular insular sulcus, ds 
diagonal sulcus, hr anterior 
horizontal ramus, ifs inferior 
frontal sulcus, ipcs inferior 
precentral sulcus, ts 
triangular sulcus (Figure 
taken from Keller, 2007 
[17])
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Keller (2007) studied brain morphology with MRI in 50 healthy subjects and noted 
the following sulcal variations (see also Figs. 5.12 and 5.13):

(1) inferior frontal sulcus: continuous (one segment) or discontinuous (two or more seg-
ments); connection with the inferior precentral sulcus: long connection (where the inferior 
precentral sulcus anastomoses with a continuous, uninterrupted inferior frontal sulcus), short 
connection (where the inferior precentral sulcus anastomoses with a discontinuous, interrupted 
inferior frontal sulcus), superficial connection (where a connection is apparent from the surface 
of the brain, but a submerged bridge of cortex separates the sulci) or no connection.
(2) inferior precentral sulcus (ventral most region): single or dual; connection or no con-
nection with Sylvian fissure.
(3) anterior ascending ramus of the Sylvian fissure: present or absent.
(4) anterior horizontal ramus of the Sylvian fissure: present or absent; common or sepa-
rate origin from the anterior ascending ramus.
(5) diagonal sulcus: present or absent; connection to inferior precentral sulcus, inferior 
frontal sulcus or anterior ascending ramus, or no connection to these sulci (see also 
Fig. 5.12). [17]

In his review of the literature, Keller concludes:

There is however great inter-individual variability in the shape, length, and number of these 
sulcal contours which gives rise to great variability in size, surface area and volume of the 
pars opercularis and pars triangularis. [17]

An exact anatomical definition of the pars opercularis and pars triangularis is thus 
difficult and sometimes even impossible. There is an additional problem with the use 
of anatomical landmarks; because more than half of the human cortex lies buried 
within sulci, not all anatomical details are visible from the surface [32]. The pars 
opercularis, for example, can be partially or even completely submerged [33]. In the 
latter situation, the ramus ascendens and inferior precentral sulcus are not visible on 

Fig. 5.13  Four variations of the diagonal sulcus, shown for every subject on an MRI-based sur-
face rendering and a corresponding schematic illustration. (a) Connection with the anterior ascend-
ing ramus of the Sylvian fissure, (b) connection with the inferior precentral sulcus, (c) connection 
with the inferior frontal sulcus, (d) no connection with surrounding sulci. See for legend Fig. 5.12 
(Figure taken from Keller, 2007 [17])
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the surface of the brain, and this will certainly lead to confusion and errors when 
classifying different parts of the inferior frontal gyrus from superficial inspection. On 
axial MRI images, these sulci, and the submerged convolution, are easily identified 
(see Fig. 5.14). Tomaiuolo (1999) pointed out that these anatomical variations have 
relevance to the literature on electrocortical stimulation. During an operation the 
surgeon probes the cortical surface with an electrode, but he or she is normally unable 
to stimulate within sulci. Results of these mapping procedures initially offered strong 
support for localization theory, as in particular Broca’s area was in most patients 
consistently located in the posterior part of the inferior frontal gyrus.

Fig. 5.14  Two brains taken from the study of Tomaiuolo (1999), whereby the pars opercularis 
(yellow area) is hidden beneath the cortical surface. In these cases the ramus ascendens and the 
inferior precentral sulcus cannot be distinguished on the surface of the brain (red arrow). They are, 
however, easily identified on axial MRI images. Vr vertical (or ascending) ramus, Ps inferior pre-
central sulcus (Figures taken from Tomaiuolo, 1999 [33])
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Despite the problems with exact anatomical definitions, several authors have cal-
culated asymmetry indices for presumed frontal language area. The fact that a sub-
stantial part of the pars opercularis may not be visible at the cortical surface probably 
contributed to a bias in study results in the pre-imaging era. Some authors described 
a rightward asymmetry of the region of the inferior frontal gyrus that included the 
pars triangularis and opercularis [34]. Later, with MRI, most studies tended towards 
a leftward asymmetry, although the issue has not been settled [30].

Broca’s area is by tradition mostly defined in anatomical terms and not in func-
tional terms. With Wernicke’s area, it seems the other way around. There was never 
any agreement on its anatomical territory (see Chap. 4). Bogen and Bogen wrote an 
influential paper about the problem of locating Wernicke’s area on anatomical 
grounds; they took a historical perspective and listed various examples and figures. 
Even when they narrowed down Wernicke’s function to verbal comprehension only 
(as was originally done by Wernicke himself) definitions vary widely. Wernicke’s 
area varies from a small area in the posterior part of the superior temporal gyrus to 
a large area that includes large parts of the temporal and parietal lobe. Here is Bogen 
and Bogen (1976) on anatomical definition of language areas:

Broca’s area is defined anatomically. It is the foot, that is, the posterior third of the inferior 
frontal gyrus. The question about Broca’s area is not ‘where is it?’—there is no question 
about where it is. The question about Broca’s area is ‘what good is it?’ At this time we only 
consider Wernicke’s region, of which the question is not ‘what good is it?’ because it is 
defined in terms of what it’s good for—it’s the area where the lesion will cause language 
comprehension deficit. The question with Wernicke’s region is ‘where is it?’. [35]

Bogen and Bogen conclude that a map that shows a probability distribution 
would probably better represent Wernicke’s area, but realize that a vast amount of 
information is necessary to construct such a map. They end their commentary by 
saying that:

we should welcome an approach that can make use of a vast amount of data which has 
heretofore been conveniently ignored by the simplified schemes with which we have strug-
gled in the past. [35]

5.3.2	 �The Planum Temporale

In 1968, Geschwind and Levitsky reported in Science that the planum temporale, 
the area that lies directly posterior to Heschl’s gyrus, is larger in the left hemisphere 
than in the right hemisphere [36]. They studied 100 post-mortem brains, whereby in 
65% the planum temporale was found to be larger on the left side. In 11% it was 
larger on the right side. On average, the left planum temporale was one-third longer 
than the right one. These findings have generally been interpreted as the first impor-
tant neuroanatomical evidence for left hemisphere specialization of language, and 
ignited a further interest in anatomical asymmetries. The fact that the brain is asym-
metrical was not new: already at the end of the nineteenth century, it was reported 
that there were differences in the length and the curvature of the Sylvian fissure in 
both hemispheres [37–39]. This asymmetry is present in newborns but becomes 

5  Naming and Numbering the Convolutions



101

progressively pronounced through adolescence to adulthood [40]. In most people 
there is a sharp upward angulation of the posterior part of the right Sylvian fissure 
into the inferior parietal lobule. On the left side, the Sylvian fissure courses more 
posteriorly and along a more horizontal trajectory than on the right [40]. This latter 
pattern is usually seen in right-handed subjects with left hemisphere language domi-
nance. The consequence of this asymmetry, as formulated by Rubens (1976), is that:

on the right, there is a smaller parietal operculum, a shorter planum temporale, a higher 
sylvian point, and compensatory expansion of the inferior parietal region posterior to the 
lateral fissure. [41]

The planum temporale has attracted so much attention as it is considered by many 
a key element of Wernicke’s region. Pfeifer (1920) was the first to describe the  
asymmetry of the posterior temporal region in terms of anatomical structures and 
boundaries [39]. Most people nowadays would agree that the planum temporale  
covers the part of the superior temporal gyrus that is located posteriorly to the trans-
verse (Heschl’s) gyrus. In left hemispheres there is usually one strongly developed 
transverse (Heschl’s) gyrus, whereas in right hemispheres there are frequently two 
[42, 43]. However, this situation is certainly not exemplary for every brain and precise 
identification of gyri and sulci can be difficult (see for details Fig. 5.15 and the critical 
appraisal of the borders of the planum temporale in the paper of Shapleske [39]). 

Fig. 5.15  Schematic axial 
view (i.e. from above) of a 
left superior temporal 
gyrus. Pfeifer (1920) 
defined the planum 
temporale (PT) as the area 
behind the transverse (i.e. 
Heschl’s) gyrus [42]. There 
can be more than one 
transverse gyrus present. In 
this example, there are 
two, demarcated by three, 
transverse sulci. According 
to Pfeiffer, any transverse 
sulcus has to originate 
from the retroinsular 
region. Sometimes there is 
an additional sulcus (the 
intermediate sulcus of 
Beck) that separates a 
Heschl’s gyrus into an 
anterior and posterior part 
(Figure taken from 
Shapleske, 1999 [39])
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Definition of the posterior border of the planum temporale is also not without contro-
versy: first, because of anatomical ambiguities in some hemispheres and, second, 
because of differences in the definitions that are used by researchers [44, 45]. In most 
hemispheres, the Sylvian fissures bifurcate into two branches, respectively, the poste-
rior ascending ramus and posterior descending ramus (see Figs. 5.16 and 5.17 for 
more details) [46]. Some authors have used this bifurcation point as the posterior 
border of the planum temporale, whereas others have included the banks of either the 
ascending or descending posterior ramus. Witelson lists the definitions most com-
monly used in the literature (see Fig. 5.17) [45]. The problem is that the endpoint that 
is chosen significantly influences the results on (laterality) measurements of the pla-
num temporale. If the posterior ascending ramus is not included, as was done by 
Geschwind and Levitsky in their landmark studies, the planum temporale is usually 
larger in the left hemisphere. This asymmetry can be dramatic, even to such an extent 
that the left planum is ten times larger than the right [47]. Asymmetry is also accom-
panied with an increase in grey matter volume and myelinization of axons within this 
region [48]. However, if the posterior ascending ramus is included in the definition of 
the planum temporale, as in more recent studies, size differences between hemispheres 

Fig. 5.16  Photographs of 
the lateral surface of the 
right hemisphere (a) and a 
superior view on a block 
(b) that was removed and 
contains Heschl’s gyrus/
planum temporale. The 
horizontal and vertical 
parts of the planum 
temporale (respectively, 
HPT and VPT) were 
removed in the same block. 
The photograph is in the 
plane of HPT; the VPT is 
foreshortened. HG 
Heschl’s gyrus, HS 
Heschl’s sulcus, B point of 
bifurcation, S end of the 
posterior ascending ramus 
of the Sylvian fissure, D 
end of the posterior 
descending ramus of the 
Sylvian fissure (Figure taken 
from Witelson 1995 [45])
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seem to disappear [39, 49]. The planum temporale now consists of a horizontal as well 
as a vertical part. It is of further note that the planum parietale (i.e. the bank along the 
posterior ascending ramus that is part of the supramarginal gyrus) is usually larger in 
the right hemisphere than in the left. This is related to differences in the upswing of 
the ascending rami on the right and left side, as is also the case for the planum tempo-
rale measurements. Interestingly, there seems to be no significant relationship between 
the size of the left planum temporale and right planum parietale, suggesting functional 
independence of these two regions [50]. The planum parietale is a relatively ‘new’ 
area that has not been studied much; initial results indicate that it may be involved in 
voice processing [51]. A famous example of aberrant sulcal anatomy of the posterior 
Sylvian region was found in the brain of Einstein [52]. In his case, the posterior end 
of the Sylvian fissure had a relatively anterior position, and the posterior ascending 
ramus was continuous with the postcentral sulcus. Consequently, the parietal opercu-
lum was absent (this area normally lies between the postcentral sulcus and the poste-
rior ascending ramus), but the inferior parietal region was significantly larger than in 
normal subjects:

A further consequence of this morphology is that the full supramarginal gyrus lies behind 
the Sylvian fissure, undivided by a major sulcus as is usually the case. (…) the compactness 
of Einstein’s supramarginal gyrus within the inferior parietal lobe may reflect an extraordi-
narily large expanse of highly integrated cortex within a functional network. [52]

Fig. 5.17  Schematic representation of gross morphological features of the planum temporale (PT) 
and its surroundings. A left hemisphere with typical morphology is shown, with the upper and 
lower walls of the Sylvian fossa pulled apart (heavy lines represent the lateral edges), exposing the 
superior surface of the superior temporal gyrus. The Sylvian fissure (SF) bifurcates at point B, into 
the posterior descending ramus (PDR) ending at D and the posterior ascending ramus (PAR) end-
ing at S. The floor of the Sylvian fissure exposes Heschl’s gyrus (HG). The horizontal part of the 
PT (HPT), located in the supratemporal plane, is by most people typically considered to be the 
PT. The vertical part of the PT (VPT) is located on the inner (posterior) wall of the upward curve 
of the PAR. However, variable definitions of the PT can be found in the literature, ending the PT at 
points B [36, 43], D [73, 74] or S [45, 74]. In hemispheres where the upward swing of SF is very 
sharp and anterior in its origin, PT has often been considered to be absent [34]. Hs Heschl’s trans-
verse sulcus, STS superior temporal sulcus, PO parietal operculum, Ins insula (Figure and text 
(modified) taken from Witelson, 1995 [45])

5.3  Language Areas Defined in Terms of Gyri and Sulci
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The inferior parietal lobe is well developed in the human brain; it is a secondary association 
area that provides cross-modal associations among visual, somaesthetic, and auditory stim-
uli [53]. Visuospatial cognition, mathematical thought [54], and imagery of movement [55] 
are strongly dependent on this region. Einstein’s exceptional intellect in these cognitive 
domains and his self-described mode of scientific thinking [56] may be related to the atypi-
cal anatomy in his inferior parietal lobules. Increased expansion of the inferior parietal 
region was also noted in other physicists and mathematicians. [52]

Macroscopic differences within the posterior Sylvian region are paralleled by dif-
ferences in cytoarchitecture. Classically, the planum temporale is seen as secondary 
or associative auditory cortex that lies posteriorly to the primary auditory cortex of 
Heschl’s gyrus. The planum temporale itself is made up of several different cytoar-
chitectonic areas, suggesting functional differentiation [57]. Galaburda, Sanides and 
Geschwind (1978) were the first to describe that the area Tpt (in the posterior part of 
the superior temporal gyrus and temporoparietal junction, i.e. the posterior part of 
the planum temporale) was larger on the left side [58]. This area corresponds to area 
TA1 of von Economo and Koskinas (1925) and the posterior part of area 22 of 
Brodmann. They concluded that the asymmetries of the planum temporale ‘probably 
reflect asymmetries in an auditory cytoarchitectonic area and therefore may repre-
sent, at least in part, the anatomic substrate for language lateralization’ [58]. In a later 
paper, they also concluded that Tpt is not per se related to auditory information:

Area Tpt represents a transitional type of cortex between the specialized isocortices of the 
auditory region and the more generalized isocortex (integrated cortex) of the inferior pari-
etal lobule.i [59]

In the classical cytoarchitectonic view, the primary auditory cortex (A1) is 
located on Heschl’s gyrus and corresponds to BAs 41 and 42 [60]. The primary 
auditory cortex is buried within the Sylvian fissure (Fig. 5.7) and surrounded pos-
terolaterally by the secondary auditory cortex (BA 22). This region is involved in 
higher-order auditory processing, including the perception of speech. Each primary 
auditory area has access to information from both ears, and both primary and sec-
ondary auditory cortices have major connections to the thalamus (via the mediate 
geniculate body). Although there appears to be stronger influence of the contralat-
eral ear, primary auditory information is not lateralized to one hemisphere. Complete 
cortical deafness is therefore only expected with bilateral damage to primary and 
secondary auditory areas and generally requires two separate lesions [60]. Some 
authors, however, have restricted the primary auditory cortex to only one cytoarchi-
tectonic area (BA 41), whereas others have came up with two, three or even eleven 
different types of cortex within Heschl’s gyrus, as can be read in the following 
excerpt from a paper of Morosan and colleagues (2001):

Although Heschl’s gyrus is usually defined as the site of primary auditory cortex, existing 
cytoarchitectonic parcellation schemes of primary auditory cortex vary among different 
available maps. While Brodmann (1909) described only one koniocortical area (area 41) as 
primary auditory cortex, others have identified two areas within the primary auditory cortex 
(Economo and Koskinas, 1925; Sarkissov et al., 1955; Galaburda and Sanides, 1980) [59, 

i Quote taken from www.talkingbrains.com
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61, 62]. Moreover, the size and exact location of areal borders and anterior-to-posterior or 
medial-to-lateral distribution of these areas differ between the studies, and the intersubject 
variability of cytoarchitecture, size, and topography was not analyzed (Lashley and Clark, 
1946) [63]. It is not known to what degree divergent anatomical patterns may reflect inter-
individual variability or only interobserver differences caused by the highly observer-
dependent methods of classical architectonic studies. The classical maps do not include 
data on variations in topography or size of primary auditory cortex between the hemi-
spheres and/or the sexes. Finally, the 2-D presentation in highly schematized maps of the 
previous cytoarchitectonic parcellations are of limited use for comparisons with functional 
imaging studies based on 3-D data sets from living human brains. [64]

There remains a lot of work to be done at the cytoarchitectonical level. To 
facilitate comparison between different subjects and different studies, results 
should be made available in a common—standardized—reference frame [65]. To 
circumvent the problems that are associated with visual (i.e. observer-dependent) 
inspection of histological sections, some authors have turned to a more quantita-
tive cytoarchitectonical approach. Morosan (2001), for instance, analysed ten 
post-mortem brains with user-independent algorithms and found three different 
areas within the primary auditory cortex (defined as BA 41), which they labelled 
Te1.0, Te1.1 and Te1.2 [64]. They also confirmed previous observations that cyto-
architectonic borders do not match gyral or sulcal borders. The picture will likely 
change again when results of receptor-architectonic and myeloarchitectonic stud-
ies are included [65].

The anatomical asymmetries of the end of the Sylvian fissure have initially been 
interpreted as evidence that Wernicke’s area must reside within the left posterior 
temporal region. However, the frequency of leftward asymmetry (65–80%) is low in 
comparison with estimates of left hemisphere language dominance in the general 
population (>90%) [39, 66]. In addition to that, studies have clearly demonstrated 
that hemispheric asymmetry within this region is not unique to humans and is in fact 
evident in all great apes. Gannon described in 1998 that the left planum temporale 
was significantly larger in 17 of 18 chimpanzees [67]. From this we can at least 
conclude that the planum temporale is not uniquely related to our current language 
functions, as chimpanzees have communicating abilities that are inferior to the lan-
guage abilities of humans. Gannon furthermore suggests that:

an initial distinguishable suite of human-like receptive language area anatomic traits 
appeared in our common ancestor with early hominoids around 20 million years ago 
(although functional asymmetries may have been present prior to this). (…) Subsequently, 
these traits were gradually elaborated until they became anatomically expressed more 
prominently, likely within our common ancestor with orangutans around 14 million years 
ago, and arriving at a human condition in our common ancestor with gorillas around 10 
million years ago. [68]

As in humans, great apes (including chimpanzees, bonobos and gorillas) also 
have an enlarged BA 44 in the left hemisphere [66]. These comparative reports do 
not necessarily change our understanding of purported frontal and temporal human 
language areas; they merely ground evolutionary interpretations [40].

5.3  Language Areas Defined in Terms of Gyri and Sulci
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5.4	 �Some Concluding Remarks

Anatomical studies, from microscopic cytoarchitecture to macroscopic sulcal 
topography, have made it clear that there are significant differences between sub-
jects. This makes it a priori impossible to create any reliable, precise anatomical 
‘standard brain’ that can serve as a road map for scientific or clinical investigations 
of individual subjects. Many researchers in the nineteenth century already appreci-
ated that brain functions are not simply characterized by certain architectural fea-
tures or the location of a single brain region. Take for instance the more connectionist 
view of Brodmann (1909):

Thus to wish to draw conclusions about the level of the organisation of a brain from the high 
or low cell density of its cortex must be considered in principle as doomed to failure. It is 
not the quantity of cells per unit volume, but their quality, their detailed intrinsic specializa-
tion, their surface area as manifested by the number of dendrites, and the richness of their 
connectivity, that all form a yardstick for the functional sophistication of the cortex or of a 
particular cortical region. [13]

Still, connectionism only became the more predominant scientific view at the 
end of the twentieth century, and it has yet to gain significant clinical implications. 
Nowadays, scientists consider brain functions to be represented in large-scale brain 
networks, described in terms of nodes and hubs. However, at the end of the nine-
teenth century, and for most of the twentieth century, localism and its dogma of a 
one-to-one correspondence of brain structure and function had the upper hand. This 
view was supported by the many clinical and experimental lesion and stimulation 
studies that were done at that time. These studies seemed, at first glance, to confirm 
localist theories. However, a closer look at the original works certainly gives a much 
more nuanced view on functional localization, as seen in the next chapter.
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6Mapping and Lesioning the Living Brain

It is now well known that the brain is electrically excitable. Physicians frequently 
make use of electromagnetic properties to monitor or localize brain functions in 
patients (e.g. EEG, MRI or electrical stimulation of the brain). However, in the 
nineteenth century, it was accepted as a fact that the cerebral hemispheres were non-
excitable ‘by all common psychologic stimuli’ [1]. This dogma prevailed to such an 
extent that studies that challenged this concept initially had to be performed outside 
of the universities [2].

6.1	 �Fritsch and Hitzig

In 1870, Gustav Fritsch (1838–1927) and Eduard Hitzig (1839–1907) electrically 
stimulated the cortex of a dog. Their experiments were done at home, on the dress-
ing table of Frau Hitzig [3]. They were able to demonstrate that stimulation of cer-
tain parts of the cortex induced (contralateral) motor responses, and thereby they 
presented for the first time convincing experimental evidence for localization of 
function (Fig. 6.1) [1]. The motivation for their experiments followed from several 
developments in the eighteenth and nineteenth centuries. Galvani, and many prede-
cessors, had already induced movements in animals by stimulation of the muscles, 
nerves and brain [4]. Animals seemed to contain ‘animal electricity’, something that 
was distributed by the nerves and secreted by the brain [4]. Volta constructed the 
first battery, which proved useful for electrical stimulation (Fig. 6.2). By the early 
nineteenth century, medical applications of electricity were commonly advocated, 
and a unique field of study, called galvanism, had developed [4]. Boling describes 
some of the experiments of Aldini, a nephew of Galvani and professor of physics at 
the University of Bologna [4]. Aldini used a voltaic pile for his experiments on ani-
mals and humans (Fig. 6.2). He could elicit strong muscular contractions with stim-
ulation of the dura and the cortex of a trephined ox. He had also noted that electrical 
stimulation of the scalp significantly improved the mood in his human patients. In 
1802, Aldini stimulated the cortical surface of the left hemisphere of a decapitated 
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criminal and observed contractions of the right face [5]. Fritsch and Hitzig’s experi-
ments thus stand in a particular ‘scientific’ tradition. Their work also followed from 
personal experience:

Hitzig had tried electrical stimulation of the human head for therapeutic purposes and had 
noticed it caused eye movements. He then tried rabbits and also elicited movements. 
Fritsch, while working as a battle field surgeon, had apparently noticed that the contralateral 
limbs twitched while dressing an open head wound. [3]

The dog’s cortex was stimulated with platinum wires with brief pulses of mono-
phasic direct current from a battery (i.e. galvanic stimulation). A current was used 
that was just sufficient to elicit sensations on the experimenter’s own tongue (these 
measurements were at that time seen as the best means for regulation of the stimula-
tion current) [6]. In the animal, usually a muscle twitch or spasm [Zuckung] was 
observed. According to Gross (2007), who reviewed Fritsch and Hitzig’s experi-
ments, the central findings were that:

(a) the stimulation evoked contralateral movements, the crossed laterality confirming obser-
vations dating back to Hippocrates in the 5th century BC [7], (b) only stimulation of the 
anterior cortex elicited movements, (c) stimulation of certain parts of the cortex consistently 
produced the activation of specific muscles, and (d) the excitable sites formed a repeatable, 
if rather sparse, map of movements of the body laid out on the cortical surface. [3]

Fritsch and Hitzig confirmed their stimulation findings by lesioning the areas 
whereby electrical stimulation had led to muscular responses. They often also 
observed some recovery of function, which led them to suggest that there was more 
than one centre involved in motor control [8]. Their experimental results are 

Fig. 6.1  Drawing after Fritsch and Hitzig’s 
(1870) figure of stimulation sites on the dog’s 
cortex. Δ twitching of neck muscles, + 
abduction of foreleg, † flexion of foreleg, # 
movement of foreleg, ♢ facial twitching 
(Figure taken from Gross, 2007 [3])

6  Mapping and Lesioning the Living Brain
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meanwhile seen as a major step in the development of modern neuroscience [9]. At 
the time, however, findings were met with great scepticism. Contemporary opinion 
was that motor functions were controlled from the basal ganglia, in particular the 
corpus striatum (remember that, for instance, Broca explained Leborgne’s hemipa-
resis by a lesion of the striate body; see Chap. 1). The cortex was thought to be 
rather insignificant for this purpose (or, in fact, for any purpose). One of the chapters 

Fig. 6.2  Volta’s electrolytic battery, as used in a modified form for the stimulation experiments of 
Aldini and Rolando (circa 1800). (Upper figure) Volta’s chain of cups. (Lower figures) Pile that 
Volta named the artificial electric organ, columnar apparatus and electromotor apparatus (Text and 
Figure taken from Boling, 2002 [4])

6.1  Fritsch and Hitzig
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in Young’s book gives an excellent overview of the concepts and dogmas on senso-
rimotor functions that prevailed at the turn of the nineteenth century:

The corpora striata seem to have held the loyalties of all as the major motor organs. When, 
in 1865, Luys assigned discrete motor functions to cortical cells on histological grounds, he 
still held that the corpora striata were the effective motor organs. Carpenter’s standard text 
on Physiology held in 1869 that the corpus striatum was the motor ganglion and the thala-
mus the sensory. William Carpenter’s writings provide a clear picture of the orthodox view, 
and an opportunity to contrast this with the new approach of Spencer and Jackson. [9]

Young tries to reconstruct why the nineteenth-century investigators failed to see 
that there were anatomical connections that ran from the cortex to the spinal cord:

It is perfectly understandable that the investigators of the brain in the nineteenth century 
related the sensory tracts to the optic thalamus and the motor tracts to the corpus stria-
tum. Todd and Bowman were quite right in tracing the posterior columns of the spinal 
cord to the thalami and the anterior columns to the corpora striata. But why did they stop 
there? It appears that their preconception allowed them to see this far and no farther. 
Neither the thalami nor the corpora striata are the termini of tracts which are seen to pass 
into them. [9]

The corpus striatum consists of both the caudate and lentiform nucleus. 
Ontogenetically, these nuclei are single structure, divided by the internal capsule. 
Modern neuroanatomy teaches that there are direct connections from the motor cor-
tex to the spinal cord, passing through the internal capsule. Sensory information is 
indirectly passed on to the cortex, via a relay station in the thalamus. This ‘passing 
on’ of sensorimotor tracts was not seen or better perhaps not acknowledged by most 
researchers before 1870. Even after Fritsch and Hitzig’s experiments, it took years 
to convince the scientific community that the cerebral cortex was directly impli-
cated in muscular movements:

As late as 1886, Jackson indicated that most physicians thought epilepsy to be a dysfunc-
tion of sub-cortical and medullary centres [10]. It is not until 1890 that one finds, in Foster’s 
standard Text Book of Physiology, the modern view which sees the fibres of the cortico-
spinal tract merely passing through the corpora striata, structures whose functions are 
unknown. [9]

Hughling Jackson’s work played an important role in cerebral localization theo-
ries, although—as stated by Young—‘no claim is feasible that Jackson predicted 
Fritsch and Hitzig’s findings’ [9]. Hughling Jackson adopted the view that the ner-
vous system is an aggregate of distinct functional organs and was convinced that 
all neurological functions were exclusively of sensorimotor origin: ‘The psychical, 
like the physical, can only be functions of complex combinations of motor and 
sensory nerves’ [11]. In 1873 Hughling Jackson wrote that epileptic discharges had 
their origin in the cortex. Later, Charcot would honour him with the term 
‘Jacksonian epilepsy’, referring to his description of the ‘march’ of seizures over 
different body parts, that implicated a somatotopic representation of motor 
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functions [12]. To capture some of the Zeitgeist, it is illustrative to quote a famous 
footnote that Hughling Jackson wrote in 1870:

It is asserted by some that the cerebrum is the organ of mind, and that it is not a motor organ. 
Some think the cerebrum is to be likened to an instrumentalist, and the motor centres to an 
instrument; one part is for ideas, and the other for movements. It may then be asked, How 
can discharge of part of a mental organ produce motor symptoms only? I say motor symp-
toms only, because, to give sharpness to the argument, I will suppose a case in which there 
is unilateral spasm without loss of consciousness. But of what ‘substance’ can the organ of 
mind be composed, unless of processes representing movements and impressions; and how 
can the convolutions differ from the inferior centres, except as parts representing more 
intricate co-ordinations of impressions and movements in time and space than they do? Are 
we to believe that the hemisphere is built on a plan fundamentally different from that of the 
motor tract? What can an ‘idea’, say of a ball, be, except a process representing certain 
impressions of surface and particular muscular movements? What is recollection, but a 
revivification of such processes which, in the past, have become part of the organism itself? 
What is delirium, except the disorderly revival of sensori-motor processes received in the 
past: What is a mistake in a word, but a wrong movement, a chorea? Giddiness can be but 
temporary loss or disorder of certain relations in space, chiefly made up of muscular feel-
ings. Surely the conclusion is irresistible, that ‘mental’ symptoms from disease of the hemi-
sphere are fundamentally like hemiplegia, chorea and convulsions, however specially 
different. They must all be due to a lack, or to disorderly development, of sensori-motor 
processes. [9]

6.2	 �Ferrier

In the years following the publication of Fritsch and Hitzig’s paper, the literature on 
cerebral localization became exhaustive [9]. Cerebral centres for various functions 
were described in various animals, and techniques for stimulation and ablation were 
further refined. Among the many investigators, Sir David Ferrier (1843–1928) stood 
out. He was the first to confirm the experiments of Fritsch and Hitzig, and, accord-
ing to Sherrington, was the main figure to provide the basis for a ‘scientific phrenol-
ogy’ [13]. He also paved the way for intracranial surgery (Fig. 6.3). The principal 
inspiration for Ferrier’s research was Hughlings Jackson’s ideas on functional local-
ization in the cortex. Ferrier’s book The Functions of the Brain (1876) was dedi-
cated to Hughlings Jackson, ‘who from a clinical and pathological standpoint 
anticipated many of the more important results of recent experimental investigation 
into the function of the cerebral hemispheres’ [6]. Another motivation was to fol-
low-up on the discovery of the electrical excitability of the hemispheres by Fritsch 
and Hitzig. Ferrier was initially not very explicit in acknowledging the work of his 
predecessors, probably because they had not referenced Hughlings Jackson in their 
paper.a Ferrier’s method differed considerably from that of Fritsch and Hitzig. He 
was careful to use the minimal current necessary to obtain responses and to guard 
against conduction to neighbouring structures ‘by insulation of the electrodes, and 
careful removal of fluid which is apt to collect on the surface’ [6]. Still, Ferrier 

a See Young (1970) for details of this dispute [9].
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observed considerable differences between different animals with respect to the 
excitability of the hemispheres. He also observed a significant variation between 
different regions in the brain:

A current sufficient to cause decided contraction of the orbicularis oculi will frequently fail 
to produce any movements of the limbs. By arbitrarily fixing a standard of stimulation 
which they thought sufficient, Fritsch and Hitzig failed to elicit the most important positive 
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result of deep significance in regions of the brain which they choose to call inexcitable. 
There is no reason to suppose that one part of the brain is excitable and another not. The 
question is, how the stimulation manifests itself. [6]

Ferrier used a faradic current (via an induction coil) which resulted in complex 
muscular movements of longer duration. Remember that Fritsch and Hitzig used 
direct and monophasic (galvanic) stimulation whereby they induced muscle 
twitches. Ferrier believed that these more complex movements resembled inten-
tional movements better than the short muscular reactions that were produced by the 
galvanic method:

The closing and opening shock of the galvanic current, applied to the region of the brain, 
from which movements of the limbs are capable of being excited, causes only a sudden 
contraction in certain groups of muscles, but fails to call forth the definite purposive com-
bination of muscular contractions, which is the very essence, and key to its interpretation. 
Fritsch and Hitzig, in their description of the results of their experiments with the galvanic 
stimulus, did not, in my opinion, sufficiently define the true character of the movements. If 
the galvanic current is applied for a longer period than necessary to cause the momentary 
closing or opening shock, electrolytic decomposition of the brain substance ensues at the 
points of contact with the electrodes; an objection from which the faradic stimulus is 
entirely free. I have in my possession the brains of monkeys and other animals, on which 
experimentation by the induced current was maintained for many hours, which, with the 
exception of some degree of hyperaemia consequent on exposure as much as stimulation, 
are entirely free from structural lesion. [6]

Fig. 6.3  (a, b) Ferrier’s composite results of his monkey experiments, showing areas whereby 
stimulation results in motor responses. Figures and quotes are taken from Ferrier’s book The func-
tions of the brain (1886) [6]. Note that motor responses are found well behind the central sulcus 
and also in the temporal region. Ferrier states that there are no exact boundaries for these areas and 
that stimulation results are dependent on the duration and intensity of the current. For example 
(compare figure d), stimulation of area 6 results in ‘Flexion and supination of the forearm—the 
completed action bringing the hand up to the mouth. The movement is essentially the same as that 
which occurs on stimulation of the sixth cervical root of the brachial plexus.’ (c) ‘Lesion of the left 
hemisphere, causing motor paralysis of the right leg and right hand and wrist, and of some of the 
movements of the right arm, and loss of sight of the right eye.’ Ferrier believed that the paralysis 
that followed a large ablation was permanent. Others observed that there was a considerable recov-
ery when the animals were kept alive for a longer period [8, 162]. (d) ‘Lesion (f) of the left hemi-
sphere, causing paralysis of the action of the biceps on the right side.’ (e) Ferrier, following the 
nomenclature and anatomical scheme of Ecker, translated his results in monkeys to the human 
brain. He acknowledged that ‘An exact correspondence can scarcely be supposed to exist, inas-
much as the movements of the arm and hand are more complex and differentiated than those of 
monkey; while, on the other hand, there is nothing in man to correspond with the prehensile move-
ments of the lower limbs and tail in the monkey.’ (f) Diagram showing the relationship between the 
convolutions and the skull. This sort of information guided surgeons in their trephination and corti-
cal exploration. Macewen was the first surgeon to use Ferrier’s data for localizational purposes and 
operated on a patient guided solely by the motor phenomena of the patient [4]

6.2  Ferrier
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In his book, Ferrier meticulously presents arguments against the criticism 
that the elicited movements ‘are in reality due to conduction of currents to the 
real motor centres situated at the base of the brain’ [6]. That dispute was cer-
tainly still not settled at the time:

Areas in close proximity to each other, separated by only a few millimetres or less, react to 
the electrical current in a totally different manner. If there were no functional differentiation 
of the areas under stimulation the diverse effects would be absolutely incomprehensible on 
any theory of mere physical conduction, which would, under the circumstances, be practi-
cally to the same point in all cases. Movements of the limbs can only be excited from cer-
tain points, all others being ineffective. No current applied to the prefrontal or occipital 
regions will cause movements of the limbs, yet physical conduction to supposed motor 
centres and tracts at the base is just as easy from these points as from the parietal regions, 
which react invariably and uniformly. The supposition that it is mere conduction to the 
corpus striatum and motor tracts which accounts for the movements is further absolutely 
contradicted by the simple experiment of placing the electrodes on the island of Reil, which 
immediately overlies the lenticular nucleus. Here we get in nearest proximity to the corpus 
striatum and internal capsule, and yet no reaction whatever can be induced by currents 
which are highly effective when applied to the more distant parietal regions. [6]

Ferrier could elicit movements from a rather wide cortical territory in monkeys, 
including the parietal and temporal lobe (Fig. 6.3). However, he commented that:

The mere fact that movements result from stimulation of a given part of the hemisphere does 
not necessarily imply that the same is a motor centre in the proper sense of the term. [6]

For Ferrier, motor reactions could also be secondary related to stimulation of a 
sensory centre, ‘being of the character of associated or reflex indications of sensa-
tion’ [6]. When, for instance, stimulation of the temporal regions induced move-
ments of the contralateral ear (area 14 in Fig. 6.3), these findings could also point to 
this region’s involvement in hearing [8]. The central sulcus did not form a boundary 
for motor function in Ferrier’s studies. In fact, he (wrongly) assumed that tactile 
sensation had no representation within the peri-Rolandic region:

In my earlier experiments, which I have since abundantly confirmed, I could discover no 
sign of impairment or loss of tactile sensibility after the most extensive lesions involving the 
convex aspect of the cerebral hemisphere. And yet, considering the definite localization of 
the centres of sight, hearing, smell, and probably taste, as well as the respective motor cen-
tres, no conclusion seems a priori better warranted than that there must be a definite region 
for the various forms of sensibility included generally under the sense of touch (contact, 
pressure, temperature, &c.). [6]

This region for tactile sensory functions was, according to Ferrier, located in the 
falciform lobe (i.e. hippocampal, parahippocampal and cingulate gyrus), a view 
adopted also by others (see Fig. 6.4). Ferrier rejected, based on experimental and 
pathological findings, the hypothesis that motor and sensory tracts could become 
‘jumbled together indiscriminately in the cortical areas’ [6]. Instead he conducted 
several experiments whereby he selectively destroyed areas in the hippocampal 
region of monkeys to prove that ‘beyond all doubt (…) the falciform lobe is the 
centre of common and tactile sensations.’ In order not to damage the brain areas that 
surround the deeper-lying mesiotemporal regions, which would have undoubtedly 
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occurred during surgical exploration, Ferrier inserted a wire underneath or through 
the occipital lobe to cauterize the deeper parts of the brain. In his chapter ‘The sen-
sory centres’, Ferrier concluded that the falciform lobe is the cortical centre for the 
sensory fibres in the internal capsule. He was unable to differentiate the lobe further 
into various different sensory centres, as he had observed for cortical motor func-
tion. Still, he assumed that the ‘various motor centres are each anatomically related 
by associating fibres with corresponding regions of the falciform lobe. This associa-
tion would form the basis of a musculo-sensory localization’ [6].

Although the evidence against Ferrier’s view gradually mounted, it took consid-
erable time before the modern view was accepted that sensory functions were 
located in the postcentral region. See, for a historical review on this topic, the paper 
of Boling (2002) [4].

6.3	 �Sherrington and Grunbaum: The Primate Motor Cortex

Ferrier’s observations that motor areas were located both anteriorly and posteriorly 
to the central sulcus were initially widely supported by other clinical and experi-
mental studies. But this view changed, albeit only gradually. Horsley and Beever, 
for instance, observed that electrical stimulation of the postcentral region was usu-
ally not very successful in evoking motor responses [14]. Then again, they had also 
observed recovery of function from small lesions in the precentral gyrus and con-
cluded that ‘the pre-central gyrus is not in man the only out-going motor centre for 
voluntary movements of the upper limb’ [8]. Convincing evidence for the modern 
view that motor functions are located exclusively in the precentral gyrus was given 
in the animal studies of Charles Scott Sherrington (1857–1952) and Albert 
Grunbaum (1869–1921) [15, 16].b Their paper, published in 1917, had a lasting 

b Grunbaum changed his name into Leyton in 1915.

Fig. 6.4  Diagram and quotes taken from Mills’ Cerebral localization in its practical relations 
(1888). Mills’s findings were ‘based upon the investigations of Ferrier, Horsley and Schäfer, and 
others, and upon a study of cases, personal and collected from the literature of the subject’ [163]. 
‘By the sensorial area is meant that for the senses of touch, pain and temperature, and modification 
of these senses, and it has been made to include the gyrus, fornicatus, hippocampal convolution, 
precuneus, and also portions of the superior and inferior parietal convolutions. This sensorial area 
has therefore been extended to the external surface of the cerebrum so as to include the general 
postero-parietal region’. Note the naming centre in the posterior part of the third temporal 
convolution
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influence for many years. The various observations and conclusions are still well 
worth reading and remain among the most informative investigations to date. It is 
worth mentioning that Cushing and Campbell cooperated in some of the experi-
ments and were acknowledged in the paper. Lemon (2008), in a historical perspec-
tive on the paper, summarizes the findings as follows:

Leyton & Sherrington (1917) provided the first detailed proof that there was indeed local-
ization of function within the cerebral cortex. The durability of their report probably owes 
most to the fact that Leyton & Sherrington (1917) were the first to establish precisely the 
true extent of the motor area, and to provide the first detailed ‘motor map’ of the primate 
motor cortex. In addition, they showed that surgical extirpation of the cortical tissue that, 
when stimulated, gave rise to movement of a particular body part, resulted in a widespread 
weakness and loss of use of that same body part. There was, however, substantial recovery 
in the weeks that followed, recovery that was not lost on lesioning either the adjacent tissue 
in the same hemisphere or the equivalent cortical area of the opposite hemisphere. Finally, 
they were able to trace the course of the degenerating corticofugal and corticospinal fibres. 
They observed widespread degeneration in the cervical cord after a lesion of the hand and 
arm cortical area and noted that after such a lesion in the chimpanzee (p. 185), ‘the whole 
of the cross-area of ventral horn has scattered through it many degenerating fibres…’, 
which I think is the first report of the direct cortico-motorneuronal projection, a projection 
whose existence was confirmed physiologically by Bernard & Bohm (1954) and one that 
appears to be unique to primates (Porter & Lemon, 1993). [16]

The fact that Leyton and Sherrington did not evoke motor responses from post-
central areas contrasted with the observations of previous investigators such as 
Ferrier. Ferrier seems to have been very careful in his stimulation procedures, and 
yet Leyton and Sherrington obtained different results and conclusions. This discrep-
ancy must be explained by their further refinement of experimental methodology 
[16]. It is likely that Ferrier and previous experimenters used currents that were ‘too 
strong’ so that motor responses were produced from areas outside the true motor 
cortex [4, 17, 18]. Leyton and Sherrington had realized that several factors could 
affect stimulation results, notably ‘the depth of narcosis, freedom of blood supply, 
local temperature, and such effects of experimental exposure of the cortex as “dry-
ing”.’ They went to great lengths to control experimental conditions as much as 
possible:

For stimulation of the cortex we have used faradisation, applied for the most part by the 
unipolar method [15, 19]. For this a broad copper plate was strapped over a pad wetted with 
strong sodium chloride solution lying against the sole of the foot contralateral to the hemi-
sphere under examination. The pattern of electrode used was that figured in the Journal of 
Physiology, vol. xxviii. p. 16 [19]. It has the advantage of being easily applied with a light 
and fairly constant pressure against the cortex surface without risk of pricking the cortex or 
its pia; also of being easily sterilised by the flame, and of being readily bent to any appropri-
ate curve when surfaces not otherwise easily reached have to be explored. The inductorium 
was of the usual physiological pattern, worked by a single Daniell cell. In many instances 
we have used also the bipolar method, the electrode tips being 2 mm. apart. The unipolar 
method is preferable, and gives minuter localisation. Especially where, as in certain experi-
ments, a cut surface is to be explored for fibres running at right angles to that surface.

The animals were in all cases deeply anesthetised with chloroform and ether mixture for the 
whole of the operation by which the cortex is exposed. During the actual exploration with 

6  Mapping and Lesioning the Living Brain



121

faradism the anaesthesia was lightened, since in profound anesthesia the cortex becomes 
inexcitable.

After the dura mater was opened it was always necessary to prick or tear some small 
holes in the arachnoid to let out the subarachnoid fluid. If that is not done, localization in 
the neighborhood of the suIci is almost or quite impracticable.

A precaution found necessary for success in a prolonged examination of the cortex is 
prevention of a fall in temperature of the exposed cortical surface. The temperature of the 
room was therefore always kept high, usually fully 30 °C; and the cortex was kept as far as 
possible covered with cotton-wool swabs wrung out after being soaked with Locke’s fluid 
at 38 °C. [20]

The peri-Rolandic cortices of 22 chimpanzees, three orang-utans and three gorillas 
were probed and studied with electrical stimulation. Stimulation usually lasted 1–2 s 
[21]. The results are extensively described in a paper that would nowadays probably 
not be accepted for publication in such a lengthy format (88 pages). However, the 
amount of detail and data that is provided is well justified given the many insightful 
observations and conclusions. More than 400 (!) different movements are listed. These 
movements often consist not only of a first but also a second, third or even fourth move-
ment. Each unique response is numbered and indicated on a scale drawing of the cor-
tex. For instance, observation no. 187 consisted of flexion of the fingers without the 
thumb (first movement), wrist flexion (second movement), wrist supination (third 
movement) and elbow flexion (fourth movement). Movement no. 192 consists of flex-
ion of all fingers and the thumb (first movement), thumb adduction (second movement) 
and elbow flexion (third movement). In seven animals, precentral areas where specific 
movements had been elicited with electrical stimulation were lesioned to study the 
resulting neurological deficits. This resulted in severe motor deficits, as expected from 
the stimulation results. However, these animals made a remarkable and fast recovery, 
up to the point where there was almost no deficit detectable. One animal (see Fig. 6.5 
for an extensive description) was studied with stimulation mapping on six different 
occasions. In consecutive sessions, surgical lesions were made in both hemispheres 
specifically to test whether these areas were involved in recovery of motor functions:

Improvement in the willed actions of the limb set in very early, and progressed until the 
limb was finally used with much success for many purposes even of the finer kind. Thus 
after destruction of the greater part of the arm areas of both hemispheres the two hands were 
freely and successfully used for breaking open a banana and bringing the exposed pulp of 
the fruit to the mouth. And again, after considerable destruction of one leg area the foot was 
successfully used for holding on the bars when climbing about the cage. [20]

Leyton and Sherrington were impressed by the fact that it took the animals many 
hours to ‘realize’ that their arm or leg had lost its particular function. They kept on 
using the limb as if it was not affected. This made them wonder whether the func-
tion of the ablated motor cortex could be ‘infra-mental’:

The impression given us was that the fore-running idea of the action intended was present 
and as definitely and promptly developed as usual. All the other parts of the motor behav-
iour in the trains of action coming under observation seemed accurate and unimpeded 
except for the role, as executant, of the particular limb whose motor cortex was injured. [20]

6.3  Sherrington and Grunbaum: The Primate Motor Cortex
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Fig. 6.5  (a A) First operation, January 3—partial resection of left precentral gyrus. Shown 
is part of the exposed left hemisphere of a chimpanzee during surgery. Numbers denote the various 
motor responses of the wrist and hand that were obtained along this part of the precentral gyrus. 
‘The part indicated by the enclosure within the dotted line was then extirpated: care was taken to 
include the whole anterior wall of the sulcus centralis, i.e. down to the bottom of the sulcus.’ What 
followed was a partial paresis of hand musculature. ‘Fifteen days after the operation great improve-
ment had occurred in the use of the limb; a cursory examination would hardly detect any defect of 
movement in it; the wound had completely healed.’ Second operation, March 3—extension of 
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previous resection in left hemisphere. ‘Faradisation of the cortex along the lower edge of the old 
lesion evoked no movement in hand, but retraction and raising of right angle of mouth, and at one 
point quite regularly a brisk turning of neck and head toward the opposite side. Faradisation by 
plunging the unipolar electrode into the soft scar, even when the penetration amounted to 1 cm, 
failed to evoke movement. Precentral gyrus above the lesion was explored up to the upper genu; it 
gave the same results as at the previous examination 2 months before.’ ‘The old scar was then 
entirely cut away, and the old lesion deepened everywhere by further ablation; and the old lesion 
was increased upward by removing part of the gyrus previously uninjured as far as the line marked 
3. iii. in the map.’ ‘Next day, the animal doing very well and being very active, the movements of 
right arm were thoroughly examined. No difference was detected between its existing motility and 
that obtaining before the last operation.’ (a B) Third operation, April 2—resection of homologue 
motor area in right precentral gyrus. ‘Careful search was made for evidence of movement in the 
right arm on stimulation of this cortical area for the left arm, in order to test the supposition that 
the recovery of the right arm movements might be explicable by supplementary functions for right 
arm taken over by the cortical field for left arm. Even with very strong and diffuse (widespread 
bipolar electrodes) stimulation, let alone moderate and weak with the unipolar electrode, never was 
any trace of movement of right arm evoked by excitation of the motor arm area of the right hemi-
sphere. The movements elicited in left arm were, however, very various and vigorous. Finally, the 
whole of the area which under faradisation had provoked “leading” (primary) movement in fingers, 
thumb, wrist, and elbow was then extirpated by the knife to a depth of about 8 mm, and the floor 
of the ablated area cauterised superficially with the electro-cautery.’ Lines of lesion shown in figure 
AB. This resulted in a clear impairment of left hand and wrist functions. ‘Not the slightest recruden-
scence of symptoms of paresis and clumsiness in the right arm was detected.’ Fourth operation, 
April 3—extension of previous resection in right hemisphere. Given the good condition of the 
animal and the fact that it ‘climbed actively about the cage’, it was decided to ablate more of the 
arm area of the right hemisphere. ‘The area of cortex indicated on the figure as bounded by fissura 
centralis and the dotted line above (…, limit line marked 3, iv.,) was then excised to the same 
depths as yesterday.’ Directly after surgery, the paresis of the left arm had increased. However, 
improvement was already seen the day after surgery. Four days after the last operation, there is 
‘Further improvement in motility of left arm. Since the right cortex operation, which impaired the 
motility of left arm, the motility of right arm has notably increased, and right arm has been much 
more frequently employed than before. No paresis remains detectable in it; and hand, and the 
whole arm, are now repeatedly employed for all their usual purposes. This morning, after its break-
fast, the animal sat and picked its teeth with the isolatedly extended index finger of right hand. It 
was seen also to pick and scoop out the furrows of the pinna of the left ear with right index finger. 
When making an effort to take with the left hand a small object, e.g. maize-grain, there occurs 
frequently an accompanying strong contraction (flexion) of the fingers of right hand. The converse 
has not been noticed to occur.’ (a C) Fifth operation, April 8—third resection in left hemi-
sphere. ‘Gyrus post-centralis was then tested by faradisation to see if, especially at the levels 
opposite the excised portion of arm area, it had acquired motor responsiveness to the electric 
stimuli, but no motor responses could be elicited from it. From precentralis above the lesion, from 
the edge of the lesion right up to the trunk area, between arm area and leg area, repeated excitation 
elicited, and elicited easily, movements of shoulder, but of no other part of arm. Movements thus 
evoked in shoulder were never on any occasion accompanied by or followed by movements of 
elbow, wrist, fingers, or thumb. (…) The strip of cortex above the former lesion was then excised 
to the limit shown (…) by the broken line marked 8, iv. From the old lesion the electrodes never 
obtained responses, although plunged deeply into the tissue, and although both the single and 
double electrodes with strong stimuli were used. On recovery from the operation narcosis the ani-
mal showed no impairment in the motility of right arm. (…) May 4.—The animal now uses both 
hands and arms well. Employs either hand in feeding himself with banana or grapes. Peels banana, 
holding it in one hand and stripping off the peel with the other.’ Left and right hemisphere were 
then again examined with similar stimulation results as in previous sessions. The animal was then 
killed. (b) Microscopic examination of bulb and spinal cord revealed degeneration of pyramids 
both on the right and left side. (c) Stimulation responses from one gorilla ‘grouped diagrammati-
cally’ (Figures and quotations taken from Leyton and Sherrington (1917) [20])
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The paper has ‘a great many key points of lasting value’ [16]. Of course, there is 
the first convincing somatotopic representation of motor functions along the precen-
tral gyrus (Fig. 6.5c). The drawing of the gorilla’s brain is an important precursor of 
the ‘homunculus’ images that—20 years later—would become one of the most per-
vasive pictures in the neurological and neuroscientific literature. Leyton and 
Sherrington emphasized that their image was only a simplified and diagrammatical 
representation of their observations; it was not an accurate depiction of an individ-
ual’s functional topography. Despite these cautions, these visually appealing images 
are frequently cited and (mis)interpreted outside the context of the original publica-
tion. Consequently, important details and nuances are ‘lost.’ For instance, these dia-
grams do not show the anatomical and functional variability between animals, a 
variability that was much larger than what Leyton and Sherrington expected:

The dissimilarity of the convolutional pattern of the hemispheres even in individuals of the 
same species (…), and the seemingly variable relation of analogous functional points to 
sulci of corresponding name, makes it practically impossible to decide with sufficient exac-
titude what point on the hemisphere of one individual is identical with a given point upon 
another hemisphere. [20]

The animal studies showed that there was no strict anatomico-functional correla-
tion and certainly no invariant somatotopic order of functions along the precentral 
gyrus. Of equal importance was Leyton and Sherrington’s observation that the areas 
from which responses of a particular body part were evoked overlapped with those 
that controlled other body parts, a fact that would later also be confirmed in humans 
[22]. The fact that there is no pointlike representation for muscles or movements 
and that functional borders are diffuse and not strict is also something that simply 
cannot be adequately visualized by a drawing.

Then there was another important issue that was broadly questioned at the time: 
what exactly was represented by the cortical motor areas? If one would again sim-
ply look at Fig. 6.5c, one is apt to think that each part of the motor cortex controls 
the muscles of the body parts that are schematically written on the different parts of 
the cortex. However, Leyton and Sherrington stressed that movements, and not 
muscles, were represented in the primary motor cortex (an opinion that was also 
favoured by Hughlings Jackson and Ferrier). Sherrington’s observations are in line 
with current neurophysiological findings that each part of the motor cortex is 
involved in the control of multiple muscles and that, conversely, individual muscles 
are controlled from a wide cortical territory. What the exact role of the primary 
motor cortex is in movement control, and how the information is coded in the cor-
tex, remains to be determined. The fact is that motor control involves a great many 
more areas outside the primary motor cortex, and there are multiple functional rep-
resentations, probably also within the primary motor cortex.

Leyton and Sherrington noted in particular that the movements that resulted from 
electrical stimulation were fractional in their nature, consisting of more or less ele-
mentary movements from which other and more complex movements were ‘con-
structed’, or as Leyton and Sherrington eloquently put it themselves:

that the individual movements, elicited by somewhat minutely localized stimulations, are, 
broadly speaking, fractional, in the sense that each, though co-ordinately executed, forms, 
so to say, but a unitary part of some more complex act, that would, to attain its purpose, 
involve combination of that unitary movement with others to make up a useful whole. In 
evidence of this ‘fractional’ character it is only necessary to note the predominantly unilat-

6  Mapping and Lesioning the Living Brain



125

eral character, as elicited from the cortex, of movements that under natural circumstances 
are symmetrically bilateral. [20]

Electrical stimulation thus cannot evoke ‘natural’ movements. Then there is 
another very important aspect of electrical stimulation mapping, one that is surpris-
ingly seldom discussed in the modern (clinical) literature, that:

the cortical motor point, or many of them, are within limits functionally unstable. The chart 
obtained from a motor region examined at one time and by one series of stimulations may 
not agree in detail with that obtained from the same motor region at another time and under 
another series of stimulations. [20]

So the responses that result from stimulation of a certain cortical area are not 
‘fixed’ and can be altered by preceding stimulations of the adjacent cortex. This 
phenomenon of ‘facilitation’ was also studied by others, notably by Brown [23, 24]. 
Leyton and Sherrington assumed that facilitation of responses was a physiological 
phenomenon that reflected the ‘rich mutual associations of the cortical motor points’ 
[20]. Facilitation was needed to compose more purposeful movements out of the 
partial and fractioned ones:

Phenomena, such as (…) the functional instability of cortical motor points, are indicative of 
the enormous wealth of mutual associations existing between the separable motor cortical 
points, and those associations must be a characteristic part of the machinery by which the 
synthetic powers of that cortex is made possible. The motor cortex seems to possess, or to 
be in touch with, the small localized movements as separable units, and to supply great 
numbers of connecting processes between these, so as to associate them together in 
extremely varied combinations. The acquirement of skilled movements, though certainly a 
process involving far wider areas (cf. v. Monakow) of the cortex than the excitable zone 
itself, may be presumed to find in the motor cortex an organ whose synthetic properties are 
part of the physiological basis which renders that acquirement possible. [20]

Leyton and Sherrington’s observational work is truly a landmark in the study of 
functional brain topography. This was not only because of the ordered motor maps 
that were the precursor of later human findings, but in particular because of the care-
ful practical approach and more theoretical considerations of the underlying physi-
ological processes. The latter is often forgotten, or, even worse, not known.

6.4	 �Krause, Foerster and Penfield: The Human  
Motor Cortex

We know that at the end of the nineteenth century, several surgeons began to use 
electrical stimulation to map motor areas in human patients. Feodor Krause (1857–
1937) reported stimulation of the central area to map function and identify seizure 
foci as early as 1893 [25]. He may have been the first to do so, although Horsley, 
Sherrington and Keen are also named [26, 27]. What is beyond dispute is that 
Krause and Schum’s map of 1911, based on monopolar (faradic) stimulation in 142 
patients, is the first detailed representation of the human motor cortex [28]. In an 
impressive series (even measured by current standards), they systematically found 
all motor areas to lie on the precentral gyrus and in a somatotopic order that 
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Fig. 6.6  Krause’s map of motor functions as a result of (faradic) stimulation in 142 patients, 
published in 1911. Note the amount of detail and the resemblance to the latter maps of Penfield. 
(Figure taken from Devinsky, 1992 [21]). ‘All the foci which are found belong to the precentral 
convolution. They lie on the cortex, so arranged that the centers for the lower extremities are situ-
ated above, near the longitudinal sinus, and, as has been determined on experimental animals, they 
extend down to the median side of the hemisphere also. About the upper fourth of the precentral 
convolution is taken up with the lower extremity of the opposite side of the body. About half of the 
middle portion contains the foci for contractions in the upper extremity, from shoulder to fingers. 
In the lower fourth are situated the foci for the muscles of the face and the muscles of mastication; 
here the centers for muscles of the larynx, the platysma myoides and the tongue should also be 
found’ (Krause 1934) [164]
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resembles that of the well-known homunculus (see Fig. 6.6). A similar map of the 
precentral gyrus, albeit more schematic, was published in 1930 by Foerster and 
Penfield [29]. Both Krause and Foerster made monumental contributions to neuro-
surgery including the introduction of surgery for epilepsy. They greatly contributed 
to the development of electrocorticography [30] as well as intraoperative electrocor-
tical stimulation for localization of functions and localization of the epileptogenic 
focus (see for details the historical chapter in Lüders and Comair, 2001) [31]. 
Foerster was strongly influenced by Wernicke, with whom he cooperated and pub-
lished an anatomical atlas. Following Wernicke’s suggestion, he went to Paris to 
study with Dejerine, Marie and Babinksi, before returning to Breslau [32].

The somatotopic order of the primary motor cortex was only to become famous, 
however, with the introduction of the homunculus by Wilder Penfield (1891–1976), 
first published in Brain with Boldrey in 1937 [33] and later, in a more final graphical 
form, in the seminal monograph The cerebral cortex of man in 1957 [34]. More than 
30 years after Leyton and Sherrington’s landmark paper, Penfield and Rasmussen 
devoted six pages of their monograph to their studies of the anthropoid cortex [34]. 
At that time, Penfield was already a world-renowned neurosurgeon and famous for 
his awake surgical procedures. The monograph describes Penfield’s extensive expe-
rience with electrocortical mapping of the human cortex and begins with an overview 

Fig. 6.7  In 1915, Penfield (middle row, third from the left) enrolled in the course on mammalian 
physiology, directed by Sherrington (top row, left) at Oxford University. The photo shows the 
graduating class of 1916. For Penfield, Sherrington always remained his ‘scientific hero.’ In a 
tribute (1952) he stated: ‘It was not the example of Horsley or Cushing that led me into surgery of 
the nervous system. It was the inspiration of Sherrington. He was, so it seemed to me from the first, 
a surgical physiologist, and I hoped then to become a physiological surgeon’ [35]
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of historical studies on brain mapping. Penfield was a great admirer of Sherrington, 
whom he knew as a teacher from his (under)graduate studies (1915–1919) in Oxford 
(see Fig. 6.7). Sherrington had a lasting influence on his clinical and scientific work 
[35]. In the monograph, the various types of ‘instability of a motor point’ that were 
mentioned by Leyton and Sherrington are summarized by Penfield. Penfield had 
previously shown himself that the rules of facilitation and deviation of response also 
applied to motor and sensory responses in humans [33, 36]:

Facilitation
Suppose stimulation is carried out at any given point on the precentral gyrus, for example 
at point A, which produces finger flexion. If now the stimulation is regularly repeated, 
advancing the electrode step by step across the cortex anteriorly to A, the same response 
continues to follow each stimulus until the electrode is a considerable distance anterior to 
what was otherwise the anterior limit of motor response.

Reversal of Response
If the electrode stimulates point A and then, after time is allowed for the movement to sub-
side, the stimulation is carried step by step downward along the precentral gyrus, flexion of 
the digit continues to result from each stimulus. Thus when a point B is reached from which 
at a previous time extension of the digit had been produced, flexion instead of extension 
results. Consequently, the response from B has been reversed by antecedent stimulation.

Graham Brown and Sherrington (1912) [24] found reversal of response to occur so 
frequently that they concluded that reversal is “one of the specific offices of the cortex 
cerebri.”

Deviation of Response
If the electrode begins stimulating again at point A and progresses step by step along the 
motor cortex, producing finger flexion each time, it may happen that a point C is reached 
which had previously moved the wrist. Stimulation of C now produces finger flexion instead 
of wrist movement. This is deviation of response at point C. After little time has elapsed, 
the points B and C will go back to their former state and will yield their original response 
and not that which they were caused to yield by facilitation. [34]

Modern clinical opinion agrees with Leyton and Sherrington’s work that in 
humans the central sulcus is the border between primary motor and sensory repre-
sentations. However, the matter has never been completely settled, and questions 
remain to what extent both gyri are conjointly involved in sensorimotor functions. 
Sherrington was unable to evoke motor responses from the postcentral gyrus in his 
animals. However, there was one exception—when postcentral stimulation was 
‘facilitated’ by an immediate previous and positive stimulation of the precentral 
gyrus. In this way Sherrington—indirectly—demonstrated a functional connection 
between the peri-Rolandic areas:

When the centralis posterior near to the central fissure is faradised immediately after elicita-
tion of a motor response from centralis anterior at a point in the latter lying about opposite 
the point faradised in centralis posterior, the motor response obtained from the centralis 
anterior may reappear, and this even a few times in succession, though not for many unless 
centralis anterior be restimulated. This ‘echo-response’ is a phenomenon of considerable 
constancy. Our observations on it were made chiefly in the region of the inferior genu and 
below that, and with motor responses in lips, thumb, or index finger. Graham Brown [23, 
24] has, independently of us, observed the phenomenon in regard to flexion of the arm, and 
in small monkeys macacus and cercopithecus as well as in chimpanzee. [20]
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From an anatomical perspective, the precentral and postcentral gyri have direct 
connections via short, U-shaped fibres. Intergyral connections were first described 
by Meynert in the second half of the nineteenth century [37]. In 1906, Jakob specifi-
cally described connections between ‘homologous’ parts of the precentral and post-
central gyrus (a ‘brachial centre’ and a ‘facio-lingual centre’) [37]. Jakob’s work 
was published in Spanish and therefore at the time had scant diffusion in the English 
literature [37]. Foerster described motor disturbances with lesions in the postcentral 
region (afferent paresis), whereby in severe cases these resembled pareses [38, 39]. 
Although power was preserved, the required movements could not be performed or 
were insufficient because of diffuse contraction of agonists and antagonists. Peri-
Rolandic anatomico-functional connections are nowadays well established in ani-
mals and human [40–42]. With non-invasive MRI techniques, it has very recently 
become possible to visualize the various connections of the precentral and postcen-
tral gyrus, as well as several other connections to neighbouring cortical and 

Fig. 6.8  MRI-based fibre tractography enables non-invasive visualization of white matter connec-
tions in the brain (i.e. virtual dissection). The method requires (manual) placement of at least two 
regions to select individual tracts. The white region corresponds to the central sulcus (cs). Letters 
a–f indicate the level of the axial MRI slices as shown on the right side of the figure. (Figure taken 
from the paper of Catani and Stuss, 2012 [37]). These authors state in the discussion of their paper 
that ‘The exact functional role of the short U-shaped connections remains to be explained. Overall 
our study suggests that the distribution of the U-shaped fibres follows a functional division rather 
than a purely anatomical pattern. The three tracts of the central sulcus, for example, whose distri-
bution and relative volume have a precise correspondence with the homunculus regions (Penfield, 
1937) [33], are probably in relation to the importance of sensory information for motor control of 
skilful movements of the hand, mouth/tongue and foot’ [165]. Given the dense peri-Rolandic ana-
tomical connectivity, it is ‘surprising that direct connections between primary sensory and motor 
cortices are not considered to play a significant role in current models of sensory-motor integra-
tion, for example, in relation to grasping’ [37]
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subcortical areas (see the beautiful images of Catani, 2012, in Fig. 6.8). Penfield, 
who systematically confirmed Sherrington’s findings in humans, already considered 
the primary sensorimotor cortex a ‘functional unit’ (Fig. 6.9). Although he demon-
strated that the ‘primary representation of movement’ was to be found in the precen-
tral gyrus, he stated that:

the study of the cerebral cortex of man indicates (…) that there is a subordinate motor rep-
resentation in the postcentral gyrus. Conversely, the primary somatic sensory representation 
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is postcentral but there is a corresponding representation of sensation in the precentral 
gyrus. [34]

Penfield observed in his patients that as much as 20% of motor response was 
evoked from stimulation of the postcentral gyrus. Vice versa, sensory responses 
could be evoked from the motor cortex in 25% of stimulations (see Fig. 6.9). Further 
evidence of a more intimate functional connection between the peri-Rolandic areas 
came from resections within this area. Penfield observed that, when part of the (dis-
eased) postcentral gyrus was surgically removed:

Stimulation of the exposed precentral gyrus may still cause the patient to feel a sensation in 
the part that has lost its postcentral representation. The reverse is true for precentral exci-
sion. Paralysis follows the removal of the precentral gyrus alone. But this is followed in turn 
by partial recovery, and after recovery stimulation of the postcentral gyrus produces limited 
movement. [34]

Penfield’s sensory and motor homunculi have become iconic images that are con-
sistently cited in medical and scientific textbooks (see Fig. 6.9). In some respects, 
however, these images have done more harm than good, in a manner similar to the 
Broca–Wernicke models [33, 43]. As was the case with Sherrington’s drawing of the 
gorilla’s motor functions, the complexity of Penfield’s experimental findings was 
greatly simplified to obtain the graphical representations. This was clearly acknowl-
edged by Penfield and his co-authors. They warned their readers that ‘the exact posi-
tion of the parts must not be considered topographically accurate. They are aids to 
memory, no more’ [43]. Penfield was well aware of the inconsistencies of previous 
mapping studies and certainly realized the complexity of sensorimotor representa-
tions in the brain. He denied a simple one-to-one mapping of structure and function:

The cortical motor sequence of man shows little preservation of the segmental representa-
tion of muscles found in the spinal cord and brain stem. There was no evidence of separa-

Fig. 6.9  Figures and quotations from Penfield and Ramussen’s monograph, The cerebral cortex of 
man (1957) [34]. (a, b) Photograph and corresponding drawing (upside down) of the exposed cortical 
right hemisphere of an 18-year-old boy with a history of focal epilepsy. The epilepsy started with 
sensation in the left side of his body, followed by clonic movements of the left arm and leg. During 
the awake procedure, electrocortical recordings were made. Tickets A and B mark abnormal sponta-
neous cortical activity. A small tumour was seen anterior to ticket B. Motor and sensory areas were 
mapped out by stimulation. Observed motor responses or patient’s reported subjective experiences 
are recorded, and the site of stimulation is indicated with a numbered ticket. ‘For this purpose a bipo-
lar electrode was used with the points separated about 3 mm. Occasionally we find it useful to employ 
a monopolar electrode. The current used was from a stimulator built by Rahm [166] and modified by 
Jasper. It is our custom to begin stimulation with a frequency of 60 cycles per second and a voltage 
of 1/2 a volt. The voltage is gradually increased until the first response is obtained.’ In the book, clini-
cal and electrocortical mapping results of numerous cases are described and illustrated with photo-
graphs and drawings, similar to the example given above. Chapters are devoted to specific functions 
(e.g. Head and Eye Movement, Vocalization, Arrest of Speech) and end with general inferences on 
brain function and related cortical areas. (c) Penfield observed that as much as 25% of sensory 
responses was elicited from stimulation of the precentral gyrus. Conversely, motor response (d) was 
obtained in 20% of stimulations of the postcentral gyrus. (e, f) The sensory (left) and motor homun-
culus show the order and comparative extent of functional cortical regions. The homunculus is laid 
upon a (coronal) cross section of the hemisphere. The bars denote more accurately the relative pro-
portion of the area from which responses in the corresponding body part were evoked. These maps 
show the evidence that Penfield collected from a large number of neurosurgical patients
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tion of the movement of primitive flexors and extensors. Movements produced by cortical 
stimulation are gross, awkward. They involve multiple joints and numerous muscles. [44]

In the sensorimotor strip there is an orderly succession of responses to electrical stimu-
lation, but physiologically speaking there is no representation in points or centres. Instead, 
there is a succession of nerve circuits in which precentral and postcentral gyri are closely 
related to each other. [34]

Several authors elaborated on the dangers of cartoons such as the homunculus. 
Some considered it a misleading model of cortical functions that persisted for many 
decades [45–47]. Others, for instance, Schott (1993), even worried that the homun-
culus had impeded scientific advance:

Penfield’s homunculus was a deceptively simple and yet naive concept. This type of illus-
tration, a form of map, was a highly original attempt to portray graphically the observations 
of brilliant and painstaking research and one which has had a lasting influence as a mode of 
representation. It is memorable and useful. It has, however, been of limited and even doubt-
ful scientific value, since fact and fancy have been confused. Illustration of brain function 
by projected drawings may best be reserved for those rare instances where true images can 
be derived and recorded. (…) Representation of everything else may best be served by an 
unambiguous diagram or words. [43]

Somehow this critique never made it to mainstream science or clinical practice. 
As of today, the view prevails that the order of primary cortical motor functions is 
fixed and invariant for every individual, either healthy or diseased.

6.5	 �Bartholow and Cushing: First Experiences 
from Conscious Patients

The first record of the use of electrical stimulation in an awake patient dates from 
1874 [48]. The case was published by Robert Bartholow (1831–1904) as 
‘Experimental investigations into the functions of the human brain’ in the American 
Journal of the Medical Sciences [49]. The patient was a young woman with a carci-
noma that had eroded the skin and skull beneath it. The lesion encompassed both 
hemispheres and unfortunately had led to brain abscesses that required surgical 
drainage. Given these circumstances, Bartholow applied faradic stimulation to the 
dura and the brain of the left hemisphere:

(…) when the circuit was closed, distinct muscular contractions occurred in the right arm 
and leg. The arm was thrown out, the fingers extended, and the leg was projected forward. 
The muscles of the neck were thrown into action, and the head was strongly deflected to the 
right. [21]

No pain was noted upon stimulation. Bartholow then repeated his experiments 
on the right side with similar results [21]. He used higher currents to produce ‘more 
decided reactions.’ This resulted in a generalized seizure (with focal onset in the left 
hand) that lasted 5 min. Following the experiments, there were several recurrent 
seizures; the patient died 4 days later. Autopsy revealed ‘needle tracts from the 
electrodes, extensive thrombus in the longitudinal sinus, and a thick layer of pus 
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covering the left hemisphere’ [21]. Bartholow’s experiments, which obviously did 
not serve any medical purpose, met with fierce criticism. He responded in a letter to 
the editor with an explanation of the case and his considerations. The (dying) patient 
had given consent, he wrote, and he had expected that the small electrodes would 
have caused no injury and that the procedure would be safe [4]. He regretted that his 
experimental results, which he hoped would progress knowledge, ‘were obtained at 
the expense of some injury to the patient’ [21]. Bartholow acknowledged that injury 
was done, but that this was not the cause of the fatal outcome.

It can be difficult to judge whether or not ethical borders are encountered when 
treating patients. This is obviously always a concern when doing clinical research. 
Progress inevitably means the use of new methods that have yet to prove their clini-
cal effectiveness and safety. Such methods may be labelled ‘experimental’ and are 
especially sought for when patients are suffering, and conservative treatments do 
not provide significant relief. Good examples can be found in the practice of Harvey 
William Cushing (1869–1939), who is considered by many the ‘father of neurosur-
gery’ and honoured both as a neurosurgeon and a physiologist. When he founded a 
school of neurosurgery in Johns Hopkins Hospital, he was keen to integrate labora-
tories and post-mortem examinations in clinical practice. He was convinced that he 
needed to be both a clinician and a scientist and that medical progress required both 
laboratory experiments and surgical experiments [50]. His innovations demonstrate 
that there is really no clear-cut border between conservative and new ‘experimental’ 
treatment of patients. One of many examples was his approach to patients with tri-
geminal neuralgia. The facial pain that is caused by this disease can be excruciating, 
as was demonstrated by the first patient to be operated on by Cushing and Walker. 
This former sea captain felt ‘a devil twisting a red-hot corkscrew into the corner of 
the mouth.’ He was:

very near the end of his rope after years of seeking relief from the malady. (…) The slightest 
movement of his face or beard could set off an attack. Drugs were useless. His teeth had 
long been extracted [still today, a dental or mandibular origin for these complaints is fre-
quently suspected first, GR]. He could barely eat or talk, and in the summer of 1899 he 
appeared at Johns Hopkins threatening suicide if the surgeons couldn’t help him. Walker 
was emaciated and shrunken, unwashed and red-eyed from sleeplessness, drooling and 
writhing and crying out in pain. Two previous operations for his nerve trouble had given 
him only short-term relief. Now he did not much care if he died on the table. [51]

In Cushing’s time several surgeons had attempted to relieve the pain by cutting 
out parts of the peripheral or central nervous system. Cushing modified a surgical 
technique that was developed by Hartley and Krause and significantly contributed 
to the safety and effectiveness of the procedure (i.e. extirpation of the trigeminal 
ganglion via a craniotomy and subtemporal approach). As always, Cushing was 
well prepared. He first built on his observations by studying the literature and by 
practicing on cadavers. Exemplary for his determination and level of preparation is 
the fact that he found practice on ordinary anatomic material unsatisfactory and 
therefore performed a great many operations on fresh cadavers; the toughening of 
the bodily structures gave him markedly different sensations than those of fresh 
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tissue [51]. Cushing carefully documented clinical findings in order to better under-
stand the pathophysiological basis of the disease and to further improve his surgical 
procedures. He published extensively on his experiences in the literature [52]. 
Clinical documentation meant that the patients were subjected to time-consuming, 
daily investigations for a period of weeks. These rigorous and sometimes uncom-
fortable examinations were of no direct benefit to the patient. Nevertheless, patients 
participated in the experiments because they thought they were part of their treat-
ment or perhaps felt obliged to cooperate to their surgeon who had relieved them of 
their pain. Contemporary surgeons such as Halsted and Keen stressed that surgeons 
had a moral obligation to perform experiments and to pioneer new techniques. 
Hospitals like the Johns Hopkins Hospital had an important function in education 
and research. In Cushing’s time antiseptics and anaesthesia greatly improved, and 
this substantially lowered the surgical risks [53, 54]. As a consequence, surgery 
became more elective, and surgeons routinely gained access to the human body 
which revealed information that could not be extracted from laboratory experiments 
or clinical bedside teaching.

In 1900–1901 Cushing made a tour visiting several of Europe’s leading clinics 
and surgeons, an exercise that was at that time frequently done by (young) American 
doctors. He visited, among others, Kocher, Kroneck, Horsley and Sherrington. On 
the instigation of Kocher, Cushing studied the relationship between intracranial 
pressure, vascular dynamics and respiration. Cushing’s name was eventually given 
to the phenomenon (‘reflex’) of increased systolic pressure, bradycardia and irreg-
ular respiration in patients with elevated intracranial pressure. Although he care-
fully studied the brain’s reaction to compression and made significant contributions, 
the pathophysiological mechanisms were in fact already known for decades [55]. 
At the University of Pavia, Cushing saw Riva-Rocci’s machine for measurement of 
blood pressure. Cushing was given an inflatable armlet to take home, and 4 months 
later he would introduce blood pressure measurements for his anaesthetized 
patients in the Johns Hopkins Hospital [56]. These are some of the more beneficial 
examples of his tour around Europe. However, in his opinion, there were also dis-
appointments. Cushing was generally not very impressed by the quality of the 
surgical and anaesthesiological procedures. Cushing’s meticulously precise and 
perhaps even neurotic style of operating was in strong contrast with most contem-
porary surgical procedures. He witnessed Horsley’s operation on a trigeminal gan-
glion that was done within an hour. Cushing claimed he saw nothing more than 
‘blood and swabs’ [57]. This all made him even more determined to develop new 
methods for his own patients.

Despite the criticism that had followed the Bartholow case (and other cases), 
electrocortical mapping gradually gained acceptance as a clinical tool for localiza-
tion of both the epileptic focus and sensorimotor functions. In 1909 Cushing was 
the first to demonstrate that the human postcentral gyrus contained sensory repre-
sentations and that upon electrical stimulation patients reported some kind of sensa-
tion [58]. Although it had been repeatedly confirmed in animal experiments that the 
precentral gyrus was involved in motor functions, the role of the postcentral gyrus 
was still a matter of debate at that time. Animals obviously could not report their 
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subjective feelings and were also anaesthetized during the stimulation procedure. 
Cushing had already used electrical stimulation for motor mapping in several 
patients, a technique he had learned during his stay with Sherrington in 1901 [59]. 
In his 1909 publication, which was widely lauded for his surgical and electrophysi-
ological accomplishments, Cushing reported on two patients with epilepsy [60]. 
After the craniotomy had been performed under morphine and chloroform, these 
patients were awoken. In the first patient, a 15-year-old boy, mapping along the 
postcentral gyrus resulted in sensation in various body parts. In his second patient, 
Cushing was also able to map the adjacent gyri, to confirm that these gyri did not 
induce sensations (see Fig. 6.10). With Horsley and Krause, Cushing became one of 
the pioneers of electrical stimulation in humans.

a

c d

b

Fig. 6.10  (Top left) Cushing’s drawing of his results of electrocortical mapping in one of the first 
patients that were studied under awake conditions. Results from both motor and sensory mapping 
are shown, as well as ‘negative’ mapping results of posterior parietal areas. (Top right) Cushing 
operating in the Brigham and Women’s Hospital, Boston. (Bottom) Cushing was also a gifted artist 
and often made drawings of his anatomical studies or intraoperative findings
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6.6	 �Penfield’s Speech and Brain Mechanisms

Penfield was the first to study systematically cortical language organization from the 
perspective of both electrical brain stimulation and resection of cortical areas 
(Figs. 6.11 and 6.12). He did so in patients with traumatic brain lesions or tumours 
who suffered from epileptic seizures. Penfield was much indebted to Foerster, whom 
he had visited and worked with for 6 months in Breslau in 1928. Foerster was an 
extremely innovative neurophysiologist, neurologist and neurosurgeon. According to 
Tan and Black (2001), ‘he published more than 300 scientific monographs encom-
passing every aspect of the nervous system, including tabes, movement disorders, 
spasticity, extrapyramidal diseases, dermatomes, epilepsy, cortical localization, brain 
tumors, peripheral nerve injuries, and pain’ [61]. Penfield learned Foerster’s method 
of cortical stimulation under local anaesthesia that was aimed at localization of both 
functional (motor) cortex and epileptogenic tissue. Electrocorticographic recordings 
and galvanic stimulation of the cortex helped Foerster to delineate the epileptogenic 
region during surgery [32]. Whenever possible from a functional point of view, 
Foerster performed a radical excision of traumatic ‘scar tissue’ to cure the patient 
from invalidating epileptic seizures. The many veterans from World War I with cere-
bral injuries and resulting epilepsy gave him enormous experience. Foerster and 
Penfield conjointly performed a number of studies on this subject [29, 62]. Penfield 

Fig. 6.11  Wilder Penfield (1891–1976) as a student at Princeton University in 1913. Two years 
later, Penfield received a Rhodes scholarship and went to Oxford University to study medicine. 
There his clinical and surgical thinking was inspired by men like Osler, Holmes and Sherrington. 
In 1924 Penfield went to Spain to investigate the histological aspects of brain cells with Rio 
Hortega and Cajal, culminating in publications on oligodendroglioma [167]. Later, he would write 
and edit a textbook on neuropathology, Cytology and Cellular Pathology of the Nervous System 
(1932) [168]. In 1928 Penfield visited Foerster in Breslau, who educated him on epilepsy surgery 
and surgical procedures in awake patients. With Foerster he published a topographical functional 
map that was based on 100 patients; they also studied damaged brain tissue under the microscope 
in order to understand better the process of scar formation [62]. Penfield was the founder and first 
director of the Montreal Neurological Institute, which he modelled on Foerster’s institute in 
Breslau. Photograph taken from Wikipedia (https://en.wikipedia.org/wiki/Wilder_Penfield)
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eventually established the Montreal Neurological Institute, which was modelled on 
Foerster’s institute in Breslau [4]. Penfield’s perioperative approach became known 
as the Montreal or Penfield procedure and is still the basis for modern awake surgical 
procedures [63]. He refined contemporary methods that were needed to study his 
patients under local anaesthesia and carefully documented operative and clinical 
findings. Penfield’s many experiences and ideas on the neurophysiological underpin-
nings and localization of language functions culminated in Penfield and Roberts’ 
book Speech and Brain Mechanisms (1959). Here is the beginning of the first para-
graph of a chapter entitled ‘Forbidden Territory’:

Twenty-five years ago we were embarking on the treatment of focal epilepsy by radical 
surgical excision of abnormal areas of brain (Foerster and Penfield, 1930 [29, 62]; Penfield 
1930 [64]). In the beginning it was our practice to refuse radical operation upon the 

a b

Fig. 6.12  Penfield’s case C.H. (left) Photograph showing a large craniotomy that exposes parts of 
the frontal, parietal and temporal lobe. The order of (positive) stimulations is indicated by the 
numbers on the tickets. Patient was a 37-year-old male with focal and secondary generalized sei-
zures that had started 3 months after a head trauma. Clinical semiology, as well as preoperative 
electroencephalography and pneumoencephalography, suggested pathological changes within the 
anterior part of the temporal lobe, and operative cortical excision was recommended. During sur-
gery, a traumatic scar and dense gliosis were found under the tip of the temporal lobe (i.e. a lesion 
had resulted from the head trauma). Electrocorticography found a focus of high-voltage sharp 
waves under the surface of the anterior end of the temporal lobe. (Right) Schematic drawing of 
intraoperative results. Dotted line indicates the part of the anterior temporal that was eventually 
removed. Language disturbances were produced at points 26, 27 and 28. Anarthria (motor speech 
arrest) was produced at points 23 and 24. In the book, all the patients’ responses are documented. 
Here is an excerpt: 24—patient tried to talk and mouth moved to the right, but he made no sound. 
25—the patient hesitated and then named ‘butterfly’ correctly. Stimulation was carried out then 
below this point and at a number of points on the two narrow gyri that separate 25 from 24, but the 
result was negative—no interference with the naming process. The points of negative stimulation 
are shown by the small circles in the figure. 26—the patient said, ‘Oh, I know what it is. That is 
what you put in your shoes.’ After withdrawal of the electrode, he said, ‘foot.’ 27—unable to name 
tree which was being showed to him. Instead he said, ‘I know what it is.’ Electrode was withdrawn 
and then he said, ‘tree.’ Stimulation at point 28 and 30 led to a naming problem and speech arrest, 
respectively, but the electrograph also recorded (widespread) afterdischarges; thus, the stimulation 
results were not considered of localizing value. There was no evidence of aphasia until 20 h after 
operation. Following that, there was progressive development of profound aphasia. This began to 
improve at the end of 2 weeks and cleared up finally several weeks later (Figures and text taken 
from Penfield and Roberts’s Speech and Brain Mechanisms (1959) [36])
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dominant hemisphere unless a lesion lay anteriorly in the frontal lobe or posteriorly in the 
occipital lobe. Like other neurosurgeons, we feared that removal of cortex in other parts of 
this hemisphere would produce aphasia. The left temporal lobe and the fronto-centro-pari-
etal areas were considered to be devoted to mechanisms of speech, and aphasia literature 
gave no clear guide as to what might and what might not be removed with impunity.

But patients continued to present themselves in increasing numbers with focal epilepsy 
that had followed scars and atrophic lesions and small tumors, placed by chance within this 
general area. Many of these patients were not aphasic. Some had not been aphasic at the 
time of a well localized previous injury. And so we were emboldened gradually to make 
more and more excisions within this forbidden territory. [36]

The book includes chapters on the general brain anatomy, functional topography 
and history of language and is illustrated with many figures from historical publica-
tions. It is interesting that Penfield and Roberts chose to reproduce all four of 
Wernicke’s figures from his 1874 monograph (see Fig. 2.3) and not only the one that 
is nowadays generally associated with the Broca–Wernicke model. They discussed 
the concepts of agnosia and apraxia, and stressed the intimate and inextricable rela-
tionships with aphasia. They were fairly critical when they reviewed the available 
evidence that had led certain authors to conclude that there was a strong relationship 
between focal lesions and specific cognitive disorders:

No discrete localization of lesions producing various types of agnosia and apraxia has been 
found. It seems, as Jackson (1931) stated that any acute lesion to any gross part of the left 
hemisphere will produce some disturbance in speech. [36]

In their overview, Penfield and Roberts narrowed down the location of language 
areas to certain parts of the left hemisphere without becoming too specific:

In summary, much has been learned about aphasia since Broca’s time. It would seem that 
most authors agree that lesions in specific localities produce definite types of aphasia. The 
closer the lesion is to Broca’s area (the posterior part of the third frontal convolution) and 
the adjacent precentral face area, the more the motor components of speech are involved. 
The nearer the lesion is to the vicinity of the junction of the parietal, temporal and occipital 
lobes, the more reading and writing are affected; and the more the posterior superior tem-
poral region is involved, the greater the difficulty in the comprehension of spoken words. 
Head’s (1926) warning that there are no fundamental individual faculties of speech, read-
ing, and writing should be heeded; but until a better classification of the dysphasias is 
forthcoming, the disorders of speech, reading, and writing should be recorded.

Lesions restricted to small areas such as Broca’s area are extremely rare. The best example 
of the so-called ‘pure’ disturbances such as ‘pure motor aphasia’ are clinical descriptions 
without pathological correlations (eg, Nielsen, 1936) [65]. In most if not all of the reported 
cases, discrete lesions have resulted in only transient aphasia.

As far as the recorded literature is concerned, the difference in the clinical syndrome pro-
duced by lesions of the precentral motor face area as compared with lesions of Broca’s area 
is extremely difficult to ascertain because of the scarcity of cases with a lesion limited to 
one or the other area, or insufficient clinical data. [36]

Penfield made detailed recordings of his surgical cases and in many patients also 
acquired information on long-term outcome. This information is really one of the 
pillars upon which his work rests. It allowed him to draw general conclusions from 
his large population. For the book, 190 case records were reviewed in which 
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electrical stimulation had been applied for the purpose of localization of language 
functions (121 of these cases involved the left hemisphere); 72 of these patients 
were studied with an extensive (neuropsychological) investigation before and after 
surgery for evidence of dysphasia or other neurological problems. The book lists 
many cases, documented with findings from stimulation and excision.

With the patient under local anaesthesia, the brain was typically exposed by 
means of a large craniotomy (see Fig. 6.12). The brain was then electrically stimu-
lated to identify functional areas. Over the years, changes were made to the stimula-
tion methodology. Penfield did so in close collaboration with Herbert Jasper 
(1909–1999), the neurophysiologist who was in charge of electrocorticographic 
recordings and always present during surgery (see also their book Epilepsy and the 
Functional Anatomy of the Human Brain, 1954) [66]. Eventually, a square wave 
generator was built that produced rectangular unidirectional pulses. Pulses were 
between 0.2 and 0.5 ms in duration and the frequency was usually set at 60 Hz. 
Stimulation was done with bipolar electrodes. This setup is still widely used in 
modern neurosurgery and is often referred to as the Penfield method. From 1951 
onwards a monopolar electrode was used that was coated except for the tip, ‘so that 
it may be passed into the brain and stimulation carried out deep to its convexity 
when desired.’

Stimulation usually started at the postcentral gyrus to determine a minimum 
threshold. This was done by gradually increasing the voltage until a sensory response 
was obtained:

It was often necessary to increase that slightly to obtain movement from the precentral 
gyrus. Response from the supplementary motor area might be obtained with the same volt-
age or after a minor increase. Responses from the auditory and visual areas of the temporal 
and occipital lobes usually called for double the threshold voltage required on the postcen-
tral gyrus; and for the localization of speech areas of the cortex, the voltage was likewise set 
at double the threshold intensity.

The invariable effect of simple electrical stimulation in any area of cortex is to produce 
interference with the normal employment of that area. In some areas the stimulus produces 
activation. In other areas this seems to be impossible and only interference is produced. [36]

Stimulation of either the left or right Rolandic or supplementary motor areas some-
times resulted in vocalization (i.e. a sustained or interrupted vowel cry) but never elic-
ited any intelligible word; it only interrupted ongoing language processes. This was 
why patients had to perform language tasks during stimulation, usually counting or 
naming of a series of pictures of objects. Incidentally, but too infrequently to draw 
general conclusions, tasks for reading or writing were employed. Stimulation led to a 
number of different types of language errors that were categorized as follows: (a) arrest 
of speech, (b) hesitation or slurring of speech, (c) distortion of words or syllables, (d) 
repetition of words or syllables, (e) confusion of numbers while counting, (f) inability 
to name with the retained ability to speak, (g) misnaming with evidence of persevera-
tion and (h) misnaming without perseveration. When plotted on composite maps, these 
different language disturbances (a–h) failed to show clear regional preferences, indicat-
ing that the type of language disturbance is not indicative for the region that is electri-
cally stimulated. The most interesting map is the one that displays all the speech areas 
that were found in all patients (Fig. 6.13a). This figure is a representation of the raw 
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Fig. 6.13  (a) Penfield’s composite map of stimulation sites where electric stimulation led to an 
interference with speech tasks. (b, d) Penfield deduced three speech areas from the results of elec-
trical stimulation: inferior frontal, supplementary motor and temporoparietal. All three areas 
seemed to him of equal value from the perspective of electrical stimulation. ‘So far as can be 
determined there is no difference between the effects of the electric current when applied to the 
dominant Broca’s area, supplementary motor area, or parieto-temporal region as regards the vari-
ous alteration in speech. The reason for this lack of difference could be that these three areas are 
connected by transcortical and subcortical pathways in a single system. An electrical disturbance 
set up in any part of the system might disrupt the function of the whole system.’ If we assume that 
the horizontal and anterior rami of the Sylvian fissure are indicated on the scheme (this is not 
explicated in the text), then Broca’s area consists of the pars triangularis and pars opercularis of the 
left inferior frontal gyrus. Penfield explicitly defines Broca’s area as ‘the three gyri in front of the 
precentral gyrus.’ (c, e) These figures were composed after studying possible language impair-
ments after cortical excisions. Note the dissimilarity between figures (c) and (e); figure (e) shows 
less involvement of the posterior part of the superior temporal gyrus, but more of the middle and 
inferior temporal gyrus. ‘The three speech areas, we believe, are of different values. The posterior, 
or parieto-temporal, area is the most important. The anterior, or Broca’s, area is the next most 
important but is dispensible in some patients, at least. The superior, or supplementary motor, area 
is dispensible but probably very important after damage to one of the other speech areas.’ (e) 
‘Summarizing map of the areas of the cortex in the dominant hemisphere which are normally 
devoted to the ideational elaboration of speech. These conclusions are derived exclusively from the 
evidence from cortical excisions made around [italics GR] the speech areas. (…) The size and 
number of dots suggest the order of dispensability. Removal of the superior speech area produces 
aphasia of a few weeks’ duration; removal of the anterior area, an aphasia of longer duration’ 
(Figures and text taken from Penfield and Roberts’s Speech and Brain Mechanisms (1959) [36])

stimulation data, so to speak. New was the involvement of the supplementary motor 
area (i.e. the posterior part of the superior frontal gyrus) in language functions (although 
a first suggestion of the importance of the parasagittal region for speech can be found 
in the work of Schwab and Foerster, who reported that 14 of 21 patients with parasagit-
tal excisions developed a transient aphasia that usually started around the third postop-
erative day) [67–69]. One of the other striking findings was that the location and the 
number of language sites strongly differed between patients. Penfield speaks of an 
‘area localization and not a point localization’, meaning that language sites can be 
found in one of three fairly confined regions but that within these regions there is a 
large inter-patient variability. Within the individual patient, there were usually only a 
number of relatively small language areas, a finding that strongly contrasted with the 
large language areas that were depicted in the literature at that time:

For example, electrical arrest in the temporal regions five centimeters, seven centimeters, 
and nine centimeters from the tip may interfere with speech; whereas, at other points 
between them no interference is produced. Also, stimulation of the first, second, and third 
gyri anterior to the left precentral face area may produce effects upon speech, though stimu-
lation of the same gyri at other points does not.

Bogen and Bogen (1976) in their brilliant review paper noted that Penfield and 
Roberts’s book provides us with a number of figures in which the language terri-
tories are all slightly different; they remarked that in this respect ‘the book is a 
little confusing’ [70]. So why was that? We do not know exactly. When discussing 
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the stimulation results, Penfield and Roberts provide us with a more abstracted 
map (Fig. 6.13b) that significantly differs from that of Fig. 6.13a in two aspects. 
First, the inferior part of the sensorimotor cortex is completely left out. Penfield 
considered this part of the brain a pure motor area. He believed that the speech 
arrest that was obtained with stimulation was caused by an interference with the 
muscles that are necessary for speech and not with speech mechanisms per se. 
Hence such a response was classified as an anarthria and not an aphasia. Note that 
this classification relies on a priori assumptions of the functional character of the 
cortex and is not only solely based on the behavioural response (a complete speech 
arrest). Note also that the supplementary motor area was not left out in  
Fig. 6.13b–e. One could think of arguments to do so, because the supplementary 
motor area resembles the face motor area in stimulation results: its most promi-
nent behavioural response was a speech arrest, whereas this was the only area—
together with the face motor cortex—where positive motor phenomena were 
elicited. In other words, the supplementary motor area may indeed only be a 
motor area. A second striking difference between the stimulation data and its 
more schematic counterparts (Fig. 6.13b, d) is that only a small part of the poste-
rior temporal gyrus is included in Wernicke’s area, whereas this gyrus clearly 
shows several positive stimulation sites [70]. In Fig. 6.13d, which is presented in 
the concluding discussion of the book, it is for unknown reasons, even almost 
completely left out. Thus, the figure that was to become one of the classic pictures 
in neurology and neuroscience was already an interpretation of results and not a 
pure reflection of observations.

In addition to the stimulation data, Penfield and Roberts also provided their estima-
tion of language areas from the perspective of cortical excisions (Fig. 6.13c, e). But 
what exactly do these figures tell us? At first glance, and without any background 
information, one is apt to think that these figures point to the areas where surgery has 
a high chance of inducing severe and permanent language deficits, that the figures thus 
represent a surgical risk map. But that interpretation is not correct. On the contrary, 
when discussing the evidence from cortical excision, Penfield and Roberts write:

We have shown that any limited, previously damaged area of the left cerebral hemisphere 
may be excised with transient aphasia, but without immediate or permanent aphasia, so 
long as the remaining brain functions normally. (…) if the outlines of excisions [from all 
patients] are combined, all parts of the left hemisphere are included in the map. [36]

Later in their book, they add that removals within language areas, and particu-
larly the posterior language area, should be ‘small’ in order for aphasia to recover. 
Still, if excision of any part of the brain, including parts of Broca’s and Wernicke’s 
territories, is possible without lasting deficits, what do Fig. 6.13c, e tell us? First, it 
is important to note that, obviously, Penfield did not remove ‘normal’ brain areas. 
These figures thus do not represent language organization in a healthy brain, some-
thing Penfield and Roberts were of course well aware of: ‘We do not know what 
immediate disturbance in speech would have occurred if there had been normal 
brain.’ Penfield also did not remove the areas that he detected with cortical stimula-
tion, as he considered these areas critical for normal language function. This is the 
probable reason why the excision data largely resemble the stimulation data.
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Generally speaking, the closest evidence that a functional area has been resected 
(or damaged) comes from patients that have immediate language disturbances after 
surgery. However, this did not occur very often in Penfield’s series; only in 22 of 
273 operations (and never in the right hemisphere) did patients have language dis-
turbances immediately after surgery. Most of these patients had only transient defi-
cits. Only three patients had a lasting aphasia and all of these had a tumour. Penfield 
considered the non-tumour patients his ‘best’ patients to judge whether functional 
cortex had been resected, because the subcortical involvement and mass effect of a 
tumour were likely to overestimate the contribution of cortical function:

After reviewing the location of the excisions in all these cases without tumor, it seems sur-
prising that dysphasia did not occur more often immediately after operation. (…) There 
were only five patients whose immediate dysphasia could not be explained on the basis of 
fatigue, post-ictal phenomena, or probable vascular occlusion. The difficulty in language 
rapidly cleared in these five individuals. The recovery occurred in a period of time too short 
to consider that some other area had taken over the function of the area excised. [36]

Thus, permanent language deficits after surgery were rare. For Penfield this 
meant that his electrocortical stimulation procedure was adequate for identification 
of functional cortex and preservation of language functions. But the number of 
patients with lasting deficits was too small to justify conclusions. There was, how-
ever, another and larger group of patients who experienced language disturbances. 
Strangely, in these patients the deficits did not develop immediately after surgery 
but only after some hours or days. Penfield lists examples of many patients who had 
intact language functions during and immediately after surgery, but developed dys-
phasia after a delay of hours or days (Fig. 6.14). He suggested that these transient 
deficits were locoregional phenomena due to ‘neuroparalytic oedema’:

Most patients classified as having aphasia after operation began to have difficulty in speech 
one or more days after operation. Frequently, disturbance in speech would be noted first on 
the fourth day after operation, would increase almost to global aphasia within the next day 
or so, would begin to lessen a week later, and would disappear after several weeks. It was 
assumed, then, that following prolonged exposure to air and ultraviolet rays, as well as 
numerous electrical stimulations of the brain, physiological or pathophysiological changes 
(see Prados et al., 1945 [71]) had occurred which were different from those seen after ordi-
nary brain trauma. Therefore, we have used the word ‘neuroparalytic’ to describe the edema 
of those patients. (…) This time course was considered most unusual for brain edema.

Penfield and Roberts assumed a local cortical effect of the neuroparalytic oedema 
and hence suspected that the dysphasia was caused by a temporary malfunction of 
language areas that were close to the area of resection. They did not consider the 
resected area to play a role in language functions (any more): ‘It is permissible to 
assume that the adjacent areas of cortex were temporarily not functioning normally at 
that time.’ It is via this indirect line of evidence that they must have deduced the loca-
tion of the language areas that were eventually graphically depicted as Fig. 6.13c, e.

Let us rethink this further and study some of Penfield’s individual cases, which 
are shown in Fig. 6.14. The fact that these patients did not show any immediate (new) 
deficits after resection of left perisylvian areas strongly suggests that language func-
tions had already relocated to other brain areas prior to surgery, probably because of 
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Fig. 6.14  Six epilepsy surgical cases whereby the extent of the cortical resection in the left hemi-
sphere is indicated with dotted lines. Three patients had no language deficits prior to the operation 
(cases a, b and d). The other patients had slight (c, e) or moderate (f) problems with language 
during testing. Except for case E, there were no language deficits immediately after surgery. A 
severe but transient secondary aphasia developed later. (a) Twenty-one-year-old right-handed man. 
Seizures starting 2 years after head trauma with skull fracture. Scar lesion was excised. A practi-
cally complete aphasia developed 12 h after surgery. After 3 weeks only language deficits were 
apparent with testing of more complicated speech functions. (b) Thirty-two-year-old right-handed 
man with left parietal and skull base fractures after a car accident. Scar lesion was excised. Seizures 
started 9 months after. Speech difficulties started 1 day after operation and lasted 30 days. (c) 
Nineteen-year-old boy with seizures since the age of 11. No neurological abnormalities except for 
slowness of speech. During surgery, a ‘yellow and tough’ first temporal convolution was excised. 
One day after operation, he had a slight difficulty in spontaneous speech and seizures. Four days 
postoperatively, there was a marked dysphasia. ‘When tested seven months after operation, he was 
slow and hesitant in speaking—perhaps, a little more than before operation. He had difficulty recit-
ing the alphabet, getting to “k” and then becoming confused, but finally doing it correctly. He had 
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seizures that caused functional impairments of this area (there is another explanation, 
namely, that there is some form of immediate reorganization during surgery, but that 
is very unlikely given the time course of the language disturbances). The fact that 
there were transient deficits argues that perilesional areas are involved in this reorga-
nizational process. Modern studies have confirmed Penfield’s clinical observations 
of delayed and transient neurological deficits following surgery, but have also  
demonstrated that functional recovery usually takes months, and not weeks. These 
studies speak of brain plasticity, but this term is perhaps just as uninformative as 
Penfield’s neuroparalytic oedema. Penfield and Roberts did accept the fact that brain 
functions could relocate to homologous areas in the contralateral hemisphere after 
traumatic or vascular lesions, in particular, in the case of large lesions and young age. 
They also speak of ‘replacement’ of speech by areas within the ipsilesional 
hemisphere:

If one of the speech areas is destroyed, then adjacent areas of cortex and the other speech 
areas function during speech.

It is clear that in cases of cortical destruction some degree of replacement of speech func-
tion is possible within the same hemisphere. But this substitution of one area for another 
does not seem to take place when there are continuing local epileptic discharges in the 
cortex. [36]

Penfield had his own theory to explain ‘plasticity of the brain’ (his own term) 
[36]. In his view, all the different cortical areas were somehow functionally 

no, or only questionable, difficulty in all other tests. It is believed that his residual difficulty is 
related to the frequent minor seizures.’ (d) Eighteen-year-old, left-handed boy with a right hemi-
paresis as a result of birth injury. Seizures started at the age of 11. No speech difficulties prior to 
operation. On the third day after surgery, a transient ‘and rather severe aphasia’ developed. (e) 
Twenty-four-year-old left-handed man that had a mastoiditis and left epidural abscess as a child. 
Seizures (with postictal dysphasia) started at age 22. Presurgical testing revealed slight difficulties 
with reading and spelling. At operation ‘abnormal brain’ under the surface of the temporal lobe 
was removed. ‘After the excision and before closure of the wound he had no difficulty in spontane-
ous speech or in reading words and short sentences, but he did have moderate difficulty in naming. 
(…) The next day he was practically speechless, though emotional speech, particularly swearing, 
was present. He was unable to name, read, or obey oral or written commands.’ Patient started 
improving 2 weeks after the operation. Two months later testing showed no difficulties as com-
pared with presurgical findings. (f) Fourteen-year-old right-handed girl who had had measles and 
a generalized seizure at the age of 9 years. Three months later habitual seizures started. No neuro-
logical abnormalities. Testing showed that she had slight difficulty in obeying oral command and 
moderate difficulties in reading and spelling. After surgery there were initially no deficits. ‘Thirty-
nine hours after operation she was speechless and perseverated on the single sound “owl”. There 
was also a slight weakness of the right side of the face and the hand.’ On the fourth day after opera-
tion, she said nothing that was intelligible but was able to obey simple oral commands or point to 
objects after she read the word on a card. ‘Three weeks after operation she showed definite 
improvement. Twenty-five days after operation she had no abnormal neurological signs.’ Testing 
still revealed deficits ‘probably due to abnormally functioning brain associated with numerous 
seizures after operation’ (Figures and text taken from Penfield and Roberts’s Speech and Brain 
Mechanisms (1959) [36])
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integrated via subcortical connections. As he had observed in many cases that corti-
cal areas, independent of their location, could be resected with no, or no permanent, 
loss of function, he posed on clinical grounds that there is ‘evidence of a level of 
integration within the central nervous system that is higher than that to be found in 
the cerebral cortex.’ Already in 1938 he had published about this centrencephalic 
system, whereby each functional area of the cortex ‘forms a unit with some portion 
of the diencephalon of which it is a developmental projection’ [36]. Penfield was 
convinced that the higher brain stem, and in particular the thalamus, was the ‘central 
coordinating and integrating mechanism’ that served the purpose of inter- and intra-
hemispherical integration (Fig. 6.15) [36]:

For example, the anterior frontal cortex might be thought of as an elaboration from the 
dorso-medial nucleus of the thalamus, and much of the temporal cortex as an outward pro-
jection of the pulvinar and posterior part of the lateral nucleus of the thalamus (…). This is 
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in many ways a surer guide by which to predict functional subdivisions of the cortex than 
the cyto-architectonic parcellation of cortex (eg, Brodmann’s area). [36]

Penfield and Roberts further specified their proposed ‘speech hypothesis’ 
whereby:

the functions of all three speech areas in man are coordinated by projections of each to parts 
of the thalamus, and that by means of these circuits the elaboration of speech is somehow 
carried out. Support for such a conception is given by the fact that removal of the gyri all 
about the two major cortical speech areas does not produce aphasia. Indeed the map in 
Figure X-10 (our Fig. 6.13d) was drawn from the negative evidence provided by successful 
excisions of gyri close to the speech area, which resulted in no more than transient postop-
erative aphasia that began several days after operation. Such removals were carried to the 
bottom of each fissure but never deeper than the gray matter of the gyrus. The removals 
would not, therefore, interrupt the connections between other gyri and their own subcortical 
structures under any circumstances. They would also not ordinarily interrupt the more 
deeply placed transcortical connections within the white matter. [36]

Figures 6.15 and 6.16 illustrate the proposed cortical–subcortical connections of 
the speech areas. At Penfield’s request, Klingler performed (his now famous) white 
matter dissection on post-mortem brains to show fibre connections between the lan-
guage cortex and the thalamus. The role of subcortical structures in the thalamus 
only gained (some) interest many years later, when technology was able to localize 
subcortical lesions (i.e. from the 1970s with the introduction of computer tomogra-
phy) [72]. Interestingly, direct cortico-thalamic circuits that involve Broca’s area 
have only recently been visualized in more detail with MRI tractography [73]. 
Penfield acknowledged the importance of transcortical association tracts, but con-
sidered these ‘certainly of less importance than subcortical integration’ [36]. 
Figure 6.15c, d depicts a cross section of the brain that Penfield used to illustrate the 
depth of the sulci and to show the ‘close relationship of the posterior cortical speech 
area, with this basal gray nucleus and the adjacent nucleus lateralis-posterior’ [36].

Fig. 6.15  (a) Projection of thalamic nuclei and geniculate bodies to the cerebral cortex, as sug-
gested by thalamo-cortical connections. The figure is based on monkey studies by Earl Walker 
(1938). Penfield was convinced that each functional area in the more recently evolved cortex was 
connected to portions in the older brain. He wrote that ‘the subcortical areas of gray matter, by 
means of their projection fibers, serve to coordinate and to utilize the functional activities of corti-
cal areas and to integrate that activity with the rest of the brain.’ Penfield’s ideas are in line with 
our modern view that the thalamus and the cortex are two closely interconnected structures [169]. 
(b) Cross section through the brain showing hypothetical cortical–subcortical connections between 
the speech areas, mediated by the basal ganglia. ‘The connections that are indicated by solid lines 
have been established for the monkey by anatomical studies, and by electrographic recording mea-
surements as well. The broken lines of connection to the centrum medianum (C.M.) have been 
established for the monkey by electrical recording methods only.’ (c, d) Anatomical coronal sec-
tion of the brain (left) and corresponding drawing through the pulvinar and posterior language 
areas, indicating Penfield’s proposed cortical–subcortical connections of the speech system [170] 
(Figures and text taken from Penfield and Roberts’s Speech and Brain Mechanisms (1959) [36])
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So what Penfield proposed was in fact a strong and dynamic connectionist view, 
whereby a network of cortical areas is able to compensate for a cortical lesion within 
classical language areas. Penfield rejected the view of single areas with specific 
functions:

Lesions in particular localities may result in specific clinical syndromes. Lesions in the 
region of the precentral face area and of Broca’s area may cause dysphasic disorders which 
are predominantly expressive in type. This does not mean that a center for eupraxia, and 
another center for movements of the lips, etc., have been destroyed. There is no specific site 
where what Nielsen (1946) calls the motor engrams of speech are stored. A large part of the 
cortex and sub-cortex appears to be active during the production of a proposition. The 
transmission of impulses from the precentral gyrus to all of the complex musculature neces-
sary for speech is certainly occurring; and there is activity in Broca’s area or another speech 
area. There is, however, no localized area for articulate language in Broca’s convolution. 
Broca’s convolution is only part of the whole. [36]

This view is in strong contrast to the implicit message conveyed by the often 
reproduced (static) schemes of Fig.  6.13. For Penfield, even these areas were to 
some extend ‘expandable.’ The superior language area (i.e. the supplementary 
speech area) was the area that was:

The most easily dispensable: The evidence derived from cortical ablations in the dominant 
hemisphere indicates that removal of the supplementary area produces an aphasia that dis-
appears within a few weeks.

Penfield was not sure about the dispensability of Broca’s area: ‘our evidence 
leads us to believe that Marie was probably correct when he asserted that this area 
of cortex could be sacrificed without eventual loss of speech in the adult.’ However, 
Penfield considered his evidence too meagre to generalize this to all cases (he had 
himself removed Broca’s area only once, in a case of an indolent brain tumour, a 
hamartoma). His advice to neurosurgeons was:

Despite the suspicion of indispensability of the anterior speech area of Broca, we still 
advise that this area, which can be outlined so clearly by stimulation, should be carefully 
avoided during surgery. No excision should be carried out in the posterior speech area of 
adults, unless the removal is small. (…) On the contrary, in the posterior speech area any 
large destruction that involves cortex and the underlying projection areas of the thalamus 
would certainly produce the gravest aphasia.

Fig. 6.16  (a, b) ‘Photograph (and corresponding drawing) of the left hemisphere seen from below 
to show the nerve fiber projection connections between the posterior speech area on the left middle 
temporal convolution and the pulvinar. The inferior portion of the left temporal lobe has been 
removed, together with the inferior horn of the ventricle. (…) Dissection by Professor Klingler.’ (c, 
d) ‘Photograph (and corresponding drawing) of dissection of the left hemisphere seen from the 
lateral surface to show connections between thalamus and anterior speech cortex (Broca). Note the 
superior longitudinal fasciculus that connects posterior and anterior language areas. (…) Dissection 
by Professor Klingler’ (Figures and text taken from Penfield and Roberts’s Speech and Brain 
Mechanisms (1959) [36])
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6.7	 �Ojemann: Expanding the Language Territory

Since Penfield’s comprehensive studies, several other authors have reported their 
results with electrocortical stimulation in awake patients. In 1974, Fedio and van 
Buren studied 19 patients and found language areas spread over a larger territory 
than described by Penfield [74]. These findings were confirmed 15 years later by 
George Ojemann in his landmark study of 117 patients (Figs.  6.17 and 6.18). 
Ojemann found that language errors could indeed be evoked from a far wider 
region than the traditional Broca and Wernicke regions. This was in particular the 
case in the frontal lobe, where language areas were found in up to 50% of patients 
within the middle and the superior frontal gyrus. Ojemann analysed his stimulation 
results in a more systematic way than his predecessors; he documented not only the 
areas where ‘positive’ stimulations were found but also the ‘negative’ sites. That 
allowed him to draw a probabilistic map that indicated the chance to find a lan-
guage site in any given region of the left fronto-temporal cortex in his population 
of patients. Much to his surprise, there was no single area where language func-
tions were present in every individual patient. The area where language distur-
bances were most frequently found was the inferior frontal gyrus immediately in 
front of the motor cortex. Still, even in this classic Broca’s area, language areas 
were absent in one of five patients [75]. In the posterior part of the superior and 
middle temporal gyrus, the chance of finding language disturbances with electrical 

Fig. 6.17  Location of two sites at which electrocortical stimulation mapping disturbed a naming 
task in the left hemisphere of a 36-year-old patient. Circles, sites of bipolar stimulation; open circles, 
no errors; solid circles, sites of repeated naming errors; label A, predominantly speech arrest. Letters 
outside of the circles indicate evoked motor (Mm, Mt, A) and sensory (Sm, Sf) responses identifying 
Rolandic cortex. The shaded area in the inset indicates the location of the intraoperative cortical 
exposure. Repeated naming errors were found at one location in the superior temporal gyrus; note the 
lack of errors at the immediately surrounding sites. Note also that the inferior frontal gyrus has not 
been fully exposed (only its most posterior part) (Figure taken from Ojemann, 1991 [75])
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stimulation was even smaller; there was no region where language sites were found 
in more than one-third of patients.

A probabilistic map is a better way to deal with interindividual variability than 
simply adding up all the patients’ results in a single drawing. It weights each indi-
vidual’s functional contribution to a certain brain area. What is important to realize 
is that the observed variability is the result of several different contributing factors, 
some of which are unknown or difficult to control for. One major factor is the nature 
of the patient’s brain disease. Is it a long-standing benign lesion or a rapidly grow-
ing malignant tumour? Is there epilepsy within a seemingly normal anatomical 
brain or are the seizures related to a congenital abnormality (i.e. a dysplasia)? And 
in the case of a tumour, what is its location, size, growth pattern and so forth [76]? 
Slowly growing brain lesions, for instance, have been associated with compensatory 
mechanisms to relocate functions to ipsilateral or even contralateral brain areas 
[77]. Other factors that may contribute to language variability are age and premor-
bid cognitive abilities of the patients. A general finding is that younger patients or 
patients with greater ‘intellectual enrichment’ are more tolerant of the effects of 
pathology [78, 79]. They are thought to be more ‘cerebrally efficient’ and to have 
more ‘cognitive reserves’, although a good explanation for these phenomena is 

Fig. 6.18  Composite results from intraoperative electrocortical stimulation mapping. (Left) 
Location of essential cortical language areas as typically depicted in traditional textbook models; 
image taken from the book of Penfield and Roberts’s Speech and Brain Mechanisms (1959) [36]. 
A, frontal (Broca’s) language area; P, posterior (Wernicke’s) language area; M and S, motor and 
sensory cortex. Note that results look entirely different when individual results are examined, 
compared to language localization in an individual subject (Fig. 6.17) and to the probability map 
from Ojemann that indicates large interindividual variability (figure on the right). (Right) 
Variability in localization of sites essential for naming, based on electrical stimulation mapping in 
the left, language-dominant hemisphere in 117 patients. Patients were operated on because of 
medically intractable seizures and tested during surgery with an object naming task. Individual 
maps, such as Fig. 6.17, were aligned with reference to Rolandic cortex and the end of the Sylvian 
fissure. The cortex was then divided into zones represented by intersecting solid and broken lines. 
The upper number in each zone indicates the number of subjects in whom a site was tested in that 
zone; the lower circled number indicates the percentage of those subjects in whom naming errors 
were evoked. M and S indicate motor and sensory cortex, respectively. Although it looks as if 
Broca’s area (the zone where in 79% of patients’ language functions are found) is located on the 
precentral gyrus, Ojemann clarifies in his papers that this zone represents the posterior part of the 
inferior frontal gyrus (Figure and text (modified) taken from Ojemann (1991) [75])
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lacking [78]. Another source of variability lies in the technical and methodological 
shortcomings of electrocortical stimulation, which—despite its status as gold stan-
dard technique—suffers from false-negative and false-positive findings. A final 
important factor is the significant anatomical differences between subjects, as 
already discussed in Chap. 5. Ojemann captured each individual’s cortical anatomy 
with a drawing (see Fig. 6.17). This variability was, however, not really accounted 
for in the overall results. The anatomical sketches from each individual patient were 
projected upon a standard schematic brain, with the Rolandic and Sylvian fissures 
as orientation points. Once aligned, gyri were arbitrarily subdivided into ‘zones’, 
and for every zone the percentage was shown whereby patients had naming errors 
during stimulation. Anatomical variations between patients are inevitably lost with 
such an ‘average’ brain representation. In Ojemann’s words: ‘The functional vari-
ability we have noted may also be a consequence of considerable variability in the 
detailed anatomy of cortex’ [80].

It remains unclear why in 25 of 117 patients no language areas were found in 
Broca’s area, but both anatomical and functional variability are likely important 
reasons [81]. The pars opercularis, for example, can be enfolded and not visible at 
the cortical surface, making it inaccessible to the effects of electrocortical stimula-
tion [82]. More recent studies argue that neuroplasticity can also account for these 
results and have demonstrated that cortical mapping can be ‘negative’ in patients 
with a lesion in the classic Broca’s area. Subsequent resection of the lesion can be 
achieved without any lasting language deficit (see for a patient case Fig. 4.9) [83].

Like Penfield, Ojemann had good postoperative neurological outcome after sur-
gical procedures near or within classical language areas. He warned his fellow neu-
rosurgeons not to consider solely the anatomical location of a lesion in presurgical 
decision making, especially when the lesion was present since early life, but advised 
them instead to use stimulation mapping to assess the risk of aphasia from any pro-
posed resection.

Ojemann confirmed Penfield’s earlier findings of substantial differences in the 
patients’ functional anatomy. Another important and remarkable finding was that 
the language areas themselves were usually very small (1–2  cm2) and sharply 
demarcated from ‘non-essential’ language cortex (something that was also noted by 
Penfield). Ojemann himself spoke of ‘individual mosaics’ [84]. In the meantime, 
these observations have been reproduced by many others [85]. Ojemann criticized 
figures and models in textbooks that showed language areas that were significantly 
larger than he had found in his series. He argued that any such representation (e.g. 
Fig. 6.18) ‘is likely to be based on an artifact of pooling data from subjects whose 
essential areas are in different locations, and thus an overestimate of the extent of 
essential modules for one language function in an individual brain’ [75].

Ojemann, and others, also started to use different language tasks during surgery 
and quickly found out that this led to new ‘eloquent’ areas that could not always be 
detected with the traditional object naming task. When, for instance, both a reading 
task and an object naming task were used, a large proportion of stimulated fronto-
temporal sites only showed a positive response during one of the two tasks [86, 87]. 
Several studies confirmed a similar dissociation with other language tasks (e.g. verb 
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generation or writing [88, 89]) or when language was tested in different modalities 
(e.g. auditory versus visual naming [90]). Functional specialization seems to be the 
rule rather than the exception when functions are tested with electrocortical stimula-
tion [75, 91, 92]. Both distinct and shared cortical sites have also been consistently 
found when different languages were tested in patients who were proficient in more 
than one language, i.e. in bilingual or multilingual patients [93–95]. Thus, at least 
from the perspective of electrocortical mapping, language functions seem to be 
organized in parallel operating subsystems, something that Ojemann named ‘com-
partmentalized.’ He found this theory was supported by findings in stroke and other 
lesion studies, where patients frequently show only a selective loss of language 
functions. In general, however, stroke patients are not very well suited to research 
on the functional role of smaller areas, as the ischemic area is usually much larger 
than those that are found with electrocortical stimulation mapping. It likely includes 
several ‘positive’ and ‘negative’ stimulation sites as well as subcortical structures. 
One of the advantages of electrocortical mapping is that its ‘virtual lesions’ are 
temporary and focal and that multiple and different cortical areas can be studied 
within the same patient.

Some electrocortical mapping procedures offer the possibility to obtain knowl-
edge about more fundamental aspects of language processing (i.e. knowledge 
beyond what is considered necessary for clinical decision making). This is particu-
larly the case in patients who have grid electrodes implanted over their cortex in 
preparation for a surgical procedure for epilepsy. Placement of such a grid is done 
for diagnostic purpose and aims at localization of the epileptogenic region and/or 
identification of critical functional cortex. The grid typically stays in for a number 
of days to optimize the chance of finding the epileptogenic region. The patients are 
fully awake and are often willing to participate in scientific experiments (they are 
hooked up to neurophysiological recording machines and are literally tied to their 
beds). Boatman and colleagues performed several electrocortical stimulation exper-
iments in grid patients and specifically studied the cortical organization of speech 
perception. They used tasks that ranged from low-level auditory discrimination of 
tones or syllables to rhyming, picture–word matching or the token test. Their exper-
imental results gave them a framework ‘for modeling the organization of functional 
circuits in the left hemisphere that are critical for speech perception’ [96]. Note that 
grid recording can only be made from regions that are located on the lateral surface 
of the temporal lobe. These are the so-called belt and parabelt regions that represent 
secondary and associative auditory areas; primary (core) auditory areas lie buried 
within Heschl’s gyrus and cannot be measured with cortical electrodes. Still, the 
authors identified several different functional regions within the lateral parts of the 
temporal lobe. Both the anterior and the posterior part of the left superior temporal 
gyrus (STG) housed different speech perceptual functions. These regions seemed 
hierarchically organized (i.e. from lower level to higher level functional process-
ing). Within the posterior part of the STG, ‘electrocortical mapping studies identi-
fied an anterior region associated with acoustic-phonetic processing, a more 
posterior region associated with phonological processing, and the temporoparietal 
junction associated with access to lexical-semantic information for comprehension’ 
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[96]. The anterior part of the STG could be subdivided further into two regions: ‘a 
posterior region associated with phonological processing and an anterior region 
associated with sentence processing’ [96].

Cognitive functions other than language have also been studied with electrocorti-
cal mapping. Again, Ojemann and his group were at the forefront of these 
investigations:

Ojemann and his colleagues have studied short-term memory (STM) in the neocortex dur-
ing awake craniotomies (Ojemann 1978 [97], Ojemann 1982 [98]). Their paradigm con-
sisted of stimulus display (photographs of common objects, nonverbal stimuli such as faces 
or line orientations) via slide presentation, a distractor phase (reading, phoneme identifica-
tion, orofacial movements, mental arithmetic), and recall of the original stimulus. Ojemann 
equated stimulus display with acquisition, distraction with consolidation, and recall with 
retrieval in relating the paradigm to models of STM processing. Stimulation was applied 
during one of these three phases for three or more trials at multiple cortical sites. (…) For 
dominant hemisphere studies, the initial stimulus display for acquisition also required nam-
ing, so that the linguistic functions of naming (and, in many studies, reading) were tested in 
conjunction with the acquisition, storage, and retrieval process of memory.c

Stimulation studies thus argued that language and verbal memory functions have 
predominantly distinct representations. Memory sites were more widespread and 
usually surrounded the language sites. Distinct sites for visuospatial perception and 
working memory have also been detected [21, 99, 100]. Some authors have advo-
cated that cortical mapping of these higher cognitive functions should have clinical 
implications (i.e. to tailor the resection), but there remains a lot of discussion 
whether or not these sites are really ‘critical’ for normal function [101, 102].

Some authors also investigated whether neurological syndromes, characterized 
by a combination of functional disturbances, could be better understood with corti-
cal mapping findings. An example is the Gerstmann syndrome, whereby patients 
typically have problems with calculation, finger recognition, writing and left–right 
orientation. Roux and colleagues studied the angular gyrus and found specific sites 
for several of these functions, including also naming and reading. They concluded 
that symptoms of the Gerstmann syndrome could be found with electrocortical 
mapping [103]. In another elegant electrocortical mapping study, Boatmann and 
colleagues found evidence for a cortical substrate of transcortical sensory aphasia. 
This syndrome is characterized by impaired auditory comprehension, but intact rep-
etition and fluent speech. In all six of the studied patients, multiple sites in the pos-
terior superior and middle temporal gyrus were found where auditory comprehension 
was impaired, but the other two functions remained intact during stimulation [104]. 
At a subset of these sites, naming and word reading also remained intact.

Although these studies yield fascinating scientific information, they pose a prob-
lem to clinicians: how many language functions or tasks should be tested during 
surgery to assure that language deficits are prevented after surgery? And, even more 
challenging, what about all other cognitive functions? There are not yet definite 
answers to these questions. Mapping for cognition other than language is currently 

c Quotation taken from Devinsky (1993) [21]
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not routinely performed during neurosurgical procedures. For language, some 
authors advocate using both a naming and a reading task in all patients [87]. Others 
use only one task (naming) and refer to other language tasks on indication. Then 
there are neurosurgeons who advocate testing during surgery all languages in which 
the patient is proficient. However, such advice is certainly biased, and there is no 
strong evidence for it [94]. Penfield, who worked for 30 years in a bilingual city 
where most people spoke both English and French, said he never had seen a patient 
in whom one of the two languages was selectively lost; neuropsychological investi-
gation almost always showed an impairment in the other, seemingly non-affected 
language. To my knowledge he never tested his patients in more than one language 
during surgery.

6.8	 �Duffau: Subcortical Pathways and Hodology

Wernicke noted that damage to subcortical structures could cause language dys-
function, and he proposed that a clinical syndrome could be the result of a subcor-
tical lesion alone. But Wernicke’s theories went much further, and he attributed a 
critical role to white matter pathways in general cognitive functioning (see Chap. 2). 
Both Meynert and Wernicke postulated that connections between different brain 
regions were part of the distributed system that represented conceptual knowl-
edge. Modality-specific information was thereby stored in specialized brain 
regions, but the ‘bigger picture’ only emerged when all this information was 
somehow connected at the right moment. This view still largely reflects our mod-
ern theories on semantic memory [105, 106]. Despite Meynert and Wernicke’s 
foresight, the role of the subcortex in speech and language has always been down-
played. This attitude had already biased Broca’s conclusions; remember his 
patient Leborgne, whose extensive subcortical damage was a priori not taken into 
account when he discussed the cause of his patient’s dysphasia. In the century that 
followed, the subcortex was simply not considered important for cognitive func-
tioning and remained a sort of ‘terra incognita.’ The basal ganglia, thalamus and 
cerebellum were regarded primarily as motor structures. Only late in the twentieth 
century were these views challenged and shifted towards a more prominent role in 
cognition [107].

With the advent of CT in the late 1970s, the number of reports that described 
subcortical vascular lesions in patients with aphasia increased. Gradually, the 
concept of subcortical aphasia emerged, although its aetiology, and even exis-
tence, remains controversial until today. Subsequent new language models arose 
from neurological–radiological correlation studies (see, for an example of such 
a model, Fig.  6.19). Advanced imaging techniques (in particular MRI-based 
fibre tractography) further contributed to a renewed acknowledgement of fibre 
pathways. Interestingly, electrical stimulation of white matter and subcortical 
structures gained clinical interest rather late in the twentieth century. Language 
mapping techniques were historically developed in the context of epilepsy sur-
gery and focused on the identification and removal of epileptogenic cortical 
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areas [108]. Penfield had no real clinical interest in subcortical structures, 
although he was aware of their critical role and tried to avoid going beyond the 
depth of a sulcus whenever possible (see Fig. 6.15). When neurosurgeons started 
to operate more frequently on brain tumours because of the improved abilities 
for detection and localization of these tumours with CT scanning, it was found 
(and described in 1996 by the group of Ojemann and Berger) with electrical 
stimulation that:

functional cortex and subcortical white matter may be located within the tumor or the adja-
cent infiltrated brain. Therefore, to safely maximize glioma resection in these functional 
areas, intraoperative stimulation mapping may be used to identify functional cortical or sub-
cortical tissue within, as well as adjacent to, the tumor, thus avoiding permanent injury. [109]

Many brain tumours infiltrate the white matter and a safe subcortical delineation 
is thus important, especially because subcortical lesions generally have a higher 
chance of inducing permanent deficits than cortical lesions [110]. But much is still 
unknown: sometimes a small subcortical lesion causes severe and lasting func-
tional deficit, whereas in other cases the white matter is very ‘forgiving’ and func-
tions will recover after surgery. The work of Hugues Duffau (1966), a French 
neurosurgeon, has particularly contributed to the revival of the use of subcortical 

Fig. 6.19  Example of a model for subcortical language functions and aphasia, in this case from 
Alexander (1987) [171]. These models largely evolved from lesion studies and theories of motor 
control. They consist of complex circuitry that includes basal ganglia, thalamus and cortex [172]. 
Key features of these models are feedback loops that connect various regions that are themselves 
poorly defined in anatomical terms. Note transcallosal connections from right frontal and temporal 
areas (Figure taken from Crosson, 1992 [72])
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stimulation mapping and to the development of scientific theories regarding the 
functional role of white matter tracts. Duffau has systematically studied the func-
tion of the cortex and subcortex during surgery of low-grade gliomas. These slowly 
growing brain tumours (they grow on average a few millimetres per year) invade 
and gradually destroy normal brain tissue. Remarkably, they can reach a size of 
several centimetres before becoming symptomatic [111]. Even then, neurological 
or cognitive deficits are usually not very prominent. The majority of patients with 
low-grade glioma present with an epileptic seizure that results in detection of the 
tumour. Some of these patients, when asked in retrospect, will tell of rather ‘vague’ 
complaints they experienced, which they themselves attributed to stressful periods 
in their job or social life (but are presumably related to the presence of the tumour). 
Still, the fact that large tumours can be virtually asymptomatic for a long time 
remains a puzzling phenomenon.

Treatment of low-grade gliomas is difficult. To date, there is no cure and median 
survival roughly lies between 6 and 13 years [112, 113]. Although still a matter of 
debate, the role of surgery is becoming increasingly important as a first line of treat-
ment. There is strong empirical evidence that the extent of resection increases sur-
vival [114, 115]. The surgeon is therefore given the challenging task of maximizing 
tumour removal while preserving brain functions. The main difficulty with these 
tumours is that they have no strict anatomical borders, and total resection is thus 
virtually impossible. MRI scans may give the impression that a low-grade tumour is 
sharply demarcated, but on a microscopic scale, tumour cells have already crossed 
the radiological border by several millimetres, or perhaps centimetres, and invaded 
normal functional brain tissue (see for examples Figs. 6.20 and 6.23) [116, 117]. 
Duffau is a strong proponent of a ‘maximal’ surgical resection. In achieving this 
goal, he does not stop at macroscopic tumour borders, but removes tissue until he 
reaches functional boundaries as defined with electrical stimulation. The picture 
that emerges from these surgical procedures is foremost one of an enormous cortical 
functional flexibility. In many cases, tumours can be resected from presumed elo-
quent cortical areas with only transient neurological deficits, including the classi-
cally defined areas of Broca and Wernicke (Figs. 4.9 and 6.20) [83, 118, 119]. What 
most frequently limits the extent of resection, though, are not cortical areas but 
subcortical pathways. Duffau consequently detected and described several locore-
gional and long-distance fibre pathways that appear to play a critical role in normal 
speech and language functions (Fig. 6.21). His observations support the existence of 
not one but two main fibre pathways between frontal and temporoparietal language 
areas. One is the arcuate fasciculus, the known classic connection between Broca’s 
and Wernicke’s areas. Subcortical stimulation of this pathway predominantly 
induces phonemic paraphasias and repetition errors, suggesting a role for the arcu-
ate fasciculus in phonological processing and articulation. In addition, there is a 
second pathway that runs within the temporal lobe. Stimulation of this inferior 
fronto-occipital fasciculus (IFOF) elicits semantic disorders (see Fig. 6.22). This is 
a significant modification of the clinical language model (see also Chap. 7). The 
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ventral and dorsal pathways have obvious parallels to the ‘what’ and ‘where’ path-
ways that have been described for the visual system (and run into the temporal and 
parietal lobes, respectively) [120]. The results of intraoperative functional mapping 
also nicely fit with more recently described dual-stream models of auditory lan-
guage processing (see also Chap. 7).

Fig. 6.20  A 30-year-old patient with sudden onset of language disturbances that (completely) 
resolved after several hours. At time of admission to the hospital, there were no language or other 
impairments upon neurological examination. In retrospect, the patient reported that he experienced 
predominantly difficulties in word finding. In later days, the patient experienced auditory hallucina-
tions. These temporary functional disturbances were considered epileptic phenomena. MRI (top 
images) revealed a left temporo-parietal brain tumour (low-grade glioma). MRI-based tractographic 
information is superimposed on anatomical images (purple, arcuate fasciculus; yellow, inferior 
fronto-occipital fasciculus; red, optical tract; green, corticospinal tract). The deepest part of the 
tumour is closely related to language and optical tracts. Dotted lines show the Sylvian fissure (white) 
and central sulcus (red). Photographs during surgery (bottom images) show the results of cortical 
stimulation and the extent of resection. Several tasks were used during the mapping procedure: 
counting, picture naming and auditory comprehension. (1) Sensation in the right hand; (2) sensation 
within the mouth; (3) number skipped during counting (31 … 50); (4) hesitation and speech arrest; 
(5) speech arrest, “strange feeling” in the mouth; (6) sensation in the tongue; (7) hesitation. During 
five subsequent stimulations, no language impairments were found, and the area was considered 
noncritical for language; (8) hesitation, paraphasia and anomia. Subcortical stimulation in the resec-
tion cavity yielded visual sensations (in both eyes) and language disturbances (speech arrest, para-
phasias). During tumour resection, there were mild language impairments that worsened in the days 
after surgery. Three months after surgery, at follow-up visit, these had been resolved
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Duffau systematically studied various white matter pathways and combined the 
results of stimulation with those of non-invasive MRI-based tractography [121, 122] 
and modern post-mortem fibre dissections [123, 124]. His conjoint research with dif-
ferent researchers and institutions has resulted in many papers and a recent book 
Brain Mapping: From Neural Basis of Cognition to Surgical Applications [125]. 
His work has led him to propose an alternative view on functional language organiza-
tion, namely, a ‘hodotopical (interconnected) and plastic (dynamic) view of brain 
organization’ [110]. The model is strongly rooted in (sub)cortical functional anat-
omy and describes interactions with other networks for working memory and execu-
tive control. It better accounts for functional reshaping before or after a brain lesion 
or operation than previous models and helps to explain why surgical resections can 
be performed in presumed eloquent brain areas without neurological deficits. One of 

Fig. 6.21  Duffau’s ‘hodotopical’ model of language that is based on structural–functional corre-
lations provided by brain stimulation mapping during a visual picture-naming task (2013) [161]. 
The model is strongly rooted in anatomy, with a core that consists of two parallel processing path-
ways: a ventral semantic stream (via the inferior fronto-occipital fasciculus, purple) and a dorsal 
phonological stream (via the arcuate fasciculus, red). In addition to the direct ventral route, an 
indirect pathway is hypothesized with a relay at the level of the temporal pole (i.e. via inferior 
longitudinal fasciculus and uncinate fasciculus). Such an additional pathway would allow for func-
tional compensation and subcortical plasticity [121]. There is also an indirect dorsal route, via the 
angular gyrus. These pathways are subserved among others by lateral parts of the superior longi-
tudinal fascicles
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its important properties is that functions are delocalized and that lesions at various 
different locations can lead to similar symptomatology. This holds not only for lan-
guage but also for cognitive functions in general. For instance, when discussing the 
origin of frontal symptoms, Duffau (2012) states that, although:

it is still possible to link ‘frontal symptoms’ to a frontal lesion, it is also possible to link 
similar “frontal symptoms” to a non-frontal lesion. In addition, extensive frontal lesion 
(even a total left dominant lobectomy) can occur with neither ‘frontal syndrome’ nor con-
sequences on the daily familial, social and professional life. Such data show that an 
improvement of the knowledge of dynamic anatomofunctional connectivity is crucial for 
both neuroscientists and neurologists/neurosurgeons, based on a more distributed view, pre-
venting to rigidly relate a syndrome to the injury of a specific cerebral area—but rather to 
analyse each symptom without a priori concerning the location of the damage. [110]

As was mentioned before, the areas that are found with direct electrical stimula-
tion (DES) are usually smaller than the language territories that are claimed from 
classic neurological studies. In other words, DES frequently yields negative stimu-
lation results in inferior frontal and posterior temporal language regions. In many 
cases, these areas are anatomically or functionally abnormal due to the presence of 
a tumour or epileptogenic tissue. The absence of language areas is then hypothe-
sized to be caused by plasticity, which is the obvious explanation given the circum-
stances [126]. However, neurosurgeons occasionally resect normal brain tissue to 

Fig. 6.22  (Top box) ‘Inferior fronto-occipital fasciculus: ventral semantic stream. (a) The ana-
tomical trajectory of the white matter bundle studied by DTI. (b–d) The surgical field and post-
surgical MRI of different patients operated on for a tumor within various brain locations; (b) 
temporal; (c) insular; (d) frontal. In all cases, the deep functional boundary of the resection was 
given by a part of the inferior fronto-occipital fasciculus, identified by subcortical mapping. 
Electrocortical stimulation of this tract systematically induced semantic paraphasias. The precise 
location where these language disorders have been induced were marked intraoperatively by num-
ber tags in the depth of the cavity. These sites are shown by the arrow on the postoperative anatomi-
cal imaging. P: the posterior part of the brain.’ (Bottom box) ‘Arcuate fasciculus: dorsal phonological 
stream. (a) The anatomical trajectory of the white matter bundle studied by DTI. (b–e) The surgi-
cal field and post-surgical MRI of different patients operated on for a tumor within various brain 
locations; (b) temporal; (c) parietal; (d) insular; frontal (e). In all cases, the deep functional bound-
ary of the resection was given by a part of the arcuate fasciculus, identified by subcortical mapping. 
Electrocortical stimulation of this tract systematically induced phonological paraphasia. The pre-
cise location where these language disorders have been induced, were marked intraoperatively by 
number tags in the depth of the cavity. These sites are shown by the arrow on the postoperative 
anatomical imaging. P: the posterior part of the brain’ (Text and figures taken from Duffau (2008) 
[122])
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Fig. 6.23  A 25-year-old patient with a clinical debut of focal epileptic seizures (speech distur-
bances and motor impairment of the right arm) and a left fronto-insular glial tumour. There were 
no language or other cognitive impairments. An approach through the frontal operculum was 
planned as the preferred surgical route (we considered an alternative route via splitting of the 
Sylvian fissure to be less optimal in this case). Awake surgery was performed to map functional 
areas in the left fronto-central region. Primary sensorimotor cortex and ventral premotor cortex 
were identified with direct electrical stimulation and low stimulation settings (1) extension of fin-
gers, (2) “strange feeling” in the right jaw, (3) dysarthria, (5) speech arrest). Responses over the 
pars opercularis (4, 6) and pars orbitalis (7, 8) suggested language involvement, but were less 
convincing ((4) ‘opening of the hand’ but also three times negative stimulation result, (6) slight 
hesitation, (7) anomia and four times negative stimulation result, (8) hesitation. The pars triangu-
laris was repeatedly stimulated, but no responses were obtained with relative high stimulation 
parameters (60 Hz, bipolar stimulation, 4 mA, 1 ms pulse width). Consequently, the corticotomy 
was performed in this part of the inferior frontal gyrus (hatched area). This did not result in any 
speech or language impairments. Speech remained fluent and formal language tests (e.g. picture 
naming) remained normal. The depth of the resection border was determined by positive responses 
obtained from subcortical stimulation of the IFOF (semantic paraphasias, indicated in the lower 
image by the blue–yellow line that represents the pointing device of the surgical guidance system; 
the yellow line represents its virtual extension). When the resection encroached on this functional 
border, the patient had subtle semantic problems. After surgery there was a mild dysphasia (word-
finding difficulties, frequent hesitations and pauses) and patient complained of memory loss. Six 
weeks after surgery nearly all of these problems were resolved, and after 3 months they had disap-
peared. Postoperative MRI showed a small remnant in the insula
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expose a deep-lying tumour. These areas are used as a corridor to reach the tumour 
[127]. For insular tumours, these transcortical windows are located in the perisyl-
vian gyri: the inferior frontal, lower central, supramarginal or superior temporal 
gyri [127, 128]. It is remarkable that this kind of surgery in the left hemisphere 
hardly ever results in permanent language deficits [128]. Our surgical team had a 
number of cases where the pars triangularis was used as an entry to the anterior part 
of the insula. There were no speech or language disturbances during the corticot-
omy or removal of this part of the language-dominant inferior frontal gyrus; see 
Fig. 6.23 for an example. Why is this possible? Is this area truly non-functional, or 
are we not picking up the more subtle results of our iatrogenic damage? In our 
cases, the pars triangularis appeared normal on MRI scans, as well as on macro-
scopic inspection during surgery (white and grey matter were distinguishable 
through the surgical microscope and had normal tissue consistency). Possibly, the 
area was already disconnected from the normal language network due to infiltra-
tive growth of the underlying insular tumour. Then again, DES-positive sites were 
found in adjacent gyri that potentially suffered from a similar problem. Perhaps 
future studies can shed light on this problem, by determining the connectivity of 
these seemingly non-functional areas with more recent MRI techniques (fibre trac-
tography and functional MRI). Alternatively, DES may have yielded false-negative 
information. Although it is the gold standard, it has its methodological and practi-
cal drawbacks (see next paragraph). In any case, I find it astonishing that a seem-
ingly normal part of Broca’s area can be resected without noticeable behavioural 
deficits. This again demonstrates that the individual functional anatomy can be 
significantly different than what is normally assumed in the medical and neurosci-
entific literature, and adds to the discussion of the functionality and indispensabil-
ity of the left inferior gyrus.

6.9	 �The Wada Test and Electrical Stimulation Mapping: 
Gold Standards by Default

6.9.1	 �Language Dominance

Ever since the pioneering observations of Dax and Broca, discussion has continued 
about the contribution of each hemisphere to essential language functions. Is the left 
hemisphere indeed ‘dominant’ in most subjects and the right hemisphere the ‘minor’ 
or ‘subordinate’ hemisphere? Or are the various language functions to a certain 
extent represented in both hemispheres? Clinical observations have played a major 
role in this discussion and led to the dichotomized approach that is still commonly 
practised by clinicians. In this view, a hemisphere is either necessary or not neces-
sary for performance of language functions. Most of the evidence for this view 
stems from stroke studies where language deficits are predominantly found after 
lesions of the left hemisphere.
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Most clinicians, and probably also many scientists, will argue that our left hemi-
sphere is biased to harbour essential language functions in the absence of early brain 
damage. Still, even in healthy subjects, the predisposition of only one dominant 
(left) hemisphere for language seems unjustified, as some patients become aphasic 
after a right hemispheric stroke (Fig.  6.24) [129, 130]. Lesion-deficit studies 
strongly suggest that a small percentage of the normal adult population has atypical 
language representation, whereby language is represented in the right hemisphere 
(estimates range from 0.4 to 4%) [131–134]. The incidence is somewhat higher in 
left-handed patients and in those with early-life brain damage. As these patients 
generally make a better recovery than aphasic patients with left hemisphere 

Fig. 6.24  Of all patients that suffer from a stroke, there is a small number with right hemisphere 
damage who fails on clinical tests for aphasia. This is generally seen as strong evidence that these 
patients have a language-dominant right hemisphere. This study of Dewarrat (2009) compared 
lesion sites in patients with aphasia after a stroke in the right hemisphere (RH) or left hemisphere 
(LH). Results are shown for three types of language disturbances in 16 patients with RH damage 
and a control group of 25 patients with a stroke in the LH. Lesions that in more than 50% of 
patients resulted in deficits are indicated with orange or blue cubes. The results suggest that there 
may be differences regarding the severity of language impairments (less severe in the right hemi-
sphere group) and precise location of the lesion between both groups. Repetition and comprehen-
sion impairments in patients with RH stroke are more often associated with an anterior lesion 
(Figure taken from Dewarrat, 2009 [129])
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damage, it has been suggested that many of them may in fact have bilateral language 
representation.

It should be noted that there are obvious confounders that influence the discus-
sion on hemispheric language dominance. An important confounder is the opera-
tional definition of language, or better of language deficits, that any investigator 
uses, as it determines the choice of language tests. In particular in the clinical situa-
tion, there is a real danger that the investigation becomes a sort of self-fulfilling 
prophecy, as clinical tests are rather simple and biased towards detection of typical 
left hemisphere functions (e.g. confrontational naming, repetition, the occurrence of 
paraphasias in spontaneous speech, etc.). If we broaden our view, and step away 
from this traditional language view, there is convincing evidence that the right hemi-
sphere is not the non-language hemisphere, but that it plays an important role in 
normal communication [135]. Studies of so-called split-brain patients (where the 
corpus callosum has been surgically sectioned) indicate that the right hemisphere is 
capable of elementary linguistic functions, in particular related to the meaning of 
words. Experiments with these patients have shown that the right hemisphere can 
process verbs or nouns. As this hemisphere seems to lack speech and syntax, it com-
municates in a nonverbal manner [136]. There is also a fair amount of evidence 
from stroke studies that some aspects of normal language function are mediated 
more by the right than the left hemisphere. Many of these deficits will normally not 
be noticed in regular conversation or standard neurological examination, which is 
why they are typically underreported in the clinical literature. But language is much 
more than just speech and a vocabulary; it is also importantly based on prosody and 
kinetics:

Prosody and kinetics constitute the paralinguistic elements of language and play an equally 
prominent role in the organization of human communication and discourse. The right hemi-
sphere appears to exert a major influence on the organization of the paralinguistic features. 
Prosody is the suprasegmental feature of language that conveys information beyond that 
transmitted by word choice and word order alone. The acoustic features associated with 
prosody include pitch, intonation, melody, cadence, loudness, timbre, tempo, stress, accent, 
and timing of pauses. (…) Kinetics refers to limb, body, and facial movements that nor-
mally accompany discourse and serve to modulate the verbal message being communi-
cated. [135]

Patients with damage to the right hemisphere often have difficulty with integra-
tion of information or cannot adequately use contextual information. Although they 
can interpret the literal meaning of language, they fail to get jokes or metaphors or 
the irony, that is, the actual message of a sentence. But even on typical ‘left hemi-
sphere’ comprehension tasks, patients who suffer a lesion in the right hemisphere 
do not necessarily do better than those with left hemisphere damage when they are 
carefully examined, as is shown in Fig. 6.25.
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Fig. 6.25  (Top) Comparison of verbal and performal IQ in children with congenital damage in 
either the left or right hemisphere. Results show no relationship between the affected hemisphere 
and either verbal or performal IQ score in later years. Children were tested at various ages between 
3 and 10 years. Full-scale IQ was 93 (i.e. within the normal range, but below the population mean 
of 100). Note the wide range in scores, with some children having IQs above 120. (Middle and 
bottom) Scores on a task where patients had to match either novel or familiar sentences to one of 
four pictures. Tested groups were patients with adult-onset lesions or children (6–12 years) with 
left or right hemisphere damage (respectively, LHD and RHD). A double dissociation is seen in the 
adult group: adults with LDH do better on the familiar phrases, whereas adults with RDH do better 
on the novel phrases. This implies that the right hemisphere is important for language functions, 
but in a qualitatively different manner than the left hemisphere. The bottom figure shows that chil-
dren do far better than adults with comparable brain damage. Note also that the double dissociation 
is lacking here. RHD children actually performed worse on comprehension of novel sentences than 
the LDH group (Figures and text (modified) were taken from the chapter by Bates in Broman and 
Fletcher (1999) [173])
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6.9.2	 �Wada Test

There is only one clinical test to determine hemispheric language dominance: the 
sodium amytal or Wada test (named after its inventor, Juhn Wada) [137]. The Wada 
test is an invasive and also somewhat controversial procedure. It is predominantly 
performed in epilepsy patients who are considered candidates for surgery and aims 
to test if the contralesional hemisphere has sufficient capacity for normal language 
and memory functions. It does so by temporarily disabling a large part of one hemi-
sphere (effectively simulating surgery within this hemisphere). It is of note that the 
Wada test is seldom requested for brain tumour patients. Apparently, neurosurgeons 
are not very concerned about abnormal language organization in this group of 
patients.

The Wada test has been called the ‘least ambiguous method’ to test for hemi-
spheric language dominance [138]. Nonetheless, it is the gold standard tech-
nique for this purpose. The procedure itself is fairly simple. A short-acting 
barbiturate is injected via a catheter that is positioned in one of the carotid arter-
ies. As the barbiturate spreads in the vascular territory of the carotid artery—
which usually supplies a large part of one hemisphere—there is an immediate 
hemiplegia and unilateral slowing of the EEG.d Because several cognitive or 
behavioural functions are disrupted, there is a danger that neglect or somno-
lence will influence or even invalidate patient testing [140]. Once one of the 
hemispheres has been put ‘to sleep’, the investigator has approximately 5–10 min 

d The Wada test cannot specify laterality of all language functions, in particular functions that are 
classically attributed to the postero-temporal and infero-parietal region (such as verbal comprehen-
sion) [139]. Possibly, these regions are spared after injection of sodium amytal.

c

Fig. 6.25  (continued)
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to investigate the patient’s language (or other) functions. The patient will be 
asked to identify and name objects and to read words or answer questions. On 
the basis of a series of fairly simple tests, the examiner judges whether or not 
language functions reside in the tested hemisphere. The outcome of the Wada 
test is therefore usually dichotomic [141].

Results of the Wada test in patients that suffered from a brain lesion in later life 
(and thus had normal language development) probably reflect the incidence of lan-
guage dominance in the normal population. At least, the incidence resembles that 
found in stroke studies, whereby 96% of right-handers and 70% of left-handers 
have a left language-dominant hemisphere for simple language functions [142]. 
The incidence of atypical language representation is higher in patients with early 
brain damage (see also Chap. 9). Estimates in the literature range from 63 to 96% 
for right-handers and 48 to 75% for left-handers or ambidextrous patients. In rare 
bilateral cases, representation of different language functions in different hemi-
spheres has been reported [143–145]. It is of note that Wada test results are not 
always concordant with another gold clinical standard: electrocortical stimulation 
[146, 147].

6.9.3	 �Electrocortical Stimulation Mapping

Electrocortical stimulation mapping is the current gold standard to localize so-
called eloquent brain structures. It has a good track record in neurosurgery, and 
most surgeons consider it a valuable technique to maximize safe tumour resection 
[148, 149]. The method of direct electrical stimulation (DES) is very convincing for 
those that have been able to observe it in the operating room. It is hard not to 
acknowledge the functional importance of an area when a patient suddenly gives a 
wrong answer or stops speaking when this area is electrically stimulated. However, 
the principles and behavioural effects of stimulation on the human brain are poorly 
understood [150]. There is no convincing proof that areas that are found with DES 
are truly functional in a sense that resection of these areas will leave the patient with 
permanent deficits.

DES relies on the principle that a particular brain area or fibre pathway can be 
functionally disabled for several seconds during electrical stimulation, thus tempo-
rarily eliciting a ‘virtual lesion.’ At first glance, the technique seems very intuitive 
and valid [151]. When a particular region is stimulated and the patient has difficulty 
performing a task, there must be a close and essential relationship between that 
brain area and the disturbed function. Consequently, areas in which ESM is positive 
are considered to be indispensable for normal function and are not included in the 
resection. Duffau (2012), for instance, formulated that:

if a structure of the brain is still detected as functional by the mapping (i.e., eliciting the 
same reproducible and transient deficit during each stimulation performed at its level), 
it means that this structure is not only involved in a large-scale network, but is an 
‘epicentre’ crucial for function of the whole network—and thus cannot be 
compensated. [110]
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However, such a straightforward inference is not always justified. Premotor areas, 
in particular the supplementary motor area (SMA) proper, can be resected with little, 
if any, permanent deficit despite occasional positive responses after stimulation. After 
(or sometimes even during the course of) surgery, there is an immediate and often 
severe akinesia or mutism, as expected from the stimulation results [152]. However, 
these deficits typically resolve in several weeks or months. The fact that an area tests 
positively with electrical stimulation therefore does not necessarily imply that it is 
indispensable (i.e. eloquent) for that particular function in the long run. Note that in 
this case an eloquent area is a posteriori defined as an area that, when damaged, leads 
to permanent deficits. This finding calls into question the clinical usefulness and even 
the validity of electrical stimulation for its purpose, as it is unable to account for func-
tional reorganization or compensation after surgery. Stated otherwise, the technique is 
not predictive of permanent loss of function. In case of resection within the SMA 
region, it has been shown that secondary motor areas in the healthy hemisphere are 
recruited in response to functional deficits. Unmasking of new motor areas is corre-
lated with (partial) motor function recovery and has been demonstrated in humans by 
comparison of fMRI brain maps before and after surgery [153].

It is very likely that such a redundancy of positive stimulation sites is not only 
present in the motor domain but also holds for other (cognitive) functions. There is 
indirect evidence for this in the language domain. Surgery within the left fusiform 
gyrus never results in a lasting dysphasia, although language errors may be elicited 
with electrical stimulation [154]. Perhaps in these cases stimulation of anterior or 
basal temporal areas interferes with more distant critical areas via subcortical con-
nections [155]. Long-term functional compensation could also account for this 
redundancy. Although no randomized studies have been performed to resolve these 
issues (for obvious reasons), it seems that with electrical stimulation ‘some areas 
are more equal than others’ [156]. Clearly, there are methodological concerns 
besides practical limitations. Not much is known about the local and global effects 
of electrical stimulation [157]. With bipolar stimulation, the area that is locally 
depolarized is approximately 5  mm in diameter, and spatial resolution therefore 
seems high [158]. In addition, there is distant current spread via physiological or 
biological propagation [155]. As formulated by Mandonnet (2009):

So, in essence, DESs [direct electrical stimulations] are highly non-local: they enter the 
whole network that sustains a function. The stimulated point (axonal or cortical) is only an 
input gate to the whole network. (…) It is worth noting that the perturbation induced by 
DES in a functional network is small enough that it propagates only in a ‘sub-circuit’, thus 
inhibiting solely a specific component of the tested function. This is why for cortical map-
ping of language function, depending on which ‘sub-circuit’ is disturbed, one may observe 
phonological errors, speech apraxia, semantic paraphasias, anomia or syntactic mistakes. 
Of course, when increasing the stimulation intensity, one ultimately generates a speech 
arrest [154]. Similarly, when stimulating axonally, one generates a dysfunction of a specific 
network. While in a connectionist point of view this dysfunction is mediated by a mere 
transient disconnection between two still effective areas (i.e., only the link is disturbed, 
corresponding to a connectionist point of view), the non-local theory assumes that one or 
both of the areas linked by the stimulated pathway will be disturbed. Anyway, the resulting 
effect mimics disconnection syndrome, as observed in lesions of white matter. [158]
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Another drawback of intraoperative electrical stimulation mapping is the rela-
tively short duration of the applied stimulus (usually not more than 4 s) and the 
obvious constraints due to the surgical setting and stressful circumstances 
(Fig. 6.26). As a consequence, tasks are relatively simple, and extensive testing of 
a wide array of different functions is not possible. These methodological and 
practical issues limit thorough investigation of higher-order cognitive functions 
such as emotion or discourse. False-negative results can be expected when a func-
tion is not, or not correctly, tested for an appropriate area. For instance, it has been 
shown that patients who undergo awake surgery for a left frontal lobe tumour may 
exhibit postoperative working memory deficits, despite extensive intraoperative 
language mapping [158, 159]. Possibly, the use of a working memory task can 
prevent similar postoperative impairments in other patients. However, such a task 

a

b

Fig. 6.26  Results of an electrocortical stimulation study in patients with implanted cortical grid 
electrodes (Boatman 2005) [174]. Patients had chronic medically refractory epilepsy and were 
candidates for surgical removal of a possible epileptogenic region. The grid was implanted for 
diagnostic reasons for a period of several days in which extra-operative testing took place. This 
situation allowed for much more extensive testing than during an operation. In a scientific study, 
patients were tested with three auditory discrimination tasks (syllables and tones). The figures 
show the probability densities for the distribution of auditory speech discriminations in normal 
listeners (a) and impaired listeners (b). Black dots show the locations where task performance was 
impaired. It was found that patients who were already impaired at a particular listening task used 
a much larger part of the temporal cortex than patients who were unimpaired listeners for that 
particular task [174]. One possible explanation for this phenomenon is that impaired listeners used 
more cortical resources to achieve similar performance on the task
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has not yet been developed or validated, and it is questionable whether higher 
cognitive functions can be adequately tested in an awake surgical environment. 
Then there is the paradoxical observation that many patients do experience lan-
guage (or other) impairments during or after a surgical procedure where DES was 
used and that therefore DES itself is not always able to prevent functional deficits. 
This is known by an experienced surgical team and seen as part of the surgical 
strategy. Patients are told before surgery that there is a chance that they will have 
motor or language impairments after the operation, but that these will usually 
disappear after a period of weeks or months (a process that is, by the way, largely 
unexplained).

In conclusion, electrical stimulation mapping seems a reliable technique to 
assess the immediate consequences of removal of a part of the brain in terms of 
sensorimotor and language functions. It is currently the best technique available for 
this purpose. Of course, the cortical or subcortical area that is temporarily disabled 
by stimulation is part of a much wider brain network. It is therefore in itself never 
solely responsible for any given function that is identified with DES. As a conse-
quence, DES cannot reliably predict whether perilesional or distant neural networks 
are able to compensate for any loss of function after the operation (i.e. there is a risk 
of false-positive results).

Despite practical and methodological issues, findings from cortical and subcor-
tical mapping have greatly contributed to a new and more refined view on the 
functional representation of cognitive functions, in particular for language. This 
has not always been appreciated. In the previous century, starting with the work of 
Penfield, the results of cortical stimulation mapping were largely interpreted in 
support for the classic Broca–Wernicke model. Graphically, Penfield’s maps of the 
speech areas closely resemble the maps that had already been deduced from post-
mortem studies in language-disabled patients, and this may have contributed to the 
shallow interpretation of his clinical findings. As we have seen before, the conclu-
sions that can be drawn from Penfield’s studies are far more nuanced than this. In 
fact, Penfield himself did not attribute language functions to single brain areas but 
instead proposed a network of interconnected brain areas that was dynamic and 
able to compensate functionally in case of local damage of one of its areas. With 
the studies of Lüders [160] and Ojemann, and later those of several others, gradu-
ally a different and more complex view on language organization emerged. 
Language functions operate in parallel subsystems that show a large interindivid-
ual variability. Areas are scattered in a mosaic-like pattern and occupy a large part 
of the frontal, temporal and parietal lobes. More recently, attention shifted to the 
functional importance of white matter tracts. In particular Duffau contributed to 
newer clinical models whereby ‘the language network is organized in parallel, seg-
regated (even if interconnected) large-scale cortico-subcortical sub-networks 
underlying semantic, phonological and syntactic processing’ [161]. It is of interest 
to see that this modern, and more anatomically based, view has a number of char-
acteristics that were already described by other authors in the past but for various 
reasons never gained mainstream clinical attention. Some of these models and 
theories will be described in the next chapter.
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7Neo-connectionism, Neurodynamics 
and Large-Scale Networks

After World War II, the centre of gravity in aphasiology research shifted from 
Europe to North America [1]. In this period, interest in the German and French 
localist theories waned to virtual non-existence in clinical practice. The localist 
view was replaced by ideas with a more holistic character. A factor that likely con-
tributed to this transition was the many war casualties, whose complex disturbances 
and potential for recovery were not very well explained by the contemporary lan-
guage theories. These observations triggered basic research on aphasia, as well as 
efforts to rehabilitate patients [2]. Somehow, then, interest renewed to a point where 
localism again became the dominant clinical view that it remains today.

7.1	 �Geschwind

One of the investigators who contributed much to this renaissance was Norman 
Geschwind (1926–1984), who summarized his own view on historical findings as 
follows (1974):

It is worth recalling what the state of the art was in 1961. Until the First World War the 
accomplishments in the field of understanding the relationships of the brain to language had 
been rightly regarded as among the brightest treasures of the discipline of clinical neurol-
ogy, and the list of major contributers to it would have included a majority of the creators 
of the discipline—Broca, Meynert, Flechsig, Jackson, Wernicke, Liepmann, Lichtheim, 
Dejerine, to mention only a few.

Yet by the 1950s interest in the area had nearly vanished from the field of clinical neu-
rology. There were a few exceptions, such as Luria in the Soviet Union, but much of his 
work has been published only recently. In all of the French, German, and English-speaking 
worlds there were probably not a dozen neurologists for whom the higher functions of the 
brain represented a major interest [3].

Geschwind’s training as a neurologist imbued him with ‘an overwhelming skep-
ticism toward the view that there were highly characteristic aphasic syndromes 
associated with different lesions of the brain’ [3]. The dominant theories of that time 
were strongly holistic. As he himself explained, he had ‘forcefully (…) accepted the 



180

view that any attempt at “explaining” the syndromes on the basis of anatomy was a 
futile endeavor’ [3]. At that time Geschwind also regarded himself a believer of the 
ideas of more holistic-orientated neurologists such as Jackson, Goldstein and Head. 
Triggered by some of his teachers and the recent work of Myers and Sperry on 
callosum-sectioned animals, he began doubting these ideas and decided to study the 
classic localizationist school by reading the original papers ‘rather than by reading 
the interpretations of later hostile authors’ [3–4]. As he recalls in his Selected Papers 
on Language and the Brain (1979):

Somewhere about 1960 I awoke, perhaps belatedly, to my own profound confusion. (…) I 
was persistently troubled by the fact that people who had left their mark so indelibly in 
many areas of neurology, such as Wernicke, Bastian, Dejerine, Charcot, and many others, 
could apparently have shown what was asserted to be the sheerest naiveté and incompe-
tence in the area of higher functions. It seemed difficult to accept the view that men who had 
established long-honored clinical pictures should have apparently been so incapable of 
examining an aphasic, or that scholars who had made fundamental anatomical investiga-
tions of permanent worth should have been so perfunctory and sloppy in their descriptions 
of the brains of aphasics [3].

The first paper he read was that of Dejerine on his case of pure alexia without 
agraphia (the case was briefly described in Fig. 4.5 in Chap. 4):

The impact of the paper was multiple. In the first place the description was so lucid that it 
was immediately clear that this ‘pure’ syndrome must exist, despite the insistence of some 
modern writers that these selective syndromes ‘could no longer be seen’ (a statement imply-
ing that the earlier descriptions had been grossly in error). Indeed it was obvious that 
Dejerine’s standard of examination was superior to that of most modern students of aphasia. 
Furthermore it was a shock, but a salutary one, to discover that even so masterful a paper 
had been neglected by later writers, or grossly misquoted. Henry Head (1926), the often 
cited critic of classical approaches, did not even list it in his biography. This paper was 
therefore instrumental in making me aware of the inaccuracy of most of the histories of 
aphasia in English. [3]

Within a few weeks after reading this paper, Geschwind observed a similar case 
himself. Not much later he came across another callosal case. This patient had ini-
tially been seen by a colleague, Edith Kaplan. The patient had undergone surgery 
for a left frontal glioblastoma. After surgery, Kaplan found out that the man could 
write normally with his right hand, but—astonishingly—wrote aphasically with his 
left hand. In a book that is a tribute to Geschwind, Devinsky (1997) writes about this 
case:

She [Kaplan] could have told a thousand neurologists about this case, and it would have 
remained one of those curiosities that doesn’t seem to fit into the comfortable pigeon-holes 
of knowledge, but she told Norman Geschwind. (…) The timing was fortuitous, but 
Pasteur’s dictum applied - chance favors the prepared mind [5].

The 41-year-old patient presented with headache, nausea and vomiting. Members 
of the family had noticed increasing behavioural changes over the previous months. 
The patient was right-handed and, except for a few paraphasias and some hesitancy 
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in naming objects, had normal speech. Further neurological examination revealed 
an alert and cooperative patient with considerable frontal lobe dysfunction:

He exhibited inappropriate jocularity against a background of general apathy. He had no 
insight into his illness and appeared unconcerned about it. He kept repeating questions as if 
he did not quite understand them. He could remember only 1 of 3 items after five minutes. 
He repeated 6 digits forward and 4 backward. He made many errors in subtracting sevens 
serially from 100. His proverb interpretations were very poor, being little more than restate-
ments without interpretation. He did simple written arithmetic correctly but failed on more 
complex material such as multiplying 214 by 35. When asked to draw a clock face at a 
certain hour, he frequently reversed the large and small hands [5].

After surgery (where a partial left frontal lobectomy had been performed), there 
was initially a dense right hemiplegia and a marked aphasia. This partially improved 
with time, in particular the language abilities. One and half months after surgery, the 
patient’s speech showed ‘at most a few paraphasic errors’, although he ‘followed 
complex commands poorly’. Neuropsychological examination showed no essential 
differences as compared with the preoperative test results. Around that time it was 
discovered that the patient had writing difficulties with his left (!) hand. Upon sub-
sequent testing, several other unusual findings were found, based on an aphasic 
disturbance in naming:

He named objects placed in the left hand (concealed from vision) incorrectly; he could 
select them afterwards with his left hand by touch or pointing; and he could draw the object 
afterwards with his left hand. Even while giving an incorrect verbal description, he could 
demonstrate correctly the use of the object being held in the left hand. If an object was 
placed in one hand (concealed from vision), he could not select it from a group or draw it 
with the other hand. He frequently performed verbal commands incorrectly with his left 
hand.

The authors feel that the simplest explanation of the phenomena is that the patient 
behaved as if his two cerebral hemispheres were disconnected and that the probable cause 
of this was a lesion in the corpus callosum [5].

Kaplan and Geschwind reasoned that as a consequence of surgery, the anterior 
portion of the corpus callosum had been lesioned, thereby disconnecting left hemi-
sphere language areas from the right hemisphere areas that controlled the left hand 
(this was later confirmed in post-mortem examination) [6]. They presented this case 
of tactile aphasia, as well as the one with alexia without agraphia, at a conference in 
1961. A brief report of this meeting was published in The New England Journal of 
Medicine [7] and a full paper somewhat later in Neurology [8]. From that period on, 
Geschwind and collaborators further elaborated on the behavioural syndromes that 
resulted from localized brain lesions and in particular on the various ‘syndromes of 
disconnection’. Geschwind is not only to be credited for these efforts, and as a 
founder and teacher of the new discipline of behavioural neurology, but also for 
‘resurrecting the German and French literature from the late nineteenth and early 
twentieth centuries that had been buried by neglect and misinterpretation’ [5]. It is 
indeed striking to read in his work the many references to the historical literature 
and his tributes to its many pioneering authors. A genuine surprise can often be felt 
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with him when he describes in his papers that many of his cases and syndromes that 
he initially thought were original and new had been so eloquently documented in 
the past:

What was astonishing [Geschwind is now referring to the works of Dejerine and Liepmann 
on callosal disorders] was the fact that this work had been so grossly neglected. It was pub-
lished in widely-read journals and received wide acclaim in its day. Indeed, it was discussed 
fully in Lange’s (1936) article contained in the standard German neurological reference, the 
Bumke-Foerster Handbuch. Furthermore, Liepmann’s results had been reported with Otto 
Maas, who was still alive in the 1950s and had been confirmed by a whole array of authors 
such as Kurt Goldstein, who himself described a callosal syndrome in 1908. Despite this 
fact, the students of Kurt Goldstein whom I met were generally unaware of this fact.

I was again made aware not merely of how inaccurate most of the histories of the higher 
functions were, but also that important confirmed scientific observations could almost be 
expunged from the knowledge of contemporary scientists. My presumption is that this must 
occur in other fields as well. The reasons for this phenomenon were fairly standard: neglect 
of work written in a foreign language, neglect of work done by someone in a different field, 
excessive reliance on the authority of certain towering individual figures. [3]

Geschwind wrote several papers that directly aimed to correct some of the 
‘grossly incorrect views’ on historical events and some of its key figures. For 
instance, in a lengthy paper, he pays tribute to Meynert and Wernicke, re-analysing 
their work and restating the importance of their contributions for modern neurology 
and neuroscience [9]. Geschwind was also keen to acknowledge some errors in 
Wernicke’s earliest work, in particular regarding the concept of his conjunction 
aphasia [Leitungsaphasie]:

There was, however, an even more important source of error which resulted from Wernicke 
having failed to analyze his own diagram correctly; he had omitted the deduction that there 
should be a disturbance of repetition in conduction aphasia. Lichtheim in 1885 correctly 
added the deduction and cited a patient showing this condition [10]. Freud returned to this 
problem in 1891 and, although he cited Lichtheim extensively, he seemed to have missed in 
part some of Lichtheim’s extension of Wernicke’s theory [11]. Freud argued, as Lichtheim 
had, that the lesion disconnecting the motor from the sensory speech area should produce a 
loss of repetition in the face of intact comprehension, and went on to remark that this situ-
ation is highly unlikely. Yet within the next twenty years the triad of paraphasia, intact 
comprehension and impaired repetition was to become well known. In 1904 Karl Kleist, 
then an assistant of Wernicke’s at Halle, demonstrated a case which convinced Wernicke of 
the existence of this entity. [3]

Geschwind refined and expanded the older connectionist view into what some 
have called neo-associationism [12]. In 1961, Geschwind met Zangwill, who was at 
the time an associate editor of the journal Brain. Zangwill persuaded him to expand 
his ideas on callosal disconnections, and this led to Geschwind’s landmark paper, 
‘Disconnexion syndromes in animal and man’, which was published in Brain in 
1965. This paper, which was essentially a monograph, spanned 116 unillustrated 
pages and was published in two parts for editorial reasons [13, 14]. The work starts 
with anatomical considerations on connecting pathways in the brain and in particu-
lar with Geschwind’s description and ‘rediscovery’ of Flechsig’s rule (1901). This 
rule states that ‘primary receptive areas (…) have no direct neocortical connexions 
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except with immediate adjacent, “parasensory” areas’ [13, 15]. Thus, according to 
Flechsig, all cortical connections between primary sensory areas pass through sur-
rounding areas of associative cortex, and there are no direct intra-hemispheric con-
nections between these areas (there are—of course—direct connections to and from 
subcortical areas, e.g. via the thalamus). Geschwind generalized the rule to include 
also primary motor cortex and inter-hemispheric connections [12, 13].

Flechsig (1847–1929) was a German neuroanatomist who is remembered best 
for his work on myelination of the central nervous system. He had noted that differ-
ent areas myelinated at different times during embryonic and postnatal development 
of the brain and ‘introduced the ‘fundamental law of myelinogenesis’ that the 
sequence of myelination during individual development repeats their phylogenetic 
appearance’ [16]. Flechsig categorized cerebral areas into three large groups, 
depending on their state of myelination. The ‘primordial regions’ were those areas 
that were already myelinated before birth; these areas largely correspond to the 
‘primary sensorimotor areas’ (see also Fig.  7.1). The second group consisted of 
‘intermediate areas’ that were myelinated approximately 1 month after birth. Finally, 
there were ‘terminal areas’ that myelinated even later than that. Flechsig was led by 
the idea that evolutionarily younger systems myelinated later than the phylogeneti-
cally older and more primitive systems. He linked this temporal differentiation in 
myelination to differences in brain functions. The slower the development of an 
area, the more ‘higher’ intellectual brain functions were performed by that area. 
Flechsig named these areas ‘associative centres’:

Flechsig (1905) thought his posterior association center [located in the temporoparietal 
region] was the most important part of the brain for intellectual functions. He wrote that the 
posterior association center was responsible for connecting words with their content, under-
standing notations, forming intellectual conceptions of the external world, and grasping 
complex situations. In contrast, Flechsig emphasized the role of the frontal cortex in emo-
tion and consciousness, but concluded that the frontal lobes were not the centers for abstract 
thinking, as Eduard Hitzig had proposed. [17]

Fig. 7.1  Flechsig’s myelogenetic map of the human cortex (1901). Flechsig constructed a brain 
map that initially consisted of 40 areas; later he reduced the total to 36. The coloured areas consti-
tute the so-called primordial zones that are already myelinated at birth. Myelinization of the other 
areas is completed in later stages. Numbers reflect the chronological order of myelinization (Figure 
taken from Catani and ffytche, 2005 [12])
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For Geschwind, Flechsig’s rule and his forgotten work was an important part of 
his theories, whereby lesions to association cortex itself could lead to disconnection 
syndromes:

These anatomical facts imply that a large lesion of the association areas around a primary 
sensory area will act to disconnect it from other parts of the neocortex. Thus, a ‘disconnexion 
lesion’ will be a large lesion either of association cortex or of the white matter leading from 
this association cortex. The specification of the association areas as way-stations between 
different parts of the neocortex is certainly too narrow, but it is at least not incorrect. This view, 
as we shall see, simplifies considerably the analysis of effects of lesions of these regions. 
Since a primary sensory region has no callosal connections, a lesion of association cortex may 
serve both to disconnect such an area from other regions in the same hemisphere and also to 
act in effect as a lesion of the callosal pathway from this primary sensory area. [13]

Geschwind’s theories were also shaped by other evolutionary facts (see also Catani’s 
excellent review The rises and falls of disconnection syndromes [12]). In subprimate 
animals, Flechsig’s rule does not hold, and the primary sensory cortices of different 
modalities are connected either directly or via the limbic system [12]. As organisms 
ascend the evolutionary ladder, associative areas arise and these ‘associative areas 
become separated to a great extent from the receptive’. Primary sensory areas become 
surrounded by associative cortical regions. In the monkey, associative cortices are con-
nected to one another via the limbic system, and all primary cortices are thus indirectly 
connected via associative cortex and the limbic system. In man, according to 
Geschwind, a higher-order associative area developed in the inferior parietal lobe, and 
this area was able to integrate information from multiple modalities independent of the 
limbic system. It formed at the crossroads of visual, auditory and sensory areas. 
Geschwind calls this area the ‘association area of association areas’ (i.e. a secondary 
association area). He speculated that this area freed humans from the dominant pattern 
of sensory-limbic associations, and postulated that the evolutionary development of 
language was dependent on the emergence of this parietal association area (1965):

The situation (…) is not simply a slightly more complex version of the situation in the higher 
primates but depends on the introduction of a new anatomical structure, the human inferior 
parietal lobule, which includes the angular and supra marginal gyri, to a rough approximation 
areas 39 and 40 of Brodmann. In keeping with the views of many anatomists Crosby et al. 
(1962) comment that these areas have not been recognized in the macaque. Critchley (1953), 
in his review of the anatomy of this region, says that even in the higher apes these areas are 
present only in rudimentary form. (…) In addition this area is one of the late myelinating 
regions or ‘terminal zones’ as Flechsig termed them. In fact, this region was, in Flechsig’s 
map, one of the last three to myelinate. (…) Yakovlev (personal communication) has pointed 
out that this region matures cytoarchitectonically very late, often in late childhood. [13]

7.1.1	 �Neo-connectionism

Geschwind’s language model was essentially a modification of that of Wernicke and 
Lichtheim; hence, it is now usually referred to as the Wernicke–(Lichtheim–)
Geschwind model of language [18, 19]. Geschwind built on the traditional approach 
whereby words are transferred from one region to another, the regions being inter-
connected as functionally distinct modules. It is of note that the only connection that 
is anatomically specified is the arcuate fasciculus, although even of this pathway, the 
exact course and terminations are not given. Geschwind agreed with Wernicke—and 
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later Konorski (1961), who revived interest in conduction aphasia—that conduction 
aphasia was best explained by a lesion of the arcuate fasciculus [13]. Geschwind 
added the angular region as a centre for ‘visual word memory’—or ‘more cor-
rectly’—the region of the temporoparietal-occipital junction. Within this region, 
written language is turned into spoken language and vice versa. It contains the ‘rules 
for associating stimuli in two modalities, i.e. visual and auditory’ [3]:

Thus a visual stimulation can evoke an auditory association by means of the pathway: 
visual cortex—visual association cortex—angular gyrus—auditory association cortex. The 
auditory association cortex shown here [Fig. 7.2, top left] is the classical Wernicke’s area. 

Fig. 7.2  Some of the schemes that Geschwind (1969) used to illustrate his ideas of the organiza-
tion of auditory and visual language functions in the brain [3]. (Left) (1) face area of motor cortex, 
(2) Broca’s area, (3) lesion involving arcuate fasciculus (dotted lines), (4) Wernicke’s area and (5) 
angular gyrus. (Figure taken from Geschwind, 1974 [3]). (Right) ‘Linguistic competence requires 
the cooperation of several areas of the cortex. When a word is heard (upper diagram), the sensation 
from the ears is received by the primary auditory cortex, but the word cannot be understood until 
the signal has been processed in Wernicke’s area nearby. If the word is to be spoken, some repre-
sentations of it is thought to be transmitted from Wernicke’s to Broca’s area, through a bundle of 
nerve fibers called the arcuate fasciculus. In Broca’s area the word evokes a detailed program of 
articulation, which is supplied to the face area of the motor cortex. The motor cortex in turn drives 
the muscles of the lips, the tongue, the larynx and so on. When a written word is read (lower dia-
gram), the sensation is first registered by the primary visual cortex. It is then thought to be relayed 
to the angular gyrus, which associates the visual form of the word with the corresponding auditory 
patterns in Wernicke’s area. Speaking the word then draws on the same systems of neurons as 
before’ (Figure and text taken from Geschwind, 1979 [128])
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Broca’s region is a region of motor association cortex lying anterior to the face region of the 
classical motor cortex. It may be thought of as containing the learned rules for translating a 
particular heard sound pattern into a motor sequence. [3]

The model permits certain new predictions, for instance, that lesions in 
Wernicke’s area will also lead to problems with written language, as seen words 
cannot longer arouse their auditory forms. However, this was, and still is, a matter 
of debate:

Some of the classical authors were inclined to feel that the sight of an object could directly 
arouse the written production. (…) But what makes this supposition unlikely is that writing 
is invariably abnormal in patients with the speech pattern of Wernicke’s aphasia, while one 
might expect it to be spared at least occasionally if this were the case. Hence it appears that 
to write the word, the spoken form must be aroused first. [3]

Geschwind realized that his model had limitations and that not all aphasic phe-
nomena could be adequately explained by it. This is extensively discussed in his 
work, and—when appropriate—possible solutions are suggested. For instance, in 
case of writing disturbances, Geschwind hypothesized a separate pathway from the 
angular gyrus to Broca’s area that ‘runs forward and mixes in the lower parietal lobe 
with the fibers from Wernicke’s area’ [3]. Despite the shortcomings, Geschwind 
considered the anatomical approach the best way to explain the known data, as well 
as a good starting point for experimental testing of new hypotheses. Of course, 
Geschwind knew that reality was far more complex than his reductionist model, a 
fact he kept repeating in his work:

By far the most common types of criticism of the lesion method have been based on (a) the 
inappropriate attribution of a lost function to the locus of a lesion, and (b) exceptions to and 
inconsistencies of anatomical localization. Only an uninformed or naive thinker can believe 
that Wernicke regarded the area which came to carry his name as the site where the full 
process of auditory comprehension took place; yet, Wernicke and many of his most impor-
tant followers have been accused of precisely that belief. No effort should be spared to 
make it clear that the effects of a circumscribed locus of damage can be understood only by 
taking into account that the healthy brain tissue that has been destroyed was a component 
of a neural network, the activity of which mediates the normal function; and furthermore, 
that to understand post-lesional alterations in function one must take into account changes 
in other parts of that network.

The argument regarding exceptions and inconsistencies in localization depends, as usu-
ally stated, on invalid assumptions. No one can disagree with the assertion that exceptions 
or inconsistencies demand attention. In some instances they lead to the realization that the 
asserted localization is incorrect, and thus serve the same function that discrepant data serve 
in every branch of science. All to often, however, the argument is advanced that the exis-
tence of discrepancies shows that the very concept of localization of function is untenable. 
Implicit in this argument is the belief that a particular localization is acceptable only if it is 
universally valid. (…) It is clear that, in order to establish a valid correlation between disor-
dered behavior and the site of anatomical brain damage related to it, it is necessary to take 
into account a large number of factors, the principal of which are: (a) the nature of the 
pathological process, (b) the size of the lesion, (c) the speed of the pathological process, (d) 
the timing of anatomical and behavioral observations, (e) individual variations in neurologi-
cal organization, (f) the age, level of education, sex, and premorbid psychological and 
social factors of the individual under study. [20]
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Geschwind and Wernicke shared a common opinion on many issues. Geschwind 
regarded the loss of Wernicke’s area as the destruction of a memory store, ‘as it 
was in fact regarded classically’ [13]. He named Wernicke’s area ‘the storehouse 
of auditory associations’ [13]. When a name passes through Wernicke’s area and 
the angular gyrus, it will arouse associations in the other parts of the brain. ‘It is 
probably thus that Wernicke’s area attains its essential importance in “comprehen-
sion”, i.e. the arousal of associations’. Geschwind and Wernicke also shared a 
similar critical view on agnosia and its interrelationship with aphasic disturbances, 
stressing that these are not two distinct physiological phenomena (see also Chap. 3). 
Geschwind held the opinion that the contemporary criteria that had been formu-
lated to classify abnormal behaviour into one or the other category were 
inadequate:

The fundamental difficulty has been in the acceptance of a special class of deficits of ‘rec-
ognition’, lying somewhere between defects of ‘perception’ and ‘naming’. What indeed are 
the criteria for ‘recognition’ and is it a single function? I believe in fact that there is no 
single faculty of ‘recognition’ but that the term covers the totality of all the associations 
aroused by any object. (…) this view abolishes the notion of a unitary step of ‘recognition’; 
instead, there are multiple parallel processes of appropriate response to a stimulus. [14]

Geschwind’s neoclassical approach in the 1960s became internationally known, 
and Wernicke’s classification was to some extent ‘repackaged as the Boston classi-
fication’ [1]. The Boston School became renowned for its research on aphasia and 
for a test battery that was developed by Goodglass and Kaplan, the Boston Diagnostic 
Aphasia Examination [21]. This battery, developed at a time when brain imaging 
was still in its infancy, aimed to localize structural lesion from impaired functions 
[1]. Until today, Geschwind’s legacy remains a prominent part of our clinical 
approach to patients with aphasia.

7.2	 �Luria

Alexandr Romanovitsj Luria (1902–1977) was a Soviet psychologist whose work 
had a great influence on (Western) modern neuropsychology and cognitive neuro-
science. He was one of the leading psychologists of the twentieth century and is 
considered one of the founders of modern neuropsychology and cognitive neurosci-
ence. His work covered many different topics and has been characterized by adjec-
tives such as dynamic, functional and evolutionary [22].

Luria graduated from university in 1921, aged just 19. While still a student, he 
established the Kazan Psychoanalytic Association and planned a career as a psy-
chologist [23]. Initially, he worked on methods that could objectively measure 
abnormal mental processes, based on theories of Jung and Freud. At the time, 
Luria’s intellectual life was heavily influenced by German writings. German was 
the family’s second language, and Luria had learned it at an early age. He was there-
fore able to read German literature long before it would be available in Russian 
translation [23].
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In 1924, Luria met Lev Vygotsky (1896–1934), who would become his lifelong 
teacher and friend. In Vygotsky’s view, higher mental processes are predominantly 
the result of a person’s complex social–historical development. ‘They are formed 
under the influence of people’s concrete activity in the process of their communication 
with each other and in fact always represent complex functional systems based on 
jointly working zones in the brain’ [24]. Luria based his work on this more philo-
sophical approach of Vygotsky, attributing a large role to a person’s environment as a 
determinant of his or her individual behaviour. He thereby maintained a more compre-
hensive view than would have been possible if he had endorsed either the psychic or 
physical reductionist positions [25]. Later in life, Luria also embarked on a career in 
neurology and was able to link theories of higher mental functions and language to 
anatomical and clinical evidence of brain dysfunction. Throughout his whole career, 
he tried to fuse elements of the biological and the environmental approach, as for him 
the study of the individual brain alone was not sufficient to reveal the organization of 
complex behaviour [26]. In addition to that, Luria stated in his autobiography:

The time was long past to consider psychological processes as the results of either strictly 
localized brain activities or the ‘mass action’ of the brain in which all of its parts were 
‘equipotential’. It was time for us to begin the next step in our work: to explain the neuro-
physiological or, to use a Russian phrase, ‘neurodynamic’ mechanisms underlying the 
activity of brain loci implicated in specific syndromes. (…) Progress depended upon 
advances in both of the areas that had concerned me all my life. On the one hand, I had to 
move from brain structures to a deeper understanding of the neurophysiological mecha-
nisms that were operating in these structures. On the other hand, our psychological analysis 
of higher cortical functions was by no means complete, and we needed improved psycho-
logical analyses as well. To signify the combination of these two enterprises, the ‘neuro-
logical’ and the ‘psychological’, the term neuropsychology was coined. Developing this 
field of science has taken a long time and the help of many people [26].

For a large part of his professional life, Luria worked in Moscow’s Burdenko 
Institute of Neurosurgery. Intracranial cases from all over Russia were referred to this 
large (300-bed) institute. After the outbreak of World War II, it became in fact an enor-
mous testing ground for new neuropsychological approaches, as Luria organized a 
rehabilitation hospital for the massive numbers of brain-injured patients. This was fer-
tile ground to develop new techniques to diagnose and localize brain lesions and to 
restore lost neurological functions (Fig. 7.3) [26]. Besides the huge number of cases 
available, it was of great advantage that the location of the lesion was often known 
because of surgical findings or post-mortem examinations. One of Luria’s many books, 
Traumatic Aphasia: Its Syndromes, Psychology and Treatment, resulted from these 
experiences and was published in 1947 [27]. Unfortunately, it did not appear in English 
translation until as late as 1970 [28]. Geschwind, in a review of this book, acknowl-
edged its great importance and called Luria ‘one of the modern giants in the field’:

Indeed, some of Luria’s original contributions, as expressed in his other writings over the 
past twenty years, have become such integral components of thought in this area, and have 
appeared so frequently in the writings of others—who often fail to realize their origin—that 
we are likely to underestimate the statue of this book. At the time of its publication in 1947, 
it was undoubtedly the most important work on aphasia since the close of the classical 
period in the 1920s. Had it been translated into English at the time, it might have hastened 
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the modern revival of interest in this area in France, Germany and the English-speaking 
countries, where knowledge of Russian and even sensitivity to the possibility of important 
Soviet contributions were unfortunately generally lacking [22].

7.2.1	 �Functional Systems

Luria regarded ‘functions’ as complex functional systems with dynamic levels of 
localization in the brain. He defined a function as a complex form of goal-directed 
adaptive behaviour and characterized functions by the variability of the participat-
ing systems. Take for instance locomotion, which can be achieved by different sets 
of muscles; or writing, which can be achieved both by mouth or foot if required by 
circumstances [29]. Initial ideas on functional systems in Russia had been formu-
lated by Anokhin [30] and Bernstein [31] and were used by Luria (1973):

Of utmost importance is the fact that all higher behavioral processes (or ‘higher cortical 
functions’) are really such complex functional systems, which are based on the coordinated 
functions (or ‘constellations’) of cerebral zones constructed in such a way that separate 
links of this system can be interchanged and that such a change does not affect the whole 
functional system. This approach is associated with a radical revision of the whole problem 
of ‘cerebral localization of functions’. We do not start with any attempts to ‘localize’ a 
complex function in a limited part of the brain; rather we try to discover how a ‘functional 
system’ is distributed in different parts of the brain, and the role that every part of the brain 
plays in the realization of the whole ‘functional system’. [29]

Fig. 7.3  Luria (1947) systematically documented traumatic aphasia in war casualties [27]. The 
diagrams show the distribution of speech disturbances from gunshot wounds to different parts of 
the brain in approximately 800 patients. The vertical axis indicates the percentage of speech disor-
ders (of various degrees of severity) as a function of the particular area of the left hemisphere that 
was damaged. Note that Luria studied patients for some time after the initial brain injury in order 
to capture the effects of recovery (Figure and text (adapted) from Luria (1970) [28])
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Luria thus never wholly associated functions with particular, isolated areas of the 
cerebral cortex, a view comparable to that of Wernicke, although he accepted the 
fact that different regions participated in different functions (he was therefore not a 
holist). Luria assumed that restoration of functions led to reorganization of a new 
and widely dispersed dynamic system and that it did not take place solely by trans-
fer of function to equipotential brain areas. For details of his work and his many 
ideas and theories, the reader is referred to Luria’s autobiography [26] and the series 
of books he published, in particular Higher Cortical Functions in Man [32]. Luria 
had an enormous capacity for work and left hundreds of publications and dozens of 
books; he often had several jobs at once and was typically engaged in multiple sci-
entific projects. In Luria’s obituary, Critchley (1978) described his visit to the 
Burdenko Institute:

To work as a visitor in his Burdenko Institute was a heady but exasperating experience. 
Oblivious to all sense of time, Luria seemed immune to such frailties as hunger and fatigue. 
He would move on from patient to patient, coping with one brash interruption after another. 
Discipline orderliness and regimentation were not there. His working conditions, let us face 
it, were astounding. Among the plethora of patients with brain trauma, Luria’s researches 
were carried out in an office which was more like a busy airport than the sanctum of a 
reflective scholar. Doors to the right and left of him opened and shut. Bells rang. All and 
sundry—nurses, technicians, porters, assistants—seemed to use his study like a public 
highway. Privacy there was none. Luria’s careful case studies were impervious to noise and 
distraction. [33]

In addition to his scientific, classical writings, Luria was also committed to 
what he himself called ‘romantic science’. This culminated in two books which 
Luria termed ‘biographical studies’—in fact, extensive case histories of men 
with ‘abnormal’ brain functions. One, the Mnemonist, is about Shereshevsky, a 
man who had an innate talent of remembering almost anything that he had expe-
rienced. He was able to recall near-infinite lists of words or sounds and repeat 
them years later. His synaesthetic memory (he described his recall as a journey 
through a remembered landscape) seemed to have no limits to its capacity nor 
durability. Characteristic of Luria is that he not only (thoroughly) researched 
Shereshevsky in a classical psychological manner, by measuring and testing his 
behaviour, but that he was also just as interested in how Shereshevsky’s strange 
condition affected his personality and his life. His brain seemed constantly 
involved in associations; those of new events and of those that he had earlier 
picked up in the outside world. These cerebral processes were virtually unstop-
pable and interfered with other brain functions, creating a downside to his incred-
ible mnemonic talents. Shereshevsky had problems with more abstract concepts 
and personal relationships, and in the end, his ‘hypertrophied’ memory was prob-
ably more a curse than a gift. Remarkably, his memory also affected his behav-
iour in a more physical way:

He was able to control his involuntary processes, such as his heart rate and the temperature 
of his body, in the same way that a yogi does. A clear image of himself running fast 
increased his pulse rate. An image of a piece of ice on his hand decreased the temperature 
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of his hand. And an image of his hand holding a glass of hot water increased his skin tem-
perature. By this process he could increase or decrease the temperature of his hands by 5 
degrees. [26]

The other book, The Man with the Shattered World, is about Zazetski, who as a 
young soldier was struck by a bullet in the left parieto-occipital region and was left 
with a myriad of neurological and psychological problems. Despite his visual dis-
turbances, his amnesia and aphasia, Zazetski kept writing whenever he could, strug-
gling for every word and sentence. He did so in an attempt to reconstruct his lost life 
and to recover the use of his damaged brain. Over a period of 20 years, Zazetski 
produced 3000 pages and this activity gave him, according to Luria, a reason to live. 
Luria edited these writings and added observations during the period of almost three 
decades in which he followed Zazetski in his clinic:

This book describes the damage done to a man’s life by a bullet that penetrated his brain. 
Although he made every conceivable effort to recover his past, and thereby have some 
chance of a future, the odds were overwhelmingly against him. Yet I think there is a sense 
in which he may be said to have triumphed. It is not false modesty on my part to wish no 
credit for this book. The real author is its hero.a

In letters to Oliver Sacks, who was a great admirer of his work and himself a 
master of ‘neurological novels’, Luria wrote (1973):

Frankly said, I myself like very much the type of ‘biographical’ study, such as 
Shereshevsky (the Mnemonist) and Zazetski … firstly because it is a kind of ‘Romantic 
Science’ which I wanted to introduce, partly because I am strongly against a formal 
statistical approach and for a quantitative study of personality, for every attempt to find 
factors underlying the structure of personality … only the style of these two books is 
different from the others; the principle remains the same. (…) I was ever conscious and 
sure that a good clinical description of cases plays a leading role in medicine, especially 
in Neurology and Psychiatry. Unfortunately, the ability to describe, which was so com-
mon to the great Neurologists and Psychiatrists of the 19th century …  is almost lost 
now. [34]

For Luria, these case histories were as important as his scientific work. It shows 
his conviction that normal brain function is impossible without the integrity of the 
whole brain and the whole ‘personality’. To study and describe the nature of in 
particular the higher cognitive functions, Luria committed himself to two 
strategies:

The first was to trace their development; the second was to follow the course of their dis-
solution under conditions of local brain damage. In the mid-1920s Vigotsky first suggested 
that an investigation of localized brain damage could provide a way to analyze the cerebral 
structure and development of higher psychological processes. At that time, neither the 
structure of the higher psychological processes themselves nor the functional organization 
of the brain was clear. [26]

a Foreword by Luria to The Man with a Shattered World [34]
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7.2.2	 �Aphasia

Around 1937, Luria turned his attention to ‘the tangled knot of disorders that were 
and still are referred to under the general rubric “aphasia”’ [26]. He began studying 
the three classes of aphasia that were at the time generally recognized: sensory, motor 
and semantic (or amnestic) aphasia. Luria used Pavlov’s fundamental idea of ‘nuclear 
zones’ and ‘systems of cortical analysers’ (see Fig. 7.4). Pavlov defined the nuclear 
zone as that part of the cortex that deals with the most precise differentiation and the 
most complex integration of special stimuli [26]. Within the centre of a zone lies the 
primary analyser. Examples are BA 17 in the visual zone, BA 21 in the auditory zone 
and BA 3 in the cutaneous–kinaesthetic zone. Primary analysers have a well-defined 
somatotopic projection for information that enters the cortex from the peripheral 
receptors, that is, proportional to their physiological importance (not their size). It 
corresponds to our current concepts of a primary cortical area. Luria noted that even 

Fig. 7.4  Diagram showing the interrelationship among fields of nuclear zones and analyser sys-
tems [129]. The nuclear zones (after Pavlov) consist of primary, secondary and tertiary analysers 
that deal with information that is subsequently more complex and multimodal [32]. These zones 
are denoted by circles (visual zone), squares (auditory zone), rhombi (general sensory zone) and 
triangles (motor zone); central fields within a nuclear zone are demarcated by larger symbols (note 
that numbers correspond to Brodmann areas). ‘The speech-motor (fields 44 and 45) and speech-
auditory (back part of field 22) sections are identified by a slightly different shape of signs selected 
for the corresponding nuclear zones’ [129] (Figures and text from Neuron Structure of the Brain 
by Poliakov (1961, 1974) [32])
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these primary cortical areas already have a dynamic and not a static organization. He 
referred to the earlier investigations of Foerster and of Sherrington, whereby electri-
cal stimulation of the same cortical point could lead to different functional responses. 
Luria also stressed that primary analysers already participated in the analysis of 
information and were not simply a representation of the peripheral stimuli:

From the very beginning the sensory cortical divisions participate in the analysis and inte-
gration of complex, not elementary, signals. The units of any sensory process (including 
hearing) are not only acts of reception of individual signals, measurable in terms of 
thresholds of sensation, but also acts of complex analysis and integration of signals, mea-
surable in units of comparison and discrimination. The sensory divisions of the cortex are 
the apparatuses responsible for this analysis, and indications of a lesion of these apparatuses 
are to be found, not so much in a lowering of the acuity of the sensations, as in a disturbance 
of the analytic-synthetic function. [32]

Secondary and tertiary zones were considered by Luria as ‘specifically human 
parts of hemispheres’: lesions within these areas do not generally result ‘in any 
elementary sensory or motor defects and remain inaccessible for classical neuro-
logical examination’ [29]. Secondary analysers occupy the periphery of the nuclear 
zones (e.g. the secondary auditory analyser is located in BAs 41, 42 and 22). Their 
cellular formation in the second and third layers of the cortex is more complex, 
allowing for more complicated operations [25]. Fibres from the thalamus also arrive 
in the secondary auditory zones, belonging to ‘the internal portion of the vertical 
connections transmitting impulses that have already been analysed and integrated’ 
[32]. Tertiary analysers are less modality specific and integrate information from 
different analysers.

To this cytoarchitectonic background, Luria added other anatomical studies, for 
instance, that of neuronographic investigations that showed connections of the sec-
ondary auditory zones in the temporal lobe to the inferior premotor cortex and fron-
tal regions (Fig.  7.5). These connections established a functional network of 

Fig. 7.5  Schematic drawings of the brain showing connections between temporal and inferior 
frontal regions. Connections of each bundle of fibres with the cortex are denoted by identical num-
bers on the surface of the corresponding parts of the brain: (a) connections between the temporal 
lobe and inferior frontal gyrus and (b) connections between the temporal lobe and anterocentral 
gyrus (Luria reproduced this figure from Blinkov (1955) [130] and used it in his book Higher 
Cortical Functions in Man [32])
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anatomically distinct areas. ‘In this way, conditions are created for the auditory and 
motor analysers, especially those parts of the latter concerned with the innervation 
of the vocal organs, to work together’ [32].

Luria once defined language as ‘the culturally determined syntactic systematiza-
tion of signs and/or symbols’ [25]. His ideas on speech and language originated 
from several different scientific backgrounds. First, there was the obvious—but 
often forgotten—notion that language is important in communication and social 
interaction. This was the Vygotskian influence. In addition to that, Luria based his 
theories on neuroanatomical information and his own work in brain-damaged 
patients. A last important influence came from linguistics, which he studied at 
length in order to understand better the neural basis of language-related behaviour:

The two years I spent in the study of linguistics early in my career stood me in good stead 
when I began to work seriously on the problem of semantic aphasia because I could under-
stand more fully the different mental requirements that seemingly similar linguistic acts 
placed on people. I was thus in a better position to carry out differential diagnosis of patho-
logical symptoms which previously had been lumped together in the neurological literature. 
As my work continued to involve me in attempts to understand the brain basis of language-
related behavior, I found it necessary to continue to study the psychology of language at the 
same time that I searched for its neurological bases. And just as advances in neurology and 
neurophysiology were instrumental to our study of brain mechanisms, advances in the 
study of linguistics were crucial to advancing our understanding of those phenomena of 
speech which brain pathology was interrupting; the two enterprises are inextricably bound 
together. Time and time again I found myself returning to old data, armed with new insights 
from advances in linguistics. [26]

Luria divided aphasia into general categories according to the subsystem of 
spoken language that is disturbed: phonetic, articulatory, semantic or dynamic. 
Vocate, in her book on Luria’s language research, remarks that these distinctions are 
predominantly for academic convenience as in practice they are much more difficult 
to distinguish because of ‘interdependent components of the functional systems of 
speech’ [25]. Both phonemic and articulatory aphasia are each subdivided into two 
types of aphasia, listing a total of six different syndromes. Luria related each of 
these aphasias to different regions of the brain and considered them neurologically 
different (Fig. 7.7). These different types of aphasia will be reviewed briefly below.

7.2.2.1	 �Phonemic (Sensory) Aphasia
For Luria, the basic difficulty underlying the symptoms of patients with classic 
sensory aphasia was ‘the inability to discriminate the distinctive features of pho-
nemes, the basic units of word sounds’ [26]. Thus, in patients with a temporal lobe 
lesion, the difficulties in understanding words, naming objects, retrieving words or 
writing were secondary consequences of the primary defect in phonemic hearing 
[26]. Luria interpreted this disturbance of discriminative hearing as a ‘disturbance 
in the analytic-synthetic activity of the auditory cortex’ and regarded it as a funda-
mental symptom of a lesion in the posterior third of the left superior temporal gyrus 
(Fig. 7.6). He considered the resulting acoustic agnosia as the fundamental source 
of the speech disturbance, whereby disturbances could be divided into phonemic 
errors and conceptual errors [32]. Clinically, a patient with temporal aphasia 
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Fig. 7.6  Schematic 
diagram of the distribution 
of cases (percentage) with 
impaired phonemic hearing 
as a result of traumatic 
lesions in different areas of 
the left hemispheres 
(Figure from Luria (1970) 
[28])

typically has difficulty pronouncing a word that is heard, resulting in paraphasias 
(although paraphasias are not specific for the disorder). Disturbances of the motor 
aspect of speech may also be present. As the phonemic (sound) structure of speech 
is disturbed, it is ‘quite natural’, according to Luria, that the system of word mean-
ing must also be disordered [32]. This was the second characteristic of sensory 
aphasia. ‘Often, only diffuse conceptual associations of the original meaning of the 
word remain, arising from the individual fragments of the sound complex’ [32]. 
Consequently, verbal comprehension will be impaired, the classic hallmark of sen-
sory aphasia. The third essential part of temporal aphasia is disturbance in speech 
memory, invariably accompanying lesions in the superior temporal region:

A disturbance of simple differentiation of audio verbal complexes, which arises as an 
inevitable result of temporal aphasia, causes words or groups of sounds similar in their 
acoustic composition to be no longer clearly distinguished, so that a person who normally 
could easily find the required name can no longer do so. Irrelevant acoustic complexes, 
which under normal conditions would have a very small chance of appearing during the 
perception of that particular object or the appearance of a given pattern, now appear just as 
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probably as the appropriate words; the number of different acoustic complexes springing 
up in such a patient may often be so great that he is unable to pick out the required name, 
and the selectivity of the process of word finding is lost. [32]

Luria distinguished another type of temporal aphasia, namely, acoustic–amnestic 
aphasia. Such disturbances are the result of a lesion of the middle segment of the 
temporal lobe (i.e. the extranuclear divisions of the auditory analyser, BA 21 and 
37). In contrast to the abovementioned acoustic–gnostic aphasia, in these cases pho-
nemic hearing is largely preserved. Patients exhibit marked disturbances when they 
attempt to remember and reproduce words given to them orally (i.e. disturbances in 
verbal memory). They also cannot reproduce them in the proper order. To Luria, this 
‘disturbance of the order of verbal traces is evidence of weakness of the tracer func-
tion of the cortex in this region’ [32].

7.2.2.2	 �Articulatory (Motor) Aphasia
A hallmark of motor aphasia is a disturbance in articulation. Again, this form of 
aphasia was not seen as a single syndrome by Luria, and he differentiated two main 
types. Luria referred to Bernstein, whose work demonstrated that correct perfor-
mance of any motor act requires both efferent and afferent inputs:

By distinguishing between two components essential for the performance of a motor act—its 
kinesthetic basis, providing the differential composition of complex movements, and its 
kinetic structure, responsible for the formation of smooth skilled movements in easy consecu-
tive order—a new approach in the analysis of the motor aspect of speech can be adopted and 
two different components (or two different forms) of motor aphasia can be described. [32]

The first type is afferent or kinaesthetic motor aphasia. This can be found in 
patients ‘with lesions in the lower parts of the posterior (kinaesthetic) parts of the 
left hemisphere’ [29]. In his book Language and Cognition, Luria specified this 
further to ‘the postcentral region of the speech region (Operculum Rolandi)’ [35]. 
The principle component is mispronunciation of individual speech sounds, which 
Luria called ‘articulemes’. The reason for this is that patients do not register feed-
back from the movements that are made to produce the articulemes. Therefore, 
movements lose selectivity and patients cannot assume the correct positions of the 
tongue and lips. These clinical features, Luria remarked, closely resemble a condi-
tion that had been described by German and French neurologists [29, 36, 37]. The 
second type of motor aphasia is efferent or kinetic motor aphasia. In these patients, 
articulation may be intact, but there are problems with the transition from one arti-
culeme to another. Their ‘kinetic melody’ is disturbed. These patients have lesions 
within the lower part of the left premotor cortex, the classic Broca’s area.

7.2.2.3	 �Semantic (Amnestic) Aphasia
In this form of aphasia, patients have a good understanding of the meaning of indi-
vidual words, but they cannot grasp the meaning of more complex ideas. Characteristic 
is disturbances of logico-grammatical relations, whereas there are rarely signs of 
disturbed articulation or phonemic hearing (i.e. no sensory or motor deficits). ‘Such 

7  Neo-connectionism, Neurodynamics and Large-Scale Networks



197

patients find it almost impossible to understand phrases and words which denote 
relative position and cannot carry out simple instructions such as “draw a triangle 
above a circle”’. Head had described in 1926 that there were accompanying difficul-
ties in the perception of complex spatial relations. The syndrome is caused by lesions 
that extend within the temporoparietal-occipital (‘tertiary’) area. That is why, accord-
ing to Luria, ‘the syndrome of “semantic aphasia” includes, as a rule, deterioration of 
orientation in space, constructive apraxia, and defects in computation’ [29].

7.2.2.4	 �Dynamic Aphasia
In these patients spontaneous and original speech is severely reduced, while nam-
ing, repetition of words or even simple sentences is preserved. When required to tell 
a story, patients complain of an ‘emptiness in the head’ [28]. There is doubt to what 
extent syntactic and grammatical processes are affected, as Luria only provided 
qualitative descriptions of patients with dynamic aphasia [38]. Luria referred to 
pioneering investigators who had described this syndrome, notable Lichtheim’s 
transcortical motor aphasia [29]. The lesion is located anterior to Broca’s area, in 
the ‘tertiary zone’. Current opinion does not agree on any specific frontal region nor 
on its underlying mechanism [38, 39].

Figure 7.7 shows an abstraction of the localization of the different types of apha-
sia that were considered by Luria. Graphically, at least, the model has similarities to 
the Wernicke–Lichtheim model. However, there are crucial differences, as formu-
lated by Tesak and Code (2008):

First, he [Luria] emphasizes the individual processes (analysis, synthesis, integration) 
engaged in language; his is a process model. Second, the possibility of aphasic symptoms 
being connected at different linguistic levels on the basis of abstract principles is implied in 
Luria’s work. The disturbance of the linear scheme, which shows itself in sound production, 
sentence production and in writing is an example. Third, Luria’s process model provides 
routes for the formulation of strategies for rehabilitation, because the model is flexible and 
dynamic in contrast to the static classical model and because the brain is conceptualized 
overall as an interactive system. [1]

Luria certainly was ahead of his time by anticipating that clinical, cognitive and 
anatomical studies need to be integrated to enhance our understanding of 

Fig. 7.7  Luria’s classification of the 
location of lesions that produce different 
types of aphasias. (1) Dynamic aphasia, 
(2) efferent motor aphasia, (3) afferent 
motor aphasia, (4) sensory aphasia, (5) 
acoustic–amnestic aphasia and (6) 
semantic aphasia (Figure from Kagan and 
Saling [131])
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brain–behaviour relationships. Even now, his work is of much inspiration and 
importance [40]. Luria’s theoretical concepts of distributed and dynamic functional 
systems, for instance, remain highly relevant in our era of modern neuroimaging. 
Although our new techniques are powerful and provide us with detailed maps of 
structural and functional connectivity within individuals, their use often seems more 
data-driven than guided by predictive theoretical models.

7.3	 �Computational Models and Parallel Processing

At the end of the nineteenth century, Cajal had postulated that information could 
be dynamically stored in the brain by anatomical changes in connections 
between neurons. For a long time, this hypothesis could not be tested, if it was 
ever taken seriously by scientists. However, this changed in the late 1940s with 
the introduction of intracellular micro-electrode recordings and electron micros-
copy. Synaptic activity from individual neurons could now be measured and the 
structure of synapses visualized. This led to the discovery of synaptic plasticity 
and the formulation of a number of rules whereby synaptic connections could be 
modified [41]. The most well known is the Hebbian learning rule, named after 
Donald Hebb (1904–1985), who proposed that the strength of a connection 
between two neurons increases when presynaptic and postsynaptic neuronal fir-
ing is synchronized in time. His rule is usually more popularly phrased as ‘neu-
rons that fire together, wire together’ [41]. The first instances of this rule were 
discovered in kindling (1969) [42] and long-term potentiation (1973) [43]. 
Later, with the development of the computer, it became the most basic learning 
algorithm for adjusting connection weights in artificial neural network models 
(see Fig.  7.8 for an example). Hebb’s work had a great influence on the 
development of neuropsychology and neuroscience. He collaborated, among 
others, with Lasley and Penfield and wrote an influential book, The Organization 
of Behavior (1949), where ‘he outlined an entirely new way of relating brain 
and behaviour, based on the conviction, not then prevalent among psycholo-
gists, that the only scientific way to explore behaviour was in terms of brain 
function’ [44].

With the introduction of computing and simulations of neural functioning, the 
question arose why people are so much smarter than machines. Computers are 
faster and more precise and also have more processing power. Here is a quote from 
one of the earlier books on computer algorithms and cognition, by McClelland and 
Rumelhard (1986):

Yet people are far better at perceiving objects in natural scenes and noting their relations, at 
understanding language and retrieving contextually appropriate information from memory, 
at making plans and carrying out contextually appropriate actions, and at a wide range of 
other natural cognitive tasks. People are also far better at learning to do these things more 
accurately and fluently through processing experience. [45]
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Fig. 7.8  Hebb was one of the first researchers to propose that information in the brain can be 
modified via synaptic transmissions in neural networks, although quite similar ideas on this 
mechanism for plasticity had been formulated much earlier by Wernicke, James and Cajal [132–
134]. Dynamic neural networks have several interesting properties that are also thought to be 
fundamental underlying principles for brain function. Their continuous modifications allow for 
storage, optimization and automatization of information processing and for adaptation to struc-
tural changes (e.g. normal ageing or a brain tumour). An important property is that information is 
stored diffusely and non-locally, which makes these networks very robust. Also, neural networks 
process information in a reciprocal and parallel manner, whereby some networks are able to learn 
without the need for explicit rules (unsupervised learning). The mathematical Hopfield model for 
associative memory can be used as a simple metaphor to illustrate some of the properties of neu-
ral networks [135]. In this particular example, there are 400 binary neurons that are all intercon-
nected (i.e. 400 by 399 connections) [48]. Each neuron is either in an ‘active’ state or ‘in rest’ 
(visualized, respectively, with a white or a black voxel). The state of every neuron is continuously 
updated and is determined by its local input, that is, the mathematical sum of all other neurons 
modulated by the strength of the (synaptic) connection. (Left figure) A learning rule is used to 
store information in the network. Hopfield used Hebb’s rule, where the strength of the connection 
between neurons increases when the two neurons are in the same state and decreases when they 
are in different states [132]. In this example, the network first ‘learned’ ten different patterns. 
(Right figure) In a simulation experiment, one of the patterns was then mutilated by randomly 
changing 20% of the state of the neurons. By randomly updating the neurons, the pattern is gradu-
ally recovered, illustrating the robustness of this ‘holistic’ form of information storage (Figure 
from Rutten and Ramsey (2011) [136])
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The authors, in a trendsetting book on parallel distributed processing (PDP) from 
1986, explained that this was because the brain’s computational processes work in 
parallel [45, 46]. Serial processing is simply too slow to be able to account for 
human thought processes:

And the time limitation only gets worse, not better, when sequential mechanisms try to take 
large numbers of constraints into account. Each additional constraint requires more time in 
a sequential machine, and, if the constraints are imprecise, the constraints can lead to a 
computational explosion. Yet people get faster, not slower, when they are able to exploit 
additional constraints. [47]

Speed is not the most critical issue here. The frequency of neural firing usually 
does not exceed 200 Hz; compare that with modern personal computers with clock 
times around 2 GHz (i.e. ten million times faster). What is crucially different is the 
fact that the brain analyses many pieces of information at the same time. The 
approach taken by PDP is based on simple and local rules:

First, we do not assume that the goal of learning is the formulation of explicit rules. Rather, 
we assume it is the acquisition of connection strengths which allow a network of simple 
units to act as though it knew the rules. Second, we do not attribute powerful computational 
capabilities to the learning mechanism. Rather, we assume very simple connection strength 
modulation mechanisms which adjust the strength of connections between units based on 
information locally available at the connection. [47]

Problems are solved by iteratively seeking a solution that will return the sys-
tem to ‘a state of least conflict’ or mathematically speaking, of least energy [46, 
48]. One of the remarkable properties of PDP is that, when constraints are added 
to the computational problem, the system gets faster, not slower. Even now, 
30 years after McClelland and Rumelhard’s book, and after many revolutionary 
improvements in software and hardware, there are still no algorithms that can 
rival the human capacity to perform natural tasks such as motor control or speech 
recognition.

It is interesting to read that McClelland and Rumelhard were inspired by 
several other scientists. Among those that they mentioned in their historical 
review are Hughlings–Jackson and Luria. ‘Neither Hughlings-Jackson nor Luria 
is noted for the clarity of his views, but we have seen in their ideas a rough 
characterization of the kind of parallel distributed processing system we envi-
sion’ [47].

The key to the human brain’s high level of performance thus needs to be sought 
in its architecture and not in the number or the speed of its processing units. 
Otherwise, whales and elephants should be a lot smarter, as their brains weigh sig-
nificantly more than that of a human brain (7.8 kg and 4.8 kg versus 1.4 kg, respec-
tively). Some dolphin species even have a larger cortical surface area than that of 
humans and a superior number of cortical foldings [49]. Still, ‘higher cortical func-
tions’ did not develop in these species and the evolutionary ground for human skills 
such as language and social behaviour must somehow relate to the wiring of the 
human brain [50].
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7.4	 �Language and Evolution

It is beyond scientific dispute that the anatomical and functional organization of the 
brain is a product of evolutionary history. Over time, phylogenetically older struc-
tures have been modified and, to a variable extent, included in newer systems [51]:

The mammalian brain did not lose the reptilian complex. Mammals added the cingulate cortex, 
which adds some other behaviors and enhances motor control, but the older part of the brain 
was not unplugged and replaced by a new ‘module’. It continued to function in concert with the 
newer part. Nor did primates trade in the cingular cortex for the new improved neocortex.

The older parts of the brain also have evolved and changed in more advanced animals in 
response to selective pressures from new functions and the newer parts of the brain. Although 
most comparative anatomists stress the enlargement of the newest part, the neocortex, a similar 
change occurred in the human basal ganglia: the caudate nucleus and putamen (…) are four-
teen times larger in humans than they would be if we had the brain of an insectivore, a primitive 
primate with the same body weight. The basal ganglia have also become more complex and 
differentiated. In rodents, who are similar in many ways to the first mammals, the putamen and 
caudate nucleus form a single entity. In higher primates such as squirrel monkeys and human 
beings they have differentiated and play a part in different aspects of behavior. [52]

When the origin of language is discussed, most scholars believe in ‘continuity 
theories’ that assume an evolutionary onset of language abilities. Language is hereby 
thought to have evolved in a very complex and slow Darwinian manner from prelin-
guistic systems among our ancestors [53]. Parallels are frequently sought between 
human speech and vocalization in animals because of obvious similarities in mode 
and means of communication. However, animals use many other forms of communi-
cation, notably bodily expression and behaviour. Think of an animal that hisses or 
growls when it is angry but also always uses its face and body to express its emotions. 
Innumerable complex forms of behaviour are found in nature, all meant for one ani-
mal to ‘convince’ another animal of its intentions (i.e. to induce a behavioural 
response in the other animal).b All primates will regularly use vocalization and body 
postures to communicate with other animals. Facial and brachial gestures, however, 
seem largely limited to apes and humans. Apes can use these gestures in an inten-
tional manner, whereby the meaning of a gesture is often determined by its context 
and not only by the gesture itself. Gestures are therefore seen by some scientists as 
the starting point of human language evolution (Fig. 7.9) and even hypothesized to 
have been the first linguistic utterances in our ancestors. Pollick and de Waal (2007) 
studied facial and brachial gestures in different species of apes and conclude that:

Our closest primate relatives use brachiomanual gestures more flexibly across contexts than 
they do facial expressions and vocalizations. Gestures seem less closely tied to particular emo-
tions, such as aggression or affiliation, hence possess a more adaptable function. Gestures are 
also evolutionarily younger, as shown by their presence in apes but not monkeys, and likely 
under greater cortical control than facial/vocal signals (…). This observation makes gesture a 
serious candidate modality to have acquired symbolic meaning in early hominins. [54]

b See for a colourful example the Australian bowerbird, https://www.youtube.com/
watch?v=GPbWJPsBPdA.
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There are other arguments in favour of this gestural hypothesis of language, for 
instance:

the appearance of gestural communication in human infants before speech, and the right-
hand (hence left-brain) bias of both ape and human gestures. The ape homologue of Broca’s 
area (i.e., Brodmann’s area 44) is enlarged in the left hemisphere. In monkeys, this area is 
activated during both the production and perception of gestures but not vocalizations. It has 
been speculated, therefore, that the neural structures underlying manual movements in the 
great apes, perhaps also including tool use, are homologue with the lateralized language 
areas in the human brain. [54]

Fig. 7.9  As stated by 
Pollick and de Waal 
(2007), ‘Meaning often 
needs to be extracted from 
the specific context in 
which a gesture is being 
used’. All primates 
regularly communicate by 
means of vocalizations, 
orofacial movements, body 
postures and locomotion 
patterns. However, free 
brachiomanual gestures 
(i.e. manual 
communication without 
touching another 
individual) are typical of 
humans and apes. (Top) A 
juvenile chimpanzee tries 
to reclaim food that a 
dominant has taken away 
by combining the reach out 
up begging gesture with a 
scream vocalization. 
(Bottom) An adolescent 
bonobo male making 
sexual advances to a 
female adds the arm raise 
gesture (Figure and text 
(adapted) from Pollick and 
de Waal (2007) [54])
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But do animals or primates really have language capabilities, or is this phenomenon 
exclusively restricted to humans? The answer likely depends on how we define  
‘language’. As Lieberman writes (1993):

Until the 1960s linguists and philosophers believed that the ability to use words was the key 
to human language. For example, in 1964 Norman Geschwind claimed that other animals 
lacked neocortical brain circuits that supposedly were necessary for learning the meaning 
of words. [52]

If we take the ability to ‘use words’ as a criterium for language, then there are 
many animals that possess at least some language capabilities. It is well known that 
animals react to verbal instructions. Dogs, sea lions and apes, for example, can 
respond to a set of different commands and can even learn the meaning of words. 
Trained dogs have a remarkable vocabulary [55]. When chimpanzees and gorillas 
are raised as children with American sign language, they can master up to a maxi-
mum of about 200 words [52]. In this respect, differences between non-human and 
human primates seem at first glance merely quantitative. However, there is an 
important and more qualitative difference, and that is the superior ability of humans 
to create expressions and sentences from a lexicon of words. This allows the expres-
sion of ideas in a fast and creative manner and description of new situations and 
experiences. Even the most highly trained apes can master only the most simple 
syntactic rules and are surpassed in this respect by human 3-year-olds. One or two 
years later, these humans are able to produce an infinite number of new sentences 
[52]. Chomsky, who was one of the most influential linguists of his time, considered 
‘syntax’ an exclusive human capability that could not have evolved via natural 
selection. He was a proponent of a ‘discontinuity’ theory that states that language 
emerged almost instantly, presumably due to favourable genetic mutations that 
occurred some 100,000 years ago [56]. Around this time, the modern human vocal 
tract also evolved, contributing significantly to a more efficient communication. For 
comparison, non-human primates are only able to produce a subset of human speech 
sounds due to restrictions of the anatomy of their vocal organs, although a recent 
study suggests that their vocal capabilities may have been underestimated [57].

From an anatomical perspective, there is fairly strong evidence that language 
areas are present in the brains of primates. Brodmann (1909) concluded that there 
were overwhelming similarities in the overall organization of the cortex between 
different species:

whether we are dealing with a brain with complex sulcal development, like that of man, or 
one with smooth surfaces, like that of the marmoset or rabbit or ground squirrel, the same 
fundamental structural subdivisions are always found. (…) The essentials of cerebral corti-
cal areal parcellation are the same in all mammalian orders examined so far; it is influenced 
by a principle of segmentation. [58]

Despite large differences in size and shape between the brains of different spe-
cies (Fig. 7.10), regional brain organization is ‘surprisingly constant throughout the 
whole mammalian class, although their arrangement, the number and the shape of 
their individual areas and, most of all, their size and position, may vary markedly’ 
[59]. It is tempting to relate the increase in the number of cortical areas in mammals 
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to the development of new functional abilities [60]. Attractive as such an explana-
tion may be for non-primate animals, however, it may not hold for the development 
of higher cortical functions because:

there is at present no good evident that humans possess cortical areas in addition to those 
found in other primates (…). Several recent frontal-lobe studies bear on this point. Petrides 
& Pandya (1994) concluded that there is essentially a one-to-one match between the 
cytoarchitectonic areas of macaque frontal cortex and that of humans. Similarly, recent 
architectonic studies of human dorsolateral prefrontal cortex [61] and dorsomedial premo-
tor cortex [62, 63] have identified areas known to be present in macaques, but not addi-
tional, human-specific areas. [60]

Fig. 7.10  There are reasons to believe that the enlargement of the brain played a significant role 
in the emergence of cognitive functions, such as language and theory of mind. At the moment, 
however, we are far from understanding cause and effect in the evolutionary changes that occurred 
in brain structure and function. For example, there are discussions over fairly basic anatomically 
related questions, such as whether or not the frontal lobe expanded most as compared with other 
brain areas. Many scholars seem to accept that the frontal lobes are relatively largest in humans and 
great apes. However, even this relative enlargement of the human (pre)frontal cortex is not univer-
sally accepted [60]. Shown are relative parts of the frontal lobes in apes and monkeys, as indicated 
by the studies of Brodmann (1912), Blinkow and Glezer (1968) and Semendeferi (1997). Note that 
Semendeferi did not observe a relative enlargement of the frontal lobe but that may be due to the 
fact that this study did not distinguish between prefrontal and frontal cortex. When this distinction 
is made, the evidence is more consistent that there is at least relative enlargement of the prefrontal 
cortex during evolution (Figure from Preuss (2000) [60])
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Figure 7.11 shows Petrides and Pandya’s arrangement of frontal cortical areas in 
the macaque and human brains, whereby areas have been segregated on cytoarchi-
tectonic grounds. Over time, primate cortical areas seem to have expanded and 
‘morphed’ into other shapes and positions, but kept their relative position (i.e. their 
cortical neighbours and local connectivity). It has to be said that current 
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Fig. 7.11  (Left column) Architectonic map of the prefrontal cortex of the human and the macaque 
monkey. Lateral surface of the human prefrontal cortex (a) and macaque monkey prefrontal cortex 
(b). The inset shows the opened anterior and posterior banks of the lower (inferior) limb of the 
arcuate sulcus of the monkey to illustrate the position of area 44 that lies in the fundus of this part 
of the sulcus. Area 45 extends anterior to it as far as the IPD [infraprincipal dimple, GR] on the 
surface of the inferior frontal convexity. The caudal subdivision of area 45 (i.e. area 45B) lies 
immediately in front of area 44 on the anterior bank of the sulcus and extends as far as the lip of 
the sulcus. Area 45A occupies the dorsal part of the inferior frontal convexity and is succeeded 
ventrally by area 47/12. (Right column) Variations (a–d) in the morphology of the inferior limb 
of the arcuate sulcus (ASi) and homologue BA 45. BA 44 cannot be seen on the surface of the 
brain because it lies hidden in the depth of the sulcus (Figures and text (adapted) from Petrides 
and Pandya (2009) [137])
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understanding of this cortical organization is ‘far from complete’ [60]. The question 
whether or not humans have the same number of cortical areas as other primates has 
not been definitely solved. Preuss (2000) concluded in a review that ‘it is evident 
that neuroscientists have focused too narrowly on the addition of cortical areas as 
the mode of evolutionary change, neglecting possible changes at finer levels of cor-
tical organization’ [60]. More research is clearly needed to unravel the many ques-
tions regarding the evolutionary emergence of cognition and language. Other forms 
of anatomical reorganization, such as changes in neuronal density and regional and 
hemispheric connectivity, likely played an important role in this process and should 
be taken into account [59].

7.4.1	 �Homologue Language Areas in Non-human Primates

7.4.1.1	 �Cortical Areas
Do apes and monkeys have Broca’s and Wernicke’s areas? Let us look at this in 
more detail. There has been considerable historical controversy with regard to the 
identification and localization of homologue language areas in non-human primates. 
Brodmann, for instance, claimed in 1909 that some of the frontal and temporal areas 
were unique to humans, in particular those that later became synonyms for the clas-
sical language areas:

In the frontal lobe it is mainly the inferior frontal gyrus that has differentiated into a whole 
series of new areas, which cannot even be demonstrated in monkeys. These are areas 44, 45, 
46 and 47. The parietal lobe is divisible into the four areas 5, 7, 39 and 40 that correspond 
to only two (5, 7, and) in most other brains, or often to only one (7). Finally the temporal 
lobe is characterized mainly by the three areas 41, 42 and 52 on the superior aspect of the 
superior temporal gyrus that are not comparable to any formations in other mammals, even 
in the closely related higher monkeys. (…) In all these cases there undoubtedly emerges an 
increase in the specifically differentiated cortical mass that is manifested on the one hand 
by a greater surface area and on the other hand by a larger number of differentiated areas; 
in other words, there are new additions to the cortex. [58]

In contrast, other scholars, notably Walker (1940) [64] and Bonin (1949) [65], 
did identify architectonic homologue areas in the ventral prefrontal region of non-
human primates (see Fig. 7.12). For Petrides and Pandya, these discrepancies were 
a motivation to start their own detailed anatomical–functional studies. They applied 
the same cytoarchitectonical criteria to both macaques and humans and concluded 
that primates did have Broca’s area [66]. Here is Petrides on his findings (2005):

The presence of Broca’s area in the nonlinguistic monkey brain implies that language is a 
byproduct of the growth, over millions of years, of the primate brain,’ Petrides said. ‘As 
associated cerebral cortical areas expanded, the pre-existing cellular structures found in 
Broca’s area were able to take advantage of the massive upgrade of the brain’s computa-
tional power.c

c Quote taken from the website of the Society for Neuroscience, www.sfn.org
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As in humans, both BA 44 and 45 in the macaque are located just anteriorly to 
BA 4 and 6. These latter two areas (i.e. primary motor cortex and ventral premotor 
cortex) have been consistently identified in primates as agranular cortex (although 
their exact borders are again a point of discussion [60]). These areas are character-
ized by an absence of layer IV.  Then, moving further in a posterior-to-anterior 
direction:

First, a dysgranular area lying just anterior to the ventral premotor cortex (area 6) could be 
identified in the macaque monkey in the depth of the ventral part of the inferior branch of 
the arcuate sulcus, and this area had the architectonic characteristics of human area 44 [our 
Fig.  7.11, GR]. Furthermore, a combined anatomical–physiological study demonstrated 
that the neurons in the newly identified area 44 of the macaque monkey were involved with 
the orofacial musculature [67]. Dysgranular area 44 is succeeded, anteriorly, by area 45, 
which is a clearly granular cortex with the architectonic characteristics of area 45 in the 
human brain: clusters of unusually large neurons in layer III, a well-developed layer IV, and 
moderate sized neurons in layer V (see [67–69]). We found that monkey area 45 as defined 

Fig. 7.12  Precentral 
motor cortex of the cebus 
(top), macaque (middle) 
and chimpanzee (bottom) 
(taken from the chapter 
by von Bonin in Bucy 
(ed.) (1949) [65]). Note 
in particular the presence 
of BA 44, which 
Brodmann claimed was 
not present in non-human 
primates

7.4  Language and Evolution



208

by criteria comparable to those of the human brain extends anteriorly as far as the infraprin-
cipal dimple (IPD) and that it can be subdivided into a caudal (area 45B) and a rostral (area 
45A) part. Furthermore, monkey area 45 when defined by the criteria of human area 45 is 
not related to oculomotor function as shown by a combined architectonic–microstimulation 
study that examined this issue. [67]

In a similar manner to Broca’s area, anatomical homologue areas have also been 
described for Wernicke’s area (Fig.  7.13). Architectonic similarities have been 
noted for the inferior parietal cortex (area PG) and the temporal cortex in the poste-
rior part of the Sylvian fissure (area Tpt) [70, 71]. However, as we have seen before, 
these findings should be put in perspective, as there is little consensus about any 
anatomical definition of Wernicke’s area in humans.

Most scholars nowadays would share the view that precursors of the human lan-
guage system are present in our ancestors, although the exact functional roles of 
these homologue language areas remain unclear. Are these areas subserving specific 
speech functions, or are they only controlling the orofacial muscles that are used 
during speech? Overall scientific evidence is conflicting here. Some, like Lieberman, 
plainly state that ‘a functional Broca’s area is present only in humans’ [52]. What 

Fig. 7.13  Gross language areas in humans and their proposed homologues in macaques and com-
mon chimpanzees, as taken from Falk (2007) [53]. Identifications are based on cytoarchitectonic 
and functional similarities and should—according to the author—be viewed as tentative
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we do know is that all attempts to teach chimpanzees to talk have failed. Some 
recent studies indicate that chimpanzees can use novel sounds to capture the atten-
tion of humans, but chimpanzees and other apes are not capable of—or at least have 
great difficulty—intentionally controlling their speech [52, 72, 73]. In this respect, 
their homologue Broca’s area seems more directly hardwired to the areas for facial 
motor control than in humans. Electrical stimulation of Broca’s area in monkeys 
and macaques has predominantly resulted in lip and tongue movements, and subse-
quent resection of this area had no effect on tasks that involve vocalization [74]. On 
the other hand, there are functional imaging studies that indicate that the left inferior 
frontal gyrus is involved during the production of communicative signals in chim-
panzees [75]. Overall, it is likely that the homologue Broca’s area in non-primates 
is involved in both vocal and gestural communication. How to bridge the gap further 
to the human situation is unclear, in particular because there remains significant 
discussion about the functionality of human Broca’s area in humans.

7.4.1.2	 �Subcortical Pathways
What about the subcortical anatomy? Are the homologue language areas in primates 
connected in a similar manner to those in humans? Although many details about the 
human language circuitry still need to be filled in, there is fairly convincing evidence 
that there are two main pathways involved: a ventral and a dorsal one. Both pathways 
consist of both direct and indirect routes. The dorsal language pathway, for instance, 
has an indirect route via the inferior parietal region. In animals it is possible to study 
connecting fibre pathways with much more precision than in humans. Human brain 
analysis is limited to either the traditional post-mortem dissection methods or to MRI-
based fibre tractography. Both methods are unable to determine precisely the origins 
and terminations of white matter tracts, although MR technology is rapidly advancing 
towards more accurate identification of smaller fibres [76]. In animals, fibre pathways 
can be visualized with invasive methods, for instance, by injecting radioactively 
labelled amino acids in specific cortical areas, or by retrograde tracing of cells that 
project to areas that were injected with horseradish peroxidase (Fig. 7.14). For obvi-
ous reasons these techniques have not been applied in humans. A good introduction to 
this methodology, as well as the history of fibre tracing in monkey and man, can be 
found in the seminal book by Schmahmann and Pandya [16]. There is another major 
advantage of animal studies, namely, that the connectivity of the brain can be studied 
in detail with invasive neurophysiological (e.g. microrecordings) and lesional tech-
niques. As with the anatomical studies, this has led to many neuroscientific break-
throughs [77–79]. A key question, of course, is to what extent these results can be 
extrapolated to the human brain, in particular for higher cortical functions.

A good starting point is comparison of the subcortical pathways that are involved 
in speech perception in both animals and humans, as obviously all vocal commu-
nication starts with the analysis of sound [80]. Speech perception refers to the 
mapping of sounds to internal linguistic representations [81]. It is a precursor 
and subroutine of language comprehension, whereby the computation of mean-
ing is not required (the distinction is important, as ‘speech’ and ‘language’ are 
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sometimes—incorrectly—interchangeably used) [81]. There is much evidence that 
subcortical anatomy that underlies speech perception is grossly similar in primates. As 
Poeppel (2012) wrote:

The connectivity of the human auditory cortex is often presumed to be very similar to that 
of nonhuman primates. This is probably true for the overall pattern of connectivity, includ-
ing that of the early auditory stages. (…) Auditory cortex of nonhuman primates is subdi-
vided into core, containing the primary areas (…); the belt, which flanks the core laterally 
and medially (…); and the parabelt, which is lateral to the (lateral) belt.

Current evidence from nonhuman primates suggests that there is: (1) a cascade of connec-
tions from core to belt to parabelt; (2) multisensory input to caudal parabelt; and (3) long-
range connections between parabelt and prefrontal cortex. In humans, there is evidence for 
a similar type of connectivity within early-stage auditory areas; the connectivity of higher-
order auditory and related cortex appears to follow the blueprint of nonhuman primates, 
however with several notable differences. [81]

Both in monkeys and humans, the auditory system is organized into a ventral and 
dorsal stream, analogous to the visual system (Figs. 7.14 and 7.15). Details differ 

Fig. 7.14  Dorsal and ventral pathways in the macaque monkey as determined via the autoradio-
graphic method, whereby labelled isotopes are injected into a particular cortical area of interest. 
Both pathways link perisylvian regions with the homologues of Broca’s region. The photograph is 
of the lateral surface of the macaque monkey brain. ‘The ventral pathway (in yellow) is the extreme 
capsule fasciculus (ECF), which originates from cortical areas of the superolateral temporal region 
(i.e. superior temporal gyrus, superior temporal sulcus, and adjacent dorsal inferotemporal cortex), 
courses through the extreme capsule, and terminates primarily in area 45, with a more moderate 
projection to area 44. The dorsal pathway (in red) is the superior longitudinal fasciculus (SLF), 
which originates from areas of the inferior parietal lobule and terminates in areas 44, 45B, and 
45A. Fibers originating from the caudal part of the superior temporal sulcus arch around the caudal 
end of the lateral fissure forming the arcuate fasciculus (AF) and blend with the fibers of the SLF in 
the white matter of the inferior parietal lobule. The ventral premotor cortex (area 6), which controls 
the orofacial musculature, receives strong input from the most rostral part of the inferior parietal 
lobule (area PF) via a part of SLF (shown in green). (…) The middle longitudinal fasciculus (MDLF, 
blue), links the superolateral temporal region with the inferior parietal lobule. This shows that the 
suprasylvian inferior parietal lobule and the infrasylvian superolateral temporal regions, which are 
connected with Broca’s region, are themselves massively interconnected. The figure shows the com-
plete homologue of the circuitry that, in the left hemisphere of the human brain, will be used to serve 
linguistic processing when language develops. Note, however, that the circuitry already exists in the 
prelinguistic primate brain’ (Text and figure from Petrides and Pandya 2009 [137])
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between research groups [82–85]. The dorsal or ‘where’ pathways are involved in 
spatial auditory information and mainly connect areas in caudal belt and parabelt to 
dorsolateral areas (BA 8 and 46). The ‘what’ pathways are more linked to ‘intrinsic 
features of auditory stimuli including speech’ and reciprocally connect rostral and 
orbital regions of the prefrontal cortex to the rostral belt and parabelt areas [81]. 
There is thus an anatomical–functional differentiation along the anterior–posterior 
axis of the temporal lobe:

In general, the caudal parabelt (‘where’) provides auditory projections to directing eye 
movements and to the dorsal prefrontal cortex, and the rostral parabelt (‘what’) projects to 
ventral/orbital prefrontal cortex and the granular cortex, perhaps more related to human 
Broca’s area. [81]

The graphic representations of the monkey’s auditory system resemble modern 
anatomical schemes of the human language system, where frontal and temporal 
areas are connected with multiple subcortical pathways [82, 86]. Recently, in an 
initial study, the anatomical connectivity of frontal lobe tracts was compared in 
monkeys and humans (Fig. 7.16) [87]. The human results were constructed with 
non-invasive MRI diffusion techniques, a method with a considerably inferior spa-
tial resolution than axonal tracing. Nonetheless, the overall correspondence was 
large, with two significant exceptions: the arcuate fasciculus and the inferior fronto-
occipital fasciculus (IFOF). Both in monkeys and humans, the arcuate fasciculus 
terminates in the caudal and posterior part of the superior temporal gyrus (area Tpt). 
However, this pathway is poorly developed in monkeys, as projections to the middle 
and inferior temporal gyrus are absent. More or less similarly, the anterior projec-
tions of the external capsule/IFOF overlap, while the posterior projections in the 

Fig. 7.15  Diagram indicating some of the connections between the temporoparietal and the infe-
rior prefrontal areas in the monkey, taken from Grodzinsky (2006) [66]. The auditory region in the 
superior temporal lobe is subdivided into core, belt and parabelt regions. There are two main pro-
cessing streams: (1) the rostral belt and parabelt (the ‘what’ pathway), which projects to the infe-
rior convexity of the prefrontal lobe; and (2) the caudal belt and parabelt (the ‘where’ pathway), 
which project to more dorsolateral areas. The intraparietal and inferior parietal regions (7ip, 7b) 
project to the inferior convexity. Numbers indicate Brodmann’s areas (Data from Hackett (1998) 
[80], Romanski (1999) [138, 139] and Petrides and Pandya (1999, 2001) [69, 140]). as arcuate 
sulcus, cs central sulcus, ls lunate sulcus, ps principal sulcus, sts superior temporal sulcus
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monkey do not reach the temporal and occipital lobe. In this respect, the IFOF 
seems uniquely human. These differences, so conclude the authors, may underlie 
unique human cognitive functions [87].

7.5	 �Mesulam, Hickok and Poeppel

In 1990, an influential paper was published: ‘Large-scale neurocognitive networks and 
distributed processing for attention, memory and language’ [46]. The paper broke with 
the traditional neurological thinking that functions were either fairly localized (e.g. for 
motor or language functions) or hardly localizable at all (e.g. for attention or planning). 
It was written by Marcel Mesulam (1945), an American neurologist and expert in cog-
nitive and behavioural neurology, who had 5 years earlier published his now renowned 
book Principles of Behavioral and Cognitive Neurology. At the time, the notion that 
behaviour and higher cognitive functions were subserved by complex neural networks 
was gradually gaining ground. Much of the underlying anatomical evidence came from 
animal studies, where new techniques (such as axonally transported tracers) were 
revealing a complex interconnected brain. These studies suggested that brain networks 
had an internal structure that was ‘commensurate with complex computational archi-
tectures such as parallel distributed processing’, a computer technique that was also 
developed in that same period [46]. Remember that in the 1990s human brain mapping 
studies were still in their infancy, and the successful era of functional MRI and MRI-
based tractography had yet to begin. A central feature of networks, as Mesulam said, is 
the absence of a one-to-one correspondence between anatomical site, neural computa-
tion and complex behaviour. Behaviour is somehow contained in ‘grids of connectiv-
ity’ that are both localized and distributed (see Fig. 7.17):

The model (…) helps to explain how anatomical localization is compatible with the fact 
that lesions in different parts of the brain can yield perturbations of the same overall 
behavior, why single lesions lead to only partial deficits of a given behavior or to multiple 

Fig. 7.16  Thiebaut de Schotten (2012) compared fibre tracts derived from axonal tracing studies 
in monkeys (left column) with those in humans as measured with non-invasive MR tractography 
(right column). The latter technique may be biased due to methodological limitations. The com-
parison of fibre pathways in the frontal lobe found ‘several similarities between human and mon-
key in the cingulum, uncinate, superior longitudinal fascicles, frontal aslant tract and orbitopolar 
tract. These similarities suggest preserved functions across anthropoids. In addition, we found 
major differences in the arcuate fascicles and inferior fronto-occipital fascicles. These differences 
indicate possible evolutionary changes in the connectional anatomy of the frontal lobes underlying 
unique human abilities’ [87]. (Top row) Superior longitudinal fasciculus with three branches 
(respectively red, yellow and green). The comparison suggests similarities between simian and 
human for the three SLF branches. (Middle row) Arcuate fasciculus. This pathway has many fewer 
temporal connections in monkeys than in humans (common features in red, differences in blue). 
(Bottom row) Extreme capsule in monkeys versus IFOF in humans. Both tracts project to similar 
frontal regions. The posterior projections are different, however, as the monkey pathways do not 
reach posterior-temporal and occipital areas. As such, the IFOF is absent in monkeys
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behavioral deficits, and why brain mapping studies (…) are likely to detect multiple areas 
of activation in association with individual complex behaviors. For the more practical 
purposes of neuropsychological assessment, this model predicts that no neuropsychologi-
cal task can ever be entirely specific for a single region of association cortex and that the 
clinician need not to look for multiple lesions just because the patient shows more than 
one cognitive deficit. [46]

These large-scale networks consist of widely separated and interconnected local 
networks, whereby the local networks are ‘confined to single cytoarchitectonic fields 

Fig. 7.17  Mesulam (1990) introduced the concept of large-scale neurocognitive networks [46]. The 
key principle is that there are no one-on-one relationships between anatomical sites, neural computa-
tion and behaviour. In Mesulam’s words: ‘This configuration reconciles reductionism with emer-
gence; reductionism represents a top-down perspective from behavior to computation and to neural 
structure, whereas emergence results from the same interactions from a bottom-up perspective. The 
additional features that emerge during the upward ascent from one level to the next represent the 
relational architecture among the components and cannot be reduced to a simple list of lower-level 
constituents’. ‘Sites I, II, and III collectively constitute a large-scale network underlying behavior 
alpha. The alpha1, alpha2, and alpha3 components define the behavioral plane. Site I is most closely 
associated with alpha1, site II with alpha2, and site III with alpha III, but the relationship is not one 
to one and contains considerable eccentricity’ (Text and figures from Mesulam (1990) [46])
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or immediately contiguous areas’. Five different types of large-scale networks are 
described by Mesulam: for spatial attention, language, memory–emotion, executive 
functions and face and object identification [88]. He acknowledges that it is difficult 
to specify the neurobiological features and computational algorithms for these net-
works but that they ‘provide the only opportunity for addressing the neurological 
basis of complex cognitive domains’ [50]. Behaviour is represented at many neural 
sites and vice versa; individual sites are involved in different cognitive operations. 
Figure 7.18 schematically shows that the flow of auditory and visual information in 
the brain runs both upstream and downstream. Higher-order areas, such as Wernicke’s 
area, function as complex nodes in larger networks. The boundaries between 

Fig. 7.18  Mesulam’s model of the flow of auditory and visual information in the human brain. 
‘Each concentric ring represents a different synaptic level. Any two consecutive levels are sepa-
rated by at least one unit of synaptic distance. Level 1 is occupied by primary sensory cortex. Small 
empty circles represent macroscopic cortical areas or “nodes”, one to several centimeters in diam-
eter. Nodes at the same synaptic level are reciprocally interconnected by the black arcs of the 
concentric rings. Colored lines represent reciprocal monosynaptic connections from one synaptic 
level to another. (a) Visual pathways as demonstrated by experimental neuroanatomical methods 
in the macaque brain. (b) Visual (green), auditory (blue), and transmodal (red) pathways in the 
human brain. Individual pathways are inferred from the experimental work in the monkey. The 
anatomical identity of many of the nodes is not specified because their exact anatomical location 
is not critical. The assumption is that these types of anatomical interconnections and functionally 
specialized nodes exist in the human brain even thought their exact location has not yet been deter-
mined. The terms ‘dorsal’ and ‘ventral’ refer to the separation of visuofugal pathways, especially 
at the fourth synaptic level, into dorsal and ventral streams of processing. The gaps in the circles at 
the first four levels indicate the absence of monosynaptic connections between modality-specific 
components of auditory and visual processing’. A1 primary auditory cortex, AIT anterior infero-
temporal cortex, f area specialized for face encoding, L the hippocampal-entorhinal or amygdaloid 
components of the limbic system, LIP lateral intraparietal cortex, MST medial superior temporal 
cortex, P heteromodal posterior parietal cortex, Pf lateral prefrontal cortex, s area specialized for 
encoding spatial location, PIT posterior inferotemporal cortex, T heteromodal lateral temporal 
cortex, TF part of medial inferotemporal cortex, v area specialized for identifying individual voice 
patterns, V1 primary visual cortex, V2,V3,V5,V5 additional visual cortices, W Wernicke’s area, wr 
area specialized for encoding word forms, 7a(Opt) part of dorsal parieto-occipital cortex (Text and 
figure from Mesulam (2000) [88])
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low-level auditory processing and high-level cognitive processing in networks are 
fuzzy, and information that is processed in ‘simple’ primary auditory areas may also 
contribute to eventual conceptualization of acoustic information (i.e. language com-
prehension). Thus, if we want to unravel language processing, we should focus not 
only on the so-called higher cognitive processes but also consider information pro-
cessing in primary sensory areas, as this information can interact in important ways 
with other downstream areas [89]:

Neurons of A1 of the human brain are sensitive to pure tones and pitch whereas those of the 
mid-to-anterior parts of the superior temporal gyrus are relatively unresponsive to pure 
tones and nonlinguistic noises but respond to specific phonetic parameters of spoken lan-
guage [90–92]. The superior temporal gyrus neurons are broadly tuned to the segmentation 
and sequencing of phonemes as well to their coherence within polysyllabic and compound 
words [93]. They encode speech at a presemantic level since they respond to real spoken 
words as readily as to distorted backward speech. [93]

Approximately half of the neurons in parts of the middle temporal gyrus (BA21) give 
highly selected responses, mostly in the form of suppression, to understandable speech but 
not to distorted speech [93]. (…) it appears that upstream auditory areas in the human brain 
tend to encode more elementary features of sound such as frequency and pitch, whereas 
downstream areas may encode neuronal groups that encode more composite features 
related to the identification of words [‘wr’ in Fig. 7.18], the localization of sound sources 
for attentional targeting [‘s’ in Fig. 7.18], the categorization of object-specific sounds, and 
perhaps also the characterization of individual voice patterns. [area ‘v’ in Fig. 7.18]

Mesulam’s model has several different auditory areas, comparable to the many 
visual areas that are already well described in primate brains. Information is anal-
ysed in various bits and pieces at multiple places in multiple times. Consequently, 
lesions in auditory areas can lead to various complex functional impairments:

Lesions of unimodal auditory association cortex or of its connections give rise to complex 
‘auditory perceptual impairments’ (such as the inability to identify variations in timber or 
sound sequences), ‘cortical deafness’ (inability to recognize meaningful verbal and non-
verbal auditory patterns despite normal brain stem auditory potentials), ‘pure word deaf-
ness’ (inability to understand or repeat spoken language despite good recognition of 
environmental sounds and no other language deficit), ‘auditory agnosia for environmental 
sounds’ (inability to identify sounds characteristic of objects despite good speech com-
prehension), and ‘phonagnosia’ (inability to recognize the identity of familiar voices 
despite preserved recognition of spoken words and environmental sounds) [94, 95]. The 
first two deficits are caused by damage to upstream unimodal auditory association cortex 
(usually in the presence of A1 involvement) whereas the latter three may reflect damage 
to downstream auditory association cortex or functional disconnections of auditory asso-
ciation areas from transmodal cortices related to language comprehension and object 
recognition. [88]

7.5.1	 �Epicentres

The best studied network at the time was that of directed spatial attention (Fig. 7.19). 
The ability to direct attention to parts of the extra-personal space is an important 
prerequisite for adaptive behaviour [46]. This functionality is linked to three major 

7  Neo-connectionism, Neurodynamics and Large-Scale Networks



217

regions in the right hemisphere: dorsolateral posterior parietal cortex, dorsolateral 
premotor–prefrontal cortex and cingulate gyrus. Spatial attention is well studied in 
animals, and experiments have shown that lesions in each of the three regions or of 
important interconnections cause neglect, albeit with different behavioural distur-
bances that relate to the specific lesion site

Each of the three cortical components (…) serves a dual purpose; that is, it provides a local 
network for regional neural computations and it also provides a nodal point for the conver-
gence and reentrant accessing of distributed information. All three core components are 
probably engaged simultaneously and interactively by attentional tasks, and it is unlikely that 
there is a temporal or processing-level hierarchy among them. The resultant phenomenon of 
directed attention is not the sequential sum of perception plus motivation plus exploration 
but an emergent (i.e. relational) quality of the network as a whole. It is also important to real-
ize that this large-scale network is implicated primarily in the distribution of spatially-
addressed attention. The distribution of object-addressed attention requires the additional 
contribution of visual association areas in the temporal lobe. [88]

Mesulam’s ideas are strongly based on the results of animal studies. For the lan-
guage network, good animal models are obviously lacking. There is, however, abun-
dant lesion data from human studies that points to the left hemisphere and in 
particular to left perisylvian areas. Clinical observations suggest that Broca’s area is 
involved most in articulation and syntax and that Wernicke’s area is involved in 

Fig. 7.19  A large-scale network for directed attention. Lesions in any one major site or pathway 
can cause neglect. For example, frontal lesions can cause neglect just as readily as parietal lesions. 
FEF frontal eye fields, PIS intraparietal sulcus, MPC medial parietal cortex, SPL superior parietal 
lobe, STSp posterior part of cortex within the superior temporal sulcus, 45d dorsal part of area 45, 
46p posterior part of area 46, PG heteromodal association cortex of the inferior parietal lobule 
(Text and figures adapted from Mesulam (1990) [46])
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semantics and lexical retrieval. Still, lesions in either area can produce both produc-
tion and comprehension deficits, in contrast to classic language theories. Mesulam 
sees the areas of Broca and Wernicke as the two major nodes (‘cortical epicentres’) 
in the language network. These areas are not strictly defined, as there are no definite 
cytoarchitectonic, topographic or physiological criteria for their exact delineation. 
Mesulam acknowledges that, in general, anatomical landmarks in the brain do not 
allow for a reliable classification of the function of particular areas [88]. 
Cytoarchitectonic maps or topographical patterns do not consistently match with 
similar functions across individuals.

When analysing the history of brain cartography, Mesulam distinguishes two 
different ‘schools’. Proponents of the first school, he wrote, primarily constructed 
maps on the basis of structural features (e.g. Exner, Brodmann, the Vogts, von 
Economo and Flechsig). Proponents of the second school combined results from 
anatomical, physiological and behavioural experiments (e.g. Campbell, Broca, 
Filimonoff, Yakovlev and Sanides). This led to a subdivision of the cerebral cortex 
into five major functional subtypes: limbic, paralimbic, heteromodal association, 
unimodal association and primary sensorimotor [88]. Mesulam combined the cyto-
architectonical information of Brodmann with this concept of primary, unimodal 
and heteromodal cortical areas to characterize the function of brain regions (see 
Fig. 7.20). Unimodal Brodmann area 44 is positioned as the core of Broca’s area, 
with adjacent areas 45, 47, 12 and 6 (these are, with the exception of BA 6, hetero-
modal prefrontal areas) [88]. For Wernicke’s area Mesulam sees no universally 
accepted boundaries: ‘It is usually defined as “the region which causes Wernicke’s 
aphasia when damaged”’ [88]. He stresses that Wernicke’s area is not a ‘word 
bank’, but:

a nodal bottleneck for assessing a distributed grid of connectivity that contains information 
about sound-word-meaning relationships. At the output stage, Wernicke’s area constitutes 
a final common pathway for the chunking of thoughts into words that are commensurate 
with the underlying meaning. [50]

Mesulam links this functionality to a potential larger area in the left posterior-
temporal and parietal region:

Some investigators would confine Wernicke’s area to auditory association cortex in the 
posterior third of the superior temporal gyrus (BA 22). (…) the multimodal nature of 
Wernicke’s aphasia argues against this possibility. There are numerous reasons for conclud-
ing that Wernicke’s area includes not only the posterior third of BA 22 but also the imme-
diately adjacent parts of heteromodal cortex in BA 39-40 and perhaps also parts of the 
middle temporal gyrus. [88]

According to one of Mesulam’s more recent studies, axonal pathways are likely 
also included, as well as the anterior temporal lobe [96]. Others also have failed to 
find any common ground for Wernicke’s area. Wise wrote in 2001: ‘Over time, both 
the functional and anatomical boundaries of “Wernicke’s area” have become so 
broad as to be meaningless’ [97].
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7.5.2	 �Dual-Stream Models

Since around the year 2000, evidence has grown in favour of a dual-route model for 
language. Although the various proposed models differ, there is general agreement 
that there is a dorsal route that is implicated in phonological processing (this is the 
classic Broca–Wernicke connection) and an additional ventral route that subserves 

Fig. 7.20  Mesulam’s distribution of functional regions within the brain. Results from Brodmann’s 
cytoarchitectonic studies are combined with the concept of unimodal and heteromodal cortical 
areas. Lesions in unimodal areas yield deficits only in tasks guided by that single modality, whereas 
lesions in heteromodal areas can lead to more complex functional deficits. Mesulam added that 
‘The boundaries are not intended to be precise. Much of this information is based on experimental 
evidence obtained from laboratory animals and needs to be confirmed in the human brain’. AA 
auditory association cortex, ag angular gyrus, A1 primary auditory cortex, B Broca’s area, cg cin-
gulate cortex, f fusiform gyrus, FEF frontal eye field, ins insula, ipl inferior parietal lobule, it 
inferior temporal gyrus, MA motor association cortex, mpo medial parieto-occipital area, mt mid-
dle temporal gyrus, M1 primary motor area, of orbitofrontal region, pc prefrontal cortex, ph para-
hippocampal region, po parolfactory area, ps peristriate cortex, rs retrosplenial area, SA 
somatosensory association cortex, sg supramarginal gyrus, spl superior parietal lobule, st superior 
temporal gyrus, S1 primary somatosensory area, tp temporopolar cortex, VA visual association 
cortex, V1 primary visual cortex, W Wernicke’s area (Figure taken from Mesulam, 2000 [88])
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semantic processing [89, 98, 99]. In recent years, MRI-based tractography has 
greatly contributed to the anatomical specifications of these fibre tracts [100]. The 
ventral route consists of multiple pathways that together connect regions in four 
different cerebral lobes [101]. All of these tracts were initially described well over 
a century ago. To date, their functional roles within the various networks are to a 
large extent still unclear and in need of clarification. Ventral route connections run 
via the inferior fronto-occipital fasciculus (IFOF), uncinate fasciculus (UF), middle 
longitudinal fasciculus (MLF) and inferior longitudinal fasciculus (ILF). More spe-
cifically, the UF has been associated with proper naming and also with emotional 
and memory processing, the ILF with reading and face and visual recognition [102]. 
Results from direct electrical stimulation in awake surgical patients support the 
existence of two major language pathways in the left hemisphere (see for details 
Chap. 6). Subcortical electrical stimulation of the ventral stream, and in particular 
the IFOF, consequently impairs semantic language processing [103]. Stimulation of 
the dorsal stream usually elicits speech arrest or phonological paraphasias. There is 
only limited data available from right hemisphere procedures, prohibiting general-
ization of stimulation results to both hemispheres. It should be noted, though, that 
language disturbances have been convincingly obtained after stimulation of homo-
logue pathways in the right hemisphere, albeit in a small sample of left-handed 
patients [104].

Hickok and Poeppel not only have an impressive track record in language 
research, they also moderate an inspiring blog on which they post new ideas and 
comments on papers from the scientific community: www.talkingbrains.org. And 
they have a keen eye for history. They realized that their dual-stream model was not 
a new idea, but was ‘a central feature of Wernicke’s model of the functional anat-
omy of language’:

We have written that our dual stream model of speech processing builds on research on 
cortical models of the visual system, particularly the distinction between dorsal and ven-
tral processing streams. And it does. But there is a much older precedent both to our own 
proposal, and to current dual-stream vision theories: Wernicke’s classic 1874 language 
model. As we all know, Wernicke proposed that sensory representations of speech (‘audi-
tory word images’) interfaced with two distinct systems, the conceptual system, which he 
believed was broadly distributed throughout cortex, and the motor system located in the 
frontal lobe. The interface with the conceptual system supported comprehension of 
speech, whereas the interface with the motor system helped support the production of 
speech. Thus, one stream processes the meaning of sensory information (the ‘what’ 
stream), while the other allows for interaction with the action system (the ‘how’ stream). 
This is basically identical to what David and I have been claiming in terms of broad orga-
nization of our dual stream model, and identical to what folks like Milner and Goodale 
have proposed in the vision domain. When will those vision folks get an idea of their 
own. ;-)d

In Hickok and Poeppel’s model, the dorsal stream provides an interface for 
speech with the motor system (Fig.  7.21). The critical region for these 

d Quote from Greg Hickok, taken from www.talkingbrains.org, 25 May 2007
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auditory–motor transformations lies deep within the posterior part of the Sylvian 
fissure, in so-called area Spt (Sylvian parietal–temporal) [89]. The ventral stream 
provides an interface with conceptual representations, which are necessary for lan-
guage comprehension [89, 99, 105]. In contrast to many other anatomical language 
models, Hickok and Poeppel hypothesize that retrieval of lexical information and 
conceptualization are bilaterally represented processes, although they suggest ‘a 
weak left-hemisphere bias at this level of processing’ [86]. The dorsal stream is 
strongly left lateralized, in accordance with clinical findings that usually only dam-
age to the left hemisphere results in speech production deficits. (For a different 
opinion, see, for instance, Cogan (2014) [106].) It is involved in articulation and 
phonology and seems embedded in the sensorimotor circuits that run between the 
inferior frontal region and ventral premotor cortex and the inferior parietal lobe 
(Fig. 7.22) [107]. This pathway corresponds to the anterior segment of the arcuate 
fasciculus, as described by Catani (2005) [107]. Other authors refer to it as a 

Fig. 7.21  The dual-stream model of the functional anatomy of language according to Hickok and 
Poeppel (2007) [86]. The interface with the motor system is left lateralized. The classic sensory 
part of language processing (the ventral stream in this model) has to a large extent a bilateral rep-
resentation. Spectrotemporal and phonological analyses are performed in the dorsal STG and the 
mid-to-posterior part of the STS. pIFG posterior part of inferior frontal gyrus, PM premotor cor-
tex, aITS anterior inferior temporal sulcus, aMTG anterior middle temporal gyrus, STG superior 
temporal gyrus, STS superior temporal sulcus
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subdivision of the superior lateral fasciculus (part III) [108–110]. Note that nomen-
clature of these tracts remains confusing as some authors use the terms interchange-
ably, although the arcuate fasciculus is generally seen as part of the superior lateral 
fasciculus.

7.5.3	 �Phonological Loop

Left fronto-parietal connections have not only been associated with language 
(speech perception, mapping of sounds onto motor representations) but also with 
verbal working memory [111]. This has led researchers to question the extent to 
which these functional systems overlap. The term working memory was first used by 
Baddeley and Hitch (1974) to describe a system that is involved in the temporary 
processing and storage of information [112, 113]. Part of their original model was a 
phonological loop that consists of a ‘phonological store’ (to hold verbal information 
for approximately 2 s per item) and an ‘articulatory rehearsal process’ (to refresh 
the decaying contents of the phonological store by subvocal rehearsal) [114].

Some researchers have proposed that the phonological loop is part of the lan-
guage system and that assistance of verbal working memory is demanded, for 
instance, during processing of complex sentences. It is indeed appealing to think 
that this loop can be used to hold words and sentences online until a proper (syntac-
tic) judgement has been made [111]. Several studies have provided evidence for this 
hypothesis, by showing that both language and verbal working memory tap into the 
same neural resources [113, 115–117]. Lesion studies have indicated that Broca’s 
aphasics, for example, not only have problems with the comprehension of more 
complex sentences but also have a reduced working memory span for digits and 

Fig. 7.22  MRI-based tractographic reconstruction of the arcuate fasciculus. Frontal and temporo-
parietal areas are connected through direct and indirect pathways. The direct pathway (long segment 
shown in red) runs medially and corresponds to classical descriptions of the arcuate fasciculus. The 
indirect pathway runs laterally and is composed of an anterior segment (green) connecting the infe-
rior parietal cortex (Geschwind’s territory) and Broca’s territory and a posterior segment (yellow) 
connecting Geschwind’s and Wernicke’s territories (Figure from Catani (2005) [107])
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sentences. Functional imaging studies indicate that the inferior frontal region 
(including the ventral premotor cortex) and the inferior parietal lobe (i.e. classic 
language regions) are engaged during phonological working memory tasks [109, 
118–120, 111, 121].

On the other hand, there is also considerable evidence that there are different 
working memory systems and that working memory consists of multiple separate 
subsystems [122, 123]. For the sake of argument, it should be noted that working 
memory is a slow and somewhat inaccurate system. It is under attentional control 
and is, by definition, not involved in automatic processing. Language, in contrast, is 
a much faster and more automatized process. Studies in healthy subjects and patients 
have found that verbal working memory span and language performance are disso-
ciable [122]. Individuals with a severe reduction in the capacity of the phonological 
loop typically have normal spontaneous speech and just a few difficulties with lan-
guage comprehension [124–126]. Lesion studies suggest that there are separate sys-
tems within the verbal memory system for different types of linguistic stimuli [122]. 
Aboitz (2010) reached a similar conclusion when reviewing the literature on the 
phonological loop:

It is likely that Baddeley’s restricted concept of phonological working memory may not be 
sufficient to account for the memory requirements of complex language processing because 
it is likely that other forms of short-term memory also participate in this process. For exam-
ple, syntactical processing in the adult is probably automatic to a large extent (Endress and 
Hauser 2009) and partly depends on corticostriatal networks that have become stabilized as 
procedural memories that need to interact with episodic memory networks conveying 
meaning (Ullman 2004). [109]

It is of (historical) interest to note that Baddeley, later in his career (1998), 
proposed that the phonological loop primarily evolved as a system to store unfa-
miliar sound patterns until more permanent representations have been formed. He 
attributed an important role to the phonological loop for the learning of language, 
representing ‘the processes and mechanisms by which the sound patterns of the 
words of the native language are learned by the child’ [126, 127]. Interestingly, 
this idea strongly resembles that of Wernicke (1874), who argued that the arcuate 
fasciculus is only of critical importance during childhood, when language is 
learned and associative connections are formed between auditory and motor 
images (see Chap. 2).

7.5.3.1	 �The Problem of Definitions
The question thus remains whether or not working memory is involved in aspects of 
language processing and to what extent there are common neural pathways [113, 
117]. The main reason for bringing up this (ongoing) controversy here is to illustrate 
that a discussion in terms of brain functions can easily lead to confusion and misun-
derstanding. This is caused by the inability to construct proper operational defini-
tions. Definitions of brain functions are often so broad that a comparison of 
experimental results across studies or against gold standard techniques is next to 
useless. They can differ significantly between different textbooks and between 
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different research groups. Instead of ‘functions’, it is better and more practical to 
study and compare the results of specific tasks.e Tasks, as opposed to functions, can 
be better defined and controlled and—when adequately constructed—will target a 
specific function of interest.

This process—designing tasks to study brain function—is the basis of functional 
neuroimaging techniques. Task-based functional MRI, in particular, is increasingly 
used to formulate new theories on brain function and is moving the neuroscientific 
field forward at a rapid pace. The next chapter provides a detailed look into the 
related methodological and fundamental issues in language mapping with func-
tional imaging techniques and specifically focuses on development of clinical 
applications.
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8Functional MRI

Functional neuroimaging techniques, first positron emission tomography (PET) 
and later functional MRI (fMRI), have revolutionized cognitive neuroscience. 
These tools have also greatly improved our understanding of how language is 
implemented in the brain. Almost from the beginning, fMRI was also applied for 
language mapping in surgical practice because of its obvious benefits: high-resolu-
tion whole-brain mapping without the need for invasive procedures. Other clinical 
applications that have been investigated, although less frequently, are the use of 
fMRI as a tool to help diagnose or understand diseases that lack clear neuroana-
tomical characteristics or as a predictor for language outcome after stroke (see 
Chap. 9).

But in contrast to its success in the cognitive neurosciences, it has proven to be 
more problematic than expected to turn fMRI into an instrument that clinicians want 
to use for their patients. This chapter explores fMRI from both a neuroscientific and 
a clinical perspective. First, key principles of functional neuroimaging are listed, 
together with some methodological considerations. Next, the history of functional 
neuroimaging is described and the scientific progress that has been made in under-
standing language with the help of neuroimaging. Finally, we will explore the 
potential of fMRI in a clinical setting and discuss strategies to further develop it as 
a clinical instrument.

8.1	 �Brief Introduction to the Method

Before the 1980s, the neural basis of brain functions was largely inferred from the 
results of post-mortem lesion studies and the small number of neurosurgical patients 
that had been investigated with electrocortical stimulation mapping. The problem 
was that this data had been gathered from diseased and damaged brains, and the 

This chapter was co-authored by Martijn Jansma (Department of Neurosurgery, St Elisabeth-
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presence of the lesion had probably already altered the functional organization of 
the brains of these patients or at least induced some form of compensation. PET 
provided, for the first time, an instrument that could study the normal functional 
neuroanatomy of brains unaffected by pathology or potential functional reorganiza-
tion with good spatial precision [1]. PET is a slightly invasive technique because it 
requires the intravenous injection of radioactively labelled water (with a half-life of 
2 min). At the beginning of the 1990s, it was discovered that changes in brain activ-
ity can be visualized without any contrast agent, using an MRI machine. This tech-
nique became known as ‘functional’ MRI or fMRI. The first fMRI studies were 
published in 1992 by Bandettini [2], Ogawa [3] and Kwong [4], and these groups 
are usually credited with the discovery.

The principle upon which PET and fMRI rest is that neurons that become more 
active increase their energy consumption. The brain is a particularly greedy con-
sumer of energy, as it takes up to 20% of the bodily energy consumption with only 
2% of its body weight [5]. To supply this energy, local blood vessels dilate to 
increase the inflow of nutrients. This leads to regional changes in the brain’s physi-
ology and metabolism, of which some can be mapped with surprisingly precise 
spatial resolution. Current functional imaging techniques mostly use differences in 
the concentration of glucose, oxygen or haemoglobin as an indirect means to con-
struct three-dimensional images of brain activity.

fMRI is the only neuroimaging technique that is completely non-invasive. It 
exploits the fact that the actual inflow of oxygen to regions with increased neuronal 
activity is much more than locally used by neurons [6, 7]. Malonek and Grinvald 
very eloquently described this as the brain ‘watering the entire garden for the sake 
of one thirsty flower’ [6]. This phenomenon is also called the ‘blood oxygen-level 
dependent’, or ‘BOLD’ effect (Fig. 8.1), and is the basis of the contrast that is used 
in almost all fMRI measurements to visualize changes in brain activity.a

8.1.1	 �Task Conditions

fMRI provides the investigator with a three-dimensional map of signal changes 
in the brain. These changes can be spontaneous or associated with different task 
conditions (see Fig.  8.2 for an example of a block-designed experiment). 
Language studies have often focused on the distinction between productive and 

a The BOLD contrast is sensitive to the level of deoxygenated haemoglobin in the blood. 
Haemoglobin is a large protein that contains iron and transports oxygen. When the molecule 
releases its oxygen, and gets deoxygenated, it becomes much more magnetic; it now acts as a little 
magnet that distorts the local magnetic field of the MR scanner. With the inflow of new oxygenated 
blood, in response to increased neural activity, deoxygenated blood is washed out, and the ability 
to measure signals from the tissue with the MR scanner improves. Although BOLD imaging is the 
most frequently used fMRI technique, there are several other methods that rely on other physiolog-
ical changes (e.g. arterial, capillary or venous flow) [13].
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receptive functions, but this dichotomy has not always been helpful in designing 
fMRI experiments to unravel the anatomical basis of language functions, nor in 
understanding aphasic problems. Binder suggested the use of a classification 

a

c

b

Fig. 8.1  The exact relationship between neural and cerebrovascular changes remains unknown, 
but microelectrode recordings in both animals and humans strongly suggest that the BOLD signal 
corresponds to local field potentials (LFPs) [8, 9]. LFPs reflect the input and intracortical process-
ing of a population of neurons, rather than their output. Several studies have also reported a cor-
relation between fMRI signals and an increase in the power spectrum as measured with 
electrocorticography for a variety of tasks [10, 11]. Note that a typical voxel (3–5 mm in each 
dimension) contains over 5 million neurons, 50 billion synapses and 200 km of axon [12]. (a) MRI 
scan shows the position of a microelectrode within the visual cortex of a monkey (Logothetis 
2001) [9]. (b) Results of an fMRI experiment in the same monkey with visual stimuli (rotating 
chessboard for 10 s). BOLD responses (colour) are measured from the visual cortex. (c) Graph 
shows that the BOLD response starts several seconds after neural activity within the same region. 
Logothetis (2001) concluded from the experiments that ‘results show unequivocally that a spatially 
localized increase in the BOLD contrast directly and monotonically reflects an increase in neural 
activity. (…) In a first approximation BOLD and neural responses are shown to have a linear rela-
tionship for short stimulus presentation durations’ [9] (Figures from Logothetis (2001) [9])
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from linguistics for fMRI experiments, which splits up language into five sub-
components instead of two:

(1) phonetics, the processes governing production and perception of speech sounds; (2) 
phonology, the processes by which speech sounds are represented and manipulated in 
abstract form; (3) orthography, the processes by which written characters are represented 

Fig. 8.2  BOLD-fMRI language experiment in a patient with a left temporal lobe tumour (low-grade 
glioma located predominantly in the left superior temporal gyrus). Maximal surgical removal of such 
a glioma requires information on critical language-related structures located nearby. BOLD-fMRI 
can only measure relative signal changes and does not provide the investigator with absolute mea-
surements of brain activity. As such it relies upon a contrast of two or more experimental conditions 
(i.e. it requires a reference condition against which signal changes can be measured). In its simplest 
and most commonly used form, as shown here, the experiment has a ‘block-design’ with two condi-
tions. In the ‘active’ condition, single nouns were presented, and the patient was instructed to think 
of a related verb (e.g., ball → throw, car → drive). In the control condition, symbols were presented; 
it was hypothesized that these stimuli do not engage the language system. There were ten epochs of 
30 s (five for the active and five for the control condition). Spatial resolution (voxel dimension) is 
3 × 3 × 3 mm. Red voxels denote areas where the signal is significantly higher during the active than 
during the control condition. Note that the results from all different stimuli condense in a single 
functional brain map. To provide an anatomical frame of reference, fMRI results are projected onto 
detailed anatomical MRI images (here, a cortical rendering of a T1-weighted MRI scan). In this 
patient, considerable activation of frontal and temporal language areas in both hemispheres was 
observed, suggesting bilateral representation of language functions. (Sub)cortical mapping during 
awake surgery confirmed language areas in the left hemisphere (for obvious reasons, no information 
was acquired from right fronto-temporal areas during surgery). These single-task fMRI experiments 
are increasingly used for the planning of brain surgery. Point of discussion is to what extent fMRI 
areas are truly critical for normal language functions and have clinical relevance. In other words, it is 
not known whether removal of these areas will lead to lasting language problems for patients
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and manipulated in abstract form; (4) semantics, the processing of word meanings, names, 
and other declarative knowledge about the world; and (5) syntax, the processes by which 
words are combined to make sentences and sentences analysed to reveal underlying rela-
tionships between words [14].

Although this classification seems a better approach for the study of language, it 
should be noted that it cannot always be expected that different brain functions add 
up linearly. Cognitive processes can interact in a complex and non-linear fashion, 
creating unpredictable effects [15]. Block-designed experiments are rooted in a 
form of modular thinking and rely on the principle of pure insertion, implicitly 
assuming that perception, cognition and action are largely independent brain pro-
cesses [16]. Modern theories, on the other hand, propose that the same neurons can 
be active during both perception and action and that sensorimotor systems form an 
integral part of cognitive processes [17].

8.1.2	 �Detection Power

The signals that can be picked up with fMRI only increase a few percent after brain 
regions become neurally more active. These changes are so small that they easily 
get lost in huge amounts of background activity [13, 18]. There is an ongoing dis-
cussion about the exact physiological processes that take place when the brain is 
engaged in certain tasks [19]. The term active or activated is frequently used in 
functional neuroimaging studies to denote an area that is responsive during a par-
ticular sensorimotor or cognitive task. The term implies that brain areas change 
from a dormant state into a functional one. However, brain areas are probably never 
truly ‘inactive’. In fact, most of the brain’s energy is needed to sustain a certain 
baseline neural activity. It is therefore better said that areas become more (or less) 
active and that the level of activation—whatever that means—varies over time.

Investigators may use different strategies to increase the detection power for the 
task-related signals that they are interested in. These come at a cost, though, and 
impose various constraints on the design of experiments. Common strategies include 
repetition of stimuli and spatial smoothing of the data.b What raises the complexity 
of fMRI analyses further is that signals are measured from several thousands of 
voxels and that for each voxel hundreds of measurements are performed in a time 
series. As is the case with noisy data, statistics are subsequently needed to decide 
whether or not the measured signals contain information. Functional brain maps are 
therefore, by definition, statistical representations of the outcome of the 

b When fMRI images are spatially smoothed, the signal from any given voxel is averaged with that 
of its neighbours. This results in an image that is blurred and has less anatomical detail. The spatial 
extent of smoothing is determined by the experimenter. In mathematical terms, a convolution is 
done with a Gaussian kernel of which the full width at half of its maximum (FWHM) determines 
the spatial extent of smoothing. Smoothing accounts for local differences in anatomy across indi-
viduals so that images can more easily be aligned with those of other brains or with a standard 
template. This process generally also increases the signal-to-noise ratio. However, there are impor-
tant downsides: small areas of activation are lost in the process (resulting in false-negative activa-
tion), and the spatial detail may not be good enough for surgical purposes [20, 21].
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experiment.c Although there are a number of popular software packages for fMRI 
analysis (e.g. SPM, AFNI, FSL), standardization is lacking at this point [22].

fMRI can be performed with a regular MRI scanner, which is nowadays widely 
available in hospitals. At most, it requires relatively inexpensive adaptations to soft-
ware and hardware, making it much more accessible than PET. Current state-of-the-
art fMRI techniques are sensitive enough to pick up signals related to a single 
stimulus in individual subjects at a millimetre resolution. However, a typical cogni-
tive fMRI experiment provides brain maps reflecting average activity of groups of 
subjects with a resolution of about 1–2 cm.

In a relative short time, fMRI has become an immensely popular tool in neurosci-
ence. fMRI protocols and techniques have continuously evolved, and by 2010, scientists 
published about it in more than 1500 articles [24]. Other brain mapping techniques, such 
as electroencephalography (EEG) or magnetoencephalography (MEG) are used much 
less frequently because of their lack of spatial precision (EEG, MEG) or very high costs 
(MEG). In stark contrast, clinical fMRI investigations have not changed their basic 
methodology much since the pioneering language studies of Petersen or Binder or the 
first neurosurgical patient studies that came out in the 1990s [25, 26]. This is remarkable 
because there have always been significant discrepancies between the results of fMRI 
and those of the invasive clinical techniques. One would have expected this to be a 
strong impulse to re-evaluate both new and established clinical methods and to under-
stand why these results are so different (as they both, of course, aim for a similar goal: a 
map of critical language areas). In reality, we think, relatively little effort has been made 
to close this barrier. Clinicians still rely on the Wada test and direct electrical stimulation 
(DES) for language mapping, although they are starting to acknowledge that these tech-
niques have significant flaws and that they are not the ideal gold standards against which 
to judge fMRI maps (see also Chap. 6) [1, 14]. Neuroscientists, on the other hand, never 
really turned their attention to the mapping of functions in individuals—an important 
prerequisite for clinical use. For some reason, the same fMRI methods that were devel-
oped for group studies were also used for precise localization of functions in individual 
patients. However, single-subject fMRI requires a different approach. Before this dis-
cussion is entered in more detail, we will first summarize what neuroscientific studies, 
and in particular those that used functional imaging techniques, have taught us about the 
neural basis of language.

8.2	 �Historical Perspective

The underlying assumption of BOLD imaging is that regional blood flow changes are 
correlated to local neural activity. Such a relationship was already suspected at the end 
of the nineteenth century [27, 28]. Angelo Mosso (1846–1910), an Italian physiolo-
gist, was the first to actually gain experimental evidence of this phenomenon [29]. He 
measured pulsations of the brain in a patient with a skull defect after a neurosurgical 
intervention. A farmer named Bertino had bone pieces removed after a traumatic skull 

c The validity of many published fMRI studies has been seriously questioned over the past years 
(e.g. Vul 2009, Eklund 2016), suggesting that these had too high rates of false positives or have 
reported correlations between brain and behaviour that are ‘impossibly high’ [22, 23]. This reflects 
the ongoing discussion in search for valid methods to analyse and interpret fMRI data.
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fracture, and that had left him with a bony opening in the skull. Mosso designed a 
device that could simultaneously measure pulsations from the forearm and from the 
skin overlying the bone defect. He hypothesized that these latter measurements 
reflected changes in brain volume and intracranial pressure. Then, and this was truly 
a scientific inquiry, Mosso asked Bertino to perform certain cognitive tasks (i.e. mul-
tiplication) and noted that—after some delay—the pulsations from the surface of the 
brain increased, whereas those of the forearm did not (Fig. 8.3). This indicated, or at 

Fig. 8.3  Mosso’s device for simultaneously recording pulsation in the arm and brain. The brain 
showed stronger pulsations after an event that stimulated brain activity (shown with arrow) [29]
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least suggested to him, that blood rushes to the brain when mental performance 
increases. As such, he was one of the first researchers to develop a technique for in 
vivo brain imaging. Mosso also performed other experiments that—as we read it 
now—require somewhat more wishful thinking:

The subject to be observed lay on a delicately balanced table which could tip downwards 
either at the head or the foot if the weight of either end were increased. The moment emo-
tional or intellectual activity began in the subject, down went the balance at the head-end, 
in consequence of the redistribution of blood in his system.d

At the time, many other researchers were interested in the psychophysiological 
relationships between the mind and brain. Some, including Mosso, studied tempera-
ture changes of the brain and performed various experiments in animals and man to 
study the causal effects of these changes. Mosso described them in his book Die 
Temperatur des Gehirns (1894). He concluded that ‘the fluctuation in the temperature 
of the brain was independent of blood temperature and was likely related to the meta-
bolic activity of the brain itself’ [29]. There are several historical notes of interest 
here. For instance, Hans Berger (1873–1941), the inventor of electroencephalography, 
was inspired by Mosso’s work. In his clinic in Jena, he adapted Mosso’s technique of 
plethysmography and this eventually led to development of the EEG. As Schiller 
wrote: ‘One day in 1924 this none too rewarding pursuit [of Berger] gave him the idea 
of using electrodes, to replace “thermoencephalography” with the E.E.G.’ [30]. Broca 
also tried to localize brain lesions via recording of the temperature of the skin. He had 
learned from his general surgical work that blood flow changes affected the tempera-
ture of a limb. Broca used this information to determine at what exact place a diseased 
extremity should be amputated. In an analogous way, he proposed that brain lesions 
led to changes in the cerebral vasculature and subsequently to changes in local tem-
perature. To measure these changes, Broca had devised a ‘thermometric crown’ that 
he considered sensitive enough to pick up temperature changes despite the physical 
boundaries of the dura, skull and skin. Broca also hypothesized that brain temperature 
should increase with the execution of cognitive tasks, in particular in the frontal areas, 
and he described some of these experiments in his work [31]. Again, these were 
among the first attempts at functional brain imaging.

Following up on these pioneering studies at the end of the nineteenth century, 
Charles Roy (1854–1897) and Charles Sherrington (1857–1952) studied brain vol-
ume changes in animals via a more sophisticated measuring device that was 
implanted in the skull of an animal (Fig. 8.4). This allowed them to record these 
changes under various controlled experimental circumstances, for instance, during 
the stimulation of peripheral nerves or medulla oblongata, the restricted inflow or 
outflow of blood to the cranium or asphyxia. This resulted in a landmark paper that 
was published in 1890 and that described some of the basic principles of cerebral 
blood flow regulatory mechanisms [33]. Their studies supported a model whereby 
cerebral blood flow is controlled by both ‘extrinsic’ factors (arterial and venous 
blood pressure) as well as ‘intrinsic’ (local) factors:

d Quote taken from The principles of psychology by William James, 1890 [107]
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These facts seem to us to indicate the existence of an automatic mechanism by which the 
blood supply of any part of the cerebral tissue is varied in accordance with the activity of 
the chemical changes which underlie the functional action of that part. Bearing in mind that 
strong evidence exists of localization of function in the brain, we are of opinion that an 
automatic mechanism, of the kind just referred to, is well fitted to provide for a local varia-
tion of the blood-supply in accordance with local variations of the functional activity. (Roy 
& Sherrington, 1890 [33])

Fig. 8.4  ‘A trepan hole, about 22 mm in diameter in the case of dogs, but smaller when a cat or a 
rabbit was used, was made as near the middle line of the vertex of the cranium as is compatible 
with avoidance of the longitudinal sinus, after which the subjacent dura was removed by a circular 
incision. After any oozing of blood from the diploë had ceased, a small metal capsule, of a size 
corresponding with that of the trepan hole, was fixed over the aperture by means of screws. The 
shape of the capsule and the mode of fixing it firmly to the skull can be seen on reference to Fig. 1. 
The lower opening of the bell-shaped capsule (a) is closed by a very flexible, delicate, animal 
membrane (e), of the kind already used by one of us (R.) in other apparatus. It is tied on in such a 
way that it readily follows all changes in the level of the part of the cortex on which it rests, while 
it prevents any escape of the air with which the capsule is filled. Outside the capsule, about two mm 
from its lower edge, is a projecting rim (b), which rests on the external surface of the cranial bone. 
This rim has in it two notches, in which fit two metal pins (c and d), bent at right angles at their 
lower ends, so that they can hook under the bone on opposite sides of the hole. By means of small 
thumbscrews on the upper parts of these pins, the capsule is held firmly in position. The upper 
opening of the capsule is connected by means of rigid-walled tubing with the recording apparatus. 
This latter consists of an arrangement similar to that which one of us has described as useful for 
studying the form of the pulse wave and which is shown in Fig. 1a. A light piston, escape of fluid 
by the side of which is prevented by a flexible membrane of the kind already referred to, conveys 
to a recording lever any changes in the volume of the brain (Text and figures taken from Roy and 
Sherrington (1890)’ [33])
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The principles that were laid out by Roy and Sherrington are still the basis of 
modern functional neuroimaging techniques, although controversy remains about 
the exact underlying mechanisms. See for an overview Fox (2012) [7].

8.3	 �What Neuroscientific Studies Taught Us 
About the Neural Basis of Language

An important goal of neuroscience is to unravel and, if possible, to understand the 
neural architecture that underlies brain functions. The traditional approach, that 
started with the lesion-deficit studies at the end of the nineteenth century, is to 
search for consistent and meaningful structure–function relations among subjects. 
This is also the approach that is still often used in functional imaging studies. Data 
from individual subjects are transposed to some standard brain template, after which 
they are averaged to form groups. Averaging is beneficial in the sense that it reduces 
the influence of noise and individual variations that are considered to be of no inter-
est. Although meaningful differences between subjects may get lost in this process, 
this trade-off is generally accepted by the neuroscientific community in search for 
overarching theories and models [34].e

Functional neuroimaging studies have greatly improved our understanding of 
how language is implemented in the brain, and have provided alternatives for the 
classic convictions on language localization. It is worth taking a closer look at some 
of the older studies first, as these already yielded several observations that conflicted 
with the classic Broca-Wernicke model, both from a conceptual and anatomical 
point of view.

8.3.1	 �Some Landmark Studies

One of the first functional imaging studies on language processing was published in 
1988 by Petersen and colleagues: Positron emission tomographic studies of the cor-
tical anatomy of single-word processing [37]. In the introduction of their paper in 

e There are, however, critics who state that group studies of patients, and even of normal subjects, 
have no relevance to the understanding of brain function. Read Caramazza (1986) for an elegant 
overview of arguments [35]. Caramazza strongly proposed that single-case studies are the only 
valid manner to study brain–behaviour relations. Others have reasoned that this could potentially 
lead ‘to the logical absurdity of there being as many theories as there are patients’ (Halai 2016) or 
warn that individual patient measurements may be too specific to allow meaningful generalization 
to a reference population [35, 36]. It is indeed difficult to draw general conclusions when experi-
mental conditions and performance among patients are not homogeneous. However, deviant 
responses from brain-damaged patients are, of course, not entirely unconstrained and as such can 
be used to test new hypotheses and models. As Caramazza wrote ‘the performance of all individual 
patients (as well as the performance of normal subjects) must be considered in the evaluation of a 
proposed model of a cognitive system’ [35]. In recent years, new and complementary methods are 
being developed that not only generate a model for the group as a whole but also capture individual 
differences (e.g. [36]).
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Nature they refer to Geschwind’s model as the clinical model that was most widely 
accepted at that time, and that ‘argues for serial processing, with an early recoding 
of visual input into an auditory-based code which is used in turn for semantic and 
articulatory access’ [37]. The results from Petersen’s functional imaging studies did 
not support this model, but were more consistent with models of parallel processing 
that had already been suggested in contemporary studies [38, 39]. The authors con-
cluded that there were three main findings that were inconsistent with any model of 
serial language processing:

First, there is no activation in any of our visual tasks near Wernicke’s area or the angular 
gyrus in posterior temporal cortex. Visual information from occipital cortex appears to have 
access to output coding without undergoing phonological recoding in posterior temporal 
cortex. Second, tasks calling for semantic processing of single words activate frontal, rather 
than posterior, temporal regions. Third, sensory-specific information appears to have inde-
pendent access to semantic codes and output codes; simple repetition (output tasks) of a 
presented word failed to activate the left-frontal semantic areas (association tasks) [37].

Petersen studied both auditory and visual processing of single words. They used 
four behavioural conditions in a three-level hierarchical block design. ‘Each task 
state was intended to add a small number of operations to those of its subordinate 
(control) state’ [34]. A description of the tasks and results is given in Fig. 8.5. The 
authors proposed a model whereby there are multiple routes between areas that 
code articularly, phonological or semantic information. The importance of the early 
PET studies was far-reaching, as, for instance, stated by Price in an extensive review 
of 20 years of PET and fMRI language studies (1992–2011) [40].

They [the first PET studies] illustrated that functional imaging could provide anatomical 
localization with a precision that far exceeds that attainable with human brain lesion studies. 
Moreover, the study of healthy subjects avoids possible confounding effects of brain lesions, 
such as compensatory reorganization of brain function [41–43]. Methodological challenges 
were also well appreciated, particularly when the results appeared to contradict classic axi-
oms of language organization. For example, Steinmetz and Seitz (1991) [44] argued that data 
should not be averaged over subjects because intraoperative stimulation showed diversity 
in location of language functions and morphometrical imaging studies showed diversity of 
brain shape and gyral patterns that would be difficult to correct with anatomical normaliza-
tion techniques. Many other concerns were succinctly addressed in a review by Petersen and 
Fiez (1993) [45], who pointed out that functional neuroimaging results should be viewed as 
evolutionary, rather than revolutionary and that they were most interpretable when they were 
backed up by supporting data from other studies.(…) Petersen and Fiez (1993) [45] also 
emphasized that complex language functions were not localized in specific brain regions; 
they were distributed across networks of regions with each area making a specific contribu-
tion to the performance of the task, which depends on its connections to other areas in a 
parallel distributed hierarchy. In this context, understanding the functional anatomy of lan-
guage cannot be deduced from a single experiment; rather, it requires the integration of 
results from multiple experiments using multiple techniques [40].

When fMRI was further developed, it gradually became the most frequently used 
tool to study the neural basis of language and other cognitive functions. One of the 
first fMRI studies that targeted language areas was from Binder and colleagues (1997) 
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[46]. His group studied 30 right-handed volunteers with a semantic decision task, with 
auditive presentation of words (via MRI-compatible headphones). There were two 
control conditions: one in which subjects had to perform a tone decision task and one 
where they were asked to remain relaxed and motionless (i.e. without explicit instruc-
tions) (see Fig. 8.6 for details and results). As in Petersen’s and other studies, some of 
the results were clearly incongruent with the classic language view [37, 47, 48]. For 
instance, despite abundant activation of left temporoparietal areas on the group maps, 
Wernicke’s area was not clearly activated. Most of the temporal activation was found 
in the middle temporal gyrus. Another remarkable finding, also found in Petersen’s 
study, was that the semantic decision task not only activated temporoparietal areas, as 
expected from classic teaching, but also left frontal language areas. In general, frontal 
areas seem more easily activated during fMRI language tasks than temporoparietal 
areas. These frontal areas often extend well beyond the classic Broca’s area and 
include large parts of the medial and lateral prefrontal cortex.

Fig. 8.5  Schematic results of a PET language experiment in 17 healthy subjects from the paper of 
Petersen (1988) [37]. There are four behavioural conditions, with both auditory and visual presen-
tation of stimuli (looking at fixation point—listening or reading passive words—repeating visually 
or auditory presented words—generating a verb from a given noun). The researchers calculated 
three different contrasts from these task conditions (the right column in the table shows the cogni-
tive processes that are hypothesized to be different in the stimulated state versus the control state). 
The figures denote the ‘activated’ areas that were found
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But judgements on how well functional neuroimaging results correspond to 
those of classic language models depend on the investigator’s perspective. In 2000, 
Price reviewed the functional neuroimaging studies that had been performed thus 
far—focusing on single-word processing tasks—and specifically compared them 
against classic nineteenth- and twentieth-century lesion-deficit models [49]. 

Fig. 8.6  Block-designed fMRI language experiment taken from the paper of Binder (1997) [46]. 
Experimental conditions included a ‘rest’ state and two behavioural tasks. Stimuli were given via 
headphones and were either tones or sampled male speech sounds. In the semantic decision condi-
tion, subjects had to decide (via a button press) whether a spoken English noun was an animal that 
was both ‘native to the United States’ and ‘used by humans’. In the control condition, two different 
tones were presented (500 and 750 Hz). Subjects had to respond when they heard two consecutive 
750 Hz tones. (Top) Group results for 30 right-handed healthy volunteers. fMRI activation maps 
are shown for the semantic decision versus tone decision comparison, whereby the results were 
scaled to an averaged standard brain. Note strict left-sided lateralization and extensive involvement 
of large parts of frontal, temporal and parietal areas outside classic language areas. Yellow-red 
colour scale denotes the probability that voxels are activated in the semantic decision task relative 
to the tone decision task. Cyan-blue voxel scale with the reverse contrast (note that these areas are 
strongly lateralized to the non-dominant hemisphere). (Bottom) fMRI language areas in an indi-
vidual subject (26-year-old male)
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Although Price suggested modifications to the classic models, based on the findings 
from modern imaging studies and cognitive psychology, she concluded that there 
were more commonalities than differences:

The correspondence to the 19th Century neurological model illustrated in Figure 1 [our 
Fig. 8.7] is clear although a few refinements have been made. First, the site that corresponds 
to the function of Wernicke’s area is the upper bank of the posterior superior temporal sul-
cus. Second, the critical site for articulatory planning is the anterior insula, not the third 
frontal convolution (Broca’s area). Third, the angular gyrus is not specific to visual word 
forms but is engaged when semantic associations are made. Fourth, the meaning of words 
is also distributed along the left inferior and middle temporal cortices. Fifth, reading and 
name retrieval tasks activate the left posterior inferior temporal lobe. This region is thought 
to have monosynaptic connections to Broca’s area (DiVirgilio & Clarke, 1997) thereby 
providing the semantic reading route that was missing from the 19th Century model. In 
brief, the only anatomical regions that were missing from the 19th Century neurological 
model were in the inferior temporal cortices, areas that are relatively resistant to the isch-
emic damage that the lesion deficit model is dependent upon [49].

Price, as a neuroscientist, speaks of ‘only a few refinements’ [49]. Overall, func-
tional imaging results indeed show overlap with those of the lesion-deficit models 
at a generic level (Fig. 8.7). However, when judged from a more clinical perspec-
tive, there are important differences. It is easily seen that some of the areas of 
Price’s model do not accord with clinical experience. For example, surgery within 
the left inferior temporal lobe generally does not result in language deficits, and 
electrical stimulation finds language functions in a far wider temporal region than 
the superior temporal sulcus alone. Neurologists are interested in language repre-
sentation in the individual patient and differ in their questions from neuroscientists, 
who want to generalize results across populations. Neurosurgeons are even more 
exacting and require individualized information on ‘eloquent’ and ‘non-eloquent’ 
areas with sub-centimetre accuracy for the planning of their operations. They are 
interested in the precise anatomical organization of language and want to know 
what areas are truly essential for normal language functioning. In this respect, the 
generalized models that are drawn from functional imaging results are not very 
helpful.

An important point—and warning—here is that most people will probably look 
at these fMRI images, or any brain map for that matter, with the implicit assumption 
that all of the highlighted areas play a critical role in normal language functioning. 
This is a very understandable but wrong assumption. These experiments were not 
designed, and thus not meant, to provide us with answers to such questions (nor 
may we assume that the uncoloured areas are not involved in language processing). 
Even for me, with a fair amount of background in functional neuroimaging, it is 
sometimes difficult to suppress this most intuitive reaction. We may not compare 
fMRI maps directly to those of lesion-deficit studies. Graphical images, as we have 
repeatedly seen before, easily speak for themselves (think of the schemes of 
Wernicke or Penfield). But it is in fact impossible to ‘see’ what they actually repre-
sent without sufficient background information.
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Fig. 8.7  Proposed language model as derived from functional imaging studies by Price (2000) 
[49]. The model was considered to be largely consistent with the classic models of language pro-
cessing. Semantics is described at word level
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8.3.2	 �From Single Words to Sentences

In the meantime, a wealth of fMRI studies has been published. A large part of these 
studies have investigated the processing of single stimuli, using tasks such as word 
generation or picture naming (see for some of the earlier reviews, for instance, 
Bookheimer (2002) [50] or Demonet (2005) [51]). Clinical studies predominantly 
stuck to these ‘simpler’ tasks, whereas neuroscientists and linguists moved further 
and also began studying the neuroanatomical basis of more complex tasks, such as 
sentence processing. For obvious reasons, the neural processes that are responsible 
for the production and understanding of sentences are even more complex than 
those of single words. In order to comprehend a sentence or an utterance, it is not 
enough to deduce the meaning of individual words in the linear manner to which 
they are presented to the listener or reader. The relationship between words, in terms 
of the overall meaning of a sentence, is often non-linear, as parts of sentences can 
be embedded or otherwise have a different hierarchical structure (e.g. the cat that 
chases the dog is black). Information therefore needs to be kept ‘online’ before its 
meaning can be grasped, and additional resources (such as selective attention and 
working memory) may be required to understand and apply grammatical and syn-
tactical relationships at sentence level.

In 2006, Vigneau and colleagues published a meta-analysis of fMRI and PET 
studies that went beyond single-word processing [52]. They specifically investi-
gated phonology, semantics and sentence processing. Despite the methodological 
limitations that are inherent to meta-analyses (the authors had no access to the raw 
data and had to deal with differences in spatial normalization and data analyses 
methods across studies), the authors claimed that spatial resolution was ‘under the 
gyral level’. Several functionally specialized networks were identified that covered 
extensive areas in the frontal and temporal lobes (see Fig. 8.8). A number of inter-
esting propositions were extracted from these results. For instance, it was found that 
phonological and semantic processing have separate networks within the left infe-
rior frontal gyrus, confirming earlier work by Poldrack (1999), who described an 

Fig. 8.8  Meta-analysis of 129 fMRI studies of healthy volunteers that specifically investigated 
phonology (blue), semantics (red) or sentence processing (green), as studied by Vigneau (2006) 
[52]. (Top) 730 activation peaks are shown on a cortical rendering of the left hemisphere (in 
stereotactic space). (Middle) For further analyses, peaks were clustered. The semantic network 
is shown, which includes a dorsal and a ventral component in the temporal lobe. The ventral 
component is dedicated to visual material and includes T3p at the interface between phonologi-
cal and semantic processes for audio-visual processing (yellow). The dorsal component is dedi-
cated to auditory material and includes the voice area (yellow) at the interface between 
phonological and semantic processing. In the frontal lobe, the semantic areas are located in the 
anterior part of the inferior frontal gyrus. (Bottom) Three different working memory loops. The 
working memory loop for phonological material is shown in blue and connects inferior frontal 
areas to those in the parietal lobe. The working memory loop for semantics (red) includes a 
frontal area at the junction of the precentral gyrus and opercular part of the inferior frontal 
gyrus (PrF3op) and the angular gyri. The working memory network for sentence and text com-
prehension includes the posterior part of the middle frontal gyrus (F2p) and the posterior part 
of the superior temporal sulcus (STSp, green)

8  Functional MRI



2478.3  What Neuroscientific Studies Taught Us About the Neural Basis of Language



248

anterior–posterior dissociation of phonological and semantic areas [53]. Also, the 
semantic network was found to be much larger than traditionally envisioned, includ-
ing the angular gyrus, superior and middle temporal gyrus, fusiform gyrus, tempo-
ral pole and clusters in the left inferior frontal gyrus. ‘This semantic network can be 
considered to construct an overall meaning on the basis of the association of inte-
grated knowledge issued from the main domain of external (audition, vision) and 
internal (long-term memory, emotion) messages; this construction of sense forms 
the foundation of language communication’ [52]. Finally, the authors describe three 
different working memory loops: for phonology, semantics and sentence 
processing.

8.3.3	 �A New Anatomical–Functional Perspective

The four studies that were briefly reviewed before (Petersen, Binder, Price, 
Vigneau) are exemplary for what is generally found in functional imaging experi-
ments when these are carefully analysed and interpreted. These results are not 
sufficiently explained by the older lesion-deficit models and contrast with what is 
generally taught in medical school. In fact, they make a strong case that the neural 
basis of language needs to be redefined. One of the more consistent findings in both 
fMRI and modern lesion studies is that language production and comprehension 
are not restricted to, respectively, left inferior frontal and temporoparietal regions. 
Broca’s area is clearly involved in both production and comprehension, as was 
already observed in the early functional imaging studies of Petersen and Binder. A 
similar conclusion holds for Wernicke’s area; when defined as the posterior part of 
the superior temporal gyrus, this area seems predominantly involved in phonologi-
cal processes that facilitate both language production and comprehension. Before 
words can be spoken and before relevant muscles are innervated for this purpose, 
the neural representations of speech sounds (phonemes) need to be made available. 
Phonological retrieval as well as temporary storage of phonetic sequences is thus 
an important prerequisite for normal execution of speech [54]. Phonological pro-
cessing is also central to the ‘acquisition of long-term lexical memories of novel 
words’ [54, 55]. As such it plays a vital but indirect role in language comprehen-
sion. The actual meaning of words and sentences is represented in a much wider 
(and bilateral) network that is located outside of classic Wernicke’s area (Fig. 8.9). 
This view is perfectly in line with the original ideas of Wernicke and Lichtheim, 
but not very commonly held in today’s clinical practice, where lesions in Wernicke’s 
area are still largely synonymous with comprehension disorders [54, 56–58].

Another common observation in functional imaging studies is that classic lan-
guage regions are involved in multiple functions and, in the case of Broca’s area, 
also in different cognitive domains [59].f In this respect, Broca’s area differs from 
Wernicke’s area, as it shows up as a component of many different nonlinguistic 
functions: motor imagination and preparation, music, visuospatial recognition, 

f This has also been repeatedly shown with electrical stimulation mapping. Individual sites can be 
involved in more than one function, for instance, auditory and visual naming [60], reading and 
naming [61], writing and naming [62] or different languages in bilingual patients [63, 64].
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working memory and executive control (i.e. the organization of action and 
thought) [65–68]. Wernicke’s various subfunctions are basically all linguistic in 
nature [54, 55]. The fact that brain areas participate in multiple different functions 
implies that sets of brain areas can be temporarily bound together to perform a 
specific function [69]. Such a view would be consistent with the fact that different 
language tasks generally result in different brain activity maps (see Fig. 8.10 for 
an example). Conjunction analyses make use of this principle, hypothesizing that 
areas that are activated by different tasks play a more crucial role for the particular 
function that they (broadly) target [72]. Such an approach has been advocated for 
presurgical planning, in order to differentiate between areas that are supportive 
for a particular function and those that are critically needed or essential for normal 
performance [73].

Finally, fMRI studies consistently indicate that language is organized in net-
works that exceed the borders of the classic language territories [74, 75]. The 
spatiotemporal profiles of different language functions are laid out across a large 
part of the brain. These observations go back to the time of Wernicke, Lichtheim 
and many others, who first described ‘connectionist’ models. Similar concepts 
were more recently—in the 1990s—introduced into clinical practice by Mesulam, 
in the aftermath of pioneers such as Luria. Mesulam provided a framework to 
better understand the neural basis of sensorimotor and cognitive impairments 
(see also Chap. 7). In his view, there are numerous sets of interconnected brain 

Fig. 8.9  Binder’s model (2015) of the major posterior language systems, based on modern lesion 
and functional imaging studies [54]. Classic Wernicke’s area (posterior temporal gyrus) is not 
directly associated with verbal comprehension, but instead with phonological processing. ‘Yellow 
indicates a bilateral speech phoneme perception system. Blue indicates the Wernicke area, which 
supports prearticulatory phonologic retrieval. Red indicates the temporal and parietal components 
of a distributed system for word meaning (semantic) representations. Speech repetition requires 
the pathway designated A in the figure, as well as more anterior parietal and frontal regions [not 
shown in colour] that support articulatory preparation and execution. Spoken word comprehension 
involves the pathway marked B in the figure, which maps perceived phoneme sequences to word 
concepts. Communicative speech production, in which the speaker retrieves words to express con-
cepts, requires the pathway marked C, which maps concept representations onto phonologic rep-
resentations. Pathway D indicates a direct mapping from visual word forms to phonologic 
representations, required for reading aloud’ (Figure and text taken from Binder (2015) [54])
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areas that are dedicated to a specific function. Within these networks there are 
hubs that ‘provide nodal points for receiving and distributing information that is 
critical for the functionality of the relevant domain’ [76]. Importantly, many of 
the more recent anatomy-based models also include language areas in the right 
hemisphere. Friederici’s model (2002) of auditory sentence comprehension is a 
bilateral fronto-temporal network, with right-sided areas involved in the process-
ing of sentence melody and prosody [77]. Indefrey and Levelt (2004) describe 
four areas in the right hemisphere that are related to the core process of word 
processing (see Fig. 8.10) [70]. Hickok and Poeppel’s model of speech process-
ing (2007), as we have seen in Chap. 7, consists of a dorsal and a ventral stream. 
The ventral stream, which maps sound to meaning, is essentially bilaterally rep-
resented [57].

It can thus be concluded that the results from the many different fMRI studies 
cannot be condensed into a single and invariant representation of the language 
system. Rather, language is the product of different subsystems that are acti-
vated depending on task requirements [14]. Although there remains unexplained 

Fig. 8.10  Results of a meta-analysis of 82 (mostly) functional neuroimaging studies of word 
production (Indefrey and Levelt, 2004) [70]. The figure shows regions activated by picture naming 
(green) and word generation (blue). Regions shared by both tasks (red) are assumed to be involved 
in core process of language production. Indefrey and Levelt refer to these differences and com-
monalities as, respectively, lead-in and core processes [70, 71]. ‘Lead-in processes are task-specific 
cognitive processes, such as visual object recognition in picture naming, taking place before the 
core word production pathway is entered. These processes are not well understood for all tasks, but 
they always contribute essentially to the neuroimaging results’ [70] (Figure and text (modified) 
taken from Indefrey and Levelt (2004) [70])

8  Functional MRI

http://dx.doi.org/10.1007/978-3-319-54633-9_7


251

variability across studies and subjects, the core findings and principles regard-
ing brain–language relationships seem reliable and coherent. These are sup-
ported by converging evidence from other modalities (lesional and 
electrophysiological methods) and disagree with the basic principles of classic 
and clinical models of language organization [78, 79]. Findings may be sum-
marized as follows:

	1.	 Language-related activity is found in many more brain regions than the classic 
left inferior frontal and posterior temporoparietal areas.

	2.	 The classic dichotomy of frontal/production versus temporoparietal/comprehen-
sion is not true.

	3.	 A significant amount of language-related activity is found in the right hemi-
sphere; its functional role is not clear.

	4.	 Different language tasks are in part executed by spatially different neural 
systems.

	5.	 Language areas participate in multiple functional networks, and these areas are 
not necessarily involved in language functions per se (e.g. Broca’s area).

	6.	 Language-related brain maps differ between subjects. It is unclear to what extent 
these differences reflect true variability in functional–anatomical organization 
and to what extent there is an underlying consistency across subjects.

	7.	 There is significant evidence that structure and function are not necessarily 
uniquely coupled.

8.4	 �What fMRI Can Contribute to Clinical Care

Clinicians have other interests to those of neuroscientists and have specific require-
ments when it comes to functional brain mapping that logically follow from their 
daily work: predicting outcome in the individual patient. Think of the neurosurgeon 
who tries to estimate the chance that surgery will affect the patient’s survival and 
functional outcome or the neurologist who is considering whether it is worthwhile 
to refer an older and impaired stroke patient for rehabilitation therapy. Fortunately, 
there is an increasing awareness in the medical community that the classical canoni-
cal knowledge that has been obtained from textbook models and group-based neu-
roimaging studies is not always relevant in clinical care for individuals [80]. 
Although the location of primary sensorimotor functions can be predicted with rea-
sonable accuracy with the use of averaged data, this is not the case for the precise 
location of cognitive functions, including language. Likely, this is because these 
functions are more complex and distributed over larger regions.g Classical language 
theories cannot explain why patients can have large tumours in classic language 

g This is best explained by the fact that primary cortices have a direct relationship with large sub-
cortical fibre bundles, such as the corticospinal tract or optical radiation, which probably restricts 
variability and plasticity.
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regions without language impairments or that patients can recover from a stroke 
after initial severe neurological deficits.

There are two areas in which fMRI should improve to become a relevant tech-
nique for neurosurgeons and neurologists. As a first requirement, fMRI should pro-
vide information on an individual level that is reliable enough so that it can be 
trusted by clinicians. This means that the precision and reproducibility of maps 
should be sufficient to detect meaningful functional information and to identify the 
‘odd-one-out’, even if such a case is infrequently encountered in clinical practice 
(think of patients with a language-dominant right hemisphere). The second, even 
more challenging requirement is that language maps for clinical purposes should 
indicate what the risk is that damage to a region leads to permanent and significant 
deficits. Clinical maps should not so much represent the level of brain activity or the 
functionality of a brain region, but its ability to withstand or recover from damage 
(i.e. the redundancy).

8.4.1	 �From Significance to Relevance

One important area that may have limited the clinical value of fMRI so far is the 
way statistics are applied. Statistical analyses play a crucial role in fMRI. In contrast 
to a regular anatomical MRI, an fMRI ‘scan’ represents a large number of scans 
taken over a longer period of time (~5–60 min). Each of these scans provides infor-
mation on 20–30,000 voxels (cube-shaped small brain regions of about 1–5 mm). 
To produce a three-dimensional brain map of activity, each voxel is tested separately 
for a significant change in activity.

In science, it is especially important to prevent incorrect support for a theory. 
From a scientific perspective, it is important to limit the number of false-positive 
errors and thus to reduce the chance that a hypothesis is falsely supported.h As a 
single fMRI experiment contains many thousands of statistical tests (i.e. for each 
voxel), a correction is applied to limit the overall number of false-positive results.i 
The consequence of this stringent statistical approach, however, is that there will 
also be an increase in the number of false negatives (i.e. ‘missed’ significant results).j 
While this is a sensible approach for scientific purposes, it may pose a problem in a 
clinical setting, where there is no uniform rule about the ‘importance’ of false nega-
tives and false positives. For instance, when clinical images are used for presurgical 
planning, it is vital not to accidentally miss brain activity (as this could potentially 

h In science it is generally considered less of a problem when the hypothesis is not rejected on false 
grounds (i.e. a false-negative result).
i Even if an experiment has no effect on the signals that are measured from the brain, due to pure 
noise, on average one in a hundred voxels will show a significant result if all voxels are tested with 
a p-value of 1%.
j In scientific papers on fMRI, unfortunately, non-significant regions are usually reported as ‘not 
active’. Instead, it would be better to label these areas as ‘unknown’, as there is a fair chance that 
these areas in fact are false negatives.
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result in postoperative neurological deficits when these areas are surgically 
removed). In these cases, first priority is to reduce the number of false negatives, 
even at the expense of a higher number of false positives [81]. Depending on the 
clinical question that is asked, minimization of the number of false negatives can 
thus be at least as important as minimization of the number of false positives.

The standard statistical fMRI approach to create brain maps is therefore often not 
optimal for clinical applications. For clinical use of fMRI, we need to consider alter-
native ways to produce and visualize fMRI brain maps. These maps should be more 
tailored to provide useful clinical information instead of useful scientific informa-
tion. From this point of view, it is good to realize that the main goal of statistics in 
science is to analyse and compare groups that are considered to be a sample of a 
larger population. In contrast, a clinical test result from one subject only provides 
information about that one subject, and thus the use of similar statistical methods 
may be less relevant here. Radiologists, for example, largely decide on qualitative 
grounds whether or not X-rays or anatomical MRI scans contain pathological abnor-
malities in a particular subject (i.e. these clinical decisions are taken without the use 
of formal statistical methods). An alternative approach to use fMRI in a clinical set-
ting may be to clearly visualize all the actual measurements, from highly active to 
nonactive regions and everything in between. As the human brain is an expert in 
recognizing and understanding patterns, clinicians may be able to learn what the 
fMRI brain maps represent and how they correlate with normal and impaired behav-
iour and cognition of patients. This, in fact, is similar to the way in which clinicians 
have learned, over time, to interpret clinical tests such as MRI scans or X-rays.

8.4.2	 �Some Remarks About the Reliability and Spatial Precision 
of Brain Maps

Obviously, good reliability is a sine qua non for use of any data in clinical and scien-
tific practice.k Ideally, statistical tests should give researchers a good impression about 
the likelihood that similar results are obtained when their experiment is repeated. 
Unfortunately, test–retest studies appear to indicate that results obtained with fMRI 
are not very reliable. However, the topic has not been addressed extensively, as for 
instance remarked by Bennett and Millner in their review paper (2010) [82]:

Surprisingly, most functional magnetic resonance imaging (fMRI) researchers have only a 
vague idea of how reliable their results are. Reliability is not a typical topic of conversation 
between most investigators and only a small fraction of papers investigating fMRI reliabil-
ity have been published.

We will shortly discuss these problems here. The first test–retest studies focused 
on the amount of brain activity across different sessions, by counting the numbers of 
suprathreshold voxels or calculating the overlap between sessions [83]. Surprisingly, 

k Note that there is virtually no data available on the reliability of the Wada test and electrocortical 
stimulation mapping, despite being the current clinical gold standards for language mapping.

8.4  What fMRI Can Contribute to Clinical Care



254

the amount of voxels varies enormously between sessions for the same subject, and 
the percentage of overlapping voxels hardly exceeds 30–40%, regardless of the 
height of the statistical threshold [18, 83].l McGonigle et al. (2000) scanned an indi-
vidual on 33 different occasions with three different fMRI tasks [85]. These authors 
found such a large intersession variability that they explicitly warned that single 
fMRI experiments in individuals may lead to erroneous conclusions. ‘This result 
demonstrates that session context effects have a significant effect on fMRI data and 
illustrates that a single session should be considered merely as a single sample of a 
subject’s responses to the experimental intervention employed’ [85].

What may—at least in part—underlie the disappointing results of these test–
retest studies is an incorrect interpretation of the statistical results in fMRI studies. 
As noted before, fMRI results are often published as a spatial pattern of supra-
threshold (‘significant’) voxels. Although represented and visualized as a pattern, 
each voxel is in fact tested independently using a univariate test. After correction for 
multiple comparisons—to reduce false-positive errors—a binary map of significant 
and non-significant voxels is produced. In test–retest studies of fMRI, the reliability 
of this entire binary pattern of significant voxels is often tested and interpreted as an 
indication of the reliability of fMRI as a technique. Unfortunately, in such an 
approach, the level of reproducibility will almost always be low as it is based on an 
incorrect interpretation of results. First of all, significance tests do not provide infor-
mation about the reproducibility of non-significant results, only about significant 
results. Second, the goal of any correction method for multiple comparisons (such 
as Bonferroni or the less stringent Family Wise Error method) is to ensure that the 
originally chosen uncorrected significance threshold is valid for all significant 
results. Thus, when the experiment is repeated, only the significant voxels should be 
retested, and they should be retested at the originally chosen uncorrected threshold 
in order to calculate test–retest reliability of fMRI. This explains why we cannot 
expect the entire map of both significant and non-significant voxels to replicate 
across different fMRI sessions: it is a direct result of the chosen statistical approach 
and not some kind of inherent unreliability of fMRI.

To underline this statement, remarkable results come from a recent multisite 
study that applied a different statistical approach.m For this study, data from seven 
European fMRI research sites were gathered from five different countries. Each site 
scanned six healthy right-handed volunteers (three males, three females) with a 
standardized verb-generation task. In this study, a single statistical test was applied 
that simply tested the correlation over all voxels between an image of single subject 
and the average of all other images. All single-subject language maps showed a high 
correlation to the average image of all other subjects, despite different MR scanners, 

l Variability can be significantly lowered by calculating relative (and not absolute) measures. A 
lateralization index is a reliable measure to assess language representation when a verb-generation 
task is used, for instance [18, 84].
m This study was conducted among members of the European Low-Grade Glioma Network (www.
braintumours.eu). Data were included from Frankfurt (Elke Hattingen), Graz (Gord von Campen, 
Margit Jehna), Madrid (Mar Jiménez de la Peña), Milan (Alberto Bizzi), Regensburg (Katharina 
Rosengarth, Frank Dodoo-Schittko), Tilburg (Martijn Jansma, Geert-Jan Rutten) and Utrecht 
(Nick Ramsey).
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different pulse sequences and different native languages (Dutch, German, Italian, 
Spanish). So, at least on a spatial scale of 2–3 cm, single-subject language maps 
acquired with fMRI in healthy subjects appear to have a strong similarity (see 
Fig.  8.11 for an impression of results). Our group (Jansma 2015) even obtained 

Fig. 8.11  Clinical use of fMRI requires standardized protocols for acquisition and analysis of data. 
As a first step, this study from the European Low-Grade Glioma Network compared fMRI results 
from seven different research sites. Each site scanned six healthy subjects with a standardized verb-
generation task that was provided to them on a DVD. Individual results were smoothed and registered 
to a standard brain. Fairly comparable left-lateralized activity is seen across sites (yellow-orange). 
Correlation analyses yielded no significant differences between subjects or sites. The blue areas are 
more active during the control condition than during verb generation and are clearly lateralized to the 
right hemisphere. Correlation values are plotted for the brain map of each subject as compared to the 
average brain maps of all other subjects. Courtesy of Martijn Jansma, St Elisabeth-TweeSteden 
Hospital Tilburg, and Nick Ramsey, UMC Utrecht (submitted for publication)
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similar findings in a heterogeneous group of brain tumour patients (Fig. 8.12) [86]. 
These observations are promising and can be seen as a first step towards the devel-
opment of normative maps and standards for quality control.

8.4.3	 �Language Laterality and Language Dominance

Most language fMRI studies yield left-lateralized activation patterns, confirming 
clinical experience that most subjects have a language-dominant left hemisphere 
[14, 87]. But population-based findings are not very helpful in clinical practice, 
where a number of patients have atypical language dominance (i.e. a right hemi-
sphere that contains essential language functions).n And there is another difficulty, 
namely, that even with stringent statistical criteria, fMRI shows bilateral language 
activity in almost all subjects, either healthy or diseased (see Fig. 8.13). This has 
been replicated across many studies and is probably not an artefact of the methodol-
ogy [86, 88, 89]. Bilateral language functions are also consistently demonstrated in 
modern lesion-deficit studies or with other mapping techniques such as transcranial 
magnetic stimulation (TMS) [90, 91]. In the words of Binder (2010): ‘language 
lateralization has come to be seen as continuously graded rather than an all-or-
nothing phenomenon, with relative degrees of dominance rather than distinct cate-
gories’ [92]. Binder’s view, himself a neurologist, clearly differs from the opinion 
still held by most medical doctors. To better understand these different points of 
view, the terms ‘dominant’ and ‘lateralized’ should first be clarified. These terms 
are often used interchangeably in the literature, but are in fact not similar:

A brain function is considered dominant if a unilateral lesion produces a behavioral deficit 
that subtends to both sides of space, a criterion easily met by the various aphasic and apro-
sodic syndromes. For a function to be strongly lateralized, however, it must also be shown 
that the behavioral deficit does not occur following lesions of the opposite hemisphere. In 
this regard, soon after his discovery that damage to the left third frontal convolution caused 
loss of articulate speech, Broca reported that similar lesions in the right hemisphere did not 

n A few percent of the normal population has a right-dominant hemisphere, but this becomes known 
only after sudden damage to the right hemisphere. There are no methods (yet) that accurately 
establish hemispheric dominance in healthy individuals.

Fig. 8.12  Average fMRI language maps in 42 brain tumour patients. From a series of 163 patients 
with a glioma or meningioma who performed a verb-generation task, a subset of 21 patients was 
selected with right-lateralized language activity (average LI was −0.32). The LI was calculated 
from activity in Broca’s region and its homologue. From the remaining patients, an equal number 
of patients were selected with equal but opposite LI (0.32). Comparing these groups yielded two 
interesting findings: (1) the pattern of brain activity was similar for both the right-lateralized (RL) 
and moderate left-lateralized (mLL) patients (except, of course, for the left and right inferior fron-
tal gyrus that had been used to determine the LI); (2) right-sided language laterality was associated 
with a significant decrease of signal from Broca’s region and not so much by an increase in the 
right-sided homologue. In fact, signal changes in this latter area were not different for RL and mLL 
patients (see graph) (Figures from Jansma (2015) [86])

8.4  What fMRI Can Contribute to Clinical Care



258

impair articulate speech, thus establishing that articulation was a dominant and lateralized 
function of the left hemisphere (Ross 2000) [91].

It is important also to clarify what is meant with the term ‘bilateral language 
functions’. Two scenarios can be envisioned here that are fundamentally different. 
In the first scenario, which is in line with long-standing clinical concepts, language 
functions are normally confined to one hemisphere (the left one) and only occasion-
ally to the other. The ‘exceptions’ are caused by pathological lesions and are tradi-
tionally seen as the result of a reorganization of function [93, 94]. In the second 
scenario, language functions are commonly sustained by both hemispheres, although 
for each function the degree of lateralization may vary. The last model better fits 
with modern language theories [57, 90].

Over the years, clinical fMRI studies have assumed as a ground truth that hemi-
spherical language functions are dichotomized (i.e. the first scenario). Clinical opin-
ion and Wada test results have not been questioned much as gold standards, despite 
their known limitations (see Chap. 6 for details) [14]. From this rather dogmatic 
starting point, algorithms were constructed to match fMRI results as closely as pos-
sible to those of the Wada test. Most studies calculated a lateralization index (LI) for 
this purpose. Such an index reduces the rich information that is contained in fMRI 
maps into a single number that is subsequently compared to a cut-off value to decide 
whether or not a hemisphere is sufficiently involved in language functions to con-
sider it ‘dominant’ [86, 95]. Researchers quickly noted that the LI shows significant 
variability both among subjects, tasks and studies and that the use of fixed cut-off 
values is not a good method to reliably separate patients with typical language (i.e. 
left-lateralized) from those with atypical language [95]. As a result of this 

Fig. 8.13  Springer (1999) found a continuum of asymmetric language activation maps in a sam-
ple of 100 healthy subjects and 50 epilepsy patients. Almost all subjects showed some degree of 
right-hemisphere activation. Subjects performed a semantic auditory decision task, compared to a 
nonlinguistic discrimination task as a control. The figure shows the frequency distribution of the 
language lateralization index (LI). The index was calculated using the amount of voxels (N) that 
exceeded a statistical threshold in the left and right hemisphere, according to the formula 
LI = 100*(Nleft − Nright)/(Nleft + Nright) (Figure taken from Springer et al. 1999 [88])
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variability, agreed-upon criteria for standardization were never developed. Each 
study or centre basically formulated their own criteria to match fMRI as closely as 
possible to outcomes of the Wada test.

Still, fMRI does offer relevant clinical information in a subset of patients [96]. 
Many experts agree that there is no need for an additional Wada test to confirm 
fMRI results if activation is robust and strongly lateralized to the left hemisphere 
(some activity in the right hemisphere is accepted, although there is no consensus 
on this amount in relative or absolute terms) [89, 97].o However, in atypical cases, 
there is clear disagreement between both methods (again presuming that the Wada 
test is a valid gold standard). fMRI and Wada test results are concordant in roughly 
only 50% of cases, effectively reducing the predictive value of fMRI for these 
patients to chance level [96]. Some methodological improvements have been shown 
to increase the predictive value of fMRI (e.g. conjunctional analyses), but it remains 
too low to replace the Wada test as a clinical tool [98].

8.4.4	 �Involved and Critical Language Areas

fMRI generally finds many more language areas than DES.p Despite this surplus of 
language-related fMRI activity, the results of single-task experiments (e.g. verb 
generation or picture naming) only partly match those of DES. This means that 
there is a relatively high rate of false negatives and false positives if one accepts 
DES as the gold standard. When results of several different fMRI tasks are com-
bined, reasonable detection power can be achieved [81, 99]. However, such a multi-
task approach will likely further raise false-positive fMRI activity. This is not very 
helpful to neurosurgeons, as the more widespread and abundant the activation pat-
terns are, the more these will restrict possible surgical options. There is, however, 
one promising observation: when no activity is found with a battery of different 
fMRI tasks, the chance of finding language areas with DES is very small. This 
means that these areas can be safely resected without the need for DES [81, 100].

The main argument that is usually given for the poor match between fMRI and 
the clinically accepted invasive techniques is that of activation versus disruption of 
brain areas. The Wada test and DES measure behavioural effects after temporarily 
induced brain lesions, whereby the resulting impairments are usually severe and 
easily detected upon clinical examination or with simple tests. fMRI, on the other 
hand, measures task-related changes in brain activation. It potentially shows all of 
the brain areas that are involved in a language task and not necessarily those that are 

o In patients with typical language representation according to the Wada test, there is agreement 
with fMRI results in approximately 90–95% of cases [96].
p DES is the reference technique for functional mapping in neurosurgery [12]. In general a low 
morbidity is observed after DES-guided surgical procedures, and this argument is frequently used 
to confirm its status as a gold standard technique. However, there is little evidence that resection of 
DES-positive sites leads to permanent language impairments. The method suffers from important 
conceptual and practical drawbacks, making its gold status questionable. See for a discussion Chap. 
6.
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critically needed for normal performance. Other arguments that help explain the 
discrepancy between fMRI and the invasive mapping techniques are differences in 
the tasks that are used (see for an example Fig. 8.14), the fact that intrasulcal fMRI 
areas can be inaccessible to electrical stimulation, and pathological change in hae-
modynamics that may affect BOLD responses [20, 100].

The current lack of concordance with clinical methods is still generally seen as an 
impediment to the clinical use of fMRI. However, it would be presumptuous to con-
clude that fMRI results are necessarily untrue or that they have no clinical value [81, 
100, 102]. No straightforward comparison between fMRI and another (invasive) 
technique can decide which one is more correct in terms of clinical relevance, as that 

Fig. 8.14  Forty-eight-year-old patient with a clinical debut of epilepsy and a left temporo-insular 
diffuse low-grade glioma. Neurological and neuropsychological examination revealed subtle 
word-finding difficulties and impairments in verbal memory. Awake surgery was performed to map 
functional areas and subcortical language tracts. A counting and picture-naming task was used for 
this purpose, as is common practice for language mapping during surgery [101]. Clear responses 
were obtained from primary sensorimotor cortex (nos. 1–3, sensations in, respectively, tongue, lip 
and cheek; nos. 4–5, motor movements of mouth) and ventral premotor cortex (nos. 6–7, speech 
arrest). Responses from parietal (no. 9) and temporal (no. 11) sites were less convincing (i.e. there 
were more negative than positive responses). What was remarkable in this case was that one of the 
inferior frontal language areas (no. 10) was only detected when we reverted to a rather unusual 
intraoperative task: verb generation. During stimulation at marker 10, the patient was able to read 
the word, but unable to think of a related verb (a similar behavioural response was obtained three 
times at this location). We selected this specific task because a verb-generation fMRI task indicated 
language activity in this area. The bottom images show screenshots of the surgical guidance sys-
tem, with fMRI results in orange and the pointer (blue) indicating site no. 10
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requires a third independent measure. For obvious reasons, results should be com-
pared to patient outcome, as all of these methods strive to minimize postoperative 
impairments after surgical treatment. Few studies, however, have truly determined 
the predictive value of any of these techniques after surgical or endogenous damage 
of presumed language-critical tissue. The ones that did, have indicated that fMRI 
outperformed the conventional methods. Sabsevitz (2003) showed that a LI that was 
based on fMRI activation in the temporal lobe strongly correlated to naming out-
come in patients who underwent anterior temporal lobectomy for the relief of epi-
lepsy [103]. In this study, a LI towards the left hemisphere was predictive of 
worsening of naming outcome, despite the use of DES during surgery. Janecek 
(2013), also from the Binder group, found that in discordant cases, fMRI better pre-
dicted naming outcome after surgical intervention than the Wada test [104]. Clearly, 
many more of these studies are needed to establish the true clinical potential of fMRI 
and to develop protocols that have a generic value for clinical practice.

8.4.5	 �How to Move Further

Despite the valuable results that fMRI can produce in expert hands, the method has 
remained experimental and has never really entered clinical practice. Some of the 
reasons and objections that hindered routine clinical use have already been dis-
cussed in the previous sections. We will summarize and review them here again, 
emphasizing that the future evaluation of experimental and clinical mapping tech-
niques needs to be done more open-mindedly than before. In our opinion, fMRI will 
eventually serve as a better predictor for any neurological or cognitive impairments 
than the current clinical methods do.

	1.	 fMRI results do not match very well those of the Wada test or DES for language 
mapping
In fact, they probably never will. This, however, should not be a reason to withhold 
fMRI from clinical practice. To escape from this impasse, fMRI language maps 
should be directly compared to functional outcome of patients. The few studies that 
have done so provided arguments in favour of fMRI over the existing clinical tech-
niques [104]. It is therefore important to abandon the classic views regarding lan-
guage localization and lateralization or at least to take them not too literally. Clinical 
opinion still heavily favours a few cortical centres in a language-dominant left hemi-
sphere. It has become clear, though, that the neural basis of language is much more 
complex and consists of many cortical and subcortical components that together 
make up a distributed and complex interconnected system in both hemispheres.

	2.	 fMRI is not a lesional technique
fMRI is unable to assess the effect of a lesion in the direct manner of the Wada test 
and DES. As such, it is often said that it cannot distinguish between critical and 
noncritical language areas. However, it should be remembered that these latter inva-
sive techniques can only assess the immediate functional consequences of a lesion 
and that they are unable to foresee postlesional recovery and long-term functional 
reshaping. fMRI offers more potential in this respect. Measurements of whole-brain 
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function can be used to gain understanding of the effects of loss or removal of par-
ticular brain regions on performance and activity in other regions of the brain [64, 
105]. One of the largest challenges of fMRI is to develop theories and methods that 
can model lesions and plasticity in individual patients, and to use the level and loca-
tion of brain activity to predict the functional consequences of planned surgical 
interventions or treatment [105, 106]. Although that is a far-reaching goal, it offers 
a perspective that is lacking in the existing clinical techniques.

	3.	 The reliability of single-subject fMRI maps is too low
This is likely not true. At a resolution of 0.5–1 cm, fMRI maps seem to give a 
reliable impression of brain activity. Previous results in the literature have prob-
ably underestimated test–retest reproducibility by focusing on voxels as inde-
pendent units of measurement, instead of patterns (i.e. calculating the overlap 
between numbers of voxels or clusters of activation). For clinical applications, 
pattern reproducibility may be more relevant than single-voxel value reproduc-
ibility. Single-subject fMRI methods should clearly be further developed and 
should be less grounded in the traditional group-based analyses and statistical 
methods [80]. In addition, clinicians should learn to ‘read’ fMRI brain maps, 
based on feedback from clinical practice

	4.	 fMRI is too complex for use in a clinical setting
At the moment, fMRI is difficult and cumbersome to use in daily clinical prac-
tice. Data acquisition and analysis is complex and requires considerable exper-
tise. In contrast to regular CT and MRI investigations, there are no standardized 
or turnkey protocols. But even if you are an expert in functional imaging, it is 
difficult to get things going in a hospital environment.q Clinical research (i.e. 
development and validation of new fMRI protocols) is really only possible for 
clinicians that work within a dedicated research group. Consequently, the amount 
of patient data that is published or shared among researchers remains rather lim-
ited. This has led to a sort of catch-22 situation: data is required to develop vali-
dated and turnkey protocols, but these are only acquired once easy-to-use 
protocols have been implemented in clinical practice. Large-scale and multicen-
tre clinical databases are needed to tackle this problem.

At the end of this chapter, it is fair to say that in the absence of standardized and 
validated fMRI language protocols, the interpretation of fMRI brain maps should be 
left to experts. In any case, fMRI maps should not be automatically seen as surgical 
roadmaps or as the explanation for language disturbances in patients. And clinicians 
should never be provided with these images without proper background informa-
tion. Still, careful research with new structural and functional MRI techniques cur-
rently seems the best method to further increase our understanding of the complex 
and dynamic representation of brain functions. As a spin-off, we may expect that 

q A few companies nowadays facilitate this process and supply equipment and software to run 
fMRI experiments or perform analyses for clinical customers. Even with their help, though, it is 
cumbersome to get the data at the doctor’s desk or in the operating room in a routine fashion.

8  Functional MRI
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more accurate clinical applications will emerge, but these will only gain popularity 
in clinical practice when they are implemented in turnkey systems.
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9Recovery from Brain Damage

It has been known for ages that some form of spontaneous recovery usually follows 
a disabling injury. In the past, this was generally attributed to ‘the healing power of 
nature’ (Hippocrates’ vis naturae medicatrix) or to supernatural forces [1]. 
Scientific inquires have revealed the nature of many of these recovery processes, 
and we have learned, to some extent at least, to understand and influence the course 
of injury and disease. In the case of a fractured bone, for example, physical and 
physiological processes have been elucidated quite accurately, and several treat-
ments have been developed that facilitate healing of the fracture and recovery of a 
person’s functionality. But clearly, in many other cases, in particular when there is 
damage to the brain, restoration of function is often incomplete or insufficient, and 
we are failing to grasp all the relevant factors that are involved in the process [2, 3]. 
This chapter reviews neural plasticity from a clinical point of view and specifically 
focuses on the brain’s potential to reorganize the neural circuitry for language 
functions at the macroscopical level (i.e. in terms of brain areas and white matter 
pathways).

9.1	 �Historical Perspective on Restoration of Function

9.1.1	 �Momentum

Clinicians know from experience that lesions with an acute onset, for instance, due 
to trauma or stroke, produce far more symptoms than those that develop more 
slowly, such as brain tumours. This was already described more than two centuries 
ago by Morgagni (1761) and Hall (1841). Hall noted that slowly growing brain 
tumours may even exist without any symptoms [4]. A few decades later, Hughlings 
Jackson used the term ‘momentum’ to refer to the combined impact of the size and 
the rate of growth of lesions to understand the patient’s symptomatology (i.e. 
mass × velocity). He disagreed with others, such as Flourens, who mainly consid-
ered the size of the lesion important and who believed in an almost complete 
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‘equipotentiality’ of the brain. His convictions later found support in experimental 
studies in animals (in the 1950–1960s), which showed that successive but partial 
surgical lesions generally produce far less disability than one large ablation [1, 5, 6]. 
A comparable multistage surgical approach has in recent times been advocated for 
brain tumour patients, whereby a remnant was deliberately left during a first opera-
tion (because of tumour ingrowth in brain areas that are still important for motor or 
language functions). When these patients were reoperated on several years later, the 
extent of resection could often be significantly increased with minimal morbidity [7, 
8]. Apparently, further slow growth of the tumour remnant, possibly in combination 
with the effects of surgery, allowed further functional reshaping.

Scientific studies have confirmed what clinicians already learned a long time 
ago, namely, that the brain can in many cases compensate for the disabling effects 
of a lesion and that time is an important factor in this process. Stroke and brain 
tumour patients, when matched for the size and location of their lesion, clearly have 
different patterns of neuropsychological impairments (e.g. Anderson 1990) [9]. 
Tumour patients are generally least affected and may even perform completely nor-
mal on neuropsychological tests. These findings obviously confound any of the 
straightforward relationships between brain structure and function that were drawn 
in the past. Head, in 1926, was among those who were already well aware of this 
more complex situation. In his standard work on aphasia, he wrote:

in all attempts to correlate the site of structural changes with defects of function it must 
never be forgotten that the severity and acuteness of the lesion exert an overwhelming effect 
on the manifestations.

Thus a complete act of speech comes to be a wide-spread response of the organism to 
each fresh situation; this employs conscious, subconscious, automatic and purely physio-
logical processes. The deeper the lesion the grosser and more definite the disorder. On the 
other hand, since the cortex is a more flexible organ with less rigid and preordained reac-
tions, the disturbance of function due to injury of the surface is not so severe and permanent 
and is less easily determined [10].

9.1.2	 �Age

In addition to the spatial distribution and growth rate of a brain lesion, there is 
another variable that significantly influences functional outcome of the patient: age 
at the time of the brain insult. This phenomenon was also well recognized a long 
time ago. In 1868, just a few years after Broca’s landmark publications, Cotard 
published a study where he analysed the autopsy reports of 42 patients [11]. He 
found damage to the left frontal lobe or even the entire hemisphere in seven patients 
with a right-sided hemiplegia since childhood, but with normal language and intel-
lectual functions. Cotard thus demonstrated that left hemisphere damage that is 
acquired in early life does not necessarily lead to lasting language deficits. Steffen, 
in 1885, documented a complete recovery in 18 of 25 patients with acquired child-
hood aphasia and reported a good outcome in most of these cases [12]. It appeared 
that recovery in children was better and quicker than in older patients with similar 
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deficits [13]. These authors, along with others such as Broca (1865), Clarus (1874), 
Wernicke (1874) and Bernhardt (1885), proposed that the right hemisphere could 
support language functions in the case of severe left hemisphere damage [12, 13].

More than a century later, these initial findings were confirmed in patients where 
a lesioned hemisphere was surgically removed [14]. In 1962, Basser reported on a 
series of 34 children where a hemispherectomy was performed because of intrac-
table epileptic seizures. All but one patient developed normal language functions, 
and Basser concluded that for development of speech, ‘the left and right hemisphere 
are equipotential’ [15]. A similar conclusion was drawn by Wilson (1970) who 
found in his series of 50 patients that the side of the hemispherectomy did not influ-
ence subsequent language development [16]. These observations, according to 
Bates and Roe:

led Lenneberg (1967) to his controversial notion that the brain is ‘equi-potential’ at birth, 
with lateralization determined gradually across the course of development. As a corollary, 
Lenneberg also argued that this period of equipotentiality and plasticity is brought to an end 
at puberty, providing the first systematic argument in favor of a ‘critical period’ for lan-
guage [11].

To date, it remains unclear to what extent the left hemisphere is the default site 
for the ‘organ of language’ and what eventually determines language lateralization 
and language abilities [11, 17, 18]. Atypical (right hemisphere) language represen-
tation has been associated with developmental disorders, but is also present in the 
healthy population [19]. Laterality seems determined by multiple factors that are 
both environmental (acquired brain damage; exposure to language) and genetic 
(structural brain asymmetries; innate language abilities; gender) [19–21]. According 
to Bates and Roe, one of the most puzzling results in children with brain lesions is 
that ‘most studies fail to find any significant difference in language outcomes when 
direct comparisons are made between children with left- vs. right hemisphere dam-
age’ (see also Chap. 6, Fig. 6.25) [11, 22]. These observations fit a model whereby 
language functions gradually develop from a bilateral to a more unilateral represen-
tation. There is also some evidence that language functions become more focally 
represented when infants improve their language skills. According to Bishop (2013), 
‘language-impaired children with poor phonological skills have more diffuse and 
bilateral processing of speech sounds than typically developing children’ [19]. 
Other observations, whereby the type of aphasic disorders is age-specific, are also 
consistent with such theories:

When Brown and Jaffe (1975) reviewed the clinical aphasia material, they noted an age 
specificity of certain aphasic disorders. For example, a lesion in Wernicke’s area will pro-
duce motor aphasia in a child, conduction aphasia in middle age, and jargon aphasia in late 
life. This suggests a progressive differentiation or regional specification within the domi-
nant hemisphere language zone. (…) In this process, expression may lateralize earlier than 
comprehension. The more diffuse representation of production mechanisms in younger 
patients accounts for the occurrence of nonfluent aphasia with more widely distributed 
lesions. The relative preservation of comprehension in these patients may reflect the contri-
bution of the right hemisphere or intact portions of the left [23].

9.1  Historical Perspective on Restoration of Function
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9.1.3	 �Experimental Studies in Animals

In the nineteenth century, experimental studies began to investigate the brain’s 
potential to compensate for damage. In 1824, Flourens described recovery of func-
tion after surgical damage to parts of the brains of birds and mammals. As was 
described in Chap. 1, these studies were rather primitive and crude [24]. Fifty years 
later, in the era of Fritsch and Hitzig and Ferrier, the precision and reliability of 
experimental studies had significantly improved (see Chap. 6). In 1876, for instance, 
Soltmann studied the cortex of dogs and rabbits, which he believed to play an 
important role in willed movements [25]. He made lesions to cortical motor regions 
and found remarkable functional preservation, in particular in younger animals:

In one puppy, who could walk normally following such a lesion, he showed that [electrical] 
stimulation of the undamaged cortex elicited bilateral movements. This was not seen in 
dogs lesioned as adults. He postulated that the undamaged motor cortex had taken over the 
function of the damaged cortex [26].

Around the turn of the nineteenth century, several studies had demonstrated that 
surgical lesions to the motor cortex of monkeys frequently resulted in very signifi-
cant recovery of function, even when contralesional motor areas were subsequently 
removed in a second or third surgical session. In the same year that Leyton and 
Sherrington published their landmark paper on the electrically excitable motor cor-
tex of apes and monkeys (1917), the potential importance of postlesional rehabilita-
tion was indicated in a study by Ogden and Franz [27]. In their experiments a large 
part of the motor cortex in monkeys was lesioned, resulting—as expected—in a 
flaccid paralysis of the contralateral limbs (Fig. 9.1). In some of the animals, they 
constrained the contralesional upper limb immediately after surgery and also insti-
tuted daily movement therapy for the affected upper and lower limbs. What they 
found was that these animals regained, in their view, full functionality of their limbs, 
whereby much of this recovery was seen in the first 2–3 weeks. What was even more 
remarkable was that the animals who did not receive the limb constrainment and 
movement therapy remained greatly impaired. These, and several other studies, 
highlighted the enormous potential of the nervous system for recovery, even after it 
had suffered extensive damage. However, these results seemed largely forgotten for 
many decades, until constrained-induced movement therapy was reintroduced for 

Fig. 9.1  Top view on a schematic 
drawing of the left hemisphere. Horizontal 
lines indicate the classic lesion site in the 
left precentral motor cortex of monkeys in 
the study of Ogden and Franz (1917) [27]
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hemiplegic stroke patients by Edward Taub (1931) [28]. Taub’s work, which origi-
nated in the 1960s, was predominantly based on surgically induced spinal cord 
lesions that left the monkeys’ limbs deafferentiated. His idea was that a monkey, or 
for that matter a human, did not use a paretic extremity because it had not learned to 
reuse it properly immediately after the injury. Under normal circumstances, an ani-
mal gets positive feedback from successful limb movements. Taub hypothesized 
that under pathological conditions, when movements cannot be adequately exe-
cuted, this reinforcement becomes impaired. As a result, the animal gives up and 
starts to use other limbs to compensate for the behavioural deficit (‘learned non-
use’). This will lead to deterioration of the motor programmes of the affected limb, 
further diminishing the chances of functional recovery:

Taub believed that even after stroke, there was good chance that the motor programs for 
movement were present in the nervous system. Thus the way to unmask motor capacity was 
to do to human beings what he did to monkeys: constrain the use of the good limb and force 
the affected one to begin moving.a

Patient studies with ‘constraint-induced movement therapy’ were successful and 
demonstrated relevant improvements in the use of the affected arm [30]. Today, the 
therapy is widely used in the rehabilitation of stroke patients.

In the period 1980–1990, experiments that used neuronal microrecordings in 
monkeys confirmed that cortical maps were plastic, in the sense that they could 
increase or decrease in size when afferent input was modified (see for a review Kaas 
1991) [31]. For instance, when a digit is amputated or a peripheral nerve transected, 
the cortical region for skin sensation becomes ‘invaded’ by neighbouring regions 
whose sensory functions have remained intact [32]. Effectively, the area is now 
involved in these new functions, as was demonstrated by Michael Merzenich (1942) 
and colleagues in a series of famous experiments [32, 33]. His group showed that 
within 2 months after amputation of a digit, the corresponding cortical area begins 
to respond to sensory stimuli of the adjacent fingers. Initially, it was estimated from 
these experiments that the expansion of neighbouring cortical representations did 
not extend beyond a distance of 1–2 mm. Subsequent experiments have suggested 
that the upper limit of cortical reorganization was at least a magnitude larger (i.e. up 
to 1 cm) [34]. Evidence for local adaptation of cortical maps has meanwhile been 
demonstrated for other modalities (auditory, motor, visual) in many other studies 
and also in humans (among others, in braille readers and in patients with phantom 
limb experiences) [35–38].

Even during ontogenesis, cortical specialization seems predominantly dependent 
on the type of afferent input that a particular area receives and not so much on the 
genetic predisposition. The location of an area therefore does not necessarily deter-
mine its functions. When retinal input is surgically fed into the auditory pathways 
of young ferrets, for example, the temporal cortex (i.e. the classic location of pri-
mary auditory cortex) will take on a systematic representation of visual space [39]. 

a Quote taken from The brain that changes itself by Norman Doidge (2007) [29]
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And if cortical areas are surgically relocated in young animals, functionality will 
change accordingly. O’Leary and Stanfield (1989) transplanted parts of the foetal 
cortex from one sensory domain to another (e.g. from sensorimotor to visual areas) 
and found that these will now take on the function that is appropriate to the input 
they receive at their new location [40]. Following similar rules, newborn kittens 
become cortically blind if one eye is deprived from normal visual experience (e.g. 
by suturing one eye closed). Without the appropriate visual input, this part of the 
visual cortex will not develop normally, and after a certain critical period, the ana-
tomical and physiological changes become irreversible. Most cells will now have 
lost the ability to respond to the eye that was closed. If similar experiments are 
performed on adult cats, these deprivation-derived changes do not occur [41].

9.1.4	 �General Observations on Brain-Injured Patients

The idea that changes in behaviour are somehow anchored in brain structures origi-
nated in the ideas of James, Cajal and Hughlings Jackson, well over a century ago. 
Hughlings Jackson reasoned that if representations in the brain were static, then the 
degree to which undamaged areas could compensate would also have to be fixed. 
This, however, conflicted with his many observations of recovery after a focal brain 
lesion and led him to formulate his Principle of Compensation: functions had a 
dynamic representation in the brain [42]. At the end of the nineteenth century, there 
were several other investigators that argued against the classic and static localistic 
theories that dominated that era. Friedrich Goltz (1834–1902) and Charles-Édouard 
Brown-Sequard (1817–1894), for instance, wrote about the non-local effects that 
brain lesions had on the remaining healthy parts of the brain, thereby raising ques-
tions about strict localization of functions [43, 44]. Although not the first, Constantin 
von Monakow (1853–1930) would become the proponent of these distant-effect 
theories and introduced the concept of diaschisis [43]. A similar concept would 
decades later be formulated by Geschwind, who referred to it as a disconnection 
syndrome. As we have seen in Chap. 7, Geschwind’s ideas relate to those of Wernicke 
and his school of associationism. Today, the concept of diaschisis seems again at the 
heart of our understanding of brain functions and has clearly resurfaced along with 
new MRI techniques that are able to visualize and quantify connectivity within the 
brain. A good overview is provided in the paper by Carrera and Tonini (2014) [44].

von Monakow observed that the functional impairments that resulted from brain 
lesions were often out of proportion to the amount of brain tissue that was damaged 
or were better explained by a dysfunction of remote brain areas. To him, the sole 
location of a lesion was not a very reliable indicator of its function, except maybe 
for elementary sensory and motor functions. This led him to propose that any lesion 
in the brain causes a functional standstill (German: Stillstand) of distant areas due 
to a disruption of anatomical connections (Fig. 9.2). This inactivation was to a cer-
tain extent a temporary process, so he hypothesized, explaining the well-known 
observations, that brain damage is commonly followed by functional recovery. von 
Monakow did not favour the idea that new brain areas compensated for the loss of 
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functionality. Instead, he argued that the ‘inhibition’ of uninjured areas gradually 
resolved and that this led the patient to regain part of his functionality [45]:

The key-note of his [von Monakow’s] position is given by the universally recognized fact 
that the focal symptoms, which immediately follow a non-progressive lesion, are severer, 
more extensive and often less sharply determined than is the case after expiration of some 
days or weeks. Moreover, these initial manifestations may differ profoundly in character 
from the residual consequences of irreparable anatomical destruction. Thus, an operation 
upon the cortex and sub-cortical tissues may be immediately followed by a total flaccid 
hemiplegia accompanied by loss of sensation so gross that it would appear to be the result 
of a mid-brain lesion. After many weeks to months these temporary signs pass away and the 
clinical phenomena come to correspond more nearly in form to those consonant with injury 
to higher cerebral centers.b

b Quotation taken from Aphasia and Kindred Disorders of Speech by Head (1926) [10]

Fig. 9.2  von Monakow’s illustration (1914) of the remote effects of a focal lesion (German: Herd) 
in the right hemisphere. Shown are fibres of the corticospinal tract (A) that are descending to the 
spinal cord and cause local dysfunction. Diaschisis (i.e. ‘suspension of activity’ via collateral and 
associative fibres) causes dysfunction in several remote ipsilateral and contralateral hemispheric 
areas (B–D). von Monakow often observed recovery of function after focal lesions, a process that 
could already begin in the first hours after lesion onset and would usually continue in the following 
days and weeks. He attributed recovery to (partial) resolution of the diaschisis (Figure from von 
Monakow’s book Die Lokalisation im Grosshirn und der Abbau der Funktion durch Kortikale 
Herde (1914) [44])
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von Monakow’s ideas resulted from his many years of clinical, anatomical and 
experimental studies. He eventually became head of his own research institute in 
Zurich (Hirnanatomisches Institut) and famously described several anatomical 
structures that were later given his name. The lateral cuneate nucleus and the rubro-
spinal fasciculus are nowadays known as von Monakow’s nucleus and von 
Monakow’s bundle, respectively. He was also the first to identify the arcuate fas-
ciculus as the tract connecting the Broca and Wernicke areas, a view later adopted 
by Wernicke himself in 1908 [46]. von Monakow was particularly interested in the 
timed sequence in which cortical and subcortical components participated in brain 
functions, a principle that he referred to as ‘chronogenic localization’. He was con-
vinced that the spatial representation of functions can vary over time and, for 
instance, emphasized that aphasia can be absent in the case of slowly growing 
tumours in Broca’s area.

von Monakow’s ideas can be seen as a bridge between localizable and non-
localizable concepts of functional organization. His work was acknowledged by 
scientist such as Kurt Goldstein (1878–1965) and Aleksandr Luria (1902–1977), 
who themselves had moved away from classic localistic views. As Goldstein wrote 
in 1934 in his book The Organism:

In summarizing our discussion of the possibility of a correct anatomical evaluation, as 
a basis for localization, one thing seems certain: it renders rather unsatisfactory service 
to determine simply the location of a lesion. Whether a symptom will appear on account 
of a local injury, especially whether it will become a permanent symptom, certainly 
depends on many factors: on the nature of the disease process, on the condition of the 
rest of the brain, on the state of the circulation, and on the psycho-physical constitution 
of the patient. It also depends on the ‘difficulty’ of that performance, the disturbance of 
which represents the symptom, and, finally, on the reaction of the entire organism to the 
defect [47].

Goldstein rejected classic neurological theories on several grounds and provided 
alternative views not only for the representation of functions, but in particular for 
the treatment and rehabilitation of brain-damaged patients. He studied and treated 
the injured patient as a ‘whole’ and focused on altered behaviour and not only on 
focal neurological symptoms such as dysphasia or motor disturbances. The complex 
neurological and behavioural disturbances that he had seen in the many World War 
I casualties had broadened his scientific and clinical view. He did not merely see 
symptoms as the consequence of a single damaged brain area, but rather as an 
‘attempted solution’ of an organism that dealt with disease [47]. Certain symptoms, 
so he stated, were the direct consequence of damage to a particular part of the brain. 
However, he considered many other symptoms ‘the expression of the struggle of the 
changed organism to cope with the defect, and to meet the demands of a milieu with 
which it is no longer equipped to deal’ [48].

Oliver Sacks (1933–2015) wrote in a foreword to one of Goldstein’s reprinted 
books that he was ‘one of the most important, most contradictory, and now most 
forgotten figures in the history of neurology and psychiatry’ [47]. To Sacks, when 
he read the works in the 1950s as a medical student, Goldstein’s work seemed to 
have:
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a vigor, a vitality, a largeness of vision, that radically contrasted with the tight atmosphere 
of classical neurology in which we were (…) being educated. (…) He talked about ‘reac-
tions’ to illness, about ‘adaptation’, ‘compensation’, ‘coming to terms’, reactions that we 
could see in our patients all the time and that were crucial to understand if any rehabilitation 
was to be achieved, but ones that our textbooks completely ignored [47].

Although Goldstein acknowledged that sensorimotor functions or some of the 
motor abilities in speech could be linked to certain specific areas, he held that 
impairment of cortical functions was always more or less related to global changes 
in cortical organization. As he wrote in 1942:

Localization of a performance means to me not an excitation in a certain place, but a 
dynamic process which occurs in the entire nervous system, even in the whole organism, 
and which has a definite configuration for each performance. (…) A specific location is 
characterized by the influence which a particular structure of that area exerts on the total 
process (…). However, that does not exclude the fact that we consider some symptoms 
more closely related to some areas and can make our decision, for practical purposes, on 
this basis [48].

Goldstein, and later Luria, thus strongly believed that no form of mental activity 
could be related to a localized and limited group of nerve cells or area [49].c Cortical 
and subcortical areas operated in concert, and each made a specific contribution to 
the complex ‘dynamic structure’ that constitutes a function. Luria (1947, 1970) 
stressed that we should not speak of ‘localization of function’—as that is never pos-
sible—but rather of ‘localization of symptoms’:

This position which has been so strongly defended by Goldstein was originally formulated 
by Jackson. According to his conception, a focal lesion of the brain which disturbs a process 
necessary for the performance of a certain function produces a symptom. In this sense the 
symptom is correlated with the site of the damage, i.e. ‘localized’ to a certain area of the 
cortex [49].

Luria dedicated a great deal of his professional life to the study of brain-injured 
patients. He was one of the first researchers who realized that analysis of the func-
tional impairments of focal lesions had important implications for the study of nor-
mal (and not only abnormal) functional systems. Before him, researchers had 
mainly tried to establish a correlation between function and the structure of the 
damaged region, thereby largely ignoring non-local effects or the recovery potential 
of the undamaged part of the brain. Lucia’s dynamic functional system was in line 
with previous work by Goldstein and in particular Hughlings Jackson, who he often 
cited and was keen to acknowledge. These authors spoke of ‘disintegration’ or 
‘impairment’ of functions, and not so much of a ‘loss’ of function. A function, says 
Luria, is seldom completely lost in patients with spatially restricted brain lesions.

Luria was an exceptionally talented observer, who had learned from the large 
number of war casualties that traumatic speech deficits could be reduced or over-
come by suitable therapy. He also deduced from his many cases that functional 

c See for other pioneers Tesak and Code’s Milestones in the History of Aphasia [24].
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deficits had no simple relationship to the area that was damaged. There were simply 
too many different functional impairments that could develop when a single area of 
cortex was damaged:

If (…) damage to the posterior-superior parts of the left temporal area disrupts normal activ-
ity in the system of structures responsible for acoustic analysis and synthesis, then it cannot 
but produce a disturbance of auditory speech (phonemic hearing). In doing this it must 
affect all forms of activity in which phonemic hearing and the connections related to it play 
a role. With the disturbance of structured hearing it is impossible to maintain precise and 
differentiated speech, to find necessary words, or to perform sound analysis and synthesis 
necessary for writing. When this basic disturbance is present, secondary symptoms inevita-
bly develop as indirect or compensatory effects. Literal and verbal paraphasias and distur-
bances in the grammatical structure of speech appear, but such functions as object 
recognition, orientation in space, and calculation involving elementary written numbers 
remain unimpaired [49].

In line with von Monakow’s theories on diaschisis, Luria proposed that functional 
disturbances are caused by two major mechanisms. First, there is functional loss due 
to damage of a particular cortical area. Second, there is a functional disturbance of 
several distant cortical areas, ‘very likely as the result of loss of the normal conduction 
of excitation in the areas directly involved’ [49]. As Luria considered the local damage 
to a large extent irreversible, he proposed that recovery of function must either be 
associated with a resolution of diaschisis or with a major reorganization of cortical 
processes [49]. To him, the latter was the major mode of recovery in most cases of 
focal brain damage. In this aspect, his opinion differed from that of von Monakow.

9.1.5	 �Mechanisms of Neural Plasticity

Jerzy Konorski (1903–1973), a Polish neuroscientist, gave one of the first modern 
definitions of neuroplasticity, emphasizing the role of structural changes in already 
existing pathways.d In Konorski’s view, neurons can immediately react to incoming 
changes (‘excitability’), leading to a ‘permanent transition’ of a system of neurons 
which he called plasticity [37]. Over time, there have been many definitions, basi-
cally all revolving around the concept of change. Plasticity is thereby considered a 
natural and lifelong property of the brain, enabling it to change its structure in 
response to experience. It is driven primarily by an imbalance between functional 
performance and environmental demands [52]. It is the key principle of learning and 
memory, but is also acting when the brain is aging or affected by disease. After 

d Konorski published similar ideas on synaptic plasticity to Donald Hebb, who is usually credited 
for his rules on learning and the concept of distributed memory [50]. Konorski’s research was sup-
pressed for political reasons, and the impact of his work in the West was therefore probably less 
than it should have been. According to Markram (2011), his proposals were nevertheless appreci-
ated at an early stage by well-known researchers such as Hebb, Adrian and Eccles [51]. ‘Some 
researchers prefer to speak of Hebb–Konorski plasticity (…), although the concept of Hebbian 
plasticity is clearly in wider use’ [51].
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damage to the nervous system, due to for instance a tumour or stroke, it aims to 
restore the functional homeostasis of the nervous system.

Animal experiments have revealed several underlying microscopic processes 
that allow the brain to change its functionality. The reader is referred to the exten-
sive literature on this subject. In short summary these mechanisms are axonal 
sprouting (allowing for new connections), unmasking of connections, neurogenesis, 
neuron–glia interaction, modification of synaptic weights, formation of new synap-
tic connections, and cell death and synaptic pruning (for fine-tuning of connectivity) 
[53–56]. At the macroscopic level, plastic changes involve restoration or redistribu-
tion of function within networks, as well as development of new compensatory 
cognitive strategies. These processes are still not much understood, but are increas-
ingly studied with functional neuroimaging techniques (fMRI, PET, TMS). 
Although it is sometimes stated that neuronal plasticity aims to optimize the organ-
ism’s behaviour, or that the brain can even ‘change itself’, it should be remembered 
that there probably exists no intrinsic frame of reference against which the brain can 
compare its results (in a similar manner that evolutionary processes do not strive for 
a particular goal, but are merely the result of competition). Effects of plasticity can 
be positive or negative, but that is ultimately a subjective judgement.e

9.1.6	 �Redundancy

Alternatively, individual brain functions may be represented by more than one neu-
ral representation to begin with. In this view, that is known as multiple realizability, 
there is not a one-to-one but a one-to-many relationship between functional and 
physical brain states (see, for instance, Overgaard and Mogensen (2011) [59]). The 
notion that functional information is stored in multiple different anatomical con-
figurations would explain the brain’s redundancy to (sub)cortical damage, as well as 
its capacity to regain functionality.

Redundancy to brain damage is a common observation in clinical practice. 
Neurosurgeons, for example, frequently place ventricular catheters or electrodes via 
an entrance that requires a small cortical lesion, or remove a tumour via a larger 
cortical opening without the introduction of new neurological deficits. More ‘natu-
ral’ causes also do damage to the brain without acute behavioural consequences. 
Aging, for instance, leads to an accumulation of small white matter lesions. Of 
course, all of these damaged areas were never afunctional before, but part of a larger 
brain network that apparently almost instantaneously compensated for the loss of a 
part of it. This seems only possible if there is enough redundant capacity within the 
network to maintain its performance. From a theoretical perspective, at least, any 
lesion would have to come at some cost (e.g. speed of informational processing or 
accuracy of behaviour). In practice, these effects are often subclinical and not mea-
surable in neurological or behavioural terms.

e Maladaptive effects of neural plasticity are, for example, the experience of a phantom limb [35] 
or dystonia and motor hand weakness in professional musicians [57, 58].
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Redundancy, in one form or another, has a long history in the discussion on cere-
bral localization of function. Already, in 1888, Golz pointed out that small cortical 
lesions in animals had absolutely no effect on their behaviour and that remaining 
regions were equally capable of supporting these functions [60]. Even larger lesions, 
so he concluded, produced surprisingly small effects due to this mechanism [1]. 
Lashley, in the 1930s, hypothesized an extreme equipotentiality for all cortical areas 
that were involved in sensory and perceptual processes, based on his extensive 
brain-lesioning experiments in rats [61]. He concluded that in these animals, behav-
ioural impairments were simply related to the amount of tissue that was removed.

9.2	 �The Lateral Shift Hypothesis

Already at the end of the nineteenth century, the idea was discussed that not only 
left hemispheric areas could potentially play a role in the recovery of language func-
tions. Many scholars, including Broca and Wernicke, considered the right hemi-
sphere a ‘backup’ in case of damage to the left hemisphere. In fact, this was not so 
much of an issue at the time, perhaps because earlier ideas on brain functions—
before hemispheric specialization became the dominant view—considered both 
sides of the brain functionally equivalent. As Head (1926) summarized:

Normally in right-handed persons the right hemisphere is a vast uncultivated field, which 
plays a subservient or secondary part in the mechanism of speech. Impressions received by 
the sensory surfaces are worked up by centers of the left hemisphere into factors, which 
underlie the highest forms of logical thinking. These are transferred to the opposite site, to 
be stored up as unconscious memories in this special seat of latent and automatic psychical 
activities. Under normal conditions centers is the right hemisphere responsible at most for 
affective or interjectional speech; but as the result of suitable education and training they 
may play a material role in the re-acquisition of power to employ language [10].

In 1887, William Gowers (1845–1915) was among the first to provide evidence 
that the right hemisphere might indeed contribute to recovery of language functions 
[62]. He noted that in patients that had recovered from aphasia due to a stroke in the 
left hemisphere, a second lesion in the right hemisphere sometimes induced worsen-
ing of language functions. Gowers argued that this was powerful evidence for a role 
of the right hemisphere in the initial recovery from aphasia after the first left hemi-
sphere stroke:

Loss of speech due to permanent destruction of the speech region in the left hemisphere has 
been recovered from, and that this recovery was due to supplemental action of the 
corresponding right hemisphere is proved by the fact that in some cases, speech has been 
again lost when a fresh lesion occurred in this part of the right hemisphere [24].

At the time, Thomas Barlow (1845–1945) presented a case that was subsequently 
cited by many of his contemporaries as strong evidence for a functional takeover of 
speech functions by the right hemisphere [63]. However, the case lends itself to dif-
ferent interpretations. Interestingly, Barlow himself never discussed reorganization 
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of speech functions. The case is shortly described in Fig.  9.3 and was critically 
reviewed before by Finger (2003) and Hellal (2007) [64, 65].

Others pleaded for a language role of the right hemisphere already in the normal, 
healthy situation. Hughlings Jackson was one of the first who considered both hemi-
spheres to be important for language functions. Although he agreed with Broca’s 
statement that a loss of speech was associated with damage to the left hemisphere, 
he believed that comprehension was a bilateral function. As Finger (2001) wrote:

He theorized the right hemisphere could still learn the meaning of words as a result of asso-
ciative laws (hearing of the word “horse” while also seeing a horse) and that it possessed a 
consciousness for place and things. Yet, it seemed clear to him that only the left hemisphere 
could truly become “conscious in words”. (…) Jackson (1868) accepted the belief that the 
left frontal lobe grew faster than the right frontal lobe and took the lead in voluntary speech. 
He also believed the right posterior lobe grew in advance of that on the left, and from this 
he deduced that the posterior right hemisphere was the leading part for perception and 
imagination [66].

9.2.1	 �Broca

Broca’s view of the right hemisphere’s role in language is surprisingly different to 
his legacy of strict left hemisphere language dominance, and resembles some of the 
contemporary thoughts about this issue [11]. For that reason, I will discuss it at 
some length here. According to Broca, ‘articulated speech’ is normally (i.e. in 
healthy conditions) the privilege of the left hemisphere. To explain this organic 
predisposition, he referred to the works of Gratiolet and Bertillon, who had pro-
vided evidence that left hemisphere development starts earlier than that of the right 
hemisphere. As it is thus more precocious at birth, it best fits to encompass language 
functions at a young age. ‘The tendency to speak with the left hemisphere is born’, 
so wrote Broca in his 1865 paper [67]. But Broca did not link language functions 
exclusively to the left hemisphere. In that same paper he also explained that the 
‘connection’ between ideas and words is a capacity that belongs to both hemi-
spheres. Proof of this, according to Broca, is seen in patients with deep and exten-
sive lesions in the left hemisphere. These patients are disabled in their speech, but 
continue to understand what is spoken to them. Each hemisphere can therefore, in 
case of a lesion or disease, ‘reciprocally substitute for each other; however, the fac-
ulty to express them by means of coordinated movements, in which the practice 
requires a very long period of training, appears to belong to but one hemisphere, 
which is almost always the left one’ [67].

In Broca’s view, both hemispheres are thus capable of language comprehension, 
hence the possibility of functional recovery after brain damage (note that a left tem-
poral language centre was only to be discovered a decade later). In order for people 
to become right-brained, Broca assumed that the left third frontal convolution was 
involved in an injury very early in life. Under those circumstances, the right homo-
logue area would substitute and have the ability to learn to speak. He compared this 
process to a child that is born without a right hand, but still becomes as skilful with 
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his remaining left hand as he would have ordinarily been with the other. Broca 
stressed that the mastery of articulated speech is complex and difficult, something 
that a child only manages to succeed after long and tentative efforts ‘of the most 
complicated degree’ [67]. Broca was convinced that training would be very benefi-
cial for functional recovery in patients, but it should be given with the same inten-
sity and duration as a child that learns to speak. These patients, so he concluded, 
should be treated with the ‘tireless patience of a mother who teaches her son how to 
speak’ [67]. But obviously that was not done at that time.

Broca’s ideas were supported by one of his cases from the Salpêtrière Hospital. 
During the autopsy of a 47-year-old patient, he noted that the third left frontal con-
volution was lacking, along with the inferior parietal convolution and the superior 
temporal convolution [67]. In other words, the convolution d’enceinte was missing 
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(see Fig. 1.4 in Chap. 1). In addition to this, several other areas in the left hemi-
sphere were underdeveloped. Broca concluded that there was a congenital atrophy 
of the left side of the brain and speculated that this was due to congenital absence of 
the Sylvian artery that he was unable to find during the autopsy. The patient had 
seizures from a very early age and had atrophic and paretic right extremities. But 
there were no obvious language problems. Broca concluded that in this case there 
was no doubt that the right inferior frontal convolution was involved in language 
functions. Immediately, he asked himself a much broader question: why does such 
a functional compensation not occur in all cases of aphémie? If both hemispheres 
can indeed contribute to language functions, then a lesion in only one hemisphere 
should not be enough to cause lasting language impairments. But why was this not 
the case in everyday practice? To explain this, Broca assumed that larger lesions 
generally affected the intellect of most patients. Consequently, he stated that their 
‘weakened mind’ prevented them from learning to speak exclusively with the right 
hemisphere, ‘which up to now had only played an accessory role in the function of 
expression by means of articulated speech’. So it is not so much that the right 

Fig. 9.3  Barlow’s case (1877) of a patient who presented with two brain infarcts, first on the left 
side and later on the right side [63]. The case report was seen by many of Barlow’s contemporaries 
as strong evidence for the ability of the right hemisphere to restore speech functions after damage. 
Barlow described the medical history of a 10-year-old boy who suddenly developed a right-sided 
hemiplegia, paralysis of the tongue and severe difficulties with speech and swallowing. In the 
weeks afterwards, the patient made a near complete recovery. Unfortunately, 4 months after the 
first insult, a hemiplegia on the other (left) side occurred, and speech again deteriorated. After 
initial recovery of function, the boy died 2 months later. Autopsy revealed that he had died from 
cardiac disease that had caused embolic infarctions in several organs including the brain (first on 
the left side and later on the right). Fairly small but nearly symmetrical lesions were noted on both 
sides of the brain (bottom figure in Fig. 9.3 is an Ecker figure that shows the lesion in the left 
hemisphere): ‘on each side, these regions consisted of the lower end of the ascending frontal and 
the hinder end of the middle and inferior frontal convolutions. These areas were pale, buff coloured, 
slightly depressed and slightly softer than the surrounding brain substance. Reckoning from the 
surface, they were less than a quarter of an inch deep, i.e. they involved the cortical and a little of 
the subjacent white substance [63]’. Remarkably, Barlow himself never suggested that the right 
hemisphere had taken over speech functions from Broca’s area. He attributed the speech disorder 
to damage to the face area of the motor cortex and referred to the experiments of Ferrier, who had 
shown that stimulation of inferior frontal areas in monkeys—in a homologue location to those of 
his patient—results in movement of mouth and tongue (top figure in Fig. 9.3 from Ferrier and 
modified by Barlow for his publication). ‘The bilateral muscles, which act together, are repre-
sented on the two sides of the brain. After the first attack of hemiplegia, although this region on the 
left side was probably permanently damaged, yet still the right side remained intact. But, after the 
second attack of hemiplegia, the corresponding region on the right side became damaged; and 
henceforth, as far as voluntary movements of the mouth and tongue were concerned, the boy was 
irretrievably deficient’. As Finger (2003) concluded in his analysis of the case [64]: ‘thus, from 
Barlow’s perspective, the quite capable and partially redundant right motor cortex was simply left 
with sole control of the bilateral mouth musculature after the boy’s left hemisphere was severely 
damaged and the remote effects of the insult subsided. But after the right hemisphere subsequently 
suffered ischemic damage, neither side of the brain still possessed the circuitry needed to control 
these muscles voluntarily. This was why the boy was “irretrievably deficient” when he now tried to 
converse [64]’ (Figures and text taken from Barlow (1877) [63])
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hemisphere is not capable of language functions, but that these patients lack the 
cognitive abilities to learn to speak again and to complete the intensive training that 
is needed for successful rehabilitation.

Broca was one of the first to consider a ‘takeover’ of language functions by the 
right hemisphere [68]. Since the latter half of the nineteenth century, this explana-
tion has been frequently brought forward in particular in patients with a damaged 
left hemisphere but only minor language impairments. This lateral shift hypothesis 
is certainly very intuitive, something that undoubtedly contributed to its remaining 
popularity. However, the evidence for it is rather meagre, and cohesive theories are 
still lacking [69]. Code, in 1987, wrote that it is predominantly based on ‘a loose 
collection of clinical anecdotes and speculation’ [68]. Even with the advent of mod-
ern neuroimaging techniques, the issue has not been settled. Careful interpretation 
of results, though, indicates that the left hemisphere very often remains critically 
involved in language functions, as will be explained in the next sections.

9.2.2	 �The Confusing Results of Modern Imaging Methods

Non-invasive structural and functional neuroimaging techniques, which have 
evolved over the last few decades, have dramatically improved the ability of 
researchers to map the brain. New possibilities arose to examine the brain’s reac-
tions to damage and to identify more accurately the areas that are involved in postle-
sional language organization and recovery. Not surprisingly, the number of brain 
mapping studies in the field of neural plasticity has grown exponentially. Functional 
imaging techniques, however, are known to have drawbacks and limitations, in par-
ticular in a clinical setting.f There is no broad consensus on how to compare, quan-
titatively, one brain map to another in order to measure the presence of plasticity or 
to identify a language-dominant hemisphere. Researchers and clinicians do this 
most of the time by eyeballing the fMRI maps of a patient and comparing these to 
their own ideas of a ‘normal’ pattern of language areas or—if they are lucky enough 
to work at an experienced clinical research institute—use home-grown algorithms 
to compare results against own historical series and clinical experience [72]. But 
even when quantitative measures are used by these groups, for example, to express 
the degree of language lateralization, inconsistencies remain compared to the results 
from clinical techniques.

f Possibilities and pitfalls of functional neuroimaging techniques are extensively discussed in Chap. 
8. In short, there are two main issues that put limitations on the use of fMRI: (1) averaging indi-
vidual results improves statistical power, but will decrease spatial resolution of the group results to 
1–2 cm. (2) Functional imaging techniques cannot differentiate between critical and involved lan-
guage areas. When an area shows up on a brain map, this does not necessarily mean that it is cru-
cially important for language nor that it is even involved in language functions per se. Consequently, 
the presence of right hemisphere activation does not automatically imply that there is atypical or 
‘abnormal’ language organization. This is simply demonstrated by the fact that fMRI maps of 
healthy subjects invariably show bilateral language-related activation, obviously challenging the 
clinical dogma that most people have a language-dominant left hemisphere [70, 71].
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As was explained in Chap. 8, the most common approach to studying the func-
tional reshaping of brain areas is to measure brain responses in groups of patients 
and to compare them to those of healthy subjects. One should be cautious, though, 
as potentially relevant individual differences may get lost when brain maps are aver-
aged to create group maps.g Conclusions drawn from group studies therefore do not 
necessarily hold for individual brain-injured subjects. To minimize this bias, groups 
should be matched as closely as possible for variables that are supposed to influence 
brain plasticity (such as age, educational level, and chronicity and spatial distribu-
tion of the lesion), except for the variable that is of interest. The problem is, of 
course, that not all potential confounding effects are known a priori. As Halai and 
colleagues (2016) state it:

The generation of stable, reliable models of normal and impaired function relies on the abil-
ity to understand the nature and sources of individual differences across patients. This has 
always been a key challenge for the field, leading to numerous debates and discussions, and 
arguably still is. The kernel of the problem relates to the fact that there are multiple sources 
that underlie variable neuropsychological results [73].

So far, the results from functional imaging studies have been very diverse and led 
to contradicting views about the way the brain remaps functions at the macroscopi-
cal level. Some of the first functional imaging studies indeed proposed that right 
hemisphere areas facilitate recovery of impaired language functions and described 
increased activation in the contralesional hemisphere of patients with a left-sided 
stroke or brain tumour [74–79].h However, subsequent PET and fMRI studies pro-
vided convincing arguments for exactly the opposite view and argued that right 
hemisphere activation is usually an impediment to language recovery and that res-
toration of language functions largely depends on the repair or recruitment of left 
hemisphere areas [81, 82]. The compensatory potential of the right hemisphere, so 
it seems, is lower than the recovery potential of the left [83–85]. Although these 
contradicting views are not mutually exclusive—as there are likely individual dif-
ferences in which the brain reacts to damage—it is reasonable to assume that func-
tional neuroimaging studies in general tend to overestimate the role of the right 
hemisphere in core language functions [86]. What is often interpreted as a shift in 
laterality, or even as a recruitment of ‘new’ parts of the brain after recovery of apha-
sia, could well be the expression of a pre-existent and large-scale bilateral language 
network [54, 70, 75, 77].

g Alternatively, brain plasticity can be studied in single-case studies. Such an approach, however, 
does not allow for generalization of results or testing of scientific hypotheses and also suffers from 
the limitations of single-subject fMRI that are mentioned in Chap. 8 [73].
h The explanation frequently given is that a lesion—via the transcallosal pathways—causes disin-
hibition of homologue areas in the other hemisphere. This assumes that under normal circum-
stances, the language-dominant left hemisphere inhibits right hemisphere homologue areas via the 
transcallosal pathways. Due to a lesion, this inhibition is lost, and there is a reactive increase in the 
activation of the contralesional homologue area. There is some experimental evidence for this 
phenomenon (see Fig. 9.4) [80].
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Importantly, brain maps of language-impaired patients are—by definition—con-
founded by altered performance. But even when performance on a certain fMRI 
language task is within normal limits, patients may have used a different cognitive 
strategy to perform the task, performed the task less efficiently, or required more 
mental effort. The exact influence of these effects on brain maps is not well known, 
but it is likely that they contribute in some form to the right hemisphere activity that 
is seen in fMRI studies. Some researchers have used transcranial magnetic stimula-
tion (TMS) to investigate, in a more direct manner, the functionality of these areas 
(see Fig. 9.4) [80, 87]. Language mapping with TMS, however, is challenging, and 
only a few studies have been published yet. There are other reasons why the func-
tionality of right hemisphere areas can get misjudged or overrated, namely, when 
left hemisphere areas go undetected due to flaws in the experimental design or the 
effects of pathology. Pathophysiological factors such as tumour infiltration, neovas-
cularity or changed haemodynamics have been reported to disturb the BOLD signal, 
unintentionally lowering the sensitivity for task-related signal changes [88]. This 
causes a shift of language-related activation towards the contralesional hemisphere 
that is not so much caused by an actual increase of activation in the right hemi-
sphere, but due to reduced activation in the lesional left hemisphere [88, 89]. This 
phenomenon has been named ‘pseudo-dominance’.

Fig. 9.4  In this experiment by Thiel and colleagues (2006), six healthy subjects were asked to 
perform a verb-generation task. Exemplary results of one subject are shown in image A.  As 
expected, PET images show more activation in the left inferior frontal cortex (blue arrow) than the 
right (yellow arrow). Next, TMS was applied over the left inferior frontal region. With the coil, 
seen in the figure on the right, electromagnetic pulses are applied over a targeted area in Broca’s 
region. Stimulation lowered the performance on the language task, indicating that the function of 
the stimulated area is disturbed. Also, the activation pattern as simultaneously measured with PET 
changed: activation decreased in the left hemisphere (blue arrow) and increased in the right hemi-
sphere (yellow arrow). The authors suggested that the right hemisphere activation that they had 
previously observed in left hemisphere tumour patients was caused by a similar mechanism of 
transcallosal disinhibition and not so much by increased language dominance of the right hemi-
sphere (Figure taken from Thiel and colleagues, 2006 [80])
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In conclusion, modern brain mapping techniques are adding new and valuable 
parts to the puzzle of brain plasticity, but proper use requires thorough knowledge 
of their methodology as well as an unbiased scientific perspective; otherwise they 
will lead to misinterpretations [73, 90, 91]. One thing is clear: neural reorganization 
is not simply a transfer of functions to contralesional homologue areas. The next 
two sections summarize in somewhat more detail findings in patients with acute-
onset and slowly growing lesions, respectively.

9.2.3	 �Acute-Onset Lesions

In adult patients that become aphasic after a stroke, most of the functional recovery 
occurs within the first few weeks to months, depending on the severity of the initial 
language disturbances (Fig.  9.5) [92]. After a month, speech has normalized in 
approximately one-third of patients [92, 93]. One year after stroke, most patients 
have made a substantial recovery, with an estimated one-fifth of patients that are left 
with severe language impairments [94]. Different mechanisms have been postulated 
to play a role during functional recovery. In the immediate phase after the stroke, 
outcome strongly depends on reperfusion of perilesional tissue (i.e. restoration of 
the penumbra) and not so much on relocation of functions [95]. In the weeks after-
wards, right hemisphere areas seem to contribute to the recovery process [96]. After 
a longer period of at least one year, however, there is substantial evidence that many 
of the recovered patients again rely on areas in the left hemisphere for their lan-
guage functions [81]. Data therefore suggests that the most effective manner to 
regain language functions is to restore left hemisphere networks and to successfully 

Fig. 9.5  Time course of recovery from aphasia after stroke, as measured with clinical language 
tests in a cohort of 881 stroke patients. The graph shows the cumulative percentage of patients that 
have reached stationary language functions in relation to the initial severity of their aphasia. Note 
that most improvement occurs within the first 2 months and in case of initial mild aphasia the first 
2 weeks (Figure from Pedersen (1995) [92])
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integrate available ipsilesional areas [54, 96–98]. A permanent shift of language-
related fMRI activity to the non-dominant hemisphere is predominantly seen in 
patients that keep their language impairments, and somehow reflects inefficient lan-
guage processing [82]. Nonetheless, a number of studies have associated language 
recovery with functional and structural changes in the right hemisphere [71, 76, 99].

The situation in infants and young children is different, in the sense that they 
have a much better functional perspective than adults after comparable brain lesions. 
It is commonly accepted that the immature brain can handle damage much better 
and that even larger lesions only infrequently lead to significant (language) deficits. 
This is best understood by the fact that the brain of a child is not fully matured and 
thus has not established a definite language network yet [11]. The question of how 
exactly this is accomplished is however still open for discussion. Some have pro-
posed that there is a certain degree of equipotentiality for language functions at birth 
(as was already discussed in Sect. 9.1.2). As children with a damaged left hemi-
sphere may not undergo the usual left-lateralization process, this would leave them 
with a bilateral or even right-sided language presentation [100, 101]. Such a process 
is in line with the long-standing belief that language development after early left 
hemisphere injury takes place by compensatory activity in the right hemisphere 
[102]. Behavioural studies have indeed generally found more involvement of the 
right hemisphere in early-lesion patients than in healthy controls, although findings 
in the literature—and in particular their interpretations—are heterogenous [100, 
103, 104]. Patients in whom the lesional left hemisphere was surgically removed 
(leaving no room for discussion on the functionality of the remaining right hemi-
sphere) can indeed do remarkably well, but this seems to be the exception rather 
than the rule [14]. Most of these patients have at least moderate language impair-
ments when carefully examined (note that only small series of these patients exist in 
the literature) [105, 106].

Functional neuroimaging studies, at first impression, support the hypothesis that 
the right hemisphere takes over language functions after early left hemisphere 
injury. However, on closer inspection, it appears that not all of the right hemisphere 
activation is effectively contributing to language—a situation that is also observed 
in patients that acquired their lesion in adult life. When the relationship is examined 
between language performance and the degree of lateralization, there is clear evi-
dence that the left hemisphere, and in particular frontal areas, remain playing a criti-
cal role, even in the case of extensive left hemisphere damage [100]. Such studies 
argue that there is an early bias for certain aspects of language organization in the 
left hemisphere and plead against the concept of equipotentiality.

In summary, there are clear age-dependent differences in the recovery potential 
of the brain after acute-onset lesions. It remains unclear, however, whether these 
differences are also associated with different mechanisms of neural reorganization 
and what factors determine the individual level of recovery (other than age) [104]. 
In further search of explanatory and predictive models, we should probably best 
adopt a network approach. Although such ‘connectome analysis’ is still in its 
infancy, it may help characterizing the dynamics of language functions in the pres-
ence of a lesion [107–109].
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9.2.4	 �Lesions That Tend to Grow Slowly or Are Congenital

What about the functional impact of slowly growing lesions? Unlike stroke patients, 
most of these patients—even with lesions that are located within classic language 
territories—have no or only subtle language deficits, something that is commonly 
‘explained’ by neural plasticity [110, 111]. Good examples can be found in patients 
with arteriovenous malformations (AVMs) and low-grade gliomas.

AVMs are vascular anomalies that occur during foetal development or at least 
very early in life. As a result, these lesions are part of the brain before the language 
system is fully matured. AVMs are typically detected between the age of 20 and 40 
years, either after a bleeding or a seizure, or by coincidence (when a scan was 
ordered for other reasons). The fact that an AVM within a classic language region 
does not cause language impairments is frequently taken as evidence that language 
functions have relocated to other areas [110]. In the largest series to date by Deng 
(2015), 63 patients with unbled AVMs in the left hemisphere were studied with 
fMRI to assess language representation [112]. In 23 of these patients (37%), later-
alization to right hemisphere homologue areas was described, suggesting reorgani-
zation of language functions (Fig.  9.6). The authors conclude that their ‘results 
seem to indicate that in patients with an AVM, a nidus near the Broca area mainly 
leads to right-sided activation of the Broca area, whereas a nidus near the Wernicke 
area mainly leads to right-sided activation of the Wernicke area’ [112]. Importantly, 
however, in a follow-up study of these left hemisphere AVMs after surgery, the 
authors did not find evidence that the patients with right-sided fMRI lateralization 
did better than those that were left-lateralized [113]. The incidence of postoperative 
aphasia in both groups was the same (respectively 39% and 44% immediately after 
surgery and 17% and 16% several months to years after surgery). Apparently, lan-
guage lateralization was not predictive of hemispheric language dominance, and 
important language structures had still remained in the vicinity of the lesion in the 
left hemisphere.i

The same study of Deng also included 38 patients with left hemisphere gliomas 
in or near the classic language regions. Gliomas, in contrast to AVMs, are not of 
congenital origin, but develop in adult life. The glioma patients, who had a mix of 
low-grade and high-grade gliomas,j showed significantly less lateralization to the 
right hemisphere than the patients with AVMs and suggested relocation in only 6 of 
38 patients (16%) [112]. This result is in accordance with other studies that yielded 

i The abnormal blood vessels of AVMs may disturb the local haemodynamic response and reduce 
fMRI signals. There is some concern in the literature that this may significantly affect the clinical 
interpretation of fMRI maps, although studies are not conclusive at this point [88, 114]. In the 
series of Deng, these local disturbances may have falsely exaggerated right-sided lateralization 
(pseudo-dominance), but obviously cannot explain the increased fMRI activity in the contrale-
sional hemisphere.
j Low-grade gliomas are typically present for more than a decade before they become clinically 
manifest and in the majority of cases debut with a seizure [115]. High-grade gliomas grow much 
faster, presumably in the order of months, and frequently cause neurological and cognitive 
deficits.
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AVM in Broca’s Area (BA)

AVM in Wernicke’s Area (WA)
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low estimates of right hemisphere language dominance in brain tumour patients. 
Thiel and colleagues (2001, 2005), for example, found that 63% of left hemisphere 
brain tumour patients had activation of the right inferior frontal cortex, but—after 
calculation of a lateralization index—classified only 18% of these patients as having 
truly ‘reversed dominance’ [77, 116]. Others found no evidence at all for contrale-
sional reorganization to homologue areas in patients with a tumour in the left hemi-
sphere [117]. The fact that the left hemisphere remains critical for language in 
glioma patients finds strong support from awake surgical procedures [86, 117]. In 
almost all cases, even when the glioma has infiltrated classic language territory, the 
surrounding (sub)cortex is still involved in language functions, as demonstrated by 
direct electrical stimulation mapping and the high incidence of temporary language 
disturbances after surgery (see for case examples Figs. 4.9, 6.20 and 8.16 in respec-
tively Chaps. 4, 6 and 8) [86, 118].

These studies, and many others in the literature, strongly suggest that exclusive 
right hemisphere language representation is rare and that completely normal lan-
guage functioning without support of the left hemisphere is unlikely. Although there 
is certainly evidence that patients with brain lesions more often have bilateral lan-
guage representation than healthy subjects, it remains unclear how this relates to 
their language abilities [87]. In this respect, we are still far from understanding the 
neuroplasticity of language networks.

9.3	 �The Efficacy of Aphasia Treatment

Until a few decades ago, it was widely believed that the structure of the brain was 
largely immutable after childhood and that there was nothing much one could do to 
help patients recover from serious brain damage. There was room for some small 
changes, given the brain’s ability to learn and adapt, but more radical changes were 

Fig. 9.6  Deng and colleagues (2015) studied the language representation of 63 patients with an 
unruptured arteriovascular malformation (AVM) in the left hemisphere. fMRI was used with a 
silent reading task of Chinese characters. AVMs were selected that were either located in or near 
Broca’s area (BA) or Wernicke’s area (WA). Based on the amount of voxels in both hemispheres, 
laterality indices were calculated for both language regions. Right-sided lateralization was found 
in 37% of the AVM patients and 16% of the glioma patients. Interestingly, in the glioma patients, 
these were all Wernicke’s area homologues, even with left frontal tumours. Top images (a–f) 
show an example of an AVM (asterisk) near Broca’s area, with fMRI activation lateralized to the 
right-sided homologues of Broca’s and Wernicke’s area (note that the AVM is predominantly 
located in the inferior part of the precentral gyrus and not so much in the inferior frontal gyrus). 
The bottom images (a–f) show an AVM in the anterior part of the temporal lobe, with right-sided 
lateralization of Wernicke’s area and left-sided lateralization of Broca’s area. Opposite 
lateralization for frontal and temporal language areas has been described before in other fMRI 
studies [141]
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held to be impossible. This was reflected in the attitude towards patients with brain 
lesions, as paraphrased already in 1948 by Goldstein [119]:

Treatment of aphasic disturbances was not and is not very popular among neurologists. 
Usually the attitude was one of pessimism as to whether one can help these patients by 
systematic training, and it was said: Either the condition improves spontaneously or it 
remains essentially unchanged in spite of all attempts at retraining.

Neurologists and neurosurgeons have never been much involved in rehabilita-
tion. Today, once diagnostics and acute medical treatment have finished, further 
support and treatment for recovery is provided by speech therapists, physiothera-
pists and neuropsychologists. Interventions are predominantly centred on functional 
compensation, whereby behavioural changes after brain damage are usually inter-
preted as the result of new strategies that are created from an old functional 
repertoire.k

In the literature, language recovery is either attributed to ‘spontaneous’ or ‘reac-
tive’ mechanisms, or to the effects of learning or training [53, 121]. Learning and 
training are generally seen as a different, second form of plasticity. These processes 
are engaged by therapists but also by friends and family. They are effective for a 
much longer time—probably months to years—and have been termed ‘experience-
dependent’ or ‘learning-induced’ plasticity. Examples are the genesis or modifica-
tion of synapses [121, 122].

For patients, the relevant question is not so much whether the brain is amenable 
to change, or what the exact mechanisms of recovery are; everyone will agree that 
plasticity is a fundamental property of the nervous system [123]. The question is to 
what extent impaired behaviour can be restored, and whether this process can be 
enhanced by training or other measures. The rest of this section will briefly outline 
the field of neurorehabilitation and some of its current options for patients with 
speech or language disturbances. As will be seen, there is a lack of highly effective 
therapies.

9.3.1	 �Experience-Induced Plasticity

In healthy subjects, there is substantial evidence that training can improve a variety 
of sensorimotor and cognitive skills. Modern technologies, such as action video 
games, seem very suitable to providing the complex learning environments that are 
needed for this purpose [57]. To cite Bavelier, in Gazzaniga’s The Cognitive 
Neurosciences (2009):

k The works of Goldberg, Luria and many others emphasized that there is more to functional recov-
ery than changes in neural architecture and spatiotemporal reorganization of functions. Brain-
damaged organisms also retrieve their goals ‘through the employment of novel tactics or unusual 
behaviors’ [1, 120]. Social support, motivation and a positive rehabilitation environment play an 
important role.
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the variety of different skills and the degree to which they are modified in video game play-
ers appears remarkable. These include improved hand-eye coordination, increased process-
ing in the periphery, enhanced mental rotation skills, greater divided attention abilities, 
faster reaction times, and even job-specific skills such as laparoscopic manipulation and 
airplane piloting procedures [57].

However, to keep things in perspective, exercise and socialization also have a 
beneficial effect on sensorimotor and cognitive functions [124].

Since the second half of the last century, the efficacy of speech-language therapy 
for patients with aphasia has been studied with varying degrees of sophistication 
and with varying outcomes.l Progress, however, has been slow. Although language 
rehabilitation after stroke is often recommended by physicians [126], there are still 
no therapies or methods that have a significant impact (taking into account the 
effects of spontaneous recovery and normal social contacts) [127, 128]. Some 
aspects of language and communication can be improved by treatment, but it is 
unclear how long these effects last and what the best treatment is [82, 125]. One of 
the problems is that therapeutic interventions often remain limited to that which has 
been trained. Results, in other words, do not always generalize to untrained stimuli. 
A good example is lexical knowledge in patients with naming difficulties. Relearning 
words is labour intensive and not very effective, because the relationship between 
word meaning and word sound is largely arbitrary. In the words of Nadeau (2015): 
‘If one has learned the names of 100 objects, this provides no assistance in naming 
the 101st’ [121]. There are some newly developed methods that aim to generalize 
training results to a broader context, but these are pending further scientific evalua-
tion (see for an overview Nadeau, 2015) [121].

Fortunately, some therapies have proven to be effective. One famous example is 
a computer-based training for developmental dyslexia (a reading and spelling disor-
der) that is based on the ideas of brain plasticity. Paula Tallal and Steve Miller dis-
covered that dyslexia is often an auditory speech-processing disorder, caused by a 
deficit in the identification of rapid speech sounds (e.g. with phonemes such as b, p, 
g or d).m As most of these children have no detectable difficulties with speech, this 
finding maybe somewhat counterintuitive at first. However, the deficiencies in pho-
nological processing obstruct a good match between the sound of a word and its 
written form. This will cause problems for children who are learning to read. When 
Tallal and Miller met Merzenich and others, they started to use the principles of 
neuroplasticity to train dyslectic children. Their story is a fascinating read.n

Might reading be improved in dyslexics, he [Merzenich] wondered, if their ability to pro-
cess rapid phonemes were improved? And could that be done by harnassing the power of 

l Speech-language therapy is defined as a formal intervention that aims to improve language and 
communication abilities, activity and participation [125]. Studies have predominantly been con-
ducted with stroke patients.
m Others have argued against this theory; see, for example, Studdert-Kennedy and Mody (1995) 
[129] or Snowling (2001) [130].
n See the book of Schwartz and Begley, The Mind and the Brain (2002) [131].
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neuroplasticity? Just as his monkeys’ digits became more sensitive through repeated manip-
ulation of little tokens, Merzenich thought, so dyslexics might become more sensitive to 
phonemes through repeated exposure to auditory stimuli. But they would have to be acous-
tically modified stimuli: if the basis of dyslexia is that the auditory cortex failed to form 
dedicated circuits for explosive, staccato phonemes, then the missing circuits would have to 
be created [131].

Eventually, a computer program was developed that slows down the various 
speech sounds to a level where the child is able to parse them again in a correct man-
ner. Once this modified speech tempo has been mastered, the interval between the 
sounds is gradually shortened until that of (almost) normal speech.o This approach 
proved to be effective and helps to overcome the inborn temporal processing deficits 
in dyslexic children [132–134].

9.3.2	 �Techniques to Enhance Plasticity

There are currently no devices that can speed up or aid language rehabilitation via a 
direct interaction with the brain. There are only few studies that have used electro-
magnetic fields for this purpose. Brain stimulation in patients with aphasia has 
either tried to enhance activity in brain areas that are thought to support language 
functions or—more commonly—tried to suppress brain activity in areas that are 
thought to interfere with recovery [82].

Naeser and colleagues were the first to provide evidence that non-invasive brain 
stimulation could be used to improve language functions [135]. In their initial stud-
ies with TMS in stroke patients, stimulation of the right hemisphere homologue of 
Broca’s area led to better performance in language tasks, supporting theories that 
right hemisphere activation is in fact counterproductive and withholds recovery 
[135, 136]. Most other studies confirmed that TMS is apparently able to reduce the 
negative effects of presumed ‘overactivated’ right hemisphere areas [135]. These 
results should be seen as preliminary, as study populations are small and long-term 
impact is unknown.p

Electrical pulses have occasionally also been applied invasively, in the hope to 
enhance functional reorganization. Barcia and colleagues operated on a patient with 
a tumour in Broca’s area and had to leave a significant remnant that seemed still 
involved in language functions [138]. They subsequently implanted subdural elec-
trodes to allow for chronic electrical stimulation of the functional areas within the 
tumour. They hypothesized that ‘through the artificial induction of a progressive 
virtual lesion in an eloquent area, we could promote plasticity by mimicking the 
ability of the tumour to evoke a reorganization of function to ipsilateral or contralat-
eral areas’ [138]. Stimulation was set to induce a ‘mild speech disturbance’ and 
lasted for 25 days, after which the patient was again operated under awake 

o Fast ForWord is a commercially available program; see http://www.scilearnglobal.com/.
p See for reviews Ren (2014) [137] and Turkeltaub (2015) [82].
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conditions. The number of cortical sites where language areas were detected had 
significantly lowered (from 12 to 2), and the surgical team was able to remove the 
remaining cortical part of the tumour without new impairments.q

Although these approaches are innovative and perhaps even promising, they 
should be met with caution, as many questions remain to be answered. Importantly, 
all of these procedures have been developed despite a clear understanding of 
how brain plasticity works or how language functions reorganize after a brain lesion. 
It is important that we identify and understand these mechanisms, as we are 
otherwise unable to extract the essential parts of these procedures and improve our 
therapies [54].
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�Epilogue

The intention to write this book was born out of amazement at the persistent clinical 
role of the classic language model over the past 150 years.a Countless arguments 
have been made for a more sophisticated and complex view of language in the brain, 
yet the model has prevailed in textbooks and medical schools. The names of Broca 
and Wernicke continue to be used in neurological and neurosurgical departments, as 
well as in the many scientific and clinical language papers published. We know now 
that the classic language model is not a good predictor for the different types of 
aphasia (Chaps. 1 and 2). It does not account for individual differences in cortical 
anatomy (Chap. 5) or function (Chap. 6) nor for the many different subcortical lan-
guage pathways that have been described only more recently (Chaps. 6 and 7) or for 
functional rehabilitation after brain damage (Chap. 9). In addition to all of these 
shortcomings, it should be realized that many historical authors, in particular those 
that have been characterized as the diagram makers, have been misinterpreted to 
begin with. Wernicke, as we have seen in Chap. 2, was convinced that the whole 
perisylvian area and the insula were involved in language. He laid out a connection-
ist view that predated our current network approach to brain functions, but that was 
put aside in favour of a simpler model.

Particularly in the last 20 years, ideas of how language is implemented in the 
brain have changed dramatically. There is now broad consensus in the neuroscien-
tific community that there are no well-demarcated language centres, that there is not 
a single hemisphere that does all the language processing and that language func-
tions cannot strictly be decomposed into a handful of linguistic components. Instead, 
we have come to realize that information is processed in several different streams 
(decoding of speech, mapping of sound onto meaning, etc.) and that these various 
subnetworks are highly interrelated, as well as being involved in other cognitive and 
sensorimotor functions. Language functions, in fact, should be considered as emer-
gent properties of very complex and interconnected systems.

In recent years, increasing numbers of authors have explicitly disqualified the clas-
sic language model and proposed alternative views for the neural basis of language. 

a In various compositions, it is usually referred to as the Broca–Wernicke–Lichtheim–Geschwind 
model.
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Some have even declared that ‘Broca and Wernicke are dead’.b However, this is not 
something new but has occurred repeatedly over the course of history. Remember, for 
instance, Pierre Marie’s fierce opposition against the ‘dogma of the third convolution’ 
and his denial of the existence of a frontal language area (Chap. 1), or Luria’s descrip-
tion of functions as complex and dynamical systems that are never simply localized 
(Chap. 7): ‘the cerebral cortex does not consist of separate, isolated centers and (…) 
the recovery of a function must not be attributed to transfer of the function to a new, 
vicarious center but rather, to a structural reorganization into a new, dynamic system 
widely dispersed in the cerebral cortex and lower formation’.c

Why then has the classic model retained such a large influence in our current 
clinical and scientific work? The philosopher and historian Thomas Kuhn argued 
that people and systems generally tend to resist change and that prevailing and uni-
versal scientific frameworks—that he named ‘paradigms’—are not easily over-
thrown.d Even if contemporary theories have obvious flaws, he said that it will take 
great effort and several ‘anomalies’ before these errors are truly acknowledged.e 
Eventually, the accumulation of errors will result in a state of ‘scientific crisis’ that 
persists until a new paradigm is formed and adopted.

There is likely a more specific reason that the classic language model has 
remained so popular, and that is because it is so attractive from a conceptual and 
perhaps even aesthetic point of view. Models are meant to reduce the complex real-
ity into something far more simple and understandable. We are all accustomed to 
models in our daily lives and usually experience their benefits: in weather forecast-
ing, economy, education, etc.f However, these models are only valid when they have 
a certain predictive value for real-world phenomena, and—most importantly—their 
limitations are recognized and respected by their users. The latter is not always the 
case, especially when models are elegant and seem correct from an intuitive point 
of view.g There is a real danger that these models are interpreted too literally and 

b Tremblay and Dick, Brain and Language (2016)
c Luria, Higher Cortical Functions in Man—Second Edition (1980)
d Classic examples of paradigm changes are those from classical to quantum mechanics, and from 
the cosmological view of Ptolemaeus to that of Copernicus. Scientific communities consider para-
digms a foundation for further practice, whereas in Kuhn’s opinion these paradigms do not leave 
much room for true novelty and innovation. At the time, Kuhn’s propositions were considered 
quite shocking by many, as he in fact stated that normal science is working only on a few puzzles 
that are left open in a current field of knowledge. In his view, normal science is predicated on the 
assumption that the scientific community knows what the world is like, thereby often suppressing 
fundamental novelties; these novelties are only acknowledged after a shift of paradigm. See Kuhn, 
The Structure of Scientific Revolutions (1962).
e Somehow, people have a tendency to dismiss their errors. This is unfortunate, as errors play an 
important and necessary role in innovation. They help us to create a path out of our comfortable 
assumptions. See, for instance, Steven Johnson’s Where Good Ideas Come From (2010).
f Our brains, of course, also use predictive models to interact with the environment.
g Scientific models and theories do not always match with intuition or personal observations. For 
example, many people still believe that a force is needed to keep an object in motion, because that 
is what they think they experience in daily life, whereas, in fact, an object will keep moving forever 
unless there is an opposing force that will stop it (Newton’s first law).
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that they begin to function as a new reality for many, thereby seriously impeding 
scientific progress. In brain research, a good example is the assignment of functions 
to either the left or the right hemisphere (linguistic vs. spatial, verbal vs. nonverbal, 
rational vs. irrational, ego vs. id, etc.). Other powerful concepts that withstood fierce 
criticism for a long time are the somatotopic representation of sensorimotor func-
tions along the precentral gyrus and the different anatomical locations of perceptive 
and productive language functions. The schemes of Penfield and Wernicke still suf-
fer from shallow and incorrect interpretations, despite explicit warnings of the 
authors from the beginning (Chaps. 2 and 6). Something alike can be said in  
our modern era for maps that contain information from functional MRI or fibre 
tractography (Chap. 8).

�Are There Any Language-Critical Cortical Areas?

A frequent source of confusion in the description of language areas and their path-
ways is the terms ‘supportive’, ‘involved’ and ‘critical’. Critical language regions 
can really only be defined post hoc, when damage has resulted in lasting and mea-
surable deficits. As these critical regions are smaller than language-supportive 
regions, the language maps of clinicians and neuroscientists are different to begin 
with. The investigator is another factor that plays a role in how language deficits are 
qualified. A neurologist or neurosurgeon will often judge a language deficit differ-
ently than a linguist or a neuroscientist.

The restoration of function in response to a lesion is a complex process that leads 
to changes in the remaining—healthy—part of the brain (Chap. 9). When we want 
to investigate whether a part of the brain is critical, we are in fact assessing to what 
extent the brain can sustain (most of) its functionality without this part. Sometimes 
these inferences are fairly straightforward, for example, in case of a lesion of the 
optic radiation. If such a lesion consistently results in visual field deficits, it is clear 
that there is no redundancy within the system and that the damaged optic radiation 
is the cause of the functional impairment. In other instances, especially when a 
lesion destroys associative systems, it can be very difficult or even impossible to 
deduce where the affected functions are ‘located’. This was realized by several 
authors in the past, in particular by Hughlings Jackson, who stated that ‘to locate the 
damage which destroys speech and to locate speech are two different things’ (Chap. 
4).h Others would later add that the reaction of the organism as a whole and in par-
ticular its interaction with the environment also significantly contribute to func-
tional recovery (Chap. 9).

‘There is greater revelation in pathological phenomena’, wrote Goldstein, and he 
meant that patient studies can greatly advance our understanding of normal phe-
nomena. Evidence for the existence of critical language structures must therefore 
come from brain-lesioned patients. We should learn from these patients how dam-
age affects the functional organization of the brain and use this information to 

h Hughlings Jackson, On the Nature of the Duality of the Brain (1874)
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develop methods to predict the compensatory potential of the brain prior to damage. 
There are currently no technologies that can do this very accurately, despite claims 
made for electrical stimulation mapping and the Wada test. New techniques, such as 
MRI-based tractography and functional MRI (fMRI), seem better candidates for 
this purpose but require further development and validation in order to become clin-
ically relevant (see Chap. 8 for a discussion on fMRI). But Goldstein also warned us 
that inappropriate use of pathological material or insufficient analyses can have a 
‘fatal influence’ in the field of normal psychology or for the theory of the structure 
of language.i

Before answering the proposed question of whether there are any critical cortical 
language areas, we should realize that lesions invariably affect both cortical and 
subcortical tissue. Broca knew that there was damage to the underlying white matter 
of the frontal lobe in his patients, but he considered only the cortical part relevant 
for their language problems (Chap. 1). White matter pathways have long played 
only a minor role in the neural basis of language and aphasia, but with the advent of 
diffusion-weighted imaging and intraoperative subcortical electrical stimulation, 
there is now overwhelming evidence that language is supported by multiple fibre 
pathways. As a consequence, it is difficult to judge the functional contribution of a 
single cortical area separately from the other brain regions with which it is con-
nected (in a similar fashion that functions cannot be attributed to single fibre path-
ways). Let us assume, though, in an attempt to answer the question, that the classic 
language areas each encompass only a single anatomical region, respectively, the 
pars triangularis and opercularis of the left inferior frontal gyrus (Broca’s area) and 
the posterior part of the left superior temporal gyrus (Wernicke’s area). What will 
happen if any of these two areas is selectively damaged?

A lesion of Broca’s area, or at least a part of it, is likely to induce only mild or 
transient language deficits, as long as there is not too much damage to adjacent 
subcortical pathways. There is reasonable evidence for this from stroke studies 
(Chap. 1) and from a selective number of surgical procedures that have used the left 
frontal operculum as a corridor to deeper-located pathological lesions (Chap. 6). In 
a clinical sense, Broca’s area seems less critical than is usually advocated. This does 
not necessarily imply, however, that it plays only a minor role in language. Damage 
to the classic Wernicke’s area also does not result in the deficits with which it is usu-
ally associated, because language comprehension is not a very localized function 
and involves large parts of at least both temporal and inferior parietal lobes (Chaps. 
2, 7 and 8). More recent opinion claims a role for Wernicke’s area in phonological 
processing (as previously also proposed by Luria; see Chap. 7). Lesions within this 
region have been associated with good comprehension but abundant phonological 
errors during speech production (i.e. conduction aphasia). Data from selective and 
acute-onset cortical lesions, however, are lacking.

In conclusion, Broca’s aphasia is not caused by damage to Broca’s area alone, 
and Wernicke’s aphasia is not caused by damage to classic Wernicke’s area. This has 
repeatedly been put forward by different authors over the past decades. As such, 

i Goldstein, The Organism (1932)
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these areas play a different and a more limited clinical role than classically advo-
cated. Several other areas have been proposed for inclusion in various neoclassic 
language models, in particular the anterior part of the insula, the middle temporal 
gyrus and the anterior part of the temporal lobe. However, none of these cortical 
areas seems to fulfil the critical role that has previously—wrongly—been attributed 
to Broca’s and Wernicke’s areas.

�When Will Clinicians Put Aside the Classic Model?

Use of the Broca–Wernicke terminology has led to much confusion and error. 
Consensus on the classic language territories and their functions was never reached, 
which is already an indication that the classic model is not a very realistic view of 
the neural basis of language. Still, the model remains widely used in patient care. 
Apparently, medical doctors rarely encounter ‘evidence’ in their practice that pleads 
against this model. In any case, the occasional exceptions (language impairments 
after surgery or a stroke in the right hemisphere, for instance) clearly never had 
enough momentum to overturn the old dogma.

What is changing this situation is the growing emphasis on subcortical pathways 
as crucial structures for normal language function, and the idea that functions are 
dynamically represented in networks. This started in the 1990s with the concept of 
large-scale networks to explain brain–behaviour relationshipsj and got support from 
clinical observations when electrical stimulation began to identify not one (arcuate 
fasciculus) but several different pathways that play a role in language (inferior 
fronto-occipital fasciculus, fronto-aslant tract, subcallosal fasciculus, uncinate fas-
ciculus and inferior longitudinal fasciculus). The new cortical–subcortical concept 
is already changing the surgical approach to brain tumours and provides us with a 
better understanding of patients’ language impairments in diseases like stroke or 
primary progressive aphasia.

As a final point in the discussion towards a new clinical view on language repre-
sentation, it is worth mentioning that in my opinion our current invasive gold stan-
dards, in particular electrical stimulation mapping, stand in the way of progress of 
our knowledge of language in the brain. As was described in Chap. 6, electrical 
stimulation mapping usually finds only a few small cortical sites—and not the larger 
regions that are associated with the classic language view. These sites are highly 
respected by neurosurgeons as critical language areas. However, it seems very 
unlikely that a selective lesion of one of these small sites in Broca’s or Wernicke’s 
region will result in permanent and grave impairments. These sites are not critical 
language areas on their own, as this simply does not fit with the large-scale network 
view of distributed functions or with clinical experience that limited damage (small 
cortical lesions of 1–2 cm) in patients is generally asymptomatic. The exception, 
perhaps, is the left ventral premotor cortex; this relatively small unimodal area on 

j Mesulam, Large-Scale Neurocognitive Networks and Distributed Processing for Attention, 
Language, and Memory (1990)
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the precentral gyrus—which invariably yields a speech arrest when electrically 
stimulated—may serve as a final common pathway for speech production. Problem 
is that the hypothesis that all language sites that are found with electrical stimulation 
are critical, is notoriously hard to disprove as these sites are never deliberately 
resected. Still, clinicians should keep in mind that the effects of postlesional reorga-
nization cannot reliably be predicted by electrical stimulation mapping and that the 
procedure itself also has a limited ability to test more complex language functions. 
Careful research is needed to resolve these issues, whereby patient outcome is the 
true gold standard against which the results of any technique (old or new) should be 
compared.

So, should we refrain of the names of Broca and Wernicke all together? Tremblay 
and Dick have a point when they write that maintaining the terminology for the clas-
sic model ‘artificially maintains it as a legitimate model’. In practice, however, 
abandoning these terms will not be easy, as clinicians and neuroscientists are so 
familiar with the names of Broca and Wernicke. It is probably better to keep in mind 
that there was never much consensus on the classic language model and use Broca’s 
and Wernicke’s names to coarsely indicate the anterior and the posterior perisylvian 
regions, respectively (i.e. refer to these areas without much anatomical specifica-
tions or functional connotations). In this way, we can commemorate these men for 
their innovative ideas and discoveries, which—unfortunately—were not always 
judged appropriately.

Epilogue
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