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On a summer day in 2011 I received a phone call from my mother. 
Because of acute stomach pain she had been hospitalized the day before 
and already on that first night they had found a large cancer tumour in 
the colon that had spread to the liver. I asked her if she was going to make 
it—and she said ‘no, I don’t think so’. She was right; the cancer turned 
out to be incurable. After putting up a fight that even the oncologists had 
rarely witnessed, and after surviving for much longer than—I came to 
learn later—they had imagined possible, she died in April 2013 at the age 
of 57. At the time of the phone call I was in the middle of writing my 
PhD thesis on the topic of patient safety. As it would turn out, my moth-
er’s situation provided me with a much unwelcome insight into, and 
closeness with, issues of patient safety, medical errors and critical inci-
dents from the perspective of the patient.

Although I am generally convinced that my mother received compe-
tent and good care in her almost two-year encounter with the Danish 
healthcare system, she also experienced a number of questionable inci-
dents connected to the safety and quality of her treatment. These were 
incidents ranging from communication problems, logistic issues, long 
waiting times, lack of information, an instance of mistreatment resulting 
in chronic pain, some episodes of poor professional judgement and at 
least one possible case of negligence. Some of these ‘incidents’ could pos-
sibly have changed her destiny, as when my mother’s general practitioner 
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on several occasions and during several months ignored her mentioning 
of significant symptoms, as well as her tainted family history, until that 
summer’s day when my mother, on her own initiative, demanded to be 
hospitalized. Other incidents had no, little or only momentary effects on 
her physical health and treatment, but had other types of consequences. 
The one I have chosen to disclose here is one of these—in the bigger pic-
ture—minor incidents and it happened on the very night she got hospi-
talized. My dad was away on business travel and that is why my mother 
went to the hospital by herself. While she was in her hospital bed, in a 
shared room with tree other patients, the surgeon who had viewed her 
initial scan images chose to disclose the devastating news: she had cancer 
and would probably not survive it but, if she was lucky, she might live for 
five more years. The clumsy surgeon might have thought he did her a 
favour by adding approximately four years to the prognosis that the spot-
ted liver suggested. But to my mother this death sentence came out of the 
blue. Although she must have thought of cancer as a distant and unlikely 
possibility for her stomach pain, she was in no way prepared for this 
shock. And, unfortunately, the clumsy handling of my mother that night 
did not stop there. After having disclosed the preliminary diagnosis, it 
was decided that she should be transferred to another hospital and she 
was consequently sent there by taxi, alone, late in the evening, dropped 
by the taxi driver at an old and at the time closed entrance to the hospital 
and left to walk around disorientated in the dark to find her own way in.

I often think about the horror my mother must have experienced that 
evening. Being in her mid-fifties, healthy and vigorous, living an active, 
energetic and ‘full’ life with a physically demanding job—and then from 
one second to the other everything was swept away under her. How this 
message is delivered, when, where, with whom and by whom—what Glaser 
and Strauss have called the awareness context (1968)—is anything but 
irrelevant. And I believe that the brutality of the way my mother came to 
learn about her destiny became a leading cause for the distrust and aversion 
she often felt towards the doctors who treated her throughout her illness. 
So, although the incident, in the bigger picture, seems small or even insig-
nificant, it was not. At least not to my mother and not to us, her relatives.

Calling the health professionals’ handling of my mother’s case that 
night ‘clumsy’ is perhaps an understatement, but it also attests to the 
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difficulty of defining patient safety and medical error. Often critical inci-
dents are defined as those incidents that, unrelated to the illness, lead or 
potentially lead to patient harm, but my mother was not harmed—not 
physically at least. At the same time, the incident demonstrated both 
breach of protocols and practices for delivering news of this kind and a 
disturbing lack of prudence and thoughtfulness on the part of the sur-
geon and those who made the decision to transfer her. Judged from this 
perspective the handling of my mother that evening was below standard 
both officially (in terms of adherence to guidelines) and ethically (in 
terms of the moral conduct of the health professionals).

With the term ‘clumsy’ I also seek to indicate that the ‘wrongness’ of 
the incident was, in all likelihood, not intentional. And it is also, at least 
in hindsight, impossible to point to a particular reason for the misjudge-
ments. ‘Critical incidents’ like this are often characterized by the hetero-
geneous nature and the multiple reasons for their occurrence. Frequently 
they can somehow be related to a lack of resources like manpower, time, 
money, space and equipment; some incidents are systemic, that is, they 
are due to the interaction of system components, which could not neces-
sarily have been foreseen (Perrow 1984); some are due to so-called 
human factors such as stress, fatigue and inattention (Reason 1990). 
Certain incidents are due to deviant practices and routines, which have 
become normalized (Vaughan 1996). Others again are instances of mis-
taken decisions, that is, reflective and competent decisions that later turn 
out to be wrong (Paget 1988). And some are due to incompetence, inex-
perience, negligence and a few to unfitness due to, for instance, age and 
addiction (Rosenthal 1995). Finally, many are mixtures of some of the 
above features, and most are difficult to even define, categorize and 
manage.

It is evident that anyone who, like my mother, has a long and intensive 
acquaintance with the healthcare system is likely to experience judge-
mental mistakes, unpleasant incidents, faulty or ineffective communica-
tion, coordination problems or medication errors of different sorts. And in 
much sociologically inclined literature on medical practice it is common 
knowledge that errors and critical incidents are to some extent inevitable 
or even normal, which has to do with the inherently uncertain, situated 
and time-dependent character of medical work and the complexity of the 
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organization of healthcare. Importantly, however, all the issues listed do 
not exempt us from trying to do things better. The question here, then, is 
not if but how.

For more than two decades, the ‘how’ of patient safety has been 
answered in the form of system optimization, system reengineering and 
systems thinking in various disguises. Within mainstream patient safety 
policy, literature and practice, the faith in systems comes with a very par-
ticular understanding of humans, healthcare organizations and risks. 
Based on human factors research, ergonomics and social and cognitive 
psychology, human errors based on human factors such as inattention, 
forgetfulness, memory slips, fatigue or stress are said to pose a major 
threat to patient safety. These physical and mental weaknesses are said to 
be part of ‘the human condition’ and thus inevitable in human work 
(Kohn et al. 2000; Reason 1990, 2000). Therefore, it is argued, patient 
safety must be handled not by attending to the health professionals and 
their ‘active failures’ but rather to the more latent conditions that can be 
identified in the organization of the healthcare system. The dominant 
methodologies of patient safety therefore seek to optimize the healthcare 
system mainly through the introduction of standards, technical solu-
tions, failsafe systems and safety fixes with the hope of preventing errors 
and thereby protecting patients from the variability of human shortcom-
ings of the health professionals. In order to create these system changes it 
is necessary to promote a cultural change agenda in healthcare. It is the 
ambition to create a healthcare system as failsafe as possible by building a 
learning culture where health professionals disclose, report and respond 
to incidents, learn to think and enact system optimizations through a 
blame-free ethos and willingly adopt new safety incentives, procedures 
and safety systems.

In more recent years, some of the assumptions and methods of this 
mainstream approach have been questioned by sociological approaches 
to patient safety as well as by safety engineers and scientists arguing that, 
for instance, the concepts of human error, culture, systems or the stan-
dardization quest of the orthodox approach are either flawed or insuffi-
cient. Most of these critiques and alternatives, however, agree to the most 
central principles of the dominant approach: that patient safety is 
primarily to be gained by  reorganizing health systems rather than by 
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attending to the training and conduct of health professionals. Thus, both 
in mainstream and alternative patient safety thinking, the focus has 
turned from the conduct of the healthcare professionals to the systems in 
question often with the explicit goal of creating failsafe or ultra-safe 
healthcare systems that prevent or ‘absorb’ errors through the develop-
ment of constantly cleverer system designs.

In this book, I enquire into this ‘systemic’ answer to the how of patient 
safety, as well as into the consequences of this particular answer for medi-
cal practice and for the conduct, habits and dispositions of health profes-
sionals. I consider how the univocal turn to systems via a blame-free ethos 
has important, and potentially problematic, unintended effects for the 
organization of medical work, for professional responsibility and, conse-
quently, for the quality and safety of the treatment of patients.

During my research, I have experienced an uneasiness accompanying 
any critical engagement with the problem of patient safety in its present 
form because one is quickly seen as questioning an unquestionable good 
and easily accused of being ‘against’ the safe treatment of patients in gen-
eral. Starting on a personal note, I hope to illustrate that the safety and 
care of patients are very much at the heart of this book. In my mother’s 
case, it is quite simply unrealistic to believe that every incident of mis-
judgement, incompetence, medication error, communicative inaccuracy 
or logistic failure could have been prevented by clever system design. It is 
unrealistic because while humans sometimes fail, so do systems. 
Organization is never fail-proof. What is more, restructurings are never 
problem-free. They bring with them redistributions of tasks, responsibili-
ties and risks that do not only lead to safer treatment and care but often 
cause role confusion, disturbances of well-functioning routines or 
increased task complexity that can create new types of risks and vulnera-
bilities. Equally important, too much focus on blame-free systems engi-
neering can prevent the necessary attention towards the conduct, training, 
habits and judgemental capacities of health professionals which are also, 
and often especially, needed to secure the safe treatment of patients. It 
risks neglecting that safety practices in medicine are often based on well-
working, thoroughly rehearsed and coordinated teamwork, as well as the 
experiences, practical judgements, developed habits, trained skills and 
ethical conduct of health professionals.
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Before getting on with this dominant argument of the book it is neces-
sary to establish that while this is not a book that promotes system reengi-
neering as a solution to every problem of healthcare organization, it is also 
not one that promotes ‘the patient perspective’ as such an overarching solu-
tion. This is a necessary although somewhat controversial point to make 
because increasing patient experience, patient voice, patient participation, 
patient empowerment or patient centredness have—together with system 
optimization—become reflex policy answers to most types of healthcare 
delivery problems of today (Pedersen and Kjaer 2017). It has since the early 
2000s been argued that ‘the patient perspective’ should play a larger role in 
patient safety efforts (Vincent and Coulter 2002) and today patients and 
their relatives are still identified as the most important ‘unredeemed resource’ 
in securing their own safety, and therefore patient involvement is described 
as a major focus area in ‘the next wave of patient safety’ (IHI 2017).

There is no doubt that listening to patients and their experiences in the 
organization of healthcare, including them in decision-making whenever 
appropriate and relevant, and—in certain situations—involving patients 
and relatives in care, treatment and safety is valuable and to some extent 
necessary. But involving patients is not a good in and of itself. To illus-
trate, let us return one last time to the incident of the untimely disclosure 
of my mother’s diagnosis on that summer night in 2011. In a situation 
like this, patient involvement can become an evil rather than a virtue. 
Given the current trend of and pressure for ‘engaging patients’ it is very 
likely that my mother was asked whether she wanted to know the results 
of the scans, and later whether she felt up to it for being moved to another 
hospital. And, for all I know, she would have said yes to both questions 
without blinking. Needless to say, this does not make the treatment of 
my mother any less inappropriate or the misjudgements any less grave, 
but it is possible that ‘patient-involvement’ strategies might have func-
tioned as direct or indirect justifications for the decisions made. This 
points towards the patient involvement paradigm’s sometimes troubled 
relationship with accountability and medical expertise, which could eas-
ily make for a topic for another book. But it also goes to the core of the 
arguments of this book because it shows that as any other element of 
delivering appropriate and safe care, patient participation is an activity 
that should be thoroughly based on medical expertise; i.e., on training 
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and skill in knowing how, when and who to involve in what kind of deci-
sions and treatment practices. It is therefore not possible to deal with a 
situation like that of my mother’s from a systemic perspective or from a 
patient involvement perspective exclusively without discussing the dis-
cretionary abilities, communication skills and situational awareness of 
the health professionals in question, as well as the internal systems for 
training, securing and checking these necessary skills and dispositions. It 
might even be appropriate to approach the incident as morally wrong in 
order to make the implicated health professionals take responsibility and 
learn from the incident with the hope that they will act to secure the safe 
and appropriate communication with and handling of patients in the 
future.

With this in mind, it is not only unwise but also dangerous not to raise 
more generic questions about how we approach issues of error and safety 
in healthcare, and not least how the massively coordinated efforts to 
system-optimize and reengineer health systems affect the conduct and 
safety dispositions of the health professionals working within these sys-
tems. Therefore, it is out of care for patients, and out of respect for situ-
ated clinical practices and competent clinicians’ safety work, that we need 
to critically engage with the present formula of patient safety manage-
ment. If not, healthcare is likely to become unsafe in novel ways.
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1
Studying Patient Safety: 

An Introduction

Concern for the safety of patients has always been part of the practice and 
organization of medicine. The obligation of doctors to consider the risk 
of intervention and the safety of patients was present in the Hippocratic 
corpus of writings and has been an integral part of teaching medicine and 
regulating medical misconduct since antiquity. Today, the well-known 
axiom ‘above all, do no harm’ (in Latin primum non nocere) is, in spite of 
its contested origin, understood as a cornerstone in medical codes of con-
duct. This ethical norm of non-maleficence is taught in medical schools 
throughout the world not so much as a rigid rule or a fundamental prin-
ciple, but as a symbol of sound clinical judgement (Brewin 1994) and as 
a reminder that all clinical activity carries the potential for harm (Smith 
2005). In this way, the norm of non-maleficence is integral to the ethical 
formation of medical students, where learning to become a doctor 
involves the ability to practise medicine in the face of fallibility and 
uncertainty. It involves the inculcation of the fact that as a clinician your 
decisions and actions might cause harm, disability and death for the 
patients, regardless of your good intentions (Fox 1957; Paget 1988).

From an organizational and societal perspective, managing medical 
error and misconduct function as a way to establish the line between 
acceptable and unacceptable medical practice and office-holding.  
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Internal collegial procedures for detecting, classifying, disciplining or for-
giving error have historically been a necessary part of professionally driven 
processes of social control and of teaching young doctors the standards of 
medical practice (Bosk 2003 [1979]). Parallel to these internal mecha-
nisms, external and public measures such as depriving doctors their 
licence to practise medicine and—increasingly since the 1970s—mal-
practice claims and liability suits operate as legal mechanisms for regulat-
ing cases of medical negligence or unfitness caused by, for instance, 
physical and mental disability.

In the last two decades, a new version of patient safety—the interna-
tional patient safety policy programme—has emerged with propositions, 
objectives and consequences that differ fundamentally from the tradi-
tional approaches to medical error and error management. In patient 
safety thinking and practice as it has developed since the early 1990s, 
patient safety has become a policy problem linked to wider discussions of 
service delivery in healthcare and to parallel and overlapping healthcare 
policy agendas such as evidence-based medicine, quality improvement 
and New Public Management–inspired ideals of public sector manage-
ment based on principles of accountability, measurability and risk man-
agement. Within the sphere of this new policy approach to patient safety, 
the purpose of patient safety and error management has radically changed. 
Error management no longer primarily serves the ethical training and 
conduct of the medical profession or the legal regulation of medical mal-
practice. Rather, patient safety policy, technology and ideology are first 
and foremost to serve the optimization of healthcare systems. Based on a 
vision of failsafe system design, patient safety and error management have 
been introduced as optimization and reengineering strategies, where the 
goal is to create a learning and reporting culture through a blame-free 
ethos. Here, mishaps, errors and critical incidents are used as catalysts for 
introducing new types of technological fixes, failsafe devices and stan-
dardized protocols, checklists and procedures, all with the ambition of 
strengthening the system by preventing errors of similar kinds.

The programme has been brought forth through different types of 
developments of which one concerns a growing awareness of the magni-
tude of the safety problem in healthcare. Starting with the Harvard 
Medical Practice Study from 1991, where it was shown that harmful 
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error—or what was soon to be known as adverse events or critical inci-
dents—happened to 4 per cent of hospitalized patients (Brennan et al. 
1991; Leape et al. 1991), an emergent public and political concern with 
the high number of errors and a related questioning of the efficiency and 
adequacy of the existing internal professional and external jurisdictional 
error-management strategies helped promote the new policy agenda and 
its ideal of system optimization. This growing awareness was stimulated 
by a number of medical error scandals in the USA and Britain of which 
the Betsy Lehman scandal was of special importance. Lehman was a 
39-year-old Boston Globe reporter who during her treatment at the 
Dana-Faber Cancer Institute in 1994 died from an overdose of chemo-
therapy. The Lehman case made no less than 28 front-page headlines in 
the USA in the three years following the incident (Conway and Weingart 
2005). Public scandals such as the Lehman case and the rising awareness 
of the number of medical errors led the way for the success of the seminal 
American Institute of Medicine report To Err Is Human: Building a Safer 
Health System (Kohn et al. 2000). The earlier Harvard study came to have 
immense importance in allowing for the Institute of Medicine report to 
pose its well-known statement that up to 98,000 Americans die in hospi-
tals each year as a result of medical errors that could have been prevented. 
Interestingly, however, the preventability theme was not part of the origi-
nal Harvard study but rather an invention to support the particular 
‘error-prevention through redesign’ perspective on patient safety that has 
come to define the policy agenda. Concurrent with the growing popular-
ity of To Err Is Human internationally, the American studies were fol-
lowed by similar studies in other Western countries (Davis et al. 2002; 
Schiøler et al. 2001; Vincent et al. 2001; Wilson et al. 1995; Baker et al. 
2004) on the basis of which it was—and still is—generally agreed that 
approximately every tenth patient experiences a medical error during 
hospitalization.

A second important reason for the success of the new safety pro-
gramme is the strong increase in medical malpractice claims. Especially 
in the USA since the 1970s (Thorpe 2004) but increasingly also in other 
Western countries, a rising number of cases of malpractice are treated in 
legal systems created to deal with questions of, on the one hand, com-
pensation and, on the other, intent, personal fitness or neglect in order 
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to determine if the treatment provided falls below the accepted standard. 
The international patient safety programme can be understood as a way 
to minimize this problem of medical liability. At the same time, the pro-
gramme is often perceived as an alternative approach to error manage-
ment, established on an immanent critique of the legal system’s 
difficulties of addressing the distributed agency of medical practices and 
the cooperational and systemic components of certain types of medical 
errors. In other words, legal systems have a tendency to put persons and 
not medical teams, technologies, organizations, management or systems 
on trial. From this perspective, the current safety agenda has been a way 
for the medical profession to draw attention to the ‘systemic’ compo-
nents of medical errors. This can partly explain the strong professional 
support to the patient safety movement that has largely been driven and 
developed by doctors on the policy and institutional level and by nurses 
on the organizational level. With the focus on systemic error and the 
efforts to create ‘learning cultures’ in healthcare organizations through 
blame-free methodologies and rhetorical strategies, the programme can 
be understood as a professionally led attempt to create a regime for deal-
ing with errors alongside the legal system. This parallel way of managing 
error has resulted in a new system for internal control through reporting 
and analysis of incidents, safety audits, retrospect journal reviews and a 
whole range of standardized safety methodologies and tools, which can 
be understood as part of a ‘regulatory epistemology’ in which internal 
control and risk management systems represent organizations as trust-
worthy for the public through production of certain types of evidence 
(Power 2007: 40). Or, as argued by Jessica Mesman, ‘[t]he danger to be 
indicted for malpractice has set in motion an avalanche of numbers’ 
(2008: 191).

The safety programme and its ideal of system optimization through 
failsafe organizing are founded on and enacted through a set of basic 
assumptions about medicine, errors, risk, health professionals and health 
systems. One assumption concerns medical ‘culture’. It is a dominant 
trope in mainstream patient safety literature that healthcare organizations 
are dominated by practices of blaming and shaming, where errors give 
rise to individual witch hunts and layoffs. The tale of a blame culture is 
used to promote the need for a blame-free perspective as well as to argue 
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for a systems theoretical view on error management. Another assumption 
concerns the possibility of risk elimination. Already with the ‘prevent-
ability’ theme of To Err Is Human (Kohn et al. 2000), it is implied that 
risk and errors can and should be prevented through appropriate failsafe 
system design. A third assumption concerns ‘human nature’. In main-
stream patient safety thinking, humans (i.e., health professionals) are 
established as essentially and permanently error-prone. This proclama-
tion is used to found the argument that safety management should strive 
to improve systems rather than relying on training and development of 
appropriate routines, competences and skills of those working in these 
systems. Lastly, the patient safety programme is based on a quest for cer-
tainty and a faith in organizing principles. Today most patient safety 
technologies are based on the idea that healthcare organizations are rela-
tively stable systems that can become failsafe though standardization and 
the reduction of practice variance. But also the most dominant of the 
current alternatives to the mainstream approach, the Resilience or Safety 
II approach to patient safety, promote a set of organizing principles based 
on the possibility of predetermining the main characteristics of health-
care settings (Hollnagel et al. 2013, 2015; Braithwaite et al. 2015).

In this book, I inquire into these four assumptions of the patient safety 
programme; I investigate the particular ways they are enacted in health-
care; I challenge them one by one; and I develop a pragmatic stance on 
patient safety that takes its point of departure in the concrete clinical situ-
ations and pragmatic clinical practices in which patient safety is enacted 
based on a complex combination of trained and internalized safety dispo-
sitions, practical types of reasoning, well-founded routines and skills, 
ethical attitudes, thoroughly rehearsed teamwork as well as guidelines, 
protocols and technologies. By proposing a case-based and situated way 
into safety, the book offers an alternative vocabulary for understanding 
and approaching safety and risk management in healthcare particularly 
and in public sector institutions more generally. Moreover, it would seem 
that these findings and the presented pragmatic approach are not only of 
relevance for safety and risk management—but more generally for con-
temporary management thinking where centralized and standardized sys-
tem improvements are often presupposed as the ‘right’ solutions to 
various organizational problems.
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In the remainder of this introduction, I present the programme as an 
international movement and as a study object, I familiarize the reader 
with the empirical context for the studies of medical practices and safety 
technologies on which the book is founded, and I introduce the prag-
matic stance that informs it.

�An International Movement

The patient safety policy agenda and its quest to create failsafe organiza-
tions through system optimization is an international phenomenon. 
Patient safety has become institutionalized in the Western world at large, 
and increasingly in developing countries as well. This process has occurred 
through massive coordinated efforts originating from international agen-
cies and dominant national players, mainly American. The World Health 
Organization (WHO) has, since the launch of The World Alliance for 
Patient Safety (WHO 2004), been an important player in this institu-
tionalization by explicitly aiming ‘to coordinate, disseminate and acceler-
ate improvements in patient safety worldwide’.1 Today, WHO stands 
behind, amongst other initiatives, the development and spread of various 
global campaigns, training programmes, global focus areas such as infec-
tions, safe surgery and patient involvement; guidelines and manuals for 
reporting systems and other safety technologies; and checklists for hand 
hygiene, surgery, childbirth, trauma and much more. Other important 
governmental as well as non-governmental global players include the 
American Institute of Medicine, which set the agenda with To Err Is 
Human (Kohn et  al. 2000); the American Institute for Healthcare 
Improvement (IHI), which plays a major part in innovating and dissemi-
nating new patient safety methodologies; and the accreditation organiza-
tion Joint Commission, which serves equally as a consultant on safety 
improvement methodologies and increasingly includes patient safety as 
an indicator in accreditation systems. On the national scale, the list 
includes the Australian Patient Safety Foundation Inc., which was estab-
lished as early as 1988, the Canadian Patient Safety Institute, the German 
Coalition for Patient Safety and the Danish Society for Patient Safety, to 
name just a few. In fact, the list of such organizations is now so 
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comprehensive that a co-called Patient Safety Organization (PSO) is a 
well-established concept that even appears as a separate article on 
Wikipedia.2 These organizations, and the representatives of patient safety 
advocacy elsewhere, work alongside WHO with the ambition to coordi-
nate, disseminate, accelerate and, it should be added, homogenize and 
standardize safety efforts nationally or internationally.

The massive internationally coordinated efforts have major effects on 
the enactment of patient safety locally. Safety technologies based on simi-
lar standards and manuals are imported from other high-risk industries, 
especially aviation, and disseminated worldwide. This includes the tech-
nologies that support reporting and analysis of critical incidents. Portrayed 
as, for instance, the ‘cornerstone of safe practice’ or the ‘measure of prog-
ress towards achieving a safety culture’ (WHO 2005: 7), incident report-
ing is often described as the main tool to achieve safety in healthcare. 
Reporting has been part of the patient safety programme from its incep-
tion and today incident-reporting systems are possibly the programme’s 
most visible trademark in Western healthcare systems. To Err Is Human 
recommended ‘identifying and learning from errors through immediate 
and strong mandatory reporting efforts’ (Kohn et al. 2000: 31) and An 
Organization with a Memory, the British equivalent to the American 
Institute of Medicine report, advocates for a ‘new national system for 
reporting and analysing adverse health care events, to make sure that key 
lessons are identified and learned’ (2000: v–vi). The first systems for 
reporting adverse events in healthcare were established during the inter-
national debate that followed in the years after these recommendations 
were uttered. The USA never established the general state-based manda-
tory system that To Err Is Human advocated. However, most states have 
voluntary and some have mandatory systems for serious patient injuries. 
In Britain, the voluntary but comprehensive National Reporting and 
Learning System was established in 2003, and with ‘The Danish Act on 
Patient Safety’ Denmark was the first country to introduce a national 
mandatory and non-sanctionary reporting system in 2004.

With respect to incident analysis tools, a rage of different methods is 
available of which different versions of the root cause analysis (RCA) are 
the most dominant. The RCA is an analytical tool for more severe 
incidents (often described as ‘sentinel events’) where an investigation 
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team—through a set of strictly standardized steps—seeks to determine 
the ‘root causes’ of a particular incident with the purpose of inventing a 
number of action plans. These plans are to prevent future incidents of 
similar kinds, ideally by reducing dependability on variation and increas-
ing standardization by introducing new procedures, guidelines, checklists 
and technological safety systems (NHS 2008; Jensen 2004). Other specific 
technologies include Global Trigger Tool (retrospective review of patient 
records), Early Warning Score (observational method to detect emergency 
signals in patients), Situation, Background, Assessment, Recommendation 
(SBAR, safe communication tool) and Waste Identification Tool (lean 
production inspired method, for the screening of ward sections for safety 
gains and waste of resources) as well as a large number of toolkits and 
standardized procedures for reducing catheter- and central line–associated 
infections, fall injuries, pressure ulcers, adverse drug events and much 
more.

Apart from the specific safety technologies, similar campaigns are 
introduced worldwide and similar training programmes have been estab-
lished based on a globally used collection of arguments, texts and labels 
so that becoming a risk manager, for instance, involves performing func-
tions and addressing safety issues with a mindset and collection of tools 
that is developed in accordance to international standards. Often it is the 
same group of quality developers and safety engineers who give talks in 
patient safety conferences globally, using the same metaphors and illus-
trations to repeat the message and methods of patient safety. Such patient 
safety ‘gurus’ have played a tremendous role in the dissemination and 
standardization of the programme. These include, for instance, Donald 
Berwick, founder of the Institute of Healthcare Improvement in the 
USA; Lucian Leape, professor at Harvard and a main force in the intro-
duction of the systems perspective in patient safety (1991, 1994, 1997; 
Leape et  al. 1998), the British Sir Liam Donaldson, previous Chief 
Medical Officer and corresponding author to the influential An 
Organization with a Memory (Department of Health 2000), and safety 
scholars such as UK Professor of Psychology Charles Vincent (Vincent 
2010; Vincent et al. 2013) and more recently Professor Eric Hollnagel, 
one of the main forces behind the new Safety II agenda in healthcare 
(Hollnagel et al. 2013).
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�Studying a Programme

In this book, the term patient safety programme is used to comprise the 
internationally implemented patient safety reforms, the rationalities on 
which they are built, and the technologies and procedures by which they 
are enacted. Analytically there are several ways of approaching and defin-
ing an arrangement such as the patient safety programme. In the search 
for a useful definition, I have been inspired by a certain Foucauldian 
analytic of government, where policy programmes are approached as 
equally including ideological and technical elements. In Michael Power’s 
work on ‘the audit society’, he claims that ‘audit is an idea as much as it 
is a concrete technical practice’ (Power 1997: 5). This distinction between 
the propositions, claims, ideas and statements that set out the objectives 
for government and the procedures, tools and calculations that material-
ize these ideas has also been articulated as a distinction between political 
rationalities and the body of technologies that render these rationalities 
operational (Miller 1990, 1991; Rose and Miller 1992). In line with this, 
patient safety consists of, on the one hand, a few rather distinct presup-
positions about the nature of humans, risk, order and organizational real-
ity—under headlines such as human factors, ‘non-blame’ and systems 
thinking—and, on the other, the concrete technologies, methodologies 
and procedures primarily connected to reporting and analysis of critical 
incidents, which constitute the operational basis for ‘safety practices’. The 
relation between rationalities and technologies of patient safety is defined 
by a complex set of reciprocal relations, fluent boundaries and coordina-
tion by which activities are generally taken in a similar direction. This 
reciprocity is especially important to stress, as there is not necessarily a 
casual line from political rationality to its operationalization via tech-
nologies. In fact, there is no natural distinction between rationality as an 
end and technology as a means to this end. Rather, it is, in the case of 
patient safety, often the technology—for instance, in incident reporting 
and analysis—that calls for a particular rationality as part of its enact-
ment. Blame-free ideologies and failsafe systems rhetoric can, from this 
perspective, be seen as a way to get health professionals to disclose and 
report errors. Hereby, the political rationalities are just as much tools as 
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they are objectives, whereas the technology—the incident-reporting sys-
tem, for instance—becomes a political end in itself. So while a definition 
of the patient safety programme as including normative/ideological and 
technological/operational elements is useful, too much emphasis on these 
distinctions risks creating a false illusion of a natural split, where ideas are 
not technical and technologies are not normative. In patient safety, it is 
often the technologies that most strictly enact the programmatic ideals, 
assumptions and normativities of the policy agenda.

It is important to stress that the patient safety programme is not a 
clearly delineated and stable entity that is evenly and smoothly imple-
mented in all healthcare settings in the Western world but rather a group 
of practices and ideologies that have developed over time and are con-
stantly negotiated across different sites. To speak of a programme, then, 
is not to say that patient safety initiatives are always successful or that 
such initiatives are not reinterpreted, resisted or rejected locally. As is 
always the case with ‘travelling technologies’ (Nielsen 2010), they are to 
a varying degree adjusted and translated when introduced into the local 
healthcare setting. And throughout the programme’s more than two 
decades on the health political scene it has inevitably undergone changes. 
There are therefore numerous stories to be told about the programme 
including one in which the characteristics of the programme have become 
more principle-based and less pragmatic over the years, but also one that 
points to the programme’s ability to, at least to some extent, incorporate 
critique, resistance and developments from clinical practice into its solu-
tions and promoted concepts. An example is current ‘fair blame’ or ‘just 
culture’ approaches (in an attempt to combine accountability with the 
blame-free agenda—Timbs 2007; Khatri et al. 2009; Dekker 2012) or 
the increasing critique of the linear rationality and hindsight bias of inci-
dent analysis processes by patient safety representatives and safety scien-
tists themselves (see Chap. 7).

When studying the patient safety programme with a sociological and 
more critical attitude, it is a widely adopted strategy to look for instances 
of implementation problems, for creative reworkings, translations or 
resistances of formal procedures, legal frames or technological innova-
tion, often with the purpose of describing the difficulties of aligning pro-
gramme and practice or to draw attention to the multitude of different 
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ways of doing patient safety work apart from the formalized strategies of 
the safety programme (see, for instance, Currie et  al. 2008; Jerak-
Zuiderent 2012; Mesman 2008; Zuiderent-Jerak et al. 2009). This book 
pursues a slightly different strategy. Instead of attending to implementa-
tion problems, resistances or adaptations, the goal is explicitly to study 
the patient safety programme when it is systematically institutionalized 
into the legal, political and institutional frames, thoroughly implemented 
into clinical settings and internalized into the conduct of the health pro-
fessionals. Without losing sight of the fact that with any implementation 
of a safety technology its concrete enactment in the clinic is a matter of 
negotiation and adaptation to the situation at hand, it hereby becomes 
possible to ask what also happens when the most dominant patient safety 
rationalities are adopted and enacted and the most widespread patient 
safety technologies are well implemented and working pretty much as 
intended. In order to make this type of case study, the Danish healthcare 
system has been a natural choice.

�Patient Safety in Denmark

Denmark is a pioneering country when it comes to adopting patient 
safety reforms and legislation. Because of its small population of close to 
6 million and due to the fact that the Danish healthcare sector is pre-
dominantly state-financed and relatively centralized3 conditions have 
been ideal for creating a fairly swift and thorough introduction of patient 
safety thinking and practice in Danish healthcare organizations. In the 
aftermath of the Institute of Medicine’s To Err Is Human (Kohn et al. 
2000), Denmark was one of the first countries to put patient safety on 
the health political agenda. A pilot study conducted in 2001 found that 
9 per cent of patients were harmed as a consequence of medical error dur-
ing their admission within the Danish hospital system (Schiøler et  al. 
2001). In the same year, the Danish Society for Patient Safety was estab-
lished, a non-profit organization consisting of representatives from a wide 
range of healthcare stakeholders and with a declared goal of gathering, 
spreading and developing patient safety knowledge and initiatives and to 
ensure ‘that patient safety aspects are a part of all decisions made in 
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Danish healthcare’.4 On January 1, 2004, the Danish Act on Patient 
Safety was adopted, which obliged healthcare professionals in Danish 
hospitals to report errors and critical incidents to a national incident-
reporting system. As described, Denmark thereby became the first coun-
try worldwide to introduce mandatory reporting on a national scale. 
From 2010, the Safety Act was expanded to include healthcare workers in 
the primary sector, and it has since then also been possible for patients 
and their relatives to report incidents. In 2016, the National Danish 
Patient Safety Database received a total of more than 189,000 inci-
dent reports (The Danish Patient Safety Authority 2017).5

The Danish incident-reporting system is intended solely for learning, 
and the patient safety act’s extraordinary §201 establishes that ‘[a] health 
person who reports a critical incident cannot as a result of that report be 
subjected to investigations or disciplinary actions by the employer, the 
Board of Health or the Court of Justice’.6 With this statement, the blame-
free perspective of the programme was institutionalized from a very early 
stage in Denmark. Apart from incident reporting, the standard interna-
tional safety technologies have all been introduced in Danish healthcare. 
This includes incident analysis tools, medical emergency teams, safe com-
munication tools, process optimization tools and a long list of safety pro-
cedures, protocols and systems including surgical checklists, hand hygiene 
procedures, patient fall toolkits as well as more general inspection and 
control activities such as safety rounds, safety audits and patient record 
reviews. Additionally, a few wide-scale national patient safety cam-
paigns—Operation Life (2007–2009) and Patient Safe Hospital 
(2010–2013)—have boosted the implementation of patient safety in 
Danish hospitals in specific areas. The majority of these technologies, 
projects, initiatives and campaigns are indirectly guided or directly man-
aged by the Danish Society of Patient Safety (DSPS), often in cooperation 
with the regional government, and, in this way, the DSPS has become a 
powerful factor in enforcing the safety programme, translating the often 
American-developed tool and protocols into the Danish system and 
ensuring a high degree of standardization across the local environments.

While Danish healthcare has been pioneering in the patient safety 
arena as a whole, some regions and hospitals have been taking a lead-
ing role in this endeavour. The large Danish university hospital where 
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I conducted the main research for this book between 2009 and 2012 
is one such hospital. Here incident reporting was introduced as early 
as in 2001—tree years before the patient safety act made it obligatory 
in the rest of the country. And the hospital has since then played a 
prominent role in testing, introducing and spreading patient safety 
thinking and practice locally and nationally. Thus, the book’s empiri-
cal case displays some of the organizational consequences of interna-
tional patient safety technologies and rationalities in an advanced, 
widely accepted and thoroughly implemented form. Because of the 
pioneering status of the chosen case, and of the international patient 
safety programme’s high level of standardization and unification across 
countries, the case study has the potential to function as a paradig-
matic case (Flyvbjerg 2006); that is, a case with the ability to identify 
tensions, dilemmas and unintended consequences of the meeting 
between programme and practice that are common, while taking, of 
course, the always present local translations into account.

�Alternative Approaches and Dichotomizing 
Tendencies

Mainstream patient safety thinking and practice have received increasing 
critique from social scientists and safety engineers in recent years, and a 
growing number of researchers propose alternatives to the patient safety 
programme’s approach to medical errors, health systems and improve-
ment practices. Two primary streams of alternative voices should be men-
tioned. One comes from social scientists, especially from within sociology, 
Science and Technology Studies and organization theory (see special issue 
‘New approaches to researching patient safety’ in Social Science and 
Medicine 2009; special issue ‘The Sociology of Healthcare Safety and 
Quality’ in Sociology of Health and Illness 2016; Rowley and Waring 
2011). The social scientific approaches often argue that while the new 
programme has mainly focused on the clinical micro level and on the 
human and local factors in shaping quality and safety, sociological per-
spectives are particularly useful in attending to a wider context in terms 
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of the social, cultural and political factors that shape safety (Waring et al. 
2016; Allen et al. 2016; Jensen 2008). The other stream of critical alter-
natives to the patient safety programme comes from within safety science 
and especially from resilience engineering where parts of the current pro-
gramme are increasingly criticized not least based on the lack of consis-
tent evidence of the positive effects of the current strategies. Hence, a 
new paradigm based on complex systems thinking is proposed (e.g., 
Braithwaite et al. 2015; Hollnagel et al. 2013, 2015). Resilience, under-
stood as the system’s ability to adjust and adapt its function in case of 
disturbance, is here said to be the new answer to patient safety problems. 
By arguing that healthcare is a complex system, and perhaps even a sys-
tem with ‘unique complexities’ compared to traditional high-reliability 
industries (Jeffcott et al. 2009: 256), resilience engineering—also referred 
to as Safety II—is seeking to redesign health systems in order to make 
them capable of responding to the unexpected.

Although there are important differences between these two alterna-
tive strands, they are connected by the important aim of challenging or 
correcting the dominant regime and to ‘question dominant ways of 
understanding safety’ (Mesman 2009: 1705). It is, however, also possible 
to detect a tendency within many of these studies to form alternatives in 
a similar way, namely by drawing attention to certain challenges concern-
ing specific features of the mainstream approach on the basis of which, 
then, oppositional features are offered to contrast those of the programme. 
This has led to arguments concerning the need to go from an understand-
ing of reality as essentially stable to essentially unstable; from approach-
ing health systems as linear to understanding them as complex and 
adaptive; from a reactive focus on error where focus is on what goes 
wrong to a proactive and ‘positive’ focus on strengths where safety is 
defined as that which goes right; as well as a general tendency to reject the 
hard, rational, linear, visible, predictable stuff and turn, instead, to the 
mushy, irrational, complex, invisible, variable stuff when addressing 
questions of patient safety.

The available alternative approaches to mainstream patient safety 
thinking take important steps towards challenging, questioning or cor-
recting the dominant regime and throughout this book the more situated 
and pragmatic of these studies help the formation of its stance on patient 
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safety. It is, however, important to acknowledge that the rhetoric of 
dichotomization can lead to arguments and solutions in which present 
safety research and practice is not so much fundamentally challenged as 
simply inverted. Moreover, with dichotomization one risks insinuating 
that if focus is changed from one part of the dichotomy to the other, that 
is, from standards to resilience, from uniformity to complexity, from 
error to strength, failsafe organizing is within reach.

Inspired by the American pragmatists’ and most prominently John 
Dewey’s quest to go beyond the temptation of dichotomizing, this book 
turns to practical reasoning and pragmatic method as a different lens by 
which to approach the question of safety management in healthcare. 
With a pragmatic approach it is equally problematic to believe that safety 
is obtained by substituting a principle of blame with a principle of ‘non-
blame’, as it is to promote, for instance, a principle of complexity or flex-
ibility as a substitute for one of uniformity or causal linearity.

�A Pragmatic Stance on the Clinical Situation

I describe the particular attitude developed throughout the book as ‘a 
pragmatic stance’. This denotes an attitude that equally accounts for the 
specific approach and analytical strategy of the book and for the particu-
lar stance on clinical practice and patient safety it develops. The term is 
inspired by Bas van Fraassen, who has formulated an ‘empirical stance’ 
supported by trends from anti-metaphysical and empiricist philosophical 
traditions (2002). By attending to empirical inquiry and the researcher’s 
attitude towards empirical investigation and exploration, van Fraassen 
argues that a position can consist of a stance, that is an attitude, commit-
ment, approach or intellectual deportment, rather than a theory or an 
ideology (2002: 47). By adopting a pragmatic stance, I embrace a par-
ticular attitude towards the empirical field and towards the methods and 
rules of situated and problem-based inquiry. It is an anti-metaphysical 
and non-dogmatic stance favouring the empirical, practical and concrete 
over the abstracted and principle-based, which includes also a strong 
scepticism towards any a priori dichotomization as a way to explain or act 
in the world. With a pragmatic attitude, any proposition, working 
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hypothesis, theory or argument must be judged exclusively by its ability 
to deliver effective and relevant solutions to the problems posed by the 
empirical world. Dewey argued as follows:

An experience, a very humble experience, is capable of generating and car-
rying any amount of theory (or intellectual content), but a theory apart 
from an experience cannot be definitely grasped even as theory. It tends to 
become a more verbal formula, a set of catchwords used to render thinking, 
or genuine theorizing, unnecessary and impossible. (Dewey 1916: 144)

When theory is enacted as a priori truth-claims—or just as a repetition 
of certain words and catch phrases—it becomes a meaningless exercise 
that stops us from asking important and difficult questions about our 
empirical experiences. In this way, the pragmatic stance should be con-
trasted with more metaphysical, principle-based or theory-driven atti-
tudes including, for instance, commitments to poststructuralism, radical 
constructivism or ‘process philosophical’ views on organizing—but also 
parts of safety science and its commitment to human factors principles or 
complex systems theory, for instance (see Hunter 2006 and Du Gay and 
Vikkelsø 2013 for a critique of the metaphysical stance).

One way of approaching clinical practice from a pragmatic stance is 
by attending to actual clinical situations. To Dewey, any experience that 
involves interaction between an organism and its surroundings marks a 
situation. In his later work, he promoted the concept of ‘transaction’ 
instead of interaction to mark the inseparability, reciprocity and mutual 
dependency between an individual and the surroundings in concrete 
situations (Dewey and Bentley 1949). Inspired by this understanding of 
the situation, and as a way to resist a priori dichotomization, I use the 
notion of ‘the clinical situation’ to comprise the reasoning, practising 
and organizing that goes into the clinical task of treating and caring for 
the sick.

Starting an inquiry with concrete clinical situations is a way to address 
internal and external conditions simultaneously, and therefore it is a way 
to overcome the distinction between the individual and the social, or 
humans and systems, for instance. Instead, attention is automatically 
drawn to the interconnections and inseparability between the health 
professional, the clinical practices and the wider organization of care. 

  1  Studying Patient Safety: An Introduction



  19

And just as it makes little sense to divide error, for instance, into human 
and systemic ones from this perspective, it makes equally little sense to 
talk about either blame/non-blame or stability/change a priori from 
attending to the specificities of the situation. Starting from the situation, 
then, prevents us from making assumptions about the character of the 
health system, the nature of the errors and incidents in question, or to 
predetermine a best way of organizing or a certain type of solutions to 
safety problems. It allows for the preservation of the practical, pragmatic 
and situation-based ways of reasoning, which has dominated the under-
standing of medical knowledge until recently, and for maintaining the 
importance of practical human inquiry in safety issues.

�Researching Patient Safety

Without a problem, there is blind groping in the dark. The way in which 
the problem is conceived decides what specific suggestions are entertained 
and which are dismissed; what data are selected and which rejected; it is the 
criterion for relevancy and irrelevancy of hypotheses and conceptual struc-
tures. (Dewey 1938: 108)

This book can be defined as an inquiry into the problem of patient 
safety. Throughout the chapters, this problem is attended to by analysing 
the patient safety programme and the assumptions that constitute its 
faith in failsafe systems, its ideological and technological components 
and its enactment in—and unintended consequences for—situated clini-
cal practices, practical types of reasoning, redistribution of risks and the 
subtle and often invisible transformations of responsibility structures and 
the particular modes or ways of the clinician.

According to Dewey, the process of constituting the terms of the prob-
lem is the most important part of any inquiry. The centrality of the prob-
lem means that not just propositions (theory, working hypotheses, 
analytical suggestions, etc.), but also methodologies and data are to be 
approached as tools or means, whose ‘success’ is measured by their ability 
to enlighten the problem of the inquiry. Methods are ‘never something 
outside of the material’ (Dewey 1916: 165) but must be chosen and 
developed in specific relation to the conditions of the problem in question. 
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This entails, on the one hand, a certain type of creativity: ‘What scientific 
inquirers do as distinct from what they say, is to execute certain opera-
tions of experimentation’ (Dewey 1938: 498). On the other hand, it 
requires the ability to draw on already established techniques and skills 
available for the researcher to ‘supplement the narrowness of his immedi-
ately personal experiences by utilizing the experiences of others’ (Dewey 
1916: 157). In more recent times, Howard Becker (1998) has echoed this 
pragmatic attitude to method by arguing that theories and methodolo-
gies essentially serve the same purpose. In line with Dewey, he defines 
both as ‘a collection of tricks, ways of thinking that help researchers faced 
with concrete research problems make some progress’ (Becker 1998: 4).

In line with this perspective, my study of the patient safety programme, 
its assumption and its consequences have required a range of different 
methodological strategies, and therefore the empirical sources of this 
book are many and of a varied kind. They include, for instance, a docu-
ment analysis of mainstream patient safety literature, models and tech-
nologies; a study of earlier social scientific studies of medical error and 
safety management; as well as the production and analysis of ethno-
graphic data from fieldwork conducted in Danish healthcare settings. 
The empirical cases, clinical situations, organizational myths, particular 
incidents and safety technologies discussed in this book have all been 
selected with a view to their ability to enlighten the problem under scru-
tiny, i.e., the assumptions and requirements of the patient safety pro-
gramme and the possible tensions between these and the concrete clinical 
situations they seek to influence. As such, the ethnographically inspired 
case studies are only one source out of a palette of empirical sources of 
equal importance to the overall argument. Now, however, a few words 
should be said about these studies.

�Ethnographic Studies and the Establishment 
of a Problem

In 2009, I conducted a qualitative case study investigating patterns of 
critical incident reporting in primary care. The political decision to 
expand the Danish Act of Patient Safety of 2004 to include the primary 
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sector by 2010 did not come with a discussion of the differences between 
secondary and primary care sectors, or how such differences should be 
reflected in the design of the safety technologies. A fellow researcher and 
I investigated some of these challenges in a study of a newly introduced 
incident-reporting system in elderly care in a middle-sized Danish 
municipality. The study was based on observational studies (shadowing 
of care workers in nursing homes and in homecare services) and inter-
views with care personnel, managers and elderly citizens.7

Our study (Jensen and Pedersen 2010) suggested that there were 
important difficulties in assuming that the hospitals’ incident-reporting 
system could be readily imported into, for instance, elderly care units. 
One problem, for example, concerned issues of defining the limits of 
treatment when working in citizens’ homes: Are homecare workers, for 
instance, responsible for the elderly’s safety all the time or only when they 
are present? Other issues concerned more fundamental questions about 
the relation between the citizens’ autonomy and safety issues: What 
should be done, for example, when the slightly demented refused to get 
their medication administered, with possible medication error as a result? 
In this way the study gave rise to a growing curiosity in relation to how 
reorganization of work and attention are likely to follow the introduction 
of safety technologies, and it drew attention to some of the situated con-
cerns that are not easily combined with standardized safety tools and a 
‘one fits all’ implementation strategy. The primary care study therefore 
served as a first introduction to the problem of patient safety; as an initial 
indication of the main propositions of the programme and its technolo-
gies; as a provider of important experiences of the particularities of differ-
ent kinds of care work; and as a reminder of the situatedness of the safety 
issues inherent to this work.

From late 2009 to 2012, I conducted an ethnographic study in a medi-
cal centre at a Danish university hospital. The sensitivity of the particular 
area of medical work I was interested in resulted in a long process of 
negotiation with the hospital’s juridical department about a cooperation 
and confidentiality agreement. When it comes to patient safety, or with 
the Danish popular press’s preferred word ‘lægefejl’ (‘doctor errors’), 
much is at stake: reputation, careers, finances, i.e., all those issues that 
have been determined by Michael Power and colleagues as ‘reputational 
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risk’ (Power et al. 2009). The contrast between the rhetoric of learning, 
openness and ‘non-blame’ of the patient safety programme and the rheto-
ric of guilt, neglect, blame and responsibility on the part of the public 
and press pointed towards core tensions and suggested some of the chal-
lenges of understanding the health professional as ‘the second victim’ of a 
critical incident (Wu 2000).

Methodologically, I was inspired by ethnographic studies of work, 
organization and technology in healthcare practices (Berg 1997; Strauss 
et al. 1985; Svenningsen 2003) and I pursued a manifold strategy of fol-
lowing actors, technologies and regular work practices (Latour and 
Woolgar 1979; Latour 1987). I started out by following the centre’s qual-
ity coordinator (a nurse employed full-time to handle quality- and patient 
safety–related work) to her patient safety–related work tasks and meet-
ings, including patient safety audits, courses and educational events, and 
a host of meetings comprising quality network meetings, task force group 
meetings concerning the implementation of new safety protocols and 
meetings on clinical level concerning local projects, such as the design of 
new identification wristbands. In this inductive process, I became espe-
cially interested in the RCA as a complex and often highly meaning-
saturated and intense process, where the performance as well as the limits 
of current patient safety thinking and practice is displayed. The incidents 
under investigation are most often complicated, ambiguous cases, where 
it is not easy to determine causes and responsibilities. Such cases instil not 
only complicated technical problems of solutions, but also questions of 
moral. As Jonson and Toulmin argue,

it is just those situations that are not covered by appeal to any single simple 
rule that begin to be problematic; and in just those cases our concern to act 
rightly gives rise to genuinely moral ‘questions’ or ‘issues’. (Jonsen and 
Toulmin 1988: 7)

Over the course of one year I followed five such incident analysis pro-
cesses. Moreover, I attended a wide range of patient safety events in 
Denmark and internationally from 2008 to 2016 including educational 
events, patient safety conferences and various kinds of workshops and 
seminars, some in the role as researcher, some as participant and some as 
speaker.8
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�Content

The chapters in this book can be read separately. Each chapter uses differ-
ent analytical and methodological tools and has relatively delineated ana-
lytical and empirical contributions to specific debates, fields or research 
environments. At the same time, they are chapters in an ongoing argu-
ment. Through somewhat different routes, and through the discussion of 
different elements of the patient safety programme and particular clinical 
situations, they seek to contribute to the development of an overarching 
line of reasoning by treating related empirical cases, developing analo-
gous structures of argument and building on a similar pragmatic and 
practical attitude. Because of this format, the reader will experience that 
some points and arguments are repeated throughout the book, in only 
slightly different shapes.

The best way to get acquainted with the patient safety programme and 
the limits of failsafe organizing is by empirical example. Chapter 2: The 
Oral Syringe Case investigates the introduction of a failsafe device in a 
medical centre and shows that although the healthcare professionals were 
persuaded to use the new safety system, the introduction of the device 
had massively unwanted consequences in terms of coordination prob-
lems, economic problems and new risks to patient safety. The chapter 
also discusses how the failsafe vision of the programme risks challenging 
the training and nurture of important safety dispositions and routines in 
healthcare.

Chapter 3: Failsafe Systems and Practical Reasoning introduces a main 
tension between the patient safety programme’s principle-based, systemic 
and simplistic ‘scientific’ stance, on the one hand, and the practical atti-
tude of medical reasoning, as this has traditionally been depicted, on the 
other. The chapter describes how the main assumptions, popular idioms 
and positivist ambitions of the programme are disseminated through 
enthusiastic advocacy and dominant organizational tools, such as To Err Is 
Human (Kohn et al. 2000), the Swiss Cheese Model (Reason 1990) and 
the RCA (WHO 2005; NHS 2008). Juxtaposing the conceptions of the 
programme, I introduce a number of practical philosophies that have all 
used medicine as an exemplary case of practical reasoning (Aristotle 2000; 
Dewey 1916, 1922, 1938; Jonsen and Toulmin 1988). Here medical 
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knowledge is inseparably connected to acting in concrete clinical situa-
tions where ‘evidence’ and guidelines are to be related to the partial and 
developing knowledge of concrete cases.

In each of the four chapters in part II of the book, I challenge one of 
the key assumptions of the patient safety programme. Chapter 4: Blame 
and Responsibility in Patient Safety challenges the key assumption within 
mainstream safety literature that medicine is dominated by a culture of 
blame. To test this claim, the chapter presents an analysis of significant 
sociological studies of medical training, internal error regulation and 
clinical safety culture written before the inception of the present safety 
programme (Bosk 2003 (1979); Fox 1957; Paget 1988; Rosenthal 1995). 
Based on this reading, the image of a person-centred and blame-inducing 
clinical culture is fundamentally contested. Rather, clinicians are, in these 
studies, acutely aware of safety issues and have developed an informal, 
delicate and gentle ecology of co-collegial observation, classification and 
management of different sorts of errors and mistakes. The earlier studies 
further show that the uncertain, time-dependent and fallible character of 
medical knowledge have the effect that incompetence and malpractice 
are sometimes hard to identify—a problem not of too much blame then, 
but perhaps even too little. By rearticulating traditional modes of error 
management within the professional community, the chapter also func-
tions as a frame of reference for the remaining chapters.

Chapter 5: The Distributed Risks of Patient Safety turns to another dom-
inant assumption of the programme, namely, its faith in the possibility of 
risk elimination, and it shows that rather than being eliminated, risks and 
problems are likely to be redistributed. The chapter identifies four differ-
ent categories of unwanted problems or organizational effects resulting 
from the introduction of the patient safety programme in healthcare: 
classification risk, second-order risk, standardization risk and responsibil-
ity risk. It is further argued that all four of these risk categories can be 
linked to the highly principle-based nature of the programme, which is 
likely to reduce the possibility of addressing safety issues with a more 
situation-based and pragmatic stance.

In Chapter 6: Learning in Patient Safety, I proceed by challenging the 
formalized systems learning approach of the patient safety programme. 
Based on an idea of human fallibility, the patient safety programme 
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promotes systems learning through system improvements, often inde-
pendently of the experiences, habits and practical reasoning of the health-
care professionals. Through the analysis of a critical incident, I describe 
how crucial intuitions and hunches of the personnel were overruled not 
only during the incident but also in the subsequent investigation process. 
It is further argued that the blame-free ethos of the programme risks dis-
rupting learning processes in the aftermath of critical incidents. A new 
view on learning is consequently introduced with reference to John 
Dewey (1922), who understood learning as the formation and correction 
of intelligent habits. Through the empirical case and Dewey’s framing of 
learning, a supplement to systemic learning theory is presented that re-
establishes habits, intuitions and experiences as vital in safety critical 
learning situations.

Chapter 7: Stability and Change in Patient Safety warns against the pre-
sumption of certainty and the reliance on a priori organizing principles, 
which dominate contemporary approaches to safety management. While 
mainstream patient safety literature percieve health systems as relatively 
stable, medical errors as preventable and standardization as the pre-
eminent solution to safety issues, a new engineering approach, Resilient 
Safety or Safety II, presents safety as the ability to adapt to and be flexible 
in relation to ever-changing, unstable and complex surroundings. By 
analysing a medication error occurring during the production of paediat-
ric chemotherapy, as well as the solutions proposed by the subsequent 
RCA process, the chapter examines the promises and pitfalls of the new 
resilience approach and discusses how more situated approaches might 
end up presupposing certainty by reproducing the divide between stabil-
ity and change. In conclusion, and to set the scene for the inquiry’s final 
part, Charles Perrow (1972, 1984) is cited for suggesting a more subtle 
and mutually constituent relationship between rules and discretion, stan-
dards and flexibility.

In the final part of the book, I present the contours of an alternative 
way of approaching the problem of patient safety. Chapter 8: A Pragmatic 
Stance on Safety Management presents three contemporary authors who, 
each in their way, posit a pragmatic stance on safety management (Holmes 
2009; Law 2000; Mesman 2008). Based on these and on the empirical 
analyses and practical attitudes that have been developed throughout the 
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book, the chapter draws the contours of a non-dichotomizing and 
situation-based alternative to the patient safety programme’s principle-
based stance on safety, risk and improvement practices in healthcare. 
Accordingly, three axioms are presented to function as rules of thumb for 
safety management in concrete clinical situations: (1) take point of depar-
ture in the clinical situation; (2) be cautious about ideals of risk elimina-
tion through system improvements; and (3) preserve the importance of 
existing practices, habits and experiences.

In the concluding Chapter 9: Patient Safety as Trained Dispositions and 
Moral Education, I address the need to regain focus on the training, nur-
turing and regulating of safety dispositions in healthcare, and more spe-
cifically in the education of clinicians. I argue that curriculums and 
practical training should approach patient safety not only as system engi-
neering, but as inseparably connected with practical types of knowledge, 
the ability to use guidelines with discernment in concrete clinical situa-
tions, and the inculcation of safety dispositions, practical routines and a 
critical sense. The book ends by advancing a return to a more normative 
understanding of medical practice, where evaluating, taking responsibility 
for and forgiving or blaming medical errors within the medical commu-
nity are approached as the moral structure that supports learning through 
modification of dispositions and establishment of the limits of office.

Notes

1.	 http://www.who.int/patientsafety/about/en/index.html.
2.	 http://en.wikipedia.org/wiki/Patient_safety_organization.
3.	 Danish hospitals are governed by five national regions, while 98 Danish 

municipalities run the primary care.
4.	 http://patientsikkerhed.dk/en/.
5.	 The Danish patient safety policy programme is only one of several parallel 

systems for the governance of medical errors in Danish healthcare, which 
also comprises systems for patients’ rights and complaints, supervisory 
functions and patient insurance and compensation. Of these functions, 
the publicly funded compensation scheme is run by the Danish Patient 
Compensation Association separately from the complaints system. As for 
the remaining functions they have been merged since 2011 and in the fall 
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of 2015 the Danish Patient Safety Authority was formed to administer 
incident reporting, the patient complaints system and the supervisory 
authorities.

6.	 See the Law on Health, Act No. 288 of 15/04/2009.
7.	 The Danish Institute for Health Services Research (DSI), now part of The 

Danish Institute for Local and Regional Government Research (KORA), 
co-financed my PhD project, which has laid the groundwork for this 
book. As part of this arrangement, I conducted a pilot study for The 
Danish Society for Patient Safety of ‘adverse events’ in elderly care units 
(see Jensen and Pedersen 2010).

8.	 In total, the ethnographic material for this book comprises a total of 
around 300 hours of observation and interviews with 28 people.  All 
quotes from the fieldwork are translated from Danish.
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2
The Oral Syringe Case

The best way to get familiarized with the patient safety programme and its 
ideals of standardization, simplification and failsafe systems is by empiri-
cal example. The case chosen to serve this purpose can, from the outset, 
be characterized as a managerial success in which the safety programme 
worked as intended. At the medical centre at the large Danish university 
hospital where I did the primary fieldwork for this book, a few incidents 
about a rare but very serious problem had been reported to the critical 
incident-reporting system: During the administration of (liquid) drugs 
for oral administration, the drug was by accident injected into the patient’s 
veins. A mix-up between intravenous (IV) and per os (PO) drugs—a so-
called wrong-route administration—is a potentially grim situation, as the 
effect of any medication is boosted when injected directly into the blood 
of the patient via infusion rather than working from the stomach as when 
given by mouth or feeding tube. IV drug administration is known to be 
one of the most dangerous medical practices because of a higher risk of 
errors, which can often have severe adverse effects for the patients involved 
(Westbrook et al. 2011; Taxis and Barber 2003). Wrong-route adminis-
tration is also a perfect example of the type of errors based on human 
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factors such as inattention, forgetfulness and memory-slip, which are 
often a major focus of attention for patient safety efforts in healthcare.

On the basis of the reported incidents of PO/IV wrong-route adminis-
trations, the patient safety representatives and risk managers in the medical 
centre decided that a new device should be introduced, namely, a special 
syringe for oral administration that would make it impossible for the indi-
vidual healthcare worker to err as this syringe cannot be used for IV ther-
apy. An oral syringe is a well-known systemic solution in patient safety 
literature (Dyer and Bryan 2011; National Patient Safety Agency 2007) 
and, in line with dominant patient safety thinking, this failsafe device has 
the ability to ‘protect’ the patient from the slips and cognitive insufficien-
cies of health professionals and thus to fix the identified safety problem.

On the face of it, the introduction of the new failsafe system was a suc-
cess. The safety representatives at ward level initiated a strong cultural 
change agenda by which they succeeded in getting most nurses to use the 
new syringes. A patient safety representative working at the paediatric 
clinic even emphasized that the introduction of oral syringes was their 
most successful patient safety initiative:

Success story no. one is those damn oral syringes. It’s the most successful 
experience we’ve had, because it has moved something, and they are being 
used now, and people can see the sense of it. So in many respects it’s a great 
success. There are still some of our nurses that do not use them, but eight 
out of ten use them now, and I’m more than satisfied. We cannot expect it 
to be a one hundred per cent success.

So, it seems, the syringes were successfully implemented. Moreover, 
after the introduction of the syringes, the medical centre had not received 
any reports of PO/IV mix-ups. On important parameters, then, this was 
a safety intervention just after the book: It attested to a well-functioning 
incident-reporting system; to a responsive system for reacting to incident 
reports; to an organizational capacity for ‘systems thinking’ and for inter-
vention; to a successful dissemination and implementation process; and 
not least to an apparent elimination of the safety problem (taking 
into account that not every wrong-route incident is necessarily reported). 
It seems, then, that the failsafe mission was accomplished: Due to a 
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well-functioning system for reporting and responding to critical inci-
dents, the health system learned from the incident and prevented future 
incidents of a similar kind.

Well, so it seemed. With a few scratches on the surface of the suc-
cess, however, a new story appeared containing a number of organiza-
tional problems, unintended consequences, new types of risks and 
safety treats, and more fundamental changes to clinical practices and 
in structures of medical responsibility. Most noticeably, the introduc-
tion of the oral syringes led to concrete organizational and managerial 
problems. For instance, a storage problem emerged: As there was no 
central storage space in the hospital for the new syringes, they had to 
be stored at each clinic. The storage problem led to a technical prob-
lem. As the syringes were not stored in the hospital’s main storage, 
they could not be handled via the normal order system, but had to be 
ordered separately. This was inconvenient, time-demanding and com-
plexity-inducing and it increased the risk of the syringes not being 
ordered at all, which had happened occasionally after their 
introduction.

In addition to the organizational problems, a very concrete new patient 
safety problem arose: When a patient fed by tube was to receive a drug for 
oral administration, normally the syringe would be easily attached to the 
tube, but as it turned out, the new oral syringes were expanding the tubes, 
with the result that, on a number of occasions, the patient’s gastric con-
tents flowed out. It was therefore suggested that new tubes be introduced 
to fit the new syringes. This solution, however, led to an economic prob-
lem: The only tube on the market that could fit the new syringes was 13 
times more expensive than the original tube. Therefore, another cheaper 
but less ideal solution was chosen: A little red transfer pipe was added to 
the oral syringes every time they were attached to a tube. This in turn 
created what could be determined as a complexity problem as the transfer 
pipe introduced a new layer of complexity into the oral administration 
procedure; and it is old news within safety studies that a high level of 
organizational complexity can increase the chances of things going wrong 
(see Perrow 1984).

So far, the problems listed are internal to the hospital centre but a 
number of inter-organizational problems should be mentioned as well. 

2  The Oral Syringe Case 



36 

As described by the medical centre’s quality coordinator, delivery and 
coordination challenges at the regional level made for other types of 
problems, uncertainties and system incoherencies.

Well, there’ve been a great many people involved in those oral syringes; 
many who are working at getting it introduced. We had to choose a system 
which could give us regular deliveries but only one company in Denmark 
could deliver them. This is a different company from the one that makes the 
tubes. And the regional working groups are also split up in one for syringes 
and one for tubes, and I don’t know how the coordination is between them. 
So well, it’s uphill, so to speak, and I think actually this example illustrates 
some of the really big challenges in relation to patient safety.

So while the patient safety representative who works at the ward level 
described the introduction of the syringes as a big success, the quality 
coordinator who works at the centre level described it as illustrating the 
‘big challenges’ in relation to patient safety, and indicated that because of 
the high number of unanticipated difficulties, coordination and new 
safety problems, an unavoidable question of prioritization follows: Could 
the enormous number of man-hours and resources going into the intro-
duction of oral syringes have been used better?

�The Limits of Failsafe Organizing: 
Reintroducing the Wider System

In recent years, sociologists, organizational theorists, Science and 
Technology Studies scholars and safety engineers alike have started to 
engage more critically with the failsafe systems approach of the patient 
safety programme. Although there are important differences between the 
sociological and the safety science alternatives (Pedersen 2016, see also 
Chap. 7), they agree on one important parameter, namely that the ‘sys-
tems perspective’ of the current patient safety programme is either insuf-
ficient or fundamentally flawed and should be supplemented or 
substituted with a different, more comprehensive and more complex 
understanding of health systems.
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Social scientists argue that while the patient safety programme has 
focused mainly on the micro-level in terms of human and local factors’ 
importance in shaping quality and safety in clinical interactions, the soci-
ological perspectives can supplement, add layers to and in parts challenge 
this knowledge by attending to the wider infrastructure of healthcare 
delivery and the social, cultural and political factors that shape safety 
(Waring et al. 2016; Jensen 2008). Parallel to this, advocates of the resil-
ience approach to safety science—Safety II—suggest that while it is 
believed that the mainstream approach brings us systems thinking, it 
does not (Dekker 2011; Hollnagel et al. 2013). One reason for this fail-
ure, it is suggested, is the lack of systems-thinking competences in health-
care: ‘While some attention has been focused on health care at the systems 
level, most recent efforts engage safety at a lower level: process redesign or 
safety engineering. This is due in large part to the lack of systems safety 
skills and knowledge in the field’ (Nemeth et  al. 2008: 4). Resilience 
engineers therefore argue in favour of introducing ‘real’ complex systems 
thinking, skills and methodologies in healthcare organizations worldwide 
(e.g., Hollnagel et al. 2013, 2015; Braithwaite et al. 2015).

The oral syringe case can to some extent illustrate these critiques: By 
approaching safety through reengineering efforts related to local condi-
tions and human errors only, the wider and more complex infrastructure 
of healthcare delivery is left out of the equation, including questions of 
politics, economics and coordination between subsystems. The discrep-
ancy between approaching the case from the local level and approaching 
it with a view to the wider system of healthcare organization is the most 
important parameter in determining whether the initiative should be 
understood as successful or not. On the ward level, the syringes are 
described as ‘the most successful experience we’ve had’ but at the centre 
level and with a view to the system of health-technology supply, delivery 
and coordination at the regional level, the syringes are understood as 
illustrating ‘some of the really big challenges in relation to patient safety’.

This question of success and the ambiguity regarding when a safety 
intervention can be determined as a success point to a related area of 
critique concerning the notion of safety culture. Sociological approaches 
argue that the understanding of culture in patient safety is simplistic and 
superficial, not attending to the meanings and moral norms that 
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constitute it (Waring et al. 2016; Waring 2007). One way this simplicity 
is reflected is in the fact that in patient safety policy—as in other similar 
policy areas—a change of culture is often assessed by the degree of 
implementation and use of the policy measures. From this perspective, 
‘safety culture’ equals a successful implementation process that over-
comes resistance towards change in the organization and persuades the 
employees to adopt a blame-free perspective, disclose and report errors 
and think in terms of system reengineering. And in concrete instances of 
technology implementation, success is evaluated in terms of the health 
professionals’ adoption of the new technology. As uttered by the patient 
safety representative, the oral syringes are a great success in this respect: 
The health professionals changed their behaviour and adopted the new 
technology.

With a view to the organization of work tasks in the clinic, this change 
of behaviour—although interpreted as a sign of learning culture—is not 
without its problems. With the change of behaviour the nurses’ work 
practices became more complicated and time-consuming. With the new 
transfer pipe, oral drug administration procedures came to involve more 
steps and more equipment—and potentially more possibilities for things 
going wrong. In the meanwhile, the old syringes (now meant only for IV 
administration) could still be used without a transfer pipe for the tube, 
thereby weakening the incentive to use the new oral syringes. All this 
points to another type of critique uttered most strongly perhaps by 
Charles Perrow in his Normal Accidents (1984). Perrow suggests that 
problems and alterations caused by safety management have the potential 
to reduce safety in certain ways, not least because safety fixes often lead to 
new types of complexity or reduction of slack in the organization.

That the oral syringes were successfully introduced and that the nurses 
started using them, in spite of the various difficulties the new safety sys-
tem imposed, is an indication of the simple but often neglected fact that 
successful implementation and a high level of adaptation and use—often 
identified as safety culture—are hardly a guarantee for the success or fail-
ure of a technology on a number of other parameters. In the case of the 
oral syringes, a long list of technical, economic, coordination, prioritiza-
tion and new safety problems runs parallel to the ‘successful 
implementation’ of the syringes. To this should be added the more subtle 
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and invisible reorganization of medical practice that is an often unwanted 
consequence of the failsafe ideal.

The mentioned alternative approaches to patient safety unanimously 
suggest that the mainstream approach is restricted; the understanding of 
health systems, culture and risk exposed in the orthodox view demon-
strates a simplistic and incomplete understanding of organizational real-
ity. As the case of the oral syringes attests, what might seem a failsafe 
solution from a ‘micro-perspective’ is likely to look less failsafe when the 
wider healthcare system is included in the equation. And what might 
seem a success from an implementation or ‘cultural change’ perspective 
can appear less successful when accounting for the unintended conse-
quences of the safety initiative in terms of the introduction of new types 
of uncertainties, safety threats and task complexities. In different ways, 
then, the case of the oral syringes attests to the limits of failsafe organiz-
ing; it demonstrates that failsafe organizing is likely to be only partially 
viable or successful depending on the parameters on which success is 
judged, on the definition of the system in question and on the amount of 
unintended consequences included in the equation.

�Failsafe Fantasies and Safety Dispositions 

These types of critiques of the current patient safety programme are 
highly relevant. It is of utmost importance to show and argue—by differ-
ent means and in different ways—that the failsafe fantasies of mainstream 
patient safety thinking are not feasible. What is equally important, how-
ever, is to ask not only what the limitations of these fantasies are but also 
what their consequences could be. What happens when the ideal of the 
failsafe vision is used to organize healthcare practice? What are the con-
sequences of striving towards the thoroughly reengineered healthcare sys-
tem? And how are healthcare practices, medical reasoning, slowly 
developed routines, responsibility structures and professional obligations 
affected by this faith in failsafe organizing and the ideological, organiza-
tional and managerial practices that support this ideal? These are ques-
tions that are not easily answered as such effects are often not readily 
visible but consist of small displacements of organizational focus, 
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unnoticeable redistribution of professional responsibility, minor altera-
tion of normative boundaries, subtle changes in roles, conduct and work 
tasks, and slightly transformed conditions for clinical discretionary prac-
tices. While sociological work in the area of patient safety has been said 
to address the ‘meso and macro dimensions of safety, rather than the 
more micro world of group psychology, technology and practice’ (Waring 
et  al. 2016: 207), the question asked here is different: It concerns the 
consequences of the particular ‘failsafe’ way of organizing the ‘micro-
level’ of medical practice, technology, group dynamics and professional 
conduct.

Returning to the oral syringe case with these questions in mind, some 
less visible and more tentative effects on clinical work and the conduct of 
healthcare professionals appear. One way to explore this is by attending 
to the existing clinical practices that the new safety system is meant to 
replace: in this case, the nurses’ practices of drug administration, and not 
least their routines in relation to checking the drug label before they 
administer it to a patient. When this routine is missed, the chances that 
a drug will be administered incorrectly increase. Traditionally, one would 
expect this problem to have been addressed as a problem of strengthen-
ing and inculcating drug administration duties and obligations through 
the training of skill and routine in handling medication. With the new 
safety paradigm, however, training is mostly labelled as a weak safety 
solution, as it is directed at changing humans rather than optimizing 
systems. One can therefore reasonably reflect on what happens to the 
question of duty, responsibility, skill and properly trained routine in 
drug administration when the new failsafe system for oral drug adminis-
tration and others like it are in place. Could it be, for instance, that with 
the use of oral syringes, the nurse at the bedside is less likely to check the 
drug label before injecting because it feels unnecessary with the new 
error-proof oral syringe?

To support such a possibility, another version of the same dilemma 
should be brought forth. During research at the hospital centre, I was 
made aware of an alternative variant of the wrong-route scenario, now 
between intramuscular (IM) and IV medication. As with the PO/IV case, 
it is a serious affair if a strong drug that is supposed to work from the 
muscle (IM) is injected directly into the vein (IV). At the paediatric 
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clinic, this safety issue was particularly prominent when children were 
handed over for surgery. Since the nurses at the surgical clinic normally 
only administered IV drugs, wrong-route incidents were more likely to 
happen here than at the paediatric clinic. The reason for this difference, I 
was told, was to be found in the paediatric nurses’ substantial experience 
and routine in administering a great variety of drugs with the conse-
quence that the vital procedure of always checking the label on the 
administered drug was well established here. In other words, it seemed 
that drug administration was safer here because of the experience, train-
ing and routine of the paediatric nurses; they had developed and internal-
ized what I define as ‘safety dispositions’ or—with John Dewey—‘intelligent 
habits’ (1922) in relation to drug administration (see Chaps. 6 and 9). 
The surgical nurses, however, did not have the same experience.

The possibility of mix-ups between IM and IV drug administration 
casts new light on the oral syringe initiative. Concretely, it is obvious that 
while the new syringes might reduce the wrong-route incidents between 
PO and IV drugs, it does not solve the IM/IV dilemma. And as it is well 
known that safety systems can give a sense of security as well as lower ele-
ments of discretion and alertness, they might even have the opposite 
effect: With the introduction of the failsafe system for oral administra-
tion, the nurses’ incentive for maintaining the checking routine is reduced 
with the possible result that other types of errors become more likely, 
including IM/IV wrong-route incidents. From this perspective, then, the 
case hints at the danger of neglecting the importance of experience-based, 
internalized and slowly developed routines for the delivery of safe care, 
and it hits at how the failsafe vision of the patient safety programme risks 
challenging the development and nurture of local safety dispositions.

The remainder of this book deals with the themes introduced by this 
case. It deals with the failsafe vision of the patient safety programme; the 
many assumptions about systems, risks and humans this vision is based 
on; and the specific type of solutions it introduces into healthcare prac-
tices. Simultaneously, it investigates the limits of failsafe organization and 
considers the unwanted consequences of failsafe rationalities and tech-
nologies for pragmatic safety practices, rehearsed routines, internalized 
safety dispositions and practical kinds of knowledge that are a vital part 
of delivering safe care in concrete clinical situations.
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3
Failsafe Systems and Practical Reasoning

Current patient safety thinking is dominated by a highly principle-based 
stance on safety management and medical knowledge that largely dis-
misses ‘old ways’ of understanding medical culture and improvement 
practices, and promotes a number of supposedly ‘scientific’ views instead. 
These are views that are based on a language of safety science, evidence, 
cause–effect relations, root causes, as well as a number of  invariable man-
agement principles and an unyielding interventionist optimism. The new 
principles of safety management are brought forth by a strong faith and 
enthusiasm, as well as by a number of standardized and internationally 
spread organizational models and safety methodologies, which deliver 
readily implementable answers to the problem of patient safety.

Although the actual evidence of the positive effects of the programme’s 
massive efforts are disputed (Hollnagel et  al. 2015; Grol et  al. 2008; 
Landrigan 2010), the ideals of invariable replicability, the methodologi-
cal reliance on cause–effect relations, the ideal of prevention through 
standardization and the recurrent references to ‘safety science’ have pro-
vided the programme with a powerful scientific image and language. 
Moreover, the certainty by which the systemic perspective on patient 
safety and its safety science solutions are promoted does not seem to be 
affected by the programme’s apparent lack of results. In a recent podcast 
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on the Next Wave of Patient Safety from the Institute for Healthcare 
Improvement (2017), the iconic Donald Berwick acknowledges that the 
programme is challenged on its results but simultaneously describes the 
following ‘three wins’ of the safety movement:

We know that it happens: We understand that the rate of injuries to 
patients is high. We know why it happens: The science says that it is sys-
tems, which is good news because it means that we can redesign systems for 
safety, which is the job. And we know how to change it because we actually 
have growing number of examples—at the project level at least—of new 
designs that are far safer. (IHI 2017)

Thus, he further argues, when the patient safety programme has not 
achieved what it started out to do, it is not because of its particular 
approach to patient safety, but because this approach has still not been 
optimally implemented. For this there are reasons connected to economy 
in terms of an apparent displacement of the safety agenda by cost con-
cerns as well as reasons connected with knowledge and science defined as 
a lack of spread in safety science approaches and a lack of skill in thinking 
safety as a systems property: We remain, Berwick argues, in many respects 
‘system illiterates’ (IHI 2017).

Thus, by way of a strong faith in failsafe systems and standardization—
and an equally widespread distrust in humans as guarantors for safe orga-
nizing—the safety programme has succeeded in introducing a knowledge 
paradigm for understanding healthcare practices in general and health-
care practice improvement specifically that converges with the prevailing 
understanding of medical knowledge as evidence-based. As Waring et al. 
describe,

the ‘cause and effect’ logic of patient safety parallels a similar operating 
logic within clinical care, which says first, secure a diagnosis, and then treat 
the patient in line with assembled evidence or derived consensus. (2016: 
203)

The ‘scientific image’ and the particular way of knowing and acting 
that forms the foundation of the patient safety programme thus resembles 
a classic tension between medicine as a science—generalizable and 
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evidence-based—and medicine as an ‘art’ involving practical skills and 
experienced-based discretionary practices from the health professionals. 
While the scientific stance is based in epidemiological research, statistic 
and probability, the more practical stance takes its point of departure in 
the clinical situation, and discusses how in these situations knowing and 
reasoning are necessarily a pragmatic, situational and time-dependent 
activity founded on experience-based intuitions, slowly accumulated 
habits, and interpretations and discernment in the use of rules and guide-
lines in individual cases. Importantly, this practical attitude does not dis-
miss the importance of biomedical knowledge and evidence in medicine; 
nor does it disregard the significance of research-based practices or the 
need for well-founded and practical rule-based solutions as one way of 
supporting the delivery of appropriate and safe care to patients. Rather, a 
practical or pragmatic stance draws attention to concrete mechanisms of 
knowing and acting that take place in clinical situations and that cannot 
be captured by more generalized and principle-based logics.

In this chapter, I first examine the particular ways of knowing, acting 
and organizing that characterize the attempt to enact safety science in 
healthcare. I describe my own meeting with the programme and its faith-
ful advocates, and I attend to the most dominant tools used to dissemi-
nate safety knowledge and principles in health organizations. Here a 
particular understanding of medical and safety knowledge appears, based 
on principles of predictability, replicability, generality and causality. In 
the second part of the chapter, I present an important source for the 
development of the pragmatic stance of this book: namely, an attitude to 
knowing and acting in healthcare provided by practical philosophy, where 
medicine across research traditions has been presented as the paradig-
matic example of practical reasoning. Here medical knowledge is under-
stood as fallible, tentative, particular and as closely connected to the 
actions of the healthcare professionals, who through perception, descrip-
tion, reasoning and interpretation are pragmatically acting in between 
experience, rules and guidelines and personal judgements. Thus, a main 
tension is illustrated between the ‘scientific’ approach to knowledge of 
the safety programme and the more practical approach to knowing and 
acting that has traditionally been understood to characterize medicine 
par excellence.

3  Failsafe Systems and Practical Reasoning 
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�A First Meeting: Enthusiasm and the Failsafe 
Vision

In 2009, when I was still new to the patient safety agenda, a fellow 
researcher and I were to conduct a pilot study for The Danish Society 
for Patient Safety, the main driver behind the introduction of patient 
safety policy in Denmark. The aim of the study was to investigate the 
character of what in Danish is referred to as utilsigtede hændelser (criti-
cal incidents1) in primary care. The pilot study was conducted just as 
the Danish Patient Safety Act was to be expanded to include primary 
care in 2010. The act had since 2004 made it mandatory for healthcare 
professionals in Danish hospitals to report critical incidents. Before we 
started on the research, the Society showed concerns as to whether 
researchers, who were not trained in the appropriate patient safety 
methods, ideas and languages, could be trusted to do research on 
patient safety. As a compromise, a one-day introductory course in 
‘patient safety’ was arranged for us at the society’s headquarters. This 
course was my first real acquaintance with the particular way of engag-
ing, acting, talking and knowing that makes up patient safety as a 
‘discipline’.

A number of details immediately caught my interest. For one, learning 
the discipline of patient safety seemed to have as much to do with speak-
ing the right way as with doing the right thing. And, as one would expect, 
becoming ‘disciplined’ in the patient safety language could not be 
achieved in a one-day crash course. As my colleague and I proceeded with 
our studies in the Danish nursing homes and home care services we 
struggled to adopt the new language rules that we had been taught. First, 
we had to remember to say and write utilsigtet hændelse (directly trans-
lated as unintended incident) and not error, mistake or failure, but it 
quickly became clear that the term caused our informants considerable 
confusion when we made them reflect upon its meaning in our pilot 
study. As one of the nurses explained, ‘80 percent of nursing is unintended. 
You arrive with a purpose but then the situation evolves and you find a 
way to tackle this new situation’. Other language challenges arose: In a 
mail correspondence with the Danish Society for Patient Safety, related 
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to the approval of the final report, a critical comment on the draft con-
cerned our use of words:

It is very important that the author’s terminology corresponds exactly to 
the language that has been developed over the past 5–10 years, which 
means a lot to the development of patient safety culture. So please use the 
word report and not notify, declare, register, etc. (Original emphasis)

The argument behind this exercise of language control, and the wider 
logic behind the term ‘patient safety culture’ as it is used in the quote, is 
that in order to make healthcare professionals more inclined to talk about 
errors, it is necessary to shift focus from individual wrongdoing to sys-
temic errors. Accordingly, words with ‘negative’ connotations, that is, 
words associated with individual responsibility or blame, should be 
replaced by neutral or ‘systemic’ terms. Thus, for instance, the healthcare 
worker is not to be approached as the ‘cause’ of errors but as the ‘second 
victim’ of adverse events or critical incidents, the patient being the first 
victim (Wu 2000).

Apart from the rhetorical exercises of patient safety, the second thing 
that struck me was the enthusiasm and engagement of the people work-
ing with patient safety. This enthusiasm, I came to learn, was not only a 
distinctive trait of the society’s employees; it was also characteristic for the 
patient safety representatives, quality coordinators and risk managers that 
I met at the large university hospital where I did a large part of the field-
work for this book. Enthusiasm, excitement and interventionist opti-
mism have also been defining characteristics for most of the numerous 
patient safety conferences, educational events and introductory courses I 
have attended since 2008 and, from my experience, it characterizes 
almost everyone engaged in ‘patient safety work’. Often these people are 
referred to in Danish as ildsjæle, that is, ‘fiery souls’ who are passionate 
about, engaged with and attached to the patient safety policy agenda, 
who speak the right language and who are working hard and energetically 
to promote the programme’s failsafe ideology, key principles and pro-
grammatic rhetoric, as well as its specific technologies.

Enthusiastic advocacy is not a unique quality of the patient safety 
policy reform. As argued by Paul du Gay, recent programmes of public 

  A First Meeting: Enthusiasm and the Failsafe Vision 



48 

sector reform implicate a certain ‘ethics of enthusiasm’, where employ-
ees in the public sector are expected to internalize and identify with 
particular policies to become ‘committed champions for and enthusias-
tic advocates of those policies’ (2008: 336). When patient safety seems 
to be an extreme case of such ethics, it can be partly explained by the 
seriousness and magnitude of the problem and partly by the impossibil-
ity of being against it: Patient safety, just like quality, is initially some-
thing everyone can agree on as important, an indisputable value to 
believe in and work towards. The indisputability, however, does not 
only concern the ideal of delivering safe care and treatment to patients, 
but also the inevitably of ‘giving in to’ the new way of conducting safety 
of the patient safety programme. Thus, at the backdrop of the pro-
gramme’s ideological ambitions is a strong narrative concerning the 
opposition between what is, for instance, referred to as the ‘old way’, the 
‘failed paradigm’, the ‘blame-and-shame mindset’ and ‘the new model’, 
‘the new paradigm’, ‘an open culture’, ‘a blame-free mindset’ and so 
forth (Woodward et al. 2009).

The enthusiasm, then, seems to be driven by a genuine interest in 
increasing the safety of patients; yet this interest is largely inseparable 
from a strong faith in the particular configuration of the safety pro-
gramme and its overall failsafe ideology. Thus, the programme has suc-
ceeded in becoming internalized to a very large extent. Doing patient 
safety work is not merely another work task; it means adopting a world 
view, an ideology entailing a set of key assumptions, dominant doctrines, 
characteristic rhetoric and specific techniques concerning how to talk 
about and act in accordance with the programme’s requirements. Doing 
patient safety work implies what we, with a popular reference to Foucault, 
have become accustomed to referring to as subtle forms of self-discipline 
and self-management. On the part of the individual, it entails intensive 
training, motivation and work of the self on the self to be part of the 
patient safety movement.

As our crash course and the mail correspondence indicate, it does not 
only take work on the part of the individual healthcare worker to change 
world views, but also on the part of the organization—a lot of work. It 
takes campaigns, courses, conferences and seminars; it takes training 
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programmes to get health professionals to adopt the blame-free ethos, 
speak the right language and think in terms of systems redesign. And it 
takes the management and control of anyone who clings to the ‘old’ lan-
guage of blame and medical error, including the ‘stubborn old physician’, 
researchers such as myself and not least the press and the public. In addi-
tion to the ‘ideological’ work it takes just as much ‘material’ work to 
introduce and manage the specific safety technologies and methodolo-
gies. This large amount of work has occasioned the introduction of a new 
profession in healthcare, namely, that of patient safety representatives, 
quality coordinators and risk managers, who are the promoters and rep-
resentatives of the new regime internally in the organization as well as to 
the outside through collaboration with national and international patient 
safety platforms and agencies.

The characteristics described so far—the enthusiasm, the strong ideol-
ogy, the dismissal of ‘old ways’, the language and image of science—are 
all traits which have made Justin Waring refer to the safety programme as 
an orthodoxy (2009); i.e., a particular set of beliefs and a way of knowing 
that is commonly accepted and unquestioned in patient safety circles. In 
establishing and disseminating this orthodoxy, a number of tools have 
been of special importance. In the following, I present three of the most 
widely disseminated and influential of these. First, American Institute of 
Medicine’s To Err Is Human: Building a Safer Health System (Kohn et al. 
2000), which instituted the problem and laid out the main doctrines of 
the orthodoxy; second, the Swiss Cheese Model (Reason 1990; Reason 
et al. 2001) that displays the understanding of organizational reality and 
the faith in failsafe systems of the safety programme; and third, the root 
cause analysis (RCA) as the epitome method for ‘closing safety gabs’ in 
healthcare systems (Murphy et  al. 2009; Jensen 2004; NHS 2008). 
Bringing forth these three powerful tools is naturally a reductionist move. 
What I wish to attain by this is to display the particular stance of the 
patient safety programme on healthcare systems, on medical practice and 
on safety solutions; this includes, among other things, a faith in failsafe 
systems, a particular view on human nature as essentially error-prone, a 
belief in error prevention through standardization and centralized mana-
gerialism, and a strong interventionist optimism.
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�To Err Is Human: The Book of Patient Safety

It is almost impossible to find mainstream literature on patient safety that 
does not begin by referring to the American Institute of Medicine’s To Err 
Is Human: Building a Safer Health System (Kohn et al. 2000), which has 
functioned as the general frame of reference for the safety programme 
and which is widely considered as the document that ‘finally gave scien-
tific foundation to what is now the safety movement’ (Donald Berwick 
for IHI 2017). The report established the importance and magnitude of 
the safety problem by suggesting that between 44,000 and 98,000 
Americans die every year as a result of preventable medical error, and 
from here it laid out the direction for the institution of a new way of 
approaching errors and safety management in healthcare—a possible way 
to prevent these unnecessary deaths. The title To Err Is Human: Building 
a Safer Health System (Kohn et  al. 2000) says a great deal about the 
assumptions and organizing principles of the patient safety agenda. For 
one, the title identifies human error as the main problem that needs to be 
addressed. And, as it becomes clear in the report, the title refers to a par-
ticular concept of human error developed within safety science and with 
inspiration from research of human factors, ergonomics and cognitive 
psychology (Reason 1990, 1997); namely, human error caused by human 
shortcomings such as cognitive failures, slips, inattention, fatigue and 
stress, but where latent conditions such as system failures or insufficien-
cies can often be said to be the underlying cause.

Yet the title has a dual meaning. It states not only that human errors 
should be in focus in patient safety efforts, but also that it is human to err; 
i.e., that mistakes and errors must be approached as an inevitable human 
characteristic, as part of the so-called human condition. As it is human to 
fail, it is also excusable, seems to be the argument. And therefore we need 
to stop going around pointing fingers at each other. This argument is 
built on the assumption that the most common response to error in 
healthcare is to blame and perhaps fire someone. In contrast, the 
blame-free approach is introduced, where the causes of error—including 
the human causes—are understood and should be addressed as systemic. 
The two first insights lead on to a third axiom to be taken from the title: 
To avoid human error, we need to build safer systems. As it is impossible 
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for humans not to err, and as human errors often have systemic causes, 
building safer systems is the only way forward. Or, as the perhaps most 
repeated quote from To Err Is Human states, ‘[t]he problem is not bad 
people; the problem is that the system needs to be made safer’ (Kohn 
et al. 2000: 49). Thus, the safety programme’s dominating methodology 
of collecting and analysing critical incidents should be understood in this 
light: as a way ‘to understand where the system broke down, why the 
incident occurred and the circumstances surrounding the incident’ (Kohn 
et al. 2000: 63–64). As for the type of solutions that should be imple-
mented to optimize the system and prevent future errors, To Err Is Human 
is also in debt to human factors and safety science:

Much of the work in human factors is on improving the human—system 
interface by designing better systems and processes. This might include, for 
example, simplifying and standardizing procedures, building in redun-
dancy to provide backup and opportunities for recovery, improving com-
munications and coordination within teams, or redesigning equipment to 
improve the human—machine interface. (Kohn et al. 2000: 63)

The movement from a so-called person to a system approach had been 
introduced by cognitive psychologist James Reason (1990, 1997, 2000), 
and it was, at the time of To Err Is Human, the most widespread method 
of approaching error management in high-risk industries, especially avia-
tion. Moreover, a number of pioneering texts by, for instance, Lucian 
Leape, one of the movement’s most influential founding fathers, had laid 
out the advantages of thinking in terms of system improvements in 
healthcare before the Institute of Medicine report (e.g., Leape 1994, 
1997). It was, however, not until To Err Is Human that the new patient 
safety programme was inaugurated as an international policy programme 
that succeeded in putting system optimization on the health political 
agenda. As argued by Jensen, the seminal report and the reports that fol-
lowed, most notably the British An Organization with a Memory 
(Department of Health 2000), did not only stimulate systems thinking 
in relation to patient safety but came to ‘epitomise recent health policy 
thinking, in which what can be termed a system theoretical approach has 
become a leverage point for imagining interventions in healthcare’ 
(Jensen 2008: 309). Thus, To Err Is Human became an important 
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instrument in disseminating the faith in failsafe systems that has come to 
dominate the improvement agenda in healthcare, in relation not only to 
patient safety but also to the wider field of healthcare quality.

�The Swiss Cheese Model: The Organizational Model 
of Patient Safety

If To Err Is Human is the book of patient safety, the so-called Swiss Cheese 
Model is probably the visual image of the programme and its view on 
organizational reality, and the model has been of greatest importance for 
the successful dissemination of patient safety thinking and practice. The 
model is built on James Reason’s accident causation model (1990), which 
illustrates the combination of active failures (unsafe acts) and latent con-
ditions (systemic features such as poor design, procedures or manage-
ment structures) needed to create an accident opportunity. In the 
model—or at least as it came to develop over the years (Reason 1997; 
Reason et al. 2001)—defence systems are illustrated as slices of Swiss 
cheese where each hole represents a weakness (active or latent failure). 
When the holes in the cheese slices align (illustrated by an arrow), an 
accident opportunity arises. Reason himself originally used the model to 
argue for ‘the complex interaction’ (1990: 208) between active failures 
and latent conditions, and he stressed that this complex interaction was 
not necessarily foreseeable or fully preventable (Fig. 3.1).

Fig. 3.1  Swiss Cheese Model
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The common use of the Swiss Cheese Model has, however, often been to 
rely ‘on interpretations of the model’s semantics that went rather far beyond 
what was initially intended’ (Reason et al. 2006: 2). Today more or less sim-
plified versions of the model are displayed in the vast majority of patient 
safety conferences, seminars, educational events and mainstream patient 
safety textbooks; to such an extent that the constant recurrence of the popu-
lar image has almost become an internal joke between the patient safety 
movement’s representatives. At many of the meetings and conferences I have 
attended during my fieldwork, the obligatory power point slide with the 
illuminating slices of cheese often provoked some kind of response either in 
the audience who would laugh or sigh with recognition or in the presenter 
who would make a slight excuse by accompanying the Swizz Cheese Model 
with something like: ‘This image, that we have seen a million times before’.

A major reason for what Reason himself critically refers to as the ‘enthusi-
astic use’ of the model (Reason et al. 2006: 2) is that the image of the Swiss 
cheese is easily turned from a conceptual model of the complex interaction of 
errors into a rather illuminating illustration of an investigation method. 
Ultimately, safety management is about identifying and closing the ‘holes’ in 
seemingly stable defence systems. Additionally, the model combines the con-
cepts of active failures, i.e., the ‘“unsafe acts” committed by those working at 
the sharp end of a system, which are usually short-lived and often unpredict-
able’ (Department of Health 2000: ix) and latent conditions that ‘are long-
lived and, unlike many active failures, can be identified and removed before 
they cause an adverse event’ (Department of Health 2000: ix). Here the most 
important safety management principles of To Err Is Human are combined in 
an instructive organizational model that illustrates how systemic and latent 
conditions (the holes in the cheese) need to be closed through redesign so 
active human errors are prevented.

�The Root Cause Analysis: The Method 
of Patient Safety

What the Swiss Cheese Model does so well is to foster faith in the possi-
bility of managing safety and creating failsafe systems: We simply need to 
identify and close the safety gaps in our defence systems. Hence, it 
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supports the two main technologies of the patient safety reform pro-
gramme—incident reporting and incident analysis—both imported 
from high-risk industries such as aviation and nuclear power plants. In 
the quest to prevent errors through system redesign, incident reporting is 
understood as the main tool. As observed by WHO: ‘The same mistakes 
occur repeatedly in many settings and patients continue to be harmed by 
preventable errors. One solution to this problem is reporting’ (2005: 7).

Reporting systems, however, identify but do not ‘solve’ safety prob-
lems. For this purpose, the most popular and widespread safety technol-
ogy is the RCA, which is to ‘provide causal information to facilitate 
learning from serious adverse events and near misses and to produce an 
action plan to prevent recurrence where possible and reduce risks to 
future patients’ (Department of Health 2001: 34). As ‘a tool for identify-
ing prevention strategies’ and for ‘preventing recurrence’ (Murphy et al. 
2009), the RCA serves as the epitomic methodology of the patient safety 
programme, where the main goal is to create error prevention (in rela-
tively stable healthcare systems) through standardization and the intro-
duction of failsafe systems.

Although the concrete outlines of different RCA models are slightly 
different, there is general agreement as to the basic philosophy and ingre-
dients of the standardized method. In the RCA process, healthcare prac-
tices are understood through a strict linear rationality where the ‘root 
causes’ of a particular incident are identified by working backwards 
through a line of cause-and-effect trails. Practically, an investigation team 
conducts an RCA after the occurrence of a particularly grave safety inci-
dent with the goal of, first, establishing the so-called event sequence, 
which is determined as ‘a precise chronological ordering of the chain of 
events that preceded the occurrence of an adverse event’ (Jensen 2004: 
14). Second, it identifies the root causes and contributing factors of the 
incident while ideally  demonstrating ‘a direct link between cause and 
effect’ (NHS 2008: 10).

Using the event sequence and contributory factors as a foundation, root 
causes are identified by drilling down through all the layers of a sequence 
of events to find its innermost core, that is, the actual root cause or causes 
of an adverse event that caused harm to one or more patients (Jensen 2004)
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Based on this ‘positivist’ understanding of knowledge and the possibil-
ity of identifying ‘root causes’ it becomes relatively simple to develop 
action plans that ideally prevent recurrence. Technically, the root causes 
are identified ‘through a series of “why” questions to determine where 
redesign might reduce risk’ (Department of Health 2001: 39). 
Interestingly, a root cause is not any cause, but a cause to which a system 
solution can be identified. Thus, it is specified, for instance, that a root 
cause must be ‘a finding related to a process or system that has a potential 
for redesign to reduce risk’ (Joint Commission 2013: 1). In line with the 
human factors approach, the RCA is a blame-free procedure, which 
means, first, that blame is evaded as a procedural strategy; blame as well 
as inflammatory statements and negative descriptions should be avoided 
in order to make people want to attend the process (and thereby foster an 
open safety culture). Second, the blame-free approach is defining for the 
outcome of the process; by arguing (in line with the human factors 
approach/Swiss Cheese Model) that human error most often has an 
underlying cause that can be eliminated through system or process rede-
sign, action plans should not be aiming at changing humans, but instead 
at changing the system. Therefore, recommendations are to be developed 
following a number of ‘rules of thumb’ that involve, on the one hand, 
increasing standardization by promoting, for instance, the ‘intelligent use 
of checklists, policies and protocols’, the ‘simplification of tasks and pro-
cesses’, ‘standardisation of tasks and processes’, and, on the other, reduc-
ing human factors through ‘minimal dependency on short-term memory 
and attention span’, by ‘avoidance of fatigue’ as well as through under-
standing ‘that retraining is not always the right solution’ (NHS 2008: 
11). In other words, when designing safety solutions, one has to ‘forget 
things like “pay more attention” or “get more training”. Instead, focus 
must be on putting knowledge “in the world through redesign”’ (Murphy 
et al. 2009: 3).

On the basis of these advices, a ranking of the quality of safety solu-
tions is established, where solutions that achieve error elimination are 
preferable. At patient safety conferences and events, this failsafe ideal is 
expressed with, for instance, an illustrative safety science–inspired chart 
in which error management strategies are displayed starting with the least 
effective, the strategy of ‘handling error’. Here, measures such as training 
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and instructions are included. ‘Facilitating error’, where ‘doing the right 
thing is made easier’ and ‘doing the wrong thing is made harder’, is 
described as the second most effective way of dealing with errors, while 
‘elimination of error’ is described as the most effective measure, where the 
risk of error is removed. This is done through the introduction of failsafe 
systems, standardization and simplification.

Thus, when the patient safety programme’s objective is to put knowl-
edge into the world through redesign (Murphy et al. 2009), it has cer-
tain consequences for the type of knowledge valued by the programme. 
This safety engineering approach is built on a strong faith in the possibil-
ity that healthcare systems—including the habits, routines, acts and 
clinical judgements of health professionals—can ultimately be deter-
mined by a tightly woven net of standards, guidelines and failsafe sys-
tems that is able to prevent (human) error. It is promoting a type of 
knowledge that is predictable, stable, generalizable and independent of 
context.

Yet, in concrete clinical situations, medical knowledge and safety 
knowledge is ‘something less than a powerful, exact science, based on 
nicely invariant principles’ (Fox 1957: 214). Rather it is a developing 
practice, where uncertainty and therefore error is an ever-present possi-
bility, and where stability can never be predetermined. Thus, if safety and 
safety management are to be understood in these concrete situations, we 
need another concept of knowledge that puts the practical, situational 
and case-based aspects at the forefront while also accounting for the com-
plex experience-based processes of combining the more generalized types 
of knowledge of evidence and best practice with the particular patient 
stories or concrete situations of unsafety in medical practice; that is, we 
need a concept of knowledge that captures the delicate structures of col-
laboration, experience-based habits, acquired skills, practised routines, 
practical ways of reasoning and safety dispositions of health professionals 
that secure safe treatment most of the time (see also Mesman 2008). An 
obvious place to look for such a concept of knowledge is in more classical 
descriptions of medical reasoning, particularly within practical philoso-
phy. These practical accounts attend specifically to the interpretative, 
experience-based and moral processes whose rules and standards are 
related to individual cases through practical reasoning. This type of 
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reasoning is open, time-dependent and linked to the specificities of the 
situation and therefore never failsafe. Here, then, variation, discretion 
and the attitudes, experiences and habit of the individual health profes-
sional are part of the necessary knowledge base that secures appropriate 
care and safe thinking and acting in concrete clinical situations.

�Medical Reasoning and Pragmatic Practices

In what follows I present authors within ethics and practical philoso-
phy who have presented medicine as a paradigmatic example of practi-
cal, pragmatic and situated reasoning. These are chosen for their ability 
to bring us closer to an understanding of the complex relationship 
between different types of generalized and stabilized knowledge and the 
clinicians’ personal attitudes, professional comportment, and habitual 
and experience-based ways of knowing and acting. By introducing a 
line of philosophers as diverse as Aristotle, John Dewey and Stephen 
Toulmin, who agree on several crucial characteristics of medical reason-
ing, I indicate how the practice of medicine through time and across 
research traditions has been viewed as a practical and situated way of 
thinking and acting, closely connected to terms such as clinical experi-
ence, observation, medical training and competence, as well as detailed 
description. Importantly, the argument I make here is not that medi-
cine is the same today as in antiquity. As Foucault famously showed in 
his analysis of the birth of the clinical hospital in France in the late 
eighteenth century (1994/1973), this fundamental reorganization of 
medical practice led to new types of medical knowledge. By gathering 
patients in hospitals, instead of visiting them in their homes, a particu-
lar type of medical experience, based on the meticulous observation, 
description, comparison and classification of patients and their ill-
nesses, was made possible. According to Foucault, it was this new type 
of medical experience that paved the way for gathering, juxtaposition-
ing and analysing medical knowledge in increasingly scientific and 
quantifiable ways.

Despite considerable historical differences, what I attend to here is 
some of the similarities in the descriptions of the particular type of 
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situation- and case-based knowledge that necessarily characterizes the 
medical encounter and concrete clinical situations in spite of increased 
biomedical knowledge, statistics and evidence-based medicine. It 
describes the type of interpretative practices and necessary actions that 
take place when, for instance, information is only partial, and a patient’s 
illness trajectory does not follow the statistical average. To illustrate let us 
start with a typical case from my hospital study.

�A Medical Conference Case

The paediatricians meet at 8 am as usual for a Wednesday morning con-
ference at the medical centre where I conducted the main fieldwork for 
this book. Today, as every Wednesday, a clinical case is presented for dis-
cussion. One of the younger paediatricians starts by referring to some 
general information about a patient’s illness and reveals a few symptoms: 
The case concerns a five-year-old child, who was admitted to the hospital 
because of four days of vomiting; the child shows signs of back stiffness. 
The paediatrician pauses and asks the room: ‘What do you think? Any 
suggestions?’ One doctor suggests meningitis, another suggests septic 
shock. Relevant suggestions, the paediatrician implies, but not the cor-
rect answer. The paediatrician turns to the next slide, which shows the 
test results from the initial round of blood tests and the lumbar puncture. 
On the long list of test results, a few are of particular importance for the 
later diagnosis: One result shows that the lumbar puncture is clear, which 
rules out meningitis, but the cerebral perfusion pressure (CPP), which 
measures the blood flow to the brain, is 825, an extraordinarily high 
number. Moreover, it shows that sodium is low and calcium is high. The 
paediatrician asks again: ‘Does anyone have a suggestion?’ There is a dis-
cussion in the room and a couple of suggestions. The doctor describes the 
next developments in the case: The following day the patient’s CPP is 
reduced to 290, and they are able to maintain the patient’s conscious 
state. This information about apparent recovery seems to confuse the pic-
ture somewhat and initiates discussion. The game of giving a few details 
and posing questions goes on for a couple more slides, while colleagues 
debate possible diagnoses. Before turning to the last slide, the young pae-
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diatrician states that now only the residents and younger doctors are 
allowed to answer, while the more experienced doctors must keep quiet. 
‘When you see this, what is your reaction?’ she asks and lists a number of 
symptoms and signs including greyish colour, fatigue, nausea, abdominal 
pain and hypoglycaemia (low blood sugar). Most of the attendings now 
know the answer, and some of the younger paediatricians are also able to 
give a diagnosis: Addison’s disease, a very rare and severe illness due to 
acute adrenal failure. The session is over in less than ten minutes, and the 
conference moves on to discussions of logistics and the handing over of 
important information on newly hospitalized patients.

This case illustrates what has traditionally been understood as the core 
of clinical knowledge and experience; namely, a particular kind of medi-
cal reasoning that is based on the observation and description of signs 
and symptoms in the individual patient. It also touches on a tension in 
medical knowledge that concerns, on the one hand, the ideals of general 
and scientifically based knowledge, presented here in the form of the cor-
rect diagnosis, clearly defined by describable signs and symptoms and, on 
the other hand, the inherent uncertainty of the diagnostic process. This 
relates first to its temporality: the fact that an establishment of diagnosis 
is temporal insofar as the facts of the case, as well as the symptoms of the 
patient, are only to be established temporarily at any point in time. In 
this case, the patient was, for several days, held in suspense and not clearly 
diagnosed. Second, the uncertainty relates to the situated and case-based 
character of medical knowledge; against the odds this particular patient, 
for instance, seemed to be recovering shortly after the hospital 
admission.

From this perspective, an account of medicine as ‘a science of the par-
ticular’ (Gorovitz and MacIntyre 1976) points towards the ambivalent 
relation in medicine between scientifically generalized knowledge and 
practical, partial and circumstantial knowledge. In descriptions of medical 
knowledge, the weight placed on each side of this divide has varied over 
time, and whereas contemporary medical knowledge is often defined in 
scientific and evidence-based terms, medicine has, traditionally, been 
understood as a paradigmatic case of circumstantial knowledge and prac-
tical reasoning.
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�Aristotle on Phronesis: Medical Reasoning 
as Practical Wisdom

The tradition of practical thinking has its origins in Aristotle’s 
Nichomachean Ethics (2000 [approximately 350 BC]), which, perhaps 
due to Aristotle’s father being a doctor, draws heavily on medicine and 
medical examples to illustrate the nature and methods of ethics (Jaeger 
1957). When explaining, for instance, the insufficiencies in perusing the 
‘good-in-itself ’ when dealing with practical affairs, Aristotle agues ‘that 
apparently it is not just health that the doctor attends to, but human 
health, or perhaps rather the health of a particular person, given that he 
treats each person individually’ (Aristotle 2000: 10, 1097a). Later, in the 
discussion of individualizing education, he brings in another medical 
analogy: ‘For though in general rest and abstinence from food are benefi-
cial for a person in a fever, presumably they may not be for a particular 
person’ (Aristotle 2000: 202, 1180b). By bringing in a medical example, 
Aristotle wishes to cast light on the particular characteristic of what he 
determines as phronesis, practical wisdom, which is the intellectual capac-
ity belonging to our practical life rather than to episteme, often translated 
as scientific knowledge (to Aristotle, universal knowledge), which is ‘dis-
tinguished by its objects, which do not admit of change; these objects are 
eternal and exist of necessity’ (Aristotle 2000: 1139b). In opposition to 
this, Aristotle argues that when dealing with practical reason

the accounts we demand should be appropriate to their subject matter; and 
the spheres of actions and of what is good for us, like those of health, have 
nothing fixed about them. Since the general account lacks precision, the 
account at the level of particulars is even less precise. For they do not come 
under any skill or set of rules: agents must always look at what is appropriate 
in each case as it happens, as do doctors and navigators. (Aristotle 2000: 
25, 1104a)

In this way, practical reasoning—of which medicine is the paradig-
matic example—is defined as a particular context-dependent way of 
knowing and thinking, which takes its point of departure in the particu-
lar case. It is only meaningful or appropriate in relation to its specific 
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subject matter, and is therefore never fixed: Knowledge based on practical 
rationality is developing and situated.

The concept of phronesis has inspired most practice-based and 
empirical-oriented philosophies, and it has often been the starting point 
for discussions of clinical rationality. Of notable interest, Kathryn 
Montgomery has delivered a thorough contemporary account of clinical 
judgement based on Aristotle’s ethics. In How Doctors Think: Clinical 
Judgment and the Practice of Medicine (2005), she argues against the cur-
rent dominant idea of medicine as a science. Instead, she addresses issues 
of contingency, uncertainty and circumstance in medical knowledge by 
determining practical reasoning as the ‘flexible, interpretive capacity’, 
which more than anything characterizes clinical judgement (Montgomery 
2005: 5). The misrepresentation of medicine as a science and the igno-
rance of clinical judgement or practical reasoning as its ‘chief virtue’ 
(2005: 6) have serious consequences, Montgomery argues, not least in 
relation to questions of failures and bad outcomes (Montgomery 2009).

�Dewey on Pragmatism: Medical Reasoning 
as Pragmatic Method

Aristotle’s ‘situational’ ethics and his insistence on paying attention to the 
particularity of the case in practical matters has inspired American prag-
matism and particularly the work of John Dewey (Pagan 2008). Like in 
Aristotle’s writings, medicine is also in Dewey’s work the example par 
excellence of pragmatic methods and reasoning. But whereas Aristotle 
maintains the difference between the scientist’s and the physician’s way of 
reasoning (partly due to the way science was defined in antiquity), Dewey 
sets out to describe how scientific practice and knowledge too are a 
practical endeavour based on pragmatic reasoning. In a description of the 
role of theory in research, for instance, Dewey argues by analogy to the 
relationship between procedures and the physician’s individual methods:

Take a case of a physician. No mode of behavior more imperiously demands 
knowledge of established modes of diagnosis and treatment than does his. 
But after all, cases are like, not identical. To be used intelligently, existing 
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practices, however authorized they may be, have to be adapted to the exi-
gencies of particular cases. Accordingly, recognized procedures indicate to 
the physician what inquiries to set on foot for himself, what measures to 
try. They are standpoints from which to carry on investigations; they econ-
omize a survey of the features of the particular case by suggesting the thing 
to be especially looked into. The physician’s own attitudes, his own ways 
(individual methods) of dealing with the situation in which he is con-
cerned, are not subordinated to the general principles of procedure, but are 
facilitated and directed by the latter. (Dewey 1916: 171)

Dewey evokes the medical example to illuminate the point that in 
actual clinical situations, procedures, guidelines and theories are not 
followed mindlessly, but are to be judged in relation to their operation-
ality in the concrete case at hand. If procedures are used with discretion 
as tools to guide action, if the physician has ‘acquired them as intellec-
tual aids in sizing up the needs, resources, and difficulties of the unique 
experiences in which he engages, they are of constructive value’ (Dewey 
1916: 172). On the other hand, Dewey argues, if ‘they get in the way 
of his [the physician’s/researcher’s] own common sense, when they 
come between him and the situation in which he has to act, they are 
worse than useless’ (Dewey 1916: 172). He goes on to state about the 
physician: ‘[B]ecause everything depends upon his own methods of 
response, much depends upon how far he can utilize, in making his own 
response, the knowledge which has accrued in the experiences of others’ 
(1916: 172).

This discussion about the relationship between generalized knowledge, 
particular situations and the individual’s ‘own response’, or, in Aristotle’s 
words, his practical wisdom is often rearticulated in Dewey’s work, for 
instance, in Logic: The Theory of Inquiry (1938), where he thoroughly 
describes the difference between (general) propositions and (individual) 
judgements. In opposition to the Aristotelian notion of episteme, the 
generic or general is never unchangeable or fixed. Rather, ‘universal’ or 
generic propositions are empirically grounded, that is, they are based on 
practical experiences of previous conduct and inquiry, and, as such, prop-
ositions—no matter what kind—are always up for revision should future 
conduct require it.

  3  Failsafe Systems and Practical Reasoning



  63

It is clear that all principles are empirical generalizations from the ways in 
which previous judgments of conduct have practically worked out. When 
this fact is apparent, these generalizations will be seen to be not fixed rules 
for deciding doubtful cases, but instrumentalities for their investigation, 
methods by which the net value of past experience is rendered available for 
present scrutiny of new perplexities. Then it also follows that they are 
hypotheses to be tested and revised by their future working. (Dewey 1922: 
240–241)

Propositions, that is, theories, procedures, principles and so on, are 
always ‘only’ working hypotheses, which are to be tested in practice. They 
are only meaningful as ‘formulations of possible ways or modes of acting 
or operating’ (Dewey 1938: 264); that is, in their ability to guide action. 
The idea that even the most generic of our principles, rules and proposi-
tions are based on earlier experiences and are up for revision can also 
explain that Dewey prefers the notion of ‘warranted assertability’ for 
truth.

In the description of pragmatism’s abductive approach, Dewey once 
again turns to medicine as an illustration. In the case of diagnosing two 
sick children,2 who happen to be neighbours, Dewey argues that one 
should turn to an analytical comparison between the two cases. This 
comparison is to be effected ‘by the operative use of a conceptual appara-
tus of if-then propositions: If diphtheria, then characteristic traits; if 
typhoid, then certain others; if measles, then certain others, and so on’ 
(1938: 267). Hence, Dewey emphasizes with reference to a longstanding 
philosophical debate that ‘it is not denied that we infer from one case to 
other cases’ (1938: 268); however, ‘such inferences have logical stand-
ing—or are grounded—only as the inference takes place through the 
mediation of propositions of the generic and of the universal form’ (1938: 
268). In this way, Dewey situates himself, as do the rest of the pragmatist 
philosophers, outside classic discussions about induction and deduction. 
Judgements, which are always ‘individual’ since they are ‘concerned with 
unique qualitative situations’ (1938: 283), are neither deductions from 
principles or procedures nor inductions from one case to another. Rather, 
a judgement such as the diagnosing act is directed by ‘if-then’ proposi-
tions through acts of what Dewey terms ‘comparison contrast’ (1938: 
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283), whereby the proposition’s relevancy and usefulness are tested in 
practice.

Although it is primarily Dewey’s more processual thinking that has 
achieved a contemporary revival, especially within poststructuralist tra-
ditions, it is important to notice how this necessary relationship between 
rules, procedures, judgements and individual cases inserts an awareness 
of the necessity of stability. In pragmatism rules, procedures, proposi-
tions and habits are all relatively stable structures based on earlier expe-
rience which are necessary to suggest and form particular ‘ways or modes 
of acting’ in concrete situations. And when such rules do not work for 
the particular task at hand, it is Dewey’s attitude then that ‘the choice is 
not between throwing away rules previously developed and sticking 
obstinately by them. The intelligent alternative is to revise, adapt, 
expand and alter them’ (Dewey 1922: 239–240). This argument is 
echoed in the contemporary advocacy of casuistic methods by Jonsen 
and Toulmin, who have also emphasized the intricate relationship 
between rules and context by drawing parallels between medical, legal 
and moral reasoning.

�Jonsen and Toulmin on Casuistry: Medical Reasoning 
as Case-Based Reasoning

In Jonsen and Toulmin’s The Abuse of Casuistry: A History of Moral 
Reasoning (1988), medicine is used to illuminate ‘the complex and subtle 
ways in which theoretical and practical knowledge bear on each other’ 
(Jonsen and Toulmin 1988: 37). In this significant piece of work, they set 
out to rehabilitate the tarnished name of casuistry or case-based reason-
ing; a method used to analyse individual cases by comparing them to 
paradigmatic cases or principles and originally employed for settling 
moral and legal disputes. Casuistry was especially popular among theolo-
gians in late medieval and early modern Europe but was condemned for 
being equal to sophistry or moral relativism3; however, as shown by 
Jonsen and Toulmin, this critique does not do justice to the general inten-
tions of the method, which is about letting detailed descriptions of the 
case or situation under scrutiny be the basis of the mapping of similarities 
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and differences to analogous and paradigmatic cases, which then dictates 
the way forward.

In their book, which initiated a revival of casuistic and case-based rea-
soning and methods, not least in relation to medicine (Arras 1991; Jonsen 
1996; Khushf 2004), Jonsen and Toulmin define clinical medicine as 
‘the reflective use of medical judgment in dealing with the specific condi-
tions of particular patients’ (1988: 39); and they argue that medicine has 
a close affinity to moral practice (see also Chap. 9). With reference to 
Nichomachean Ethics, they describe how ‘clinical knowledge requires what 
Aristotle calls “prudence” or phronesis: practical wisdom in dealing with 
particular individuals, specific problems, and the details of practical cases 
or actual situations’ (Jonsen and Toulmin 1988: 37). In line with Aristotle 
and Dewey, Jonsen and Toulmin use the medical example to discuss dif-
ferent strands of knowledge and their combination, and they suggest that 
medicine is based on a subtle mix of scientific or generalized knowledge, 
practical procedures and the individual experiences and skills of the phy-
sician. The relationship between the latter two is described in this way:

The central core of medicine […] comprises practical procedures designed 
not to explain health and disease in theory but to treat illnesses and restore 
health, as a matter of practice. These procedures are the medical profession’s 
collective property: though general in form, they comprise general practical 
skills (technai, in Aristotle’s terms) rather than belonging to theoretical sci-
ence (episteme). At the other extreme are the skills that are the individual 
physician’s personal property. A doctor’s skill in handling his patients’ med-
ical problems demands not only knowledge about the general practical 
techniques of diagnosis and therapy but also specific and particular kinds of 
clinical understanding. The central question for him is always, “Just what 
specific condition is affecting this particular patient, and just what should 
we do about it, here and now?” (Jonsen and Toulmin 1988: 37)

As with Dewey, the specific relationship between the physician’s indi-
vidual skills and experiences, on the one hand, and procedures and more 
generalized forms of knowledge, on the other, is not one where the physi-
cian’s judgement is subordinated to procedures, standards or scientific 
knowledge; clinical judgement is not a matter of deduction from general-
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ized knowledge, but it ‘relies heavily’ (Jonsen and Toulmin 1988: 38) on 
scientific knowledge, which functions as an ‘intellectual background to 
his clinical decisions’ (1988: 39). Decisions and knowledge are thus not 
related ‘by any strictly formal entailments but in more indirect, substan-
tive ways’ (1988: 43).

In some instances, in the paradigmatic cases, the link between general-
ized knowledge and the specific case is quite straightforward. In others, 
however, cases are ‘less open to theoretical understanding, but they are no 
less typical elements of clinical practice’ (1988: 39). And here, Jonsen and 
Toulmin argue, judgement is ‘personal’:

The guarantees of medical objectivity do not, in practice, depend only 
on formal theoretical entailments: the strongest support for agreeing to 
a clinical diagnosis or a therapeutic proposal comes from substantive 
medical evidence. There is, of course, a germ of truth in the ‘personal’ 
view. In a given case, when the doctor accepts a scientific theory or clini-
cal procedure, his decision is not a mere hunch or matter of taste, but 
typically it does remain a matter of personal judgment. What is the sub-
ject matter of this judgment? When a doctor reviews a medical history 
and pattern of symptoms, what exactly does he ‘perceive’? We can define 
the object of clinical judgment more clearly if we think of this clinical 
perception as a kind of pattern recognition. (1988: 40)

This particular relationship between procedure (for instance evidence-
based knowledge or particular safety procedures) and the individual phy-
sician’s ‘personal’ judgement is strikingly close to Dewey’s description of 
the relationship between propositions and ‘individual’ judgements. What 
determines both positions is the idea that, although personal or individual, 
the judgement is not subjective, as in random or ‘a mere hunch or matter 
of taste’. Rather it is personal because it is linked to the persona of the 
clinician. The discretionary element of clinical judgement is part of the 
clinicians’ instituted role and office, and it is inseparably linked to their 
skill, competence and training in handling individual cases.

To Jonsen and Toulmin, the particular kind of ‘pattern recognition’ on 
which clinical experience is based resembles in important ways the casu-
istic methods, which they have set as their task to rehabilitate. They argue, 
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for instance, that clinical diagnosis is based on a ‘taxonomy of known 
conditions and the paradigmatic cases that exemplify the various types’ 
(1988: 40). Diagnosis then becomes ‘a kind of perception and the reasons 
justifying the diagnosis rest[s] on appeals to analogy’ (Jonsen and Toulmin 
1988: 40), which in cases of ambiguity means that the physician must 
choose between diagnoses by deciding how analogous the case is to other 
similar cases. Importantly, this method of thinking may in the marginal 
or ambiguous cases lead to different conclusions between clinicians, who 
‘equally skilled and conscientious may share their information fully and 
have the best wills in the world’ (1988: 40). Again, reaching different 
diagnoses and treatment proposals does not mean that their judgements 
are ‘subjective or uncheckable’ (Jonsen and Toulmin 1988: 41). Rather, 
time will show ‘the consequences of the rival views […] making it clear 
just how “objectively” serious the different implications of those judg-
ments really were’ (1988: 41). By describing clinical rationality in these 
terms, Jonsen and Toulmin sum up important characteristics of practical 
reasoning, where conclusions should be understood as ‘rebuttable pre-
sumptions’4 that are open for revision; where evidence is ‘substantive’ 
rather than formally entailed; and where the inference from evidence to 
conclusion is ‘thoroughly circumstantial’, that is, dependent on time and 
context (Jonsen and Toulmin 1988: 42).

Jonsen and Toulmin use the medical example to illustrate how to 
approach ambiguous cases in ethics. Their main argument is that ‘if we 
start by considering similarities and differences between particular types 
of cases on a practical level, we open up an alternative approach to ethical 
theory that is wholly consistent with our moral practice’ (1988: 13). Such 
an approach is neither a question of blindly following principles, nor is it 
a simple matter of taste or, put differently, it is not a choice between rules 
or not rules, but between ‘good casuistry, which applies general rules to 
particular cases with discernment, and bad casuistry, which does the same 
thing sloppily’ (1988: 16). Importantly, especially for the theme of this 
book, this also goes for cases of failure or misuse of discretion where what 
is called for is ‘not multiplication of further rules the inflexible applica-
tion of which will only end by creating still more hard cases’ (Jonsen and 
Toulmin 1988: 9).
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When discretion is abused, the first step is not to eliminate the occasion for 
exercising discretion and impose rigid rules instead: rather, it is more 
appropriate to ask how matters might be adjusted, so that discretion can be 
exercised more equitably and discriminatingly. (1988: 341)

In this way, Jonsen and Toulmin also argue for the adjustment of 
already existing rules and ‘the exercise of wisdom, discretion, and discern-
ment in enforcing the rules we already have’ (1988: 9) as an ‘intelligent 
alternative’, in Dewey’s words, between throwing away rules and sticking 
to them stubbornly (1922: 239–240).

Apart from the obvious fact that pragmatism and casuistry are both 
recognizably in debt to Aristotle, the many affinities between these two 
practical attitudes are not widely realized. However, Dewey argues 
against the common critique of the casuists, and states that ‘those who 
attempt to provide the machinery which render it practically workable 
deserve praise rather than blame’ (Dewey 1908: 298). He repeats this 
message in Human Nature and Conduct (1922), where he describes 
casuistry as a method that ‘ought to be lauded for sincerity and helpful-
ness, not dispraised as it usual is’ (Dewey 1922: 240). In this way, 
Dewey acknowledges the advantages of the casuistic method, which he 
defines in close alignment with pragmatism’s concept of abduction as 
‘simply the systematic effort to secure for particular instances of con-
duct the advantage of general rules which are asserted and believed in’ 
(Dewey 1922: 240).

The close affinity between the two positions is also attested to by 
Stephen Toulmin, who characterizes himself as a pragmatist and describes 
John Dewey as ‘a man I immensely admire’ (Toulmin 1993: 292). In 
Toulmin’s introduction to Dewey’s The Quest for Certainty (Toulmin 
1984; Dewey 1929), he includes Dewey in a line of practical philosophical 
positions ranging from Aristotle to Cicero, Aquinas, medieval casuists 
and Adam Smith. Dewey’s ‘emphasis on the presence of experiential ele-
ments in our methods of argument took one step further the debate 
about practical reasoning which had been initiated in Aristotle’s Topics 
and developed by rhetoricians of late antiquity and the Renaissance’ 
(Toulmin 1984: x). Toulmin finds Dewey’s identification of logic as expe-
riential and knowledge as rooted in action of particular interest, and he 
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stresses that in moving away from viewing objectivity as detached to 
stressing how we interact with what we study—which is called, with an 
increasingly popular phrase, performativity—Dewey is ahead of his time 
(Toulmin 1984).

The tension that Toulmin here identifies between a view on knowledge 
as ‘detached objectivity’ and a practical and pragmatic view on knowl-
edge as something that is inseparably connected to acting in concrete 
situations is the tension this chapter has intended to capture. It is the 
tension between, on the one side, the patient safety programme’s under-
standing of medical knowledge as a simple, generalizable and linear pro-
cess of treating patients in accordance with assembled evidence and of 
safety management as error prevention caused by easily identified root 
causes that can be ‘treated’ with standards and safety technologies and, on 
the other side, the particular interpretative, practical and situation-based 
ways of reasoning and acting in clinical situations that Marianne Paget—a 
sociologist who has written extensively on medical mistakes—describes 
with the following words:

In clinical medicine, knowledge is embedded in a particular activity, the 
care and treatment of the sick. It is not a form of knowledge but a method 
of acting and thinking about illness. In use, knowledge takes characteristic 
shape as acts that are experiments with knowledge—trials, as it were. (Paget 
1988: 49)

And when knowledge is trials, error is always a possibility. Thus, the 
failsafe is not attainable.

In order to understand patient safety, and some of the problems of its 
ideal of failsafe organizing, an important first step is to gain an understat-
ing of the tension identified in this chapter between the safety programme’s 
concept of knowledge as ‘scientific’, general, systemic, readily imple-
mentable and stable and a more practical and pragmatic stance where 
knowledge practices are understood as a complex combination of stabi-
lized knowledge, earlier experiences, contextual facts of the actual situa-
tion and the patient’s personal illness story. Identifying this tension is also 
important in understanding the unwanted consequences of a more 
‘detached’, scientific and systemic view on safety for the attention given 
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to the safety dispositions and practical types of reasoning needed to keep 
healthcare practices safe in concrete clinical situations.

Notes

1.	 Directly translated, the Danish utilsigtede hændelser is ‘unintended inci-
dents’. While the English ‘adverse events’ most often refers to harmful 
outcomes of medical treatment not related to the patients’ illness (e.g., 
Kohn et  al. 2000), the Danish translation utilsigtet hændelse is used to 
equally determine those unsafe situations which can potentially lead to 
injury and those that actually do. In this way, the Danish notion is more 
equivalent to the internationally used term ‘critical incident’, which is the 
background for my preferred use of this term throughout the book.

2.	 Dewey’s discussion of the case of two sick children is a comment to John 
Stuart Mill (1806–1873), who uses this particular example to account for 
his principle of induction.

3.	 Casuistry as a method for solving moral disputes was tarnished especially 
after Blaise Pascal’s highly influential Lettres provinciales (Provincial let-
ters), dated 1656–1657, where he attacks casuistry and accuses the Jesuit 
casuists of moral sloppiness and laxity.

4.	 A rebuttable presumption (praesumptio iuris tantum) is a term used in law. 
It can be defined as ‘a presumption that the law allows to be contradicted 
by evidence’ (Oxford English Dictionary), and, as such, it is a presumption 
taken as true unless contested or proven otherwise. The term has obvious 
affinities to pragmatic thought, not least to Dewey’s ‘warranted assertabil-
ity’ as a preferred term for truth.
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4
Blame and Responsibility  

in Patient Safety

Not long ago, literature on errors and safety culture in medicine was 
published under headings such as The Unity of Mistakes (Paget 1988), 
Training for Uncertainty (Fox 1957), The Incompetent Doctor (Rosenthal 
1995) and Forgive and Remember (Bosk 2003 [1979]). Such titles are not 
common today, and within present modes of patient safety they would be 
almost inconceivable. Instead, mistakes are replaced by ‘adverse events’ or 
‘critical incidents’; uncertainty by a strong faith in the possibility of creat-
ing failsafe environments; incompetence by a focus on systemic failure; 
and forgiveness and remembrance by ‘systems learning’ and ‘blame-free’ 
perspectives.

In an effort to investigate the myth of the so-called old ways of ‘nam-
ing, blaming, and shaming’ (Reason 2000: 768) on which the systemic 
perspective on safety is founded, this chapter revisits accounts of medical 
practice, safety cultures and medical error formulated before the incep-
tion of the present patient safety agenda. What we find here is not one-
sided images of ‘blame cultures’ but rather sophisticated descriptions of a 
collegial and informal ecology of safety and error management based on 
an awareness of the inherently fallible nature of medical work. In particu-
lar, descriptions of the delicate and often local and rather informal struc-
tures of monitoring, classifying and managing different sorts of errors in 
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the professional community seriously challenge the dominant dichotomy 
between individual responsibility and blame on the one hand and a 
blame-free systemic perspective on medical error on the other. In this 
way, the turn to earlier sociological accounts of medical error casts new 
light on recent patient safety policies and practices.1

�Naming, Blaming and Shaming: Myths 
about Medical Culture

‘We need to move from a culture of shame-and-blame—where a hunt is 
conducted for the offender, someone is fired, and we wind up repeating 
our mistakes—to a blame-free mindset’ (Woodward et al. 2009: 1291). 
This is the typical structure of the repeated argument that the present 
modes of patient safety rests upon. The argument is built on certain 
assumptions about human reactions to error; namely, as it is put in To Err 
Is Human, ‘[t]he common initial reaction when an error occurs is to find 
and blame someone’ (Kohn et al. 2000: 49).

The argumentative structure of the ‘from blame culture to systems per-
spective’ argument draws heavily on safety science, human factors studies 
and cognitive psychology, especially on professor of psychology James 
Reason’s work on human errors (1990, 2000). By drawing a sharp line 
between a so-called person approach and a system approach, Reason 
argues for the existence of two radically different ways of understanding 
human error in organizations:

The human error problem can be viewed in two ways: the person 
approach and the system approach. Each has its model of error causation 
and each model gives rise to quite different philosophies of error manage-
ment. Understanding these differences has important practical implica-
tions for coping with the ever-present risk of mishaps in clinical practice. 
(2000: 768)

Reason suggests that followers of the person approach, where the indi-
vidual worker is in focus, ‘tend to treat errors as moral issues, assuming 
that bad things happen to bad people’ (2000: 768). Risk management meth-
ods here include ‘disciplinary measures, threat of litigation, retraining, 
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naming, blaming, and shaming’ (Reason 2000: 768). The system 
approach, on the other hand, can be described as follows:

The basic premise in the system approach is that humans are fallible and 
errors are to be expected, even in the best organisations. Errors are seen 
as consequences rather than causes, having their origins not so much in 
the perversity of human nature as in ‘upstream’ systemic factors. (Reason 
2000: 768)

This argument establishes an understanding of errors as systemic, i.e., 
that errors stem from the organizational set-up, or the system, instead of 
individual incompetence or intentional wrongdoing. Errors might well 
be caused by human factors such as inattentiveness, stress, cognitive slips 
and so on (and they most often are from this perspective), but they are 
most effectively dealt with by reorganizing the system so the likelihood of 
such errors are reduced, rather than blaming individuals or trying to 
affect ‘human nature’ by, for instance, education and retraining.

What is evident in Reasons’ text, as in much patient safety literature, is 
that the ‘person approach’, which is described as ‘a longstanding and 
widespread tradition’ (Reason 2000: 768), is automatically ascribed to 
medical practice as the dominant way of reacting to medical error. As 
Reason puts it, ‘[t]he person approach remains the dominant tradition in 
medicine, as elsewhere’ (Reason 2000: 768). As such, it is on the assump-
tion that ‘we have failed to design our systems for safety, relying instead 
on requiring individual error-free performance enforced by punishment’ 
(Leape et al. 1998: 1444) that paves the way for a system approach to 
patient safety. More specifically, it is argued that ‘blame cultures’ should 
be replaced by what is most often referred to as ‘safety culture’ and ‘learn-
ing culture’ but also as ‘blame-free culture’ or ‘just culture’ founded on 
blame-free reporting and critical incidents analysis.

Reason’s division between two apparently opposite modes of patient 
safety—‘the person approach’ and ‘the system approach’—has had an 
enormous influence on the field and is still quoted in main patient safety 
documents. In WHO’s comprehensive and widely used Multi-professional 
Patient Safety Curriculum Guide (2011), for example, the traditional 
way of handling error is described with a reference to Reason under the 
headline ‘History of patient safety and the origins of the blame culture’:
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The way we have traditionally managed failures and mistakes in health care 
has been called the person approach—we single out the individuals directly 
involved in the patient care at the time of the incident and hold them 
accountable. This act of ‘blaming’ in health care has been a common way 
for resolving health-care problems. We refer to this as the ‘blame culture’. 
(WHO 2011: 85)

And more than a decade after the introduction of the patient safety 
programme, the ‘blame culture’ is still said to constrain the health sys-
tem’s ability to manage risk and introduce systemic solutions: ‘Systemic 
improvements cannot be made as long as we focus on blaming individu-
als’ (WHO 2011: 100).

The following widely cited quote from To Err Is Human lays bare the 
peculiar logic of the oft-repeated argument of the need to go from a 
blame culture to a safety culture:

[H]ealth care organizations must develop a systems orientation to patient 
safety, rather than an orientation that finds and attaches blame to individu-
als. It would be hard to overestimate the underlying, critical importance of 
developing such a culture of safety to any efforts that are made to reduce 
error. The most important barrier to improving patient safety is lack of 
awareness of the extent to which errors occur daily in all health care settings 
and organizations. This lack of awareness exists because the vast majority of 
errors are not reported, and they are not reported because personnel fear 
they will be punished. (Kohn et al. 2000: 157)

The dominant line of reasoning in this quote is built on a number of 
mutually dependent assumptions: First, because of the fear of punish-
ment, healthcare professionals do not report errors. Second, because 
errors are not reported and, hence, are not visible, healthcare profession-
als are not aware of the fallible nature of medical work. Third, this lack of 
awareness of error is a main barrier to improve patient safety. Following 
this peculiar argumentative structure, then, introducing a systems orien-
tation to safety will diminish the dominant blame culture, which will 
increase error reporting, which will then increase error awareness and 
systemic solutions, which will finally increase safety.
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One way to test these assumptions is by looking into some of the stud-
ies of medical error in the sociological literatures from the 1950s to the 
mid-1990s conducted before the introduction of the patient safety pro-
gramme. In the following section, I present four of the most comprehen-
sive and commonly referenced of these studies (Bosk 2003 [1979]; Fox 
1957; Paget 1988; Rosenthal 1995). These are studies conducted at dif-
ferent times, in different healthcare contexts, with the use of different 
methodologies. Moreover, they study dissimilar medical specialities and 
have somewhat divergent study objects and aims. While the first two 
studies address the fallible nature of medical knowledge and discuss the 
ethical dilemmas clinicians face in practice and focus on how they must 
learn to live and act  with mistakes and uncertainty (Fox 1957; Paget 
1988), the latter two focus on medical culture and especially on the regu-
lation of medical error by internal self-control mechanisms within the 
medical community (Bosk 2003 [1979]; Rosenthal 1995). Hence, the 
four studies are dissimilar in many respects, but as I show in this chapter, 
the set of assumptions and the constellation of concerns over which they 
are hovering are quite similar. Although I dwell swiftly on some of their 
variations, the chapter primarily attends to the analytical and empirical 
similarities between the studies.

�A Culture of Doubting: Fox on Acting 
with Uncertainty

In 1957, the prominent medical sociologist Renée Fox wrote what has 
been determined as ‘a landmark article’ (Timmermans and Angell 2001) 
with the title ‘Training for Uncertainty’ built on interviews with student 
physicians. The paper set the stage for a career in medical sociology where 
her work can be interpreted as a series of variations of the theme of uncer-
tainty. At the time Fox wrote the paper, she was in the midst of her dis-
sertation research based on a comprehensive hospital study, which was 
published in 1959 as Experiment Perilous: Physicians and Patients Facing 
the Unknown. Here she studied the physicians working with metabolic 
disorders as ‘specialists in problems of uncertainty’ (1959: 28) because of 
the limitations in medical knowledge within this field and hence the large 
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amount of experimentation involved in the work. In later studies, she 
also specifically addresses the theme of uncertainty (e.g., Fox 1980, 
2000), and emphasizes the often experimental, unpredictable or some-
times even hazardous nature of medical work and knowledge (e.g., Fox 
and Swazey 1974).

‘Training for uncertainty’ is an interesting early description of the 
important tensions involved in practising as a physician, not least the ten-
sions related to the links between uncertainty, risk and professional 
responsibility. Fox stresses that, while becoming a physician is certainly 
about being educated in medical knowledge, it is just as much an educa-
tion in ‘the uncertainties of medicine and how to cope with them’ (Fox 
1957: 207). While the paper is not directly about medical errors and 
safety culture, it nevertheless illustrates how uncertainty and coping with 
the possibility of failure is a significant and intrinsic part of being a clini-
cian. According to Fox, this uncertainty takes different forms: It can be 
due to limitations in medical knowledge, due to personal ignorance or 
ineptitude, or it can be due to the fact that it is difficult to distinguish 
between these two first types of uncertainty (Fox 1957: 208). Fox argues: 
‘It is inevitable that every doctor must constantly cope with these forms 
of uncertainty and that grave consequences may result if he is not able to 
do so’ (1957: 208). Accordingly, the physicians develop a particular atti-
tude that makes coping possible; they develop an ‘experimental point of 
view’ where medicine is approached as ‘something less than a powerful, 
exact science, based on nicely invariant principles’ (1957: 214). Thus, 
with reference to a so-called philosophy of doubting (Fox 1957: 220), 
Fox describes a medical culture (and a medical educational system) which 
is able to deal with doubts and uncertainties in a ‘forthright manner’, and 
where physicians in their student years are expected, or even morally 
obliged, ‘to be uncertain about what he knows and candid about his 
uncertainty’ (Fox 1957: 221). During the years of medical training, the 
students will slowly develop this attitude: First, their distrust in their own 
abilities will slowly decrease as they attain more experience and better 
mastery of the techniques of medicine. Second, they will gradually come 
to terms with the inherent fallibility of medical knowledge and start to 
acquire a more ‘affirmative attitude’ (Fox 1957: 219) towards doubting; 
they will learn to tolerate and not least to act with uncertainty.
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[I]f he is to meet his clinical responsibilities, he cannot allow himself to 
doubt as openly or to the same extent that he did during his preclinical 
years. Instead, he must commit himself to some of the tentative judgments 
he makes and move decisively on behalf of his patients. (Fox 1957: 227)

In this way, the initial doubt is supplemented or even replaced by the 
necessity of adopting a manner of certitude to be able to ‘“act like a 
savant” even when he does not actually feel sure’ (Fox 1957: 227).

What Fox’s description here suggests is that the training of physicians 
involve more than the mastery of the medical sciences. It also involves the 
gradual development or inculcation of a set of personal attitudes or a 
particular way of relating to and governing the self of the physician. To 
learn to face up to the fact that one’s actions can cause the death or dis-
ability of patients is not an easy thing, and it cannot be taught as part of 
medical theory. Rather, it must be practised through everyday clinical 
work and decision-making, which as a condition of their particular office 
will slowly transform the persona of the physician. In steeling themselves 
for failure, the trainees acquire the fortitude and ‘psychological momen-
tum’ to act with certainty.

The need to impose some kind of temporary certainty in order to act 
is established through a particular idea of and faith in clinical perception. 
Not unlike the Foucauldian notion of the medical gaze from his The Birth 
of The Clinic (1994/1963), Fox describes how the student physician is 
‘being asked to glean whatever information he can from the processes of 
looking, feeling, and listening’ (1957: 214) in an almost mythical way. 
The student physician is being taught that becoming a doctor is about 
learning a particular way of perceiving:

For, the ability to ‘see what you ought to see’; ‘feel what you ought to feel’, 
and ‘hear what you ought to hear’, students assure us, is premised upon ‘a 
knowledge of what you’re supposed to observe’, an ordered method for 
making these observations, and a great deal of practice in medical ways of 
perceiving. (Fox 1957: 214)

And, Fox continues, ‘in all of these situations, students are often 
expected to see before they know how to look or what to look for’ (Fox 
1957: 214). The idea that medical perceptiveness and reasoning are 
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somehow gifts of the clinician rather than something that is gradually 
trained and learned easily leads to self-blaming and questioning by the 
student when a sign is missed (1957: 215). It is therefore vital, Fox 
stresses, to recognize that becoming a physician is about training a par-
ticular attitude; and this is best done through apprenticeship. It is through 
‘direct contact with instructors’ and by ‘listening to experienced doctors 
reason out loud’ (1957: 227) that a physician learns, not about medical 
knowledge, but ‘how a doctor organizes and uses his information’ (1957: 
227); that is, learning the art of practical reasoning, clinical judgement 
and, not least, how to act in the face of uncertainty.

There is no doubt that Fox writes with what Cassell identifies as an 
optimism of the 1950s (2002: 245), and although Fox in her early paper 
describes how the student physician learns to cope with uncertainty by 
acting with relative certainty, the paper and her later work has been 
accused of putting too much emphasis on uncertainty and experimenta-
tion and too little on the importance of ‘certainty’ in medical training 
and practice. In Atkinson’s paper ‘Training for certainty’ (1984), this cri-
tique is presented not so much based on Fox’s actual arguments, but 
rather on the reception of Fox and the way the image of the medical ethos 
as one that acknowledges, copes and acts with uncertainty has become a 
taken-for-grated wisdom of medical sociology (Atkinson 1984: 951). 
This is interesting when compared with common patient safety literature 
where medical culture is said to be dominated by too much ‘certainty’. 
But where the patient safety literature often depicts the problem of cer-
tainty as a result of a lack of knowledge of uncertainty and error caused 
by a fear of punishment and an accompanying reluctance to disclose 
errors, Atkinson’s notion of ‘training for certainty’ is rather a description 
of how students adopt a ‘think as usual’ approach to medical work. With 
a reference to the phenomenologist Alfred Schutz’s (1899–1959) notion 
of a ‘natural attitude’, Atkinson draws attention to all the instances in 
which the physician must ‘think as usual’ through ‘a stock of typifica-
tions, recipes for action and so on which are drawn on in an essentially 
practical fashion’ (1984: 955). In so far as students experience problems 
using this type of incomplete reasoning—and they necessarily do—this 
does not lead to plagues of radical uncertainty and doubt but rather to a 
revised understanding of the partial and situated nature of medical 
knowledge.
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Personal knowledge and experience are not treated as reflections of uncer-
tainty but as warrants for certainty. The primacy of direct experience is 
taken to guarantee knowledge which the student and practitioner can rely 
on. The distinction between ‘theory’ and ‘practice’ or between ‘science’ and 
‘experience’ is not drawn in order to contrast ‘certainty’ and ‘uncertainty’. 
Both are ways of warranting knowledge for practitioners’ practical pur-
poses. (Atkinson 1984: 953)

So when physicians are able to act with relative certainty by reference 
to routine and experience, it is, according to Atkinson, not because they 
lack knowledge of errors and uncertainty, but rather because they accept 
the practical nature of their enterprise and define certainty as temporary 
and located in accordance with this. With Dewey’s preferred word for 
truth, they understand any medical fact as a warranted assertability. Thus, 
Fox and Atkinson agree about the need for physicians to act with cer-
tainty. But where Atkinson attends to what is taken for granted as a con-
dition of ordinary action, and argues that, with a phenomenological 
term, the students overcome the fear of failure by adopting the natural 
attitude, Fox argues that students need to internalize the fact that they are 
fallible and will fail. They must learn to live with the fact that they will 
eventually hurt patients also when they do everything in their power not 
to. It is only by steeling themselves to this knowledge that they will 
acquire a capacity to act resolutely and with a kind of certainty that is 
based on this uncertainty. Knowing as a surgeon, for instance, that you 
have to cut someone open and inevitably harm them in order to (maybe) 
help them is something quite extraordinary (and hence not ‘natural’) that 
only a select few people have to incorporate in their sense and practice of 
‘self ’.

�Competent Decisions Going Wrong: Paget 
on Medical Mistakes

The necessity of acting with certainty, even in the midst of uncertainty, is 
further investigated in sociologist Marianne Paget’s The Unity of Mistakes: 
A Phenomenological Interpretation of Medical Work (1988): a study based 
on in-depth interviews with 40 physicians in medical training and practice. 
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Within patient safety circles, Paget is well known mostly because of her 
personal story: While studying medical errors she was to become a victim 
of her very research subject as her chronic back pain turned out to be a 
misdiagnosed and rare cancer from which she later died. Her study, how-
ever, is interesting for other reasons, not least for its detailed analysis of the 
nature of medical mistakes and of the subtle and constitutive relation 
between the mistake and the clinician. When Paget uses the term ‘mistake’ 
to label her main study object, it is not a coincidence. Having attained its 
terminological meaning from sayings such as ‘to take wrongly’ or ‘to take 
a wrong turn or path’, the word ‘mistake’ denotes an act that goes wrong. 
As Paget puts it, ‘“[m]istake” is one of the few terms we have that expresses 
our recognition that something we initiated went wrong’ (1988: 11). 
Paget’s focus on the mistake gives rise to some important insights. First, a 
mistake is always contingent and dynamic, as it is intrinsically and by defi-
nition connected to time as it unfolds. She explains: ‘A mistake follows an 
act and identifies the character of an act in its completion. It identifies its 
incorrectness or wrongness. An act, on the other hand, is not wrong; it 
becomes wrong or goes wrong’ (Paget 1988: 7). In this way, the mistake is 
a reflection of an action or activity after the fact. Second, by choosing the 
notion of ‘mistake’ that indicates the temporal character of medical error, 
Paget is interested in studying the moral tensions related to the personal 
involvement in ‘something that happened wrong with respect to another 
person’s life’ (1988: 12).

In this way, she attends to the moral dimensions of acting in ‘good 
faith’ but with the constant possibility of later realizing that you were 
wrong and that being wrong in clinical practice might have catastrophic 
consequences for other people’s lives. Paget determines this moral 
dimension of the uncertainty of medical work as ‘a complex sorrow’ 
(Paget 1988: 7). The timely aspect of the mistake, and the moral ten-
sion that follows from it, indicates that discussions about intentions, 
fault, blame, incompetence and negligence might not be straightfor-
ward matters in medical practice. Making a mistake from this perspec-
tive, or ‘an action-becoming-wrong’, is not necessarily, not even often, 
a question of incompetence, as you might well make competent deci-
sions but still be mistaken. It is also not ‘a systemic’ error resulting 
from the interaction of systemic components or human factors such as 
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inattentiveness. Instead, the instances Paget addresses specifically con-
cern the ‘best possible’ deliberate acts and individual or collective clini-
cal decisions made on the basis of the information available at a 
particular point in time.

With this notion of a mistake as neither a clear case of ‘blame-free 
systemic’ error or of incompetence (or from a legal perspective, negli-
gence), Paget touches upon what seems to be a blind spot for present 
modes of patient safety. And not just any blind spot. The possibility of 
mistakes (or ‘acts going wrong’) is, according to Paget, defining for medi-
cal practice in general and for the ethos of the medical practitioner in 
particular. Paget argues that clinical work understood as ‘the process of 
acquiring, interpreting, managing, and reporting the disorders of human 
illness’ (Paget 1988: 34) is inevitably an error-ridden activity. What she 
defines as ‘the essential developmental nature of clinical work’ (Paget 
1988: 27) makes medical knowledge and practice intrinsically uncertain, 
experimental and therefore also prone to error. In this characterization of 
medical work as error-ridden, Paget draws on Goroviz and MacIntyre’s 
‘Toward a Theory of Medical Fallibility’ (1976) where they define medi-
cine as a science of the particular (see Paget 1988: 25–27). Goroviz and 
MacIntyre point out that as ‘an enterprise that is concerned essentially 
with the flourishing of particulars, of individuals’ (1976: 64), medicine 
has an intrinsically problematic relationship with probability.2 Working 
with particulars, with patients, means that every intervention is necessar-
ily ‘an experiment in regard to the well-being of that individual patient’ 
(1976: 64). This experimental character of medical work does not only 
make errors a necessary possibility; it causes a ‘necessary fallibility of the 
individual physician’ (1976: 64).

Parting from this characterization, Paget poses her main problem: 
namely, ‘given the inevitability of mistakes, what is medical work like and 
what is it like to be a person who does this kind of work?’ (Paget 1988: 
17). She finds that the medical practitioner is necessarily a person who 
must learn to ‘act as if ’—a notion by which she captures, like Fox before 
her, the dilemma of having to act with certainty in the mist of the uncer-
tainty of the application of medical knowledge on individual patients. 
Because probabilities are not always able to predict the specific instances, 
one can only always just act and hope for the best: ‘The only way it 
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[medical knowledge] can be tested is in acting it out, acting as if it were 
accurate or plausible or revealing’ (Paget 1988: 52). When ‘acting as if ’ 
one risks making mistakes, and from this follows what Fox with phenom-
enological inspiration describes as the ‘too-lateness of human under-
standing’ (1988: 149): We are always at risk of knowing too late that we 
took what turned out to be a wrong turn. In spite of Paget’s more philo-
sophical aspirations, her general argument is not far from Fox’s: She 
describes an ethos that needs to accept the possibility of making mistakes 
as well as to learn how to live with this uncertainty and still be able to act. 
Thus, accepting this uncertainty forms part of a piece of ethical or psy-
chological work that physicians have to perform on themselves.

In seeming accordance with the present safety agenda fight against 
blame, Paget argues with regret that our language to speak about mistakes 
and errors carries ‘a patina of blame’ (1988: 140). But here the similarities 
stop, because where the safety programme uses this argument to insist 
that we should change our focus from the individual health professional 
to health systems, Paget’s most important insight is that we must under-
stand that ‘[t]he inner logic of mistakes, in any case, lies not in blame but 
in time as it unfolds in action, in the press of circumstances and the 
immediacy of the task and the knowledge at hand’ (1988: 140); and that, 
as such, the medical mistake often causes regret and sorrow for the 
physician(s) who took the wrong turn, without this being a cause for 
blame.

Of course mistakes do not always lead back to an individual, they 
can be more systemic, or the result of group action. But in its personal 
form, a mistake means that someone is at fault. When at fault, a clini-
cian did something wrong: He or she took what is now known to be the 
wrong path. And in this way, Paget argues, being at fault does imply 
personal misconduct. But in the exact same way as a mistake is an 
action gone wrong, misconduct is conduct gone wrong. That is, it is 
conduct judged to be wrong at a later time. And this does imply a 
moral disapprobation, not because it necessarily must be ‘blamed’ but 
because misconduct requires correction of conduct in terms of learning 
and experience: ‘If I knew then what I know now I would not have 
done x. I will not do it again’ (1988: 131). As I show in Chaps. 6 and 9 
of this book, this support for disapprobation as a learning device is in 
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line with John Dewey’s understanding of the importance of approving 
or disapproving actions.

While Paget delivers detailed descriptions of the mistake and the falli-
bility of the medical ethos, she is less clear about the organizational pro-
cesses by which misconduct can be determined and she only shortly 
addresses how medicine can be organized in ways that can take into 
account the error-ridden character of medical work. Paget here especially 
focuses on what she determines as ‘medical talk’: the formal and informal 
discussions about patients, their illnesses and their treatment. In these 
talks, medical problems, difficult issues and doubts are exchanged, and 
the medical practitioners are exposed; the weaknesses and strengths of 
their thoughts and arguments are reviled. Without much specification 
and differentiation between the function and place of these talks, Paget 
insists that such ‘medical talk’ is and has to be ‘neutral’ and non-
judgemental. Paget refers to this as an ‘attitude of inquiry rather than 
judgment’ (Paget 1988: 138): an attitude that entails a continuous reflec-
tion on medical experiences with the intention of, for instance, identify-
ing limits to particular methodologies and techniques rather than 
identifying errors as such—and with the intention of learning from this 
experience, not passing blame. Moreover, she argues, medical talk often 
releases inner tensions:

The inner experience of regret, remorse, and anxiety or of anger and 
anguish is often taken up in a collective re-examination of a failure of the 
work and absorbed by the collective. In this way, both a release and an 
integration can be achieved (attempted). (Paget 1988: 159)

Paget’s account teaches us about the temporal and moral ambiguities 
of the mistake, the fallible nature of medical work, the ‘complex sorrow’ 
accompanying the necessity of ‘acting as if ’, and the constitutive 
relationship between medical error, medical work and the ethos of the 
clinician. But it does not address the organizational mechanisms for 
determining and differentiating between different types of mistakes and 
misconduct and it only hints somewhat generically to some of the inter-
nal mechanisms for coping with error in terms of the important function 
of medical conferences and informal talks, for instance. In the next pages, 
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I present two sociological studies that address the internal control mecha-
nisms for monitoring, defining, managing and learning from errors and 
misconduct within the professional community.

�Technical and Normative Errors: Bosk 
on Professional Self-control

In 1979, Charles Bosk published a sociological study titled Forgive and 
Remember: Managing Medical Failure (Bosk 2003, 2nd edition), based on 
18 months of fieldwork in a US elite hospital. By focusing on the training 
of resident surgeons, Bosk set out to investigate occupational morality, 
social control mechanisms and reactions to medical errors. The most 
important and original insight following from the study is based on the 
observation that whether a resident’s error was forgiven by the attending 
surgeons or whether it had sanctionary consequences of some sort could 
generally be determined by the character of the error in question. On the 
basis of this observation, Bosk divides error into a tentative distinction 
between what he determines as technical error, judgemental error, nor-
mative error and quasi-normative error, where the first two describe errors 
of medical technique or judgement, that is, for instance, failure of apply-
ing medical knowledge correctly. Of the second two categories, the nor-
mative error is to be understood as failure to follow professional codes of 
conduct, while the quasi-normative error is more specifically failure to 
follow the advice of a particular attending. A typical normative error con-
cerns the ‘violation of the principle of full and honest disclosure’ (Bosk 
2003: 53), but also the inability to get along with nurses and the lack of 
cooperation with patients and their families are often understood as a 
normative error. Thus, normative errors are errors that result from lack of 
will rather than lack of skill.

The study shows that while those errors that were understood as tech-
nical within the clinic were occasions for support, forgiveness and restitu-
tive sanctions (if they did not occur repeatedly), normative errors were 
censored much harder, through repressive sanctions and often through 
banishment from the medical elite at the hospital, although the surgeons 
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that refused to follow the codes of conduct were often still able to become 
surgeons elsewhere.

With an outsider’s view it might seem puzzling, Bosk argues, that 
morality precedes technique in the social control of error in medicine. 
The answer to this puzzlement is to be found in the internal expectations 
to the particular obligations, commitment and moral conduct of the 
medical practitioner. Because as long as you can claim to have done 
everything you possibly could, failure is forgiven: ‘The individual claims 
his conduct is beyond question—that he did everything any other mem-
ber of his profession might have done in similar circumstances—and the 
failure is accidental, incidental, and random’ (Bosk 2003: 170). The 
claim to have ‘done everything possible’ is a claim to have acted in good 
faith; it is a claim to ethical conduct. In this way, the technical error is not 
far from Paget’s understanding of the mistake, as an action going wrong. 
And not unlike Paget’s description of the constant processing of mistakes 
in ‘medical talk’, Bosk describes how the social control of technical errors 
is ‘built in to the fabric of everyday life as mini-discussions of surgical 
problems, as anecdotes or horror stories, as hypothetical questions for 
future consideration, or as mild rebukes’ (Bosk 2003: 173). These errors 
are understood and treated by the medical community as a normal part 
of medical practice. They happen as a consequence of the uncertainty of 
medical knowledge and practice, Bosk argues, with various references to 
the work of René Fox. Moreover, with technical errors it is not always 
possible to detect a particular cause or a particular person responsible: 
‘With errors of technique it is never completely clear whether the fault 
lies in the individual or in the field’ (2003: 174). But that technical errors 
are normal, excusable and often more ‘systemic’ does not mean that they 
should be quickly forgotten, because surgeons, Bosk argues, must always 
strive for both technical and moral superiority. Bosk notices that the 
disclosure and processing of technical errors institute both responsibility 
and learning in the person making them. The mere fact that these errors 
are forgiven by attending surgeons makes future disclosure of error more 
likely and creates a sense of obligation in residents, which obliges them 
‘to work harder, to dedicate oneself to patient care, and to improve per-
formance’ (2003: 252).
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Thus, while the social control of technical error is often inconspicuous 
and ‘built into the every performance of tasks’ (2003: 176), the control 
of normative error stands out and is treated both more loudly and con-
spicuously. The reason being that with moral error, someone is doing 
‘less’ than everything possible: ‘Moral error breaches a professional’s con-
tract with his client. He has not acted in good faith. He has done less than 
he should have’ (Bosk 2003: 171). Therefore, a normative error is con-
nected to the persona and character of the surgeon:

A normative error occurs when a surgeon has, in the eyes of others, failed 
to discharge his role obligations conscientiously. (…) When a normative 
error occurs, the mistake renders it impossible to consider the person mak-
ing it—in legal terms—a just and reasonably prudent individual. (Bosk 
2003: 51)

Such deficiencies in moral performance are treated more seriously 
than in technical performance because moral errors are thought of as 
unbecoming and blameworthy, and they are frequently connected with 
a clinicians’ incapacity and unwillingness to improve. In sharp contrast 
to the handling of technical error, moral errors are therefore often treated 
with intolerance, condemnation and punishment, for instance, through 
‘[p]ublic humiliations and dressing-downs, sarcastic and mock-ironic 
remarks, or a pointed ignoring of the guilty party’ (2003: 177). Such 
punishment is especially harsh when the practitioner in question shows 
no desire for self-improvement (2003: 180).

At least two points should be made about Bosk’s study when com-
pared to present-day patient safety policy. First, Bosk finds that the 
majority of medical errors are understood as ‘technical’ errors that could 
have happened to anyone in the same situation, and, as such, they are 
‘accidental, incidental, and random’. In relation to these errors, Bosk 
does not find a ‘naming and blaming culture’ but rather an environment 
that actively encourages and demands disclosure of error. In his study, 
this is most vividly expressed in the so-called Mortality and Morbidity 
Conference, a session in which mortality cases are reviewed while an 
attending physician takes full responsibility for mistakes and shortcom-
ings without naming subordinates. Bosk applies the expression ‘to put 
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on the hair shirt’ as a way to describe this ritual where mistakes are 
excused by being disclosed:

By allowing actions that cause guilt to be openly confessed, putting on the 
hair shirt is a form of institutionalized self-protection for attendings. At the 
same time, it communicates to subordinates that no one is perfect; it mod-
els for them the proper expression of guilt and teaches them to accept that 
such accidents are inevitable, unfortunate, and intractable fact of profes-
sional life. (Bosk 2003: 144)

By taking responsibility for mistakes the attending shows his or her 
subordinates that the standards he or she expects from them apply to him 
or her as well. Moreover, by being honest and open about shortcomings 
and mistakes, the attending demonstrates his or her dedication and that 
his or her ‘own integrity and motives are beyond question’ (Bosk 2003: 
146). In this way, Bosk’s description of these sessions serves as an interest-
ing display of the possibility of disclosing errors and accepting these as a 
normal part of medical practice and at the same time taking individual 
responsibility for the error and expressing guilt. The crucial thing here is 
the hierarchical relation between attending physicians and residents, 
which is a relationship only possible within the institution of the clinical 
hospital through which both medical expertise and ethical attitudes are 
transmitted.

Second, when penalizing does take place in clinical practice, it is used 
in very particular cases where the clinician has failed to live up to his or 
her responsibilities and ‘act in the patient’s interest’. These cases then 
serve as important moral regulatory mechanisms and Bosk identifies resi-
dency training ‘as a moral education, the purpose of which is to teach 
young doctors the standards of practice’ (Bosk 2003: xvi). If residents are 
not able to live up to the moral demands, it has consequences within the 
professional community, and, as such, the ‘failure to forgive establishes 
the normative boundaries for professional behavior’ (Bosk 2003: 252).

Instead, then, of an unambiguous ‘blame culture’ Bosk finds a medical 
community in which ‘forgiveness and punishment are the poles of a con-
tinuum on which responses to deviant acts can be arrayed’ (Bosk 2003: 
180). The mechanisms of professional self-control imbedded in this con-
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tinuum are an indispensable part of the character building and moral 
education of the clinician. In this way, Bosk points to the important 
regulatory function of professional error management for establishing 
and setting the boundaries for the professional and moral conduct of 
clinicians.

Despite these positive effects of professional self-regulation, Bosk’s 
analysis also indicates some of the problems of the internal clinical system 
for error management and he especially emphasizes that while individual 
conscience as a control mechanism is highly developed, corporate devices 
are in general underdeveloped. This has consequences not least for the 
treatment of incompetence, where the surgeon in question, if laid off, is 
often able to get rehired at other hospitals. In the 1990s, Marilyn 
Rosenthal takes up some of these questions as she proceeds to analyse the 
character of the different co-collegial mechanisms for monitoring, cate-
gorizing and responding to error in medical practice. Specifically, she 
addresses the strengths and the weaknesses of the informal professional 
structures for managing incompetence and negligence, and she thereby 
touches more consistently upon one of the more important concerns that 
is largely ignored by recent safety policy.

�A Problem of Incompetence: Rosenthal 
on Problem Doctors

Marilyn Rosenthal’s The Incompetent Doctor: Behind Closed Doors (1995) 
is built on interviews with general practitioners in the UK and Sweden in 
the 1990s.3 Starting with the argument that medical autonomy is justi-
fied primarily by its self-regulating mechanisms, Rosenthal sets out to 
investigate how rigorously the medical profession regulates itself and, in 
particular, how it deals ‘with exigencies of someone who is faltering, 
unable or potentially unable to carry out work in a reasonable manner’ 
(Rosenthal 1995: 7)—that is, with incompetence. In this way, she touches 
upon some of the social control issues of Bosk’s 1970s US study of resi-
dent surgeons, but where Bosk very specifically characterizes the differ-
ences in the regulation of technical and moral error, Rosenthal is interested 
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in how the medical community regulates ‘problem doctors’ defined by 
‘lack of knowledge and/or skill; various forms of impairment; temporary 
personal problems or burnout; and personality conflicts’ (Rosenthal 
1995: 94). These are the doctors who commit more mistakes (moral and/
or technical) than what is accepted within the community and who con-
sistently deliver treatment and patient care that can be determined as 
below standard. In this way, Rosenthal is also interested in the policing of 
the profession and not only in the way physicians ‘police’ themselves 
(ethically or therapeutically).

Rosenthal’s study describes a number of informal and quasi-formal 
methods of responding to incompetence within the professional com-
munity. This involves, for instance, quiet chats or ‘protective support’, 
where work is silently taken from the doctor as ‘an act of friendly collu-
sion’ (Rosenthal 1995: 58). Only if these collegial mechanisms fail, more 
formal management of the situation is attempted: ‘When the informal 
and quasi-formal professional efforts do not produce desired results or 
break down, managers are brought more directly, if reluctantly, into the 
case’ (Rosenthal 1995: 70).4 One might think that now is the time for 
naming and blaming, but according to Rosenthal this is not the case. 
Rather, discrete internal or external reviews are conducted ‘in such a way 
that the doctor is not overtly under criticism or attack’ (Rosenthal 1995: 
73), or management will try to negotiate early retirement—described as 
‘a dignity bribe’ (Rosenthal 1995: 78). Suspension is only used in very 
few cases as a measure against ‘problem doctors’—and these are often the 
(only) cases that become public. In this way, Rosenthal describes a 
local and internal system of regulating error embedded in clinical practice 
and based on a sense of professional and social community. As such, 
errors are defined, classified and dealt with locally, gently and behind 
closed doors. The closed and internal nature of these processes is not a 
problem, she argues. Taking the nature of medical work into consideration, 
it is the most productive way of dealing with problems of 
incompetence.

There are, however, a number of challenges consequential for the effec-
tiveness of these self-regulating measures. Rosenthal suggests that the idea 
of professional autonomy poses an inherent dilemma related to the effec-
tiveness of self-regulation. On the one hand, the uncertain nature of 
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clinical work indicates that the professional himself or herself is indeed in 
the best position to pass judgement on clinical and professional behav-
iour. Only the professionals themselves fully understand the ‘permanent 
uncertainty, necessary fallibility, shared personal vulnerability, under-
standing and forgiveness’ (Rosenthal 1995: 27) that is the condition for 
clinical practice and conduct. On the other hand, a number of mecha-
nisms constrain the capacity of a medical community to pass judgement 
on its members, in so far as social control mechanisms can be understood 
as contrary to collegiality norms and support. Arguing not from the per-
spective of the unequal relationship between attending and residents, as 
Bosk did, but rather on specialists’ ability to check on each other, 
Rosenthal suggests that ‘[t]he norms of professional etiquette and equality 
among peers make it difficult to pass judgment on a fellow doctor’ (1995: 
78). Moreover, the specialized character of medical work makes criticism 
hard to justify. Such challenges can result in delayed or absent action in 
dealing with incompetence. What is more, the internal and closed pro-
cesses introduce an element of chance, as the effectiveness of these pro-
cesses is likely to be dependent on the quality of interpersonal relationships 
and management skills in the specific situation. Rosenthal concludes that 
informal processes of co-collegial problem solving, although preferable, 
are not always enough. She therefore argues for the necessity of more 
quasi-formal procedures to support the already existing informal pro-
cesses of social control, especially the creation of a stronger alliance 
between management and professionals. The best results are obtained 
when management and healthcare professionals work effectively as a 
team, that is, when managers ‘support and aid efforts of colleagues to deal 
with these problems themselves, and behind closed doors’ (Rosenthal 
1995: 103). Thus, Rosenthal suggests that often internal mechanisms are 
the best answer to the difficult and ambiguous task of maintaining and 
supporting the professional ecology of error management and 
strengthening the possibilities of reacting to incompetence and negli-
gence. Compared to external control systems, or the introduction of 
standardized rules and procedures, internal, local and more informal 
mechanisms are often less costly, more effective and more humane—but, 
she adds, they require skill (Rosenthal 1995: 107).
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Rosenthal’s argument about the nature, the strengths and the prob-
lems of medical self-regulation offers an interesting comparison to the 
present safety regime, not least because the internal mechanisms of pro-
fessional self-regulation described in the study are strikingly far from the 
pictures painted in present safety policy of a culture of ‘naming, blaming 
and shaming’. Rather, Rosenthal finds that self-regulating mechanisms 
are based on a strong ‘shared vulnerability’ amongst healthcare profes-
sionals, an understanding based on self-identification and a feeling that 
‘this could also happen to me’, which, together with an appreciation of 
the inherent fallibility of medical practice, makes understanding and for-
giveness easy (Rosenthal 1995: 20–21). This understanding and forgive-
ness is in many ways a strength in relation to the medical community’s 
self-regulation, but it can also become a problem when it turns into ‘a 
norm of non-criticism’ or ‘a conspiracy of tolerance’ (Rosenthal 1995: 
20–21) that leads to either zero action or to measures that are too late or 
too mild in regard to problem doctors.

�Busting the Myth of the ‘Person Approach’

In spite of the differences in cases, time, place and problem in the stud-
ies of medical error laid out in this chapter, a number of striking simi-
larities in the substance of arguments can be found that contrast current 
understandings of error, safety and medical practice in patient safety 
literature and health policy. As portrayed in the beginning of the chap-
ter, notions of the ‘person approach’ and especially of ‘blame culture’ as 
ways to describe medical culture and error management are used as the 
typical justification for the systems perspective on safety management 
in present modes of patient safety thinking. The sharp dichotomy 
between the person approach with its associated ‘blame culture’ on the 
one hand and the systemic approach and its learning, safety or blame-
free culture on the other has become so important as a justification for 
the patient safety programme that it is understood as a vital element in 
medical training: ‘It is crucial that students begin their vocation by 
understanding the difference between blame and systems approaches’ 
(WHO 2011: 30; see Chap. 9).
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The accounts of medical practice, medical error and internal self-
regulation given in this chapter challenge the dichotomized idea of a ‘per-
son’ and a ‘system’ approach of mainstream patient safety literature by 
contesting the very existence of a ‘person approach’ and a ‘blame culture’ 
in medicine and, at the same time, by questioning how new and radically 
different ‘a systems approach’ to medical error is in healthcare practice. 
Moreover, they contest the fruitfulness and the very possibility of sharply 
dividing error definition and error management into these two radically 
different approaches.

To elaborate, none of the previous accounts presented in this chapter 
describes the immediate reaction to error in medicine as one of blaming 
individual clinicians. Rather, they describe how the clinician’s basic 
notion of error is quite ‘systemic’, that is, understood in relation to the 
complicated interplay between individual and surroundings as well as to 
the inherent fallibility of medical work and the incompleteness of medi-
cal knowledge. As such, errors are most often recognized by the medical 
profession as ‘accidental, incidental, and random’ (Bosk 2003: 170). As 
Rosenthal’s work indicates, even the term ‘adverse events’ was commonly 
used before the inception of the safety programme:

When doctors think about mistakes or accidents in their practice, they 
emphasize the uncertainties, the importance of multiple mitigating cir-
cumstances, the existence of known risks; they accept the inevitable vari-
ability in practice. Their widespread preference for the term ‘adverse events’ 
for accidents can be understood. (Rosenthal 1995: 19)

According to these previous accounts, it is quite often through this 
‘systemic’ lens, and through a shared understanding of the inherent fal-
libility of medical work, that errors and mistakes are acknowledged, 
talked about, accepted—and forgiven. The understanding of errors as 
inevitable, normal and ‘systemic’ adverse events makes disclosure easier 
because it is generally accepted and understood that fallibility is part of 
the job description as a clinician.

A more recent study by Justin Waring echoes these earlier accounts by 
suggesting that ‘rather than favouring an individualized or ‘person-
centred’ perspective, doctors readily identify ‘the system’ as a threat to 
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patient safety’ (Waring 2007: 29). However, Waring continues, this 
understanding of ‘the system’ is different in important ways from the 
‘systems thinking’ of the patient safety programme, as it is based on ‘first-
hand experience of clinical work and the wider culture and discourse of 
medicine’ (Waring 2007: 45), instead of abstracted principles of human 
factors research and safety science. Therefore, when healthcare profes-
sionals think in terms of systems—also after the introduction of systems 
thinking  as a discipline—it is not ‘a reflection of the prevailing safety 
discourse or knowledge of policy, but reflects a tacit understanding of 
how services are (dis)organized’ (Waring 2007: 29).

At the same time, however, this particular understanding of error causes 
one of the most important problems of internal error management within 
the medical community: Common features of professional etiquette, the 
shared understanding of the fallible nature of medical work and the inevi-
tability of errors can make incompetence and misconduct hard to define, 
recognize, judge and manage. As Rosenthal argues, ‘[t]here is no clear-cut 
standard for competence; there is no clear-cut way to distinguish between 
accidents, mishaps, mistakes, errors’ (1995: 37). In identifying incompe-
tence, impaired doctors (alcoholic, mentally, physically ill, etc.) or doctors 
breaking the law might be relatively easy cases, and they are cases in which 
(at least in principle) the legal system is brought in to decide about the 
authorization of the clinician in question.5 But what about the doctors 
who are getting older and fading in terms of skills? Those who are stressed 
or growing tired? These are ‘grey’ areas in which incompetence is often 
only judged in extreme cases and ‘even here mitigating circumstances are 
usually discovered’ (Rosenthal 1995: 99):

There is no necessary relationship between making mistakes and incompe-
tence. All doctors make mistakes and accept them as part of normal medi-
cal practice. It is only when something extreme occurs, the egregious 
mistake, and particularly if it happens more than once, and where a doctor 
does not appear to learn from his mistakes, that suspicion of incompetence 
arise in the minds of colleagues. (Rosenthal 1995: 99)

In this way, the profession’s basic understanding of the healthcare sys-
tem as fallible and errors as adverse and, from an individual perspective, 
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unavoidable partly constitutes what Rosenthal describes as ‘a problem of 
incompetence’ based on insufficient medical self-regulation.

Additionally, it has been argued that the wide acceptance of error as 
‘systemic’, indefinable and non-assignable can serve purposes as strategies 
for normalizing and excusing below-standard care. According to medical 
sociologist Eliot Freidson (1975), a ‘systemic’ understanding of error has 
not only been widespread in the medical community, but has also been 
used strategically to excuse incompetence and malpractice. In Doctoring 
Together from 1975 Freidson differentiates between so-called normal mis-
takes and deviant mistakes. Normal mistakes are described by the medi-
cal community as unavoidable events; they ‘are less mistakes than they are 
unavoidable events; they are not so much committed by the doctor as 
they are suffered or risked. They do not reflect on the physician’s compe-
tence so much as his luck’ (Freidson 1975: 131). Freidson also notices 
how physicians are reluctant to call these incidents mistakes, and often 
call them ‘so-called mistakes’ (1975: 131). These include errors of tech-
nique that are, in likeness with Bosk’s idea of technical error, understood 
as a ‘natural hazard’ (1975: 133). In opposition to the normal mistake, 
Freidson defines the ‘deviant mistake’ as an incident in which a clear rule 
is violated. These are mistakes that are not excusable and which are under-
stood to be due to a practitioner’s ‘negligence, ignorance, or ineptitude, 
reflecting upon his lack of basic or reasonable competence, ethicality, 
conscientiousness, and judgment’ (Freidson 1975: 11).

Freidson’s account of normal mistakes has important affinities with 
Paget’s understanding of ‘the action going wrong’, Bosk’s technical error, 
Rosenthal’s ‘adverse event’ as well as with Charles Perrow’s later Normal 
Accidents (1984), which has served as an inspirational source for the pres-
ent patient safety paradigm and its systemic perspective (see Kohn et al. 
2000; see Chap. 7). However, as indicated, Freidson’s account is not just 
a description of a specific type of ‘systemic’ error or mistaken action. It is 
also a description of a possible rhetorical strategy involving the use of the 
conception of errors as normal to normalize them and excuse them as 
unavoidable. Freidson especially criticizes the way that failures in judge-
ment are often excused as a question of ‘differences of opinion’ whereby 
an error becomes ‘naturalized’ (1975: 135). Although Perrow’s book does 
not touch on the possibility of ‘misusing’ the idea of normal accidents, he 
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has more recently stated that, at the time of the book’s publication, he 
was anxious that the argument could be used to excuse malpractice.6 
Freidson portrays medical professionals who often excuse, deny or keep 
their mouths shut about errors at work. If they do discuss errors, it is only 
as normal mistakes that can be excused because they are unavoidable. 
Freidson is known to have later revised his critique of the medical profes-
sion and not least the idea of medical judgement (Freidson 2001).

Thus, even when we look at the most critical of the earlier accounts of 
medical culture, the error management of the medical community can 
hardly be said to be dominated by a person perspective where the first 
reaction to errors is one of ‘naming, blaming and shaming’. Due to the 
difficulty of defining and assigning misconduct and incompetence, the 
acceptance of the inevitability and time-dependent character of errors, 
the acknowledgement of the ‘systemic’ causes for error and the recogni-
tion of mitigating circumstances, it is hard to pass judgement on others’ 
work. Therefore, these studies agree, the problem is rarely too much 
blame but sometimes too little.

�When ‘The Problem of Incompetence’ Became 
‘The Problem of Blame’

As a consequence of the sometimes too soft reactions to errors in the 
medical community, Bosk and Rosenthal both support a strengthening 
of the system of professional self-regulation by supplementing it with 
more managerial tools and procedures, especially for dealing with the 
problem of incompetence. Bosk argues for the necessity of medicine to 
develop a sense of ‘corporate responsibility’ to supplement the complex 
and subtle system of training and nurturing of individual conscience, 
responsibility and moral character in residents.

The profession of medicine needs to develop structural remedies—or struc-
ture socialization—in a way that brings into balance both the corporate 
and the individual dimensions of control. Adequate controls in the profes-
sion exist only to the degree that a corporate moral sense is cultivated equal 
to the individual moral sense. (Bosk 2003: 188)

  Busting the Myth of the ‘Person Approach’ 



102 

Not least in what Bosk determines as cases of ‘dumps’—the silent sys-
tem for exporting incompetent doctors to other healthcare settings—the 
profession needs to develop new regulatory mechanisms (2003: 187).

In a similar way, Rosenthal argues that although professional self-
regulating mechanisms for monitoring, classifying and managing differ-
ent sorts of errors are widespread and well-functioning in informal and 
gentle ways, this professional safety and error management ecology is a 
delicate practice which need nurturing and support. In her study from 
the mid-1990s, she addresses the increasing managerial reform pressures 
in the UK National Health Service (NHS). In general, she welcomes 
these changes and expresses faith that the new managerial efforts will 
strengthen the medical community’s ability to deal with the problem of 
incompetence. Hence, she states that ‘[m]anagers at all levels […] express 
the opinion that recent changes in the NHS will improve their and the 
professional’s ability to deal more effectively with problem doctors and 
incompetence’ (Rosenthal 1995: 103). The new managerial improve-
ments could, Rosenthal wishes, fruitfully consist of a commitment to 
more research in errors and incompetence, more systematic attention to 
the issue and more professional training of healthcare professionals in 
identifying impaired or difficult personnel—internally and behind closed 
doors. She equally stresses that ‘during the medical education process, 
there should be frank and open discussion of the problem doctor and the 
inculcation of a norm of self-appraisal (along with a norm of lifelong peer 
review) so that doctors will not resist the admission of impairment or 
problems of competence’ (Rosenthal 1995: 145). In this way, Rosenthal 
wants to support and strengthen the already existing structures of inter-
nal professional self-regulation of errors in clinical practice.

Four years before Rosenthal’s study, the Harvard Medical Practice 
Study had established that 3.7 per cent of hospitalized patients in America 
experience adverse events (injuries caused by medical management) 
(Brennan et al. 1991; Leape et al. 1991). Today, this study is seen and 
largely quoted as a forerunner of the safety movement in general and to 
the American Institute of Medicine report To Err Is Human (Kohn et al. 
2000) in particular. The Harvard study points to a large variety of causes 
for error, problems of management and different solutions in which more 
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systemic perspectives are included as well as questions of negligence and 
management thereof. Of the mentioned areas of concern, the problem of 
negligence is determined as ‘even more disturbing’ than the number of 
adverse events in general (Brennan et al. 1991: 373). On closer inspec-
tion, then, the main safety management problem expressed in the 
Harvard report is not a problem of blame culture but rather a problem of 
negligence. The report finds that 28 per cent of the recorded adverse 
events were due to negligence defined as when ‘the standard expected of 
reasonable medical practitioners’ is not met (Brennan et al. 1991: 374). 
Moreover, it is suggested that the percentage of events attributable to 
negligence increases with the severity of injuries. As such, more than 50 
per cent of deaths were due to negligence. Therefore, the study group 
points to the need for education and the ‘development of better mecha-
nisms of identifying negligent behavior and instituting appropriate cor-
rective or disciplinary action’ (Leape et al. 1991: 383). Thus, the problem 
of incompetence or negligence was not unheard of in the early days of the 
safety movement.

Five years after Rosenthal’s study of the problem of incompetence, the 
new paradigm for safety management and ‘self-appraisal’ was introduced 
in the UK with the seminal An Organization with a Memory (2000), the 
British equivalent to the American To Err Is Human. Here a strategy for 
educating staff in safety issues is formulated in the following manner:

[A]ll those responsible for the initial and continuing training and educa-
tion of doctors, nurses and other clinicians should address the development 
of an approach to frank self-appraisal. This will involve exposing clinicians 
to the appropriate culture of blame-free assessment and learning at every 
level, from undergraduate through postgraduate training to life-long learn-
ing. (Department of Health 2000: 82)

So while Rosenthal and the authors of An Organization with a Memory 
can agree to suggest a strengthening of staff education, the reasons for 
this need as well as the proposed tools are poles apart. Where Rosenthal 
wishes to enhance the professional community’s ability to deal with 
incompetence by creating a stronger focus on and a more open debate 
about incompetence, malpractice and ‘the problem doctor’, the new 
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safety regime is interested in training healthcare professionals in develop-
ing ‘appropriate’ blame-free attitudes by approaching errors as systemic.

What to make of this? First, it seems that the structure of problem and 
solution to some extent have been switched over in the recent safety pro-
gramme’s assumptions of medical culture. In the ‘the old days’ the prob-
lem of patient safety was not portrayed as a problem of ‘naming, blaming 
and shaming’ but rather as a problem of identifying and handling mal-
practice in an environment where errors and mistakes were, in general, 
easily, and sometimes too easily, forgiven because of a shared understand-
ing of medical work as fallible, errors as time-dependent and hard to 
define, and an inherent vulnerability of the medical ethos. Second, a 
number of practices and technologies for identifying errors including 
processes for assigning responsibility, blame or self-blame are identified. 
The operations and effects of the Mortality and Morbidity Conference is 
one such example that allows errors to be detected, responsibility to be 
assigned, self-blame to be disclosed—while viewing medicine as inher-
ently fallible. If reform of medical culture is asked for in these sociological 
accounts, it is reforms that strengthen such internal procedures to iden-
tify error and deal with them in local, professional and gentle yet effective 
ways.

�All the ‘Greys’ of Responsibility: The Consequences 
of Banning Blame

An important lesson to be drawn from the sociological accounts of error 
management and professional self-regulation presented in this chapter 
concerns the large number of grey areas that fall between the clear-cut 
‘systemic error’ and the clear-cut case of negligence, as well as the hard 
work that goes into identifying and classifying what type of errors would 
lead to what type of responses. One of the main constituents of the prob-
lem of incompetence concerns exactly this difficulty of identifying what 
is to count as incompetence in particular cases, which is why some of the 
presented accounts argue for safeguarding and strengthening the pro-
cesses of and abilities to identify malpractice within the professional 
community.
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In opposition to this, it is often presupposed with a blame-free per-
spective that it only makes sense to address issues of personal responsibil-
ity and blame in rare cases of negligence. Equally important, the safety 
programme is built on the assumption that the few cases of negligence are 
so easily identified that they can be determined as negligence before they 
are treated within the programme. This is, for example, the case in rela-
tion to root cause analysis processes that are not conducted in clear cases 
of impairment or negligence. When conducted, they are specifically 
designed to not assign blame or liability to individuals and as such the 
possibility of identifying incompetence, misconduct or simply different 
kinds of responsibility and obligations are most often hindered during 
these sessions with a reference to its blame-free ideal (this dilemma is 
further discussed in Chap. 5). Thus, as a consequence of the blame-free 
perspective, it is expected that in order to be managed, acts must be so 
clear-cut negligent that they naturally fall outside the patient safety pro-
gramme’s systems for dealing with errors systemically and can be handled 
by other authorities. This happens in rare cases where, for instance, alco-
holism or unlawful activities are easily identified as the causes of errors. 
Consequently, there are—roughly speaking—two possible positions a 
healthcare professional can hold in relation to error: either you are guilty 
of negligence or the error is to be understood as systemic and you are 
then not to be blamed. In this way, present safety policy risks missing all 
the errors ‘in between’, such as Paget’s ‘mistakes’ i.e., competent acts 
going wrong, or, one would expect, the milder cases of Bosk’s normative 
errors, as well as the serious but less easily identifiable cases of incompe-
tence. With only two possible convictions for the health professional, 
guilty or not guilty, which are often to be identified before the investiga-
tion of an incident takes place, blame-free strategies are likely to interfere 
with and inhibit processes of identifying malpractice because they remove 
the possibility of addressing different sorts of professional, moral and 
individual involvement with and responsibility for errors. In this way, the 
delicate structures for professional identification, regulation and self-
control of errors and malpractice—which have earlier been identified as 
such an elementary part of medical practice—risk being obscured.

It is not only the possibility of identifying cases of malpractice that is 
likely to be affected by the blame-free strategies but the very normative 
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structures of the office of practicing medicine. In Bosk’s preface to the 
2003 edition of his study on medical error, he comments on the new 
blame-free paradigm by asking whether it is possible to change one part 
of a culture without changing other parts. Is it possible to eliminate blam-
ing and shaming without also affecting structures of professional respon-
sibility in important ways? Specifically, Bosk points to the importance of 
the cases of self-inflicted blaming, as identified, for instance, in the 
Mortality and Morbidity Conference of Bosk’s study where attendings 
‘put on the hair shirt’ and confess their mistakes publicly ‘to demonstrate 
to the community just how seriously they take their responsibilities to 
patients’ (Bosk 2003: xxiv). Newer studies have given similar defences of 
the important function of self-blame (e.g., Collins et al. 2009; Wachter 
and Pronovost 2009). According to Bosk, issues of self-blame and profes-
sional management of incompetence raise a number of general questions 
as to what ‘the limits are to curbing the processes of “naming, blaming 
and shaming”’ (2003: xxvi), as well as to ‘the costs involved in our current 
practices for installing a sense of professional responsibility’ (Bosk 2003: 
xxvi). Bosk concludes with an invitation to think about ‘mismatches cre-
ated by changes in the organization of medical practice’ (Bosk 2003: 
xxvi).

This chapter has taken up this challenge by pointing to such possible 
mismatches, and by showing how important tensions come to the fore-
front when relating accounts of medical practice, safety cultures and 
responsibility structures comprised in previous studies of medical error 
and error management with contemporary modes of safety management. 
First, it is found that the image of a dominant culture of ‘naming, blam-
ing and shaming’, which unequivocally summons both earlier and cur-
rent narratives of medical practice, dissolves when looking closely at 
actual accounts of medical practice. Instead, a fragile ecology of co-
collegial and informal error management is found consisting of processes 
of monitoring, sorting and managing error, which might result in for-
giveness, understanding or, in some cases, the assignment of blame and 
self-blame. Such mechanisms are anything but problematic. Rather, they 
are necessary and important measures in the training of clinicians and in 
dealing with both forgiveness, which is likely to generate a sense of 
responsibility in the person who is forgiven, and problems of moral and 
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clinical incompetence, which help set the limits of office. Conclusively, 
the main problem is not too many internal professional control mecha-
nisms. Because, what follows from a shared understanding of the fallible 
nature of medical work and the shared vulnerability of the medical ethos 
is an environment where understanding and forgiveness is easy, some-
times too easy. And, as such, the main challenge consists in, first, deter-
mining and setting apart different sorts of errors, mistakes and acts of 
incompetence and, second, making sure professional structures are in 
place to manage these various kinds of failure in gentle, yet effective and 
decisive ways. As the vocabulary of the mistake and the problem of 
incompetence have disappeared from today’s safety methodology and dis-
course, it is reasonable to think that conditions for sorting and managing 
various forms of error, mistake and incompetence within the professional 
community have weakened. Here, the problem of incompetence is only 
one concern of many which relates to changing the clinical situation by 
weakening or even dissolving the constitutive relationship between the 
medical error and the responsibilities and obligations of the healthcare 
professional.

Notes

1.	 These earlier studies all investigate the medical communities from within. 
They do not deal with the public or political view of medical culture, 
which might at times well be dominated by an attitude of ‘naming, blam-
ing and shaming’. Also, they do not deal with the problem of rising liabil-
ity suits and malpractice claims.

2.	 That medicine has a problematic relationship with probability per se can 
easily be contested. As Foucault argues in The Birth of the Clinic 
(1994/1963), the collection of sick into clinical hospitals in the late eigh-
teenth century became the start of the development of medical statistics. 
Disease also came to be viewed epidemiologically—as the distribution of 
morbidity in a population, and in terms of the statistical likelihood of 
becoming ill, being cured, dying, and so on.

3.	 While Rosenthal’s analyses are predominantly based on British material, 
she shortly refers to a Swedish case. In the Swedish case, she concludes that 
‘there is even greater reluctance to criticize, not only because of cultural 
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norms that discourage public criticism of anyone. Problem doctors are a 
“forbidden” subject, a subject of shame that one of their numbers should 
be causing problems or found to be incompetent’ (Rosenthal 1995: 106). 
She further suggests that the ‘export’ problem where a problem doctor is 
exported to somewhere else in the healthcare system is more evident in 
Sweden, where jobs are changed more frequently.

4.	 Is not entirely clear what Rosenthal means when she speaks about formal-
ity and informality. Obviously, that something is internal, and behind 
closed doors, does not exempt it from being formalized. Most often, how-
ever, it seems that Rosenthal is not talking about the degree of formaliza-
tion but rather the degree of ‘closedness’: When measures are taken by and 
of professionals only, she describes them as informal. When they include 
management, they are quasi-formal. And when they are public, they are 
formal.

5.	 In the Danish legal system, questions of impairment and negligence are 
regulated in Law of Authorization (LBK no. 877), in which §6 establishes 
that Danish Health Authority can withdraw authorization because of 
physical or mental illness or drug/alcohol addiction while §7 on negli-
gence concerns instances of serious or repeated ‘criticizable professional 
conduct’.

6.	 Personal comment, September 18, 2012, internal seminar at Department 
of Organization, Copenhagen Business School.
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5
The Distributed Risks of  

Safety Management

The myth of risk elimination has been at the heart of patient safety efforts 
since the inception of the patient safety programme in the late 1990s. 
Thus, the main message of the programme, and the founding structure of 
its management ideals, is that the most effective way of creating safety 
and preventing error in healthcare organizations is by the elimination of 
the factors that lead to error; it is by eliminating the risk of error. Inspired 
by human factors research, safety improvement efforts must strive to 
remove the risk of error and the latent failures in healthcare organizations 
by creating systems that are as failsafe as possible, designed in ways that 
make it difficult or even impossible to make mistakes. In mainstream 
patient safety literature, the idea of risk elimination and the faith in fail-
safe systems are equally asserted by the notion of preventability, often 
expressed in the idea of ‘preventable’ adverse events or medical errors. In 
describing medical errors as preventable or, even more powerfully, in 
describing the deaths caused by medical errors as preventable, a serious 
problem in need of management is instituted. As when, for instance, the 
recurrently repeated To Err Is Human (Kohn et al. 2000) estimate that 
between 44,000 and 98,000 Americans die every year due to medical 
errors is reformulated as ‘98,000 preventable deaths’ (Leape 2009). Here 
it is implicitly assumed that the right safety system or failsafe procedure 
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could have eliminated the risk of error and prevented the death of the 
patient had these systems just been optimally implemented. Interestingly, 
the new resilience perspective on safety, Safety II, also promotes an ideal 
of risk elimination, although this is not to be obtained through error 
elimination but rather through error absorption in robust, flexible and 
resilient healthcare systems (e.g., Hollnagel et al. 2013, 2015).

In this chapter, I suggest—by reference to empirical study and social-
scientific research—that rather than being eliminated, risks, uncertainties 
and problems are redistributed. Patient safety efforts have unintended 
consequences that lead to new organizational challenges and to subtle 
and often invisible reconfigurations of professional work, attention, 
responsibilities and risks—also, or even particularly—when these mana-
gerial accomplishments are implemented and performed as planned. In 
the case of the introduction of oral syringes (Chap. 2), a long list of unin-
tended consequences in terms of technical, economical, culture and coor-
dination problems was identified. In addition, new types of patient safety 
risks were introduced into healthcare. The syringes case is not interesting 
as a case of implementation problems or  as a discussion of ineffective 
technological solutions, but because it presents us with the question of 
what also happens when safety management succeeds in being imple-
mented and institutionalized as part of healthcare practices.

A number of now classic studies within risk management and Science 
and Technology Studies have attended to this question of the constitutive 
effects, unintended consequences and distributed risks of rationalizing, 
self-monitoring and standardizing technologies in healthcare (e.g., Berg 
1997; Bowker and Star 1999; Power 2007; Strathern 2000a, b; Timmermans 
and Berg 2003; Vikkelsø 2005). As for patient safety specifically, parts of 
the more critically inclined social-scientific literature have focused on some 
of the challenges and unintended effects of the programme on a general 
level (e.g., Dodds and Kodate 2011; Jensen 2008; Waring 2007; Zuiderent-
Jerak and Berg 2010; Allen et al. 2016). Moreover, studies have attended to 
the unwanted consequences connected to parts of the programme as, for 
example, the blame-free strategies (e.g., Collins et al. 2009; Wachter and 
Pronovost 2009), or of its specific technologies such as the root cause 
analysis (RCA) (e.g., Iedema et al. 2006; Mengis and Nicolini 2011).
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In the remainder of this chapter, I suggest a tentative grouping of some 
of the unwanted consequences and distributed risks of safety manage-
ment by presenting four risk categories. The term ‘risk’ has increasingly, 
and not only within areas of risk management, come to mean calculable 
risk. From this perspective, the notion of risk is used to determine when 
threats, dangers, vulnerabilities or problems are constituted as measur-
able risk objects, most often through probability measures, while striving 
to account for and manage them. When the term risk is used here it is 
not, however, to indicate the possibility of assigning probability to the 
discussed unintended consequences and new safety threats that follows 
from the introduction of patient safety technology in healthcare prac-
tices. Rather, risk should be understood as unwanted potential conse-
quences, as a situation that involves ‘the possibility of loss, injury, or other 
adverse or unwelcome circumstance’ (Oxford English Dictionary). That 
being said, the accountability claim attributed to the risk label should be 
held in mind in discussions on how, when managing some risk via certain 
types of risk management tools, new areas of concern arise that must 
equally be attended to and accounted for; they are the risk of risk 
management.

The four risks do not constitute a comprehensive or stable list but 
rather a necessarily temporary and tentative grouping of which the 
number, content and bracketing could have been otherwise. However, 
the four identified risk areas seem useful in establishing a frame for 
discussing the unwanted consequences of safety management. Apart 
from being temporary the categorization is also situated, as it is pri-
marily based on empirical observations from the Danish healthcare 
setting.

�Classification Risk: The Reportable 
and the Invisible

The safety programme, and its challenge of the ‘old ways’ of internal 
medical error management, is essentially changing the way errors and 
risks are identified, classified and handled in healthcare organizations. 
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Defined as ‘the prevention of harm to patients’ (Kohn et al. 2000) or as 
‘the prevention of errors and adverse effects to patients associated with 
health care’ (WHO 2016), patient safety is inextricably linked to the 
identification and classification of categories such as ‘adverse events’, 
‘clinical incidents’, ‘adverse effects’, ‘harm’ and ‘medical error’. That is, 
the programme is dependent on the possibility of easily transforming 
vulnerable clinical situations or adverse patient effects into well-defined 
and delineated incidents that can be codified, classified, reported, counted 
and managed. As such, an organizing tool in the appearance of countable 
risk objects (Hilgartner 1992) has been introduced into healthcare with 
the safety programme. And nowhere is this more evident than in the case 
of critical incident reporting.

It is well known that classification processes in healthcare (Bowker and 
Star 1999), and more specifically decisions about what categories to 
include in risk management programmes, ‘are inherently moral and 
political and are riddled with difficulties’ (Lloyd-Bostock and Hutter 
2008: 77). Earlier sociological studies of informal processes of error 
detection and management in clinical practice attest to the difficulty as 
well as to the lengthy process of determining and setting apart different 
sorts of errors, mistakes and acts of incompetence within the professional 
community (Rosenthal 1995; Bosk 2003—see Chap. 4). They point to 
all the different types of mistakes, misconduct, slips, incompetence, 
adverse effects and all the grey areas in between and beyond. And they 
point to the danger of disconnecting the identification of such error with 
the internal co-collegial processes of monitoring, sorting, taking respon-
sibility for, forgiving, understanding, blaming or punishing error as a 
vital part of clinical practice and as a precondition for determining the 
limits of the medical office.

The classification processes that are the basis of critical incident 
reporting and subsequent processes of incident analysis are of a differ-
ent sort. They are rarely based on a lengthy and shared process of error 
identification and definition, but rather decided by the individual 
healthcare professional ideally on the basis of some predetermined cri-
teria. In close alignment with international definitions, the official 
Danish classificatory principles for determining a critical incident 
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include the following three rules: The incident must occur during or in 
relation to a treatment programme; the incident should be indepen-
dent of the patient’s illness; and the incident must be harmful or 
potentially harmful for the patient (Ministry of Interior and Health 
2011). However, this definition does not prevent the following ques-
tions: When does treatment stop? What about cases, for instance, of 
outpatient treatment? And where is the dividing line between a critical 
incident and a known complication? Should a central line infection be 
reported? And, what counts as harmful and as the even more ambigu-
ous ‘potentially harmful’? Is, for instance, unworthy, undignified or 
disrespectful treatment—like that of my mother’s case from the Preface 
of this book—harmful or potentially harmful? These are all difficult 
questions to answer in concrete clinical situations. Moreover, the vague 
delineations of what incidents to report make the definition poten-
tially amorphous and almost all irregularities and incidents could fit 
the criteria: Water on the floor, a misplaced drug, a technical failure in 
the electronic system, staff shortage or incidences of miscommunica-
tion could all potentially lead to patient harm.

While it is often argued that a possible result of vague and insufficient 
definitions and methods is that the identification of incidents is likely to 
be arbitrary and highly subjective, it seems that another tendency is more 
dominant in patient safety practices: Namely, because of the potentially 
all-encompassing definition of the clinical incident, health professionals 
tend to think of only certain types of incident as reportable based on, for 
instance, signals from clinical management and safety representatives, 
reporting culture and the particular  set-up of the electronic reporting 
scheme. In this way, the incidents reported most often predetermine the 
rules and structures of the classification scheme whereby serious safety 
critical situations that do not fit into these structures fall outside the 
domain of safety management.

A colleague and I were met with some of these dilemmas of classifica-
tion in our study of safety management in elderly care units (Jensen and 
Pedersen 2010). The Danish municipality that was the object of our 
study had recently introduced critical incident reporting (a few years 
before it was made obligatory for the primary health sector), and the large 
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majority of reported events were related to the medication processes. A 
nurse in a homecare team describes this phenomenon:

Medication errors are measurable. It is always described whether a citizen 
is to have two or three tablets. But in wound care we may fluctuate, here 
it’s okay to choose between different types of medical preparations. It isn’t 
the same, however, whether you choose to give two or three tablets.

In a similar way, a social and health helper and a nurse assistant in a 
focus group interview explain:

Helper: ‘I think it’s the procedures connected to the medication process 
that helps us to maintain our attention to it.’ Assistant: ‘We have a number 
of procedures to follow, so there’s nothing to discuss. We can’t really 
choose.’ Helper: ‘It’s more tangible. It doesn’t add up here, so I’ll call an 
assistant and she can tell me if it’s an error or not.’

As implied in these quotes, some areas—especially the strictly regu-
lated medication area—make it easier for the personnel to decide if a situ-
ation is a deviance and, hence, can be defined as a critical incident; the 
more procedures, rules and standards there are, the more potential for 
breaches of these. This is not an unimportant point, as adverse drug inci-
dents most often constitute the largest incident category. In 2015, 65 per 
cent of the more than 115,000 reported incidents in Danish municipali-
ties were related to medication handling and administration. Of these the 
majority of incidents concerned drugs not administered to the patients 
(The Danish Patient Safety Authority 2016). If all healthcare settings are 
included, medication incidents amounted to almost half of the reported 
incidents (The Danish Patient Safety Authority 2016). Apart from the 
medication area, other formalized areas such as administrative processes 
and documentation concerning, for instance, discharge or prescription 
processes constitute categories of high frequency, as well as a few specific, 
predescribed and well-defined situations of which the category ‘patient 
injury’ (e.g., fall accidents and burns) constitutes the largest group of 
reported incidents (The Danish Patient Safety Authority 2016). In this 
way, the new accountability claims imposed by incident reporting 
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primarily apply to certain predetermined parts of healthcare work that 
are already measurable and formalized.

This leaves us with the important question of those situations which, 
in the words of Bowker and Star, ‘do not fit easily into our magical cre-
ated world of standards and classifications: the left handers in the world 
of right-handed magic’ (1999: 9). Because, while the strictly regulated 
areas make it easy for the health personnel to decide if an incident is 
‘deviant’ and hence can be defined as a critical incident, areas or situa-
tions that are not as easily addressable are likely to be discounted by the 
reporting system. As the nurse from the homecare team suggests in rela-
tion to wound care, infections might be one such area. Although hospital 
infections are globally understood as one of the uppermost important 
threats to patient safety (see, for instance, Klevens et al. 2007; WHO 
2011), they constituted less than 1 per cent of the reported incidents in 
the Danish system for incident reporting in 2015 (The Danish Patient 
Safety Authority 2016).

Other types of less easily addressable incidents can be found in the 
large array of healthcare practices that are best captured by the term 
‘invisible work’. Bowker and Star have argued that when work is invis-
ible, or when it ‘just gets done’, it is by definition unclassifiable and 
hence not reportable (1999: 232). Such ‘invisible’ areas, where skills 
and practices are being backgrounded because they are not regulated 
and standardized, can be found in all organizational work (Star and 
Strauss 1999). Within the healthcare area, it has been suggested that 
especially a large part of nursing and much of general care practices 
are of such a character (Bowker et al. 1995). Other incidents that fit 
badly into the classification schemes are cases of clinical discretion and 
issues of following codes of conduct, i.e., all the safety questions in 
need of an interpretation from the medical community in order to 
define accepted medical practice or transgressions of the boundaries of 
office (see Chap. 4).

Thus, while one set of unintended consequences following from the 
introduction of incident reporting concern the tendency to draw atten-
tion towards the already highly rule-bound, regulated and standardized 
areas of healthcare with the possible further regulation of these areas as a 
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result, a second set of unintended consequences concerns the risk of 
thereby ignoring the discretionary, normative and more invisible areas of 
care and treatment. What is more, the quantification processes—which 
are the outcome of the introduction of a classification system such as 
incident reporting—almost inevitably create new kinds of accountability 
claims and new possibilities for surveillance and standardization—even 
when such possibilities of surveillance were not necessarily the reason for 
introducing the classification system in the first place (Bowker and Star 
1999). Following Power’s definition of risk management, incident report-
ing as a practice is part of the more general process of ‘turning organisa-
tions “inside out” and of making their risk-based internal control systems 
a public and potential disclosable matter’ (Power 2004: 3). Hence, report-
ing does not only create more regulation and standardization within cer-
tain areas (such as medication and drug administration) but also a host of 
new types of organizational practices for measuring, optimizing and 
working with the numbers provided by the reporting systems.

Interestingly, the classification and quantification of critical incidents 
pose a problem for the safety programme as it is not obvious how the 
result of the many efforts of classifying, reporting and measuring inci-
dents should be interpreted. These new claims for public disclosure of 
quantifiable safety management information such as statistics on critical 
incidents, on the one hand, and the goal of creating learning and report-
ing cultures in healthcare, on the other, pose an interesting case of what 
Dodds and Kodate (2011) have determined as the programme’s conflict-
ing logics between learning goals and accountability claims. When 
approached from a ‘learning perspective’, the number of reported inci-
dents is an indication of culture, not the actual safety of patients. As such, 
a high number of reported incidents can be seen as a sign of an excellent 
culture of reporting. However, looked upon with the lens of the account-
ability agenda, a high number of reports might be understood as a sign of 
too many medical errors. Likewise, a drop in reported incidents can sig-
nal worsening (poorer safety culture) from a learning perspective or 
improvement (less errors) from an accountability perspective. Officially, 
especially in the Danish debate where the blame-free, non-sanctioning 
learning perspective on patient safety has been heavily implemented, the 
opinion of the promoters of the safety programme is clear: The number 
of reports is ‘only’ a sign of safety culture, not actual errors. However, in 
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relation to the registration of incidents, this is a somewhat ambivalent 
position to hold and therefore the purpose of the more than 189,000 
yearly reports to the National Danish Patient Safety Database (The 
Danish Patient Safety Authority 2017) is anything but clear although it 
is most often described as a question of collecting and analysing informa-
tion that can point to focus areas for future safety efforts (Ministry of 
Interior and Health 2011). At the same time, however, it is explicitly 
stated that

the National Danish Patient Safety Database is generally not a statistically 
workable system. The number of reported incidents is affected by a num-
ber of factors, such as periodic focus areas in health care. Data should 
therefore not be used in statistical analysis. (The Danish Patient Safety 
Authority 2016:13)

A claim that is somewhat paradoxical is that the annual report from 
the database is exactly a numerical account of developments in reported 
events from different parts of the healthcare system and within different 
focus areas.

This ambiguity is not only reflected at the policy level but at the orga-
nizational level as well. At the university hospital that formed the main 
empirical site for my ethnographic study of patient safety technologies 
and practices, this ambivalence was shown in the fact that, on the one 
hand, a high number of reported incidents was a celebrated occasion. 
Each year the clinic with the highest number of reported incidents was 
awarded with a small celebration ceremony by top management. At the 
same time, however, I sat in on courses where quality and patient safety 
representatives were taught how to draw out numerical information and 
statistics from reported incidents. So, in spite of the strong efforts, at least 
rhetorically, to argue that reporting is not about numbers and statistics, 
the reporting system as a technology with specific outcomes seems to 
perform reality in a certain ‘measurable’ way, which produces numbers 
and statistics with a certain performative power.

The accountability claims that are occasioned by the quantification of 
critical incidents are most vividly expressed in press and public opinion. 
Consequently, external communication efforts are challenging, as it takes 
significant efforts to convince the press and the public that a high number 
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of reported incidents are not to be interpreted as medical error or negli-
gence but as an indication of safety and learning culture. It has further 
been argued that, while the official message is otherwise, the widespread 
‘measure and manage’ strategy of the programme is likely to benefit and 
foster calls for organizational accountability and measurability at the 
expense of clinical learning and coping (Waring 2009; Iedema 2007).

In sum, the production of errors and critical incidents as new measur-
able risk objects—and the parallel process of concealment, which is 
always the other side of the construction of transparency (Strathern 
2000b)—points to some problematic consequences of the error classifi-
cation strategies that are the precondition for incident reporting. 
Classification processes will, on the one hand, introduce new account-
ability claims which have the potential to dislocate original policy goals 
and, on the other, create ‘blind spots’ where important safety concerns 
are likely to be disregarded simply because they do not ‘fit into’ classifica-
tion practices. Instead of the complicated, lengthy, informal process of 
co-collegial error definition, detection and management described by the 
earlier sociological studies of medical error (Bosk 2003; Rosenthal 1995; 
see Chap. 4), the classificatory strategies introduced with incident report-
ing cause incidents to be chosen from primary criteria of measurability 
and manageability. Additionally, this is likely to create tensions and trade-
offs between increased time, energy and attention spent on the safety 
management of already highly formalized, procedure-bound and techni-
cal areas such as medication, on the one hand, and more invisible parts of 
healthcare and safety work, on the other. Such tensions lead us on to the 
next risk category concerning the production of second-order risk.

�Second-Order Risk: Tensions and Trade-Offs 
between First- and Second-Order Safety Work

In Organized Uncertainty (2007), Michael Power argues that the growth 
in risk management practices has led to an increased focus on risk man-
agement for secondary and defensive purposes. Thus he describes a main 
side effect of the risk management regime as the production of ‘second-
order’ risks, which he also labels ‘systems and control risks’ (Power 2007: 
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62), referring to a type of risk related to the introduction of risk manage-
ment systems and technologies rather than to the actual practices these 
systems are seeking to survey, measure and manage. Power’s concept of 
reputational risks can also be considered as a particular type of second-
order risk understood as the increased organizational attention towards 
risk management as a way of responding to reputational pressures for 
living up to ideals of good governance and responsible actorhood (Power 
et al. 2009).

When translated into the field of patient safety, the term second-
order risk can be used to describe the construction of new kinds of 
risks, which are not related to primary work tasks but to costs in terms 
of time, energy and focus associated with implementing and spreading 
patient safety thinking and practices and keeping the patient safety 
technologies and procedures running. Thus, second-order risk is a 
concept that draws attention to possible redistributions of focus from 
the concrete clinical situation, or from what could be determined as 
first-order safety issues, to second-order processes, such as the imple-
mentation and maintenance of the technologies themselves. Such 
redistributions show themselves as specific side effects of quality and 
safety technologies such as reporting and classification systems, medi-
cal information systems or specific safety technologies and procedures 
(see, for instance, Pirnejad and Bal 2011; Vikkelsø 2005; Jerak-
Zuiderent 2012), but they are equally likely to occur as a result of a 
gradual shift in the meaning of, and discourse on, quality and safety 
caused by the introduction and institutionalization of safety policy 
and technology.

One place in which such a gradual shift can be seen is in the termino-
logical change of the concept of ‘patient safety’. As the programme has 
become increasingly institutionalized, the term patient safety has gradu-
ally shifted its meaning and on Wikipedia patient safety is now defined as 
‘a new healthcare discipline that emphasizes the preventing, reducing, 
reporting and analysis of medical error that often leads to adverse health-
care events’.1 By defining patient safety not only as safe treatment or pre-
vention of harm but as a particular discipline, a particular way of doing 
patient safety, a shift from first-order to second-order safety can be 
detected.
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This tendency is equally detectable on the organizational level. At the 
Danish university hospital where I conducted my empirical study, patient 
safety had come to signal both more and less than the safe treatment of 
patients. For the people working with patient safety, the term was used to 
describe processes and problems relating to the safety technologies them-
selves. A quote from the hospital’s risk manager illustrates this displace-
ment. When asked about the level of patient safety in the hospital, she 
answered thus:

I sense a very high general knowledge about patient safety and a com-
mon willingness to ‘talk patient safety’ at the hospital. You can get out 
at any clinic and everyone will know what the term ‘patient safety’ 
means and where to report an adverse event. But we do still have chal-
lenges. One concerns the implementation of action plans in relation to 
root cause analyses. The next great challenge is to create more confi-
dence in relation to reporting critical incidents, so we reduce the num-
ber of anonymous reports; and lastly we have a major challenge in 
relation to securing feedback, which could definitely be done more 
satisfyingly.

According to this, ‘patient safety’ primarily refers to a discipline, i.e., to 
the policy programme and its technologies, and this means that the level 
of safety at the hospital is measured in terms of how well the technologies 
are implemented: Are patient safety tools and technologies such as inci-
dent reporting and analysis well implemented and disseminated? Is 
reporting done anonymously? Is the feedback satisfying? As described in 
Chap. 2, the success of the programme is measured on the ‘safety culture’ 
understood as adaptation of and commitment to the patient safety pro-
gramme. Although the quote signals a successful institutionalization of 
the hospital’s safety policies, the empirical study showed that strong insti-
tutionalization simultaneously created tensed situations in which first-
order safety issues, that is securing safe treatment of the patient in concrete 
clinical situations and second-order safety issues, that is practising the 
discipline of patient safety, were not in alignment. A case concerning an 
overstretched medical clinic at the hospital is illustrative: A similar clinic 
in one of the region’s other hospitals was closing down and both staff and 

  5  The Distributed Risks of Safety Management



  123

patients were transferred to the university hospital. At  a quality team 
meeting, a patient safety representative at the clinic described the situa-
tion as follows:

Our situation is very chaotic. There has been no time to properly introduce 
the new personnel. Normally all new staff receives a four-day introduction 
course but in this case they started without knowing the local conditions 
and without having, for example, a fire course. This situation is the reason 
we have not been doing any patient safety work lately. It isn’t even in the 
back of our minds right now.

Here, the notion of ‘patient safety work’ does not refer to the everyday 
work done to secure the safety of the patients at the clinic. Neither does 
it refer to the missing introduction and fire courses, something one would 
readily identify as important safety concerns in the given situation. 
Instead, what the patient safety representative referred to was the work 
created by the safety technologies and procedures, that is, reporting and 
handling critical incidents, conducting RCA, implementing new regional 
patient safety guidelines, doing safety rounds, and so forth. It was these 
work tasks that were not ‘in the back of their minds’ in the given situa-
tion. And this is possibly not a bad thing, one might add, in a situation 
where focus must necessarily be on securing the most basic level of care 
and safety for the patients before attending to the secondary work created 
by control functions. Hence, tensions and trade-offs were created between 
first- and second-order patient safety because, first, safety issues such as 
educating new staff were not defined as being part of ‘safety work’ and, 
second, it is reasonable to think that spending time on second-order 
safety work could, in a critical situation like this, compromise the safety 
of patients. This second tension concerns a paradox of time that is ever 
present in relation to the running of safety technologies. The paradox can 
be exemplified by the fact that in situations of time pressure, where things 
are more likely to go wrong, the healthcare professionals are less likely to 
have time to do second-order safety work such as reporting and manag-
ing critical incidents.

Second-order work is inevitable. Any new regulating effort related to 
the introduction of quality or safety programmes or, on an even more 

  Second-Order Risk: Tensions and Trade-Offs between First... 



124 

general note, every well-implemented management tool produces new 
second-order work tasks and thereby redistributes focus, responsibili-
ties and attentiveness to risks and safety. However, such redistributions, 
inevitable or not, can become problematic when they inhibit the pos-
sibilities of reacting to the particular risks, safety concerns or needs of 
the particular clinical situation because second-order work becomes 
primary.

�Standardization Risk: Redistribution 
of Uncertainty

The third risk category addresses the potentially unwanted consequences 
connected to the safety programme’s standardization requirements and 
ideals. The increase of standardization in healthcare, especially in terms of 
the demand for evidence-based medicine, has not gone unnoticed within 
medical sociology and science studies (e.g., Berg 1997; Timmermans and 
Berg 2003; Timmermans and Mauck 2005). In relation to the patient 
safety programme, the standardization quest dominates both methods and 
solutions, and although standardization is perhaps the dominant organiz-
ing principle of contemporary safety management, it is at the same time 
the most criticized part of the programme, as the ‘one size fits all’ attitude 
of the programme is said to undermine the complexity and situated status 
of risk, healthcare practices and clinical work (e.g., Iedema 2009; Iedema 
et  al. 2006; Waring 2009; Jerak-Zuiderent 2012; Pedersen 2016). In 
Chap. 7, I describe how the critique of standardization has resulted in 
recent calls for resilience within safety management, but equally how some 
of the assumptions of the standardization paradigm are reproduced in the 
quest to introduce resilience and adaptation as new principles to secure 
failsafe organizing (see also Pedersen 2016).

The emphasis on standardization is supported, as aforementioned, by 
the programme’s failsafe systems approach stating that safety is best 
ensured by creating systems that reduce variation and make it as hard as 
possible for healthcare professionals to make mistakes (e.g., Kohn et al. 
2000; Leape 1997). With frequent reference to James Reason’s (1990) 
Swiss Cheese Model (see Chap. 3, Fig. 3.1), it is argued that safety is 
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about closing the safety gaps in a seemingly stable system by creating 
solutions that are as independent of the healthcare professional’s indi-
vidual memory and experience as possible. While there might well be 
advantages of this approach in particular instances, problems arise when 
new standards, checklists, guidelines and protocols by default become the 
obvious answer to safety problems. Because when the illusion of certainty 
on which the standardization quest is founded is too rigidly imposed in 
healthcare settings, it poses a challenge to the way medical work and 
knowledge is unfolding in the clinical situation, where work is develop-
ing, reasoning is case-based, practices are pragmatic and clinical judge-
ments involve a practical combination of biomedical knowledge and the 
situated, developing and partial knowledge about a particular patient at a 
particular point in time. Here Charles Perrow’s (1984) warning about 
how complex organizations interact and interrelate in ways which are not 
entirely predictable must also remind us that we cannot always expect 
incidents to be prevented by the adoption of standardized solutions; we 
cannot expect certainty and predictability.

To illustrate some classic dilemmas of the standardization approach, I 
turn to the safety programme’s primary method of investigating critical 
incidents, the RCA. The RCA can be understood as a rationalization pro-
cess that endeavours to present a comprehensible and linear chain of 
events, followed by the determination of a number of root causes. These 
causes are each followed by an action plan developed to avoid future inci-
dents of a similar kind (Department of Health 2001; Murphy et  al. 
2009). The RCA relates to the question of standardization in two ways. 
First, as a methodology the RCA is highly standardized. The incident 
analysis follows predetermined casually connected steps and asks stan-
dardized questions regarding the incident under investigation. Second, 
the action plans produced as an outcome of the RCA predominantly 
consist of new standardized protocols, checklists or variation-reducing 
failsafe systems that are each, as part of the RCA process, evaluated in 
terms of their ability to ‘eliminate’ the cause of the incident (see also 
Chaps. 3, 6 and 7). In line with this, a quality coordinator at the Danish 
university hospital defines the purpose of the RCA as follows: ‘It’s all 
about finding out if the written standards are good enough but just 
haven’t been implemented or whether you need to come up with a new 
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guideline.’ Thus, standards are understood to be the object as well as the 
outcome of the analysis from the outset.

One problem with this default production of standards is that the 
introduction and use of standardized solutions are rarely questioned in 
healthcare. Studies have shown that although the formal descriptions of 
the RCA often clash with the situated reality of clinical work, the stan-
dards suggested in RCA action plans are often used in a non-problematic 
way in healthcare practices (Iedema et  al. 2006; Mengis and Nicolini 
2011).

Another problem concerns the illusion of certainty that standardiza-
tion can impose on practice. Let us consider an RCA concerning a child 
who was transferred from a regional hospital to the Danish university 
hospital. At the regional hospital, the child began treatment for what 
turned out to be a mistaken diagnosis and, after the transfer, the child 
remained on the mistaken clinical pathway for three months until a brain 
tumour was detected. Although the tumour had been present at all previ-
ous scans, it was only detected by chance. The tumour was removed and 
the child survived, but because of the misdiagnosis the tumour had grown 
larger, making the operation more risky. Moreover, the child had been 
kept unnecessarily on strong medication with considerable side effects for 
months. In the process of looking for root causes to describe how the 
personnel at the university hospital could have missed the tumour during 
the transfer and throughout the three-month period of misdiagnosis and 
mistreatment, the focus in the RCA sessions was primarily directed 
towards ‘what went wrong’ during the handover between hospitals. It was 
quickly agreed that the main problem of the incident was that the univer-
sity hospital’s radiologists did not get to see and therefore comment on 
the child’s scan images from the regional hospital when these first arrived. 
More specifically it was argued that because the diagnosis made at the 
other hospital was trusted, the radiologists at the university hospital never 
conducted their own investigation of the scans and when, in the follow-
ing months, the scans were looked at the radiologists always only concen-
trated on specific parts of the scan images, never making a new overall 
assessment although such, they agree, would most likely have revealed the 
misdiagnosis. On this basis, the RCA then poses the question: What pro-
cedures, rules or failsafe systems (which are readily implementable) 
can prevent future incidents of a similar kind? And, as expected, a new 
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standard was agreed upon stating that whenever a child is transferred 
from another hospital, the university hospital’s radiologists should con-
duct their own investigation of scans received from other hospitals. So 
the safety problem is supposedly ‘settled’ by the introduction of a new 
standard operating procedure. On the one hand, this new procedure is 
seemingly appropriate and has the potential to strengthen patient safety 
for patients in transition between healthcare sites by functioning as a use-
ful diagnosis ‘safety check’. If it comes to function as a practical rule that 
is thoroughly adapted to the clinical setting and internalized by clini-
cians, a safety check like this can work as a reminder of the uncertainty of 
diagnostic procedures. However, it might also have the opposite effect 
and therefore the idea of ‘solving’ the particular problem of misdiagnosis 
by introducing a new procedure for handover of scans between hospitals 
is potentially problematic. When the new procedure is added to the long 
list of standards, protocols and safety checks already in place, it can 
strengthen the feeling of certainty by supporting the ideal of a failsafe 
organization. The case of misdiagnosis is better than most cases able to 
demonstrate the uncertainty, temporality and situated status of medical 
knowledge—and to demonstrate that forgetting this, and treating diag-
nosis as certain, is potentially a very unsafe practice. The safety problem 
arises exactly because the child’s diagnosis is not questioned, because it is 
understood as certain. When taking unpredictability and uncertainty 
into consideration, it can be argued that the main question posed in the 
aftermath of the incident should perhaps not only have been ‘How are we 
to make sure that this is never going to happen again’, but also ‘How can 
we deal with the fact that wrong diagnoses are sometimes given?’ and, 
given this, ‘How can we create a professional environment which invites 
us to reflect upon diagnoses and symptoms even after treatment has 
started?’ Such questions could help retain the focus on medical reasoning 
and diagnosis as situated and uncertain.

When certainty cannot be gained—as is often the case with early diag-
nosis—organizational systems that create the illusion of certainty can 
introduce new types of problems, risks and uncertainties in healthcare. In 
a study of safety management, Jerak-Zuiderent (2012) touches on exactly 
this problem by mobilizing a distinction between ‘certain unsafety’ and 
‘uncertain safety’. She analyses how present patient safety practice super-
imposes standardized knowledge as part of safety solutions in a way that 
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has potentially serious consequences for the situated judgements of what 
should count for safe care in concrete healthcare practices (Jerak-
Zuiderent 2012: 16). In this way, the certainty with which the standard-
ized knowledge is promoted might have unsafe consequences; it creates 
‘certain unsafety’ while an attitude that takes into account the uncertain 
status of medical and safety knowledge is more likely to accommodate 
safety (Jerak-Zuiderent 2012).

Recent social-scientific debates about the politics of standardization in 
healthcare have abandoned the question of being pro or con standards. 
Instead, standards are studied as ambiguous, and political entities with 
diverse outcomes of both intended and unintended character (e.g., Berg 
1997; Bowker and Star 1999; Timmermans and Berg 2003). Additionally, 
it has been stressed that critics of the standardization paradigm have 
underestimated the benefits of formalisms and standards as means of 
advancing healthcare practices (Timmermans and Almeling 2009). Such 
perspectives have initiated attempts to address standardization in a less 
dogmatic, more context-specific way, for instance, through concepts such 
as ‘flexible standards’ (Timmermans and Berg 2003) and ‘situated stan-
dardization’ (Zuiderent-Jerak 2015—see also Chap. 7). This chapter’s 
identification of ‘standardization risk’ should not be taken as a critique of 
formalization, rules and standardization per se, which are imperative in 
any type of organizational work and safety management. Rather, it should 
be taken as a problematization of the tendency to a priori predetermine 
standardization and failsafe procedures as the obvious solution to safety 
issues based on a dominant logic of certainty—and as a challenge to 
approach standards from a pragmatic stance as practical rules that must 
be adopted to concrete clinical situations rather than universal and gen-
eral principles of organizing based on a false sense of certainty.

�Responsibility Risk: Blurring of Roles 
and Responsibilities

In Rationalizing Medical Work (1997), Marc Berg shows how ‘rationaliz-
ing technologies’ in healthcare causes a disciplining of medical practices 
to fit the specific formalisms of the technologies, with a transformation of 
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medical work as a consequence: ‘The intriguing feature of these systems 
is that they alter the work that allows them to exist’ (Berg 1997: 170). 
Introducing a safety technology, a new failsafe procedure or a safety 
device is not just a neutral process of adoption, but also an active trans-
formation of the practices it meets: practices that have been internalized 
by the health professionals and that have often developed over a long 
time, through trial and error. Therefore, any introduction of patient 
safety technology into healthcare is likely to cause rearrangements of 
roles, responsibilities and earlier practices of both more formalized and 
invisible or informal character.

With the notion of ‘responsibility risk’ I attend to this type of role and 
responsibility redistribution and blurring caused by the introduction of 
safety technologies. To illustrate this problematic, another case from the 
university hospital can be helpful. After several incidents of undetected 
worsening leading to cardiac arrests, the hospital introduced a new safety 
arrangement: medical Emergency Teams with the goal of identifying and 
treating a sudden worsening and deteriorating of patients in general 
wards. The introduction of emergency teams, also often known as Rapid 
Response Teams, is an international trend (Hillman et al. 2005; Maharaj 
et al. 2015), which is gradually becoming the standard in Danish hospi-
tals. The teams are centralized units consisting of emergency physicians 
and nurses, and their goal is to ensure safe, timely, professional and stan-
dardized emergency care to patients who are, for instance, suffering from 
unexpected organ failure or cardiac arrest. But while the emergency teams 
are introduced in order to increase the safety of patients, the practices 
they bring with them might become a safety issue in themselves, and I 
experienced during fieldwork that the introduction of emergency teams 
occurred occasionally as the topic for discussion in quality meetings or 
incident analysis sessions. From these discussions, it became obvious that 
the implementation and use of the emergency teams did not go as 
smoothly as expected. An incident of cardiac arrest in a non-intensive 
ward can demonstrate this point: First, and for reasons not altogether 
clear, the new emergency team was not called immediately when the 
patient stopped breathing as the procedure would have it. Rather, a 
phone call to an attending physician was made before the call to the 
team. Second, considerable confusion arose about who was in charge of 
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the resuscitation efforts until the team arrived. In the subsequent RCA 
session, one of the participants described the situation as a ‘chaotic and 
headless operation where no one and everyone were taking charge’. Third, 
when the team arrived, the ward personnel were disorganized and con-
fused about their roles and responsibilities, right down to simple ques-
tions such as whether they were supposed to stay in the room or not. 
Another issue concerned the documentation of the episode; as a nurse 
mentioned, ‘[i]n the old days, a cardiac arrest would immediately compel 
someone to grab a pen and start documenting. Now we all rush out of the 
room when the emergency team arrives.’

So with the introduction of emergency teams, roles and responsibility 
structures have changed considerably with role confusion, blurred respon-
sibility and failure to live up to certain professional obligations (such as 
documentation) as a result. Before the new teams were introduced, the 
ward had developed a number of well-established routines and proce-
dures (spoken as well as unspoken) for emergency situations but with the 
new ‘safety system’ new guidelines had been introduced and the implicit 
annulment of the ‘old ways’ had not been taken into account and neither 
had the fact that such roles, responsibilities and routines are often devel-
oped over a long period of time and that it might take a while to re-
establish work practices and responsibility structures that function as 
effectively, swiftly and safely as the old ones (see also Holmes 2009 and 
Chap. 8).

The presented case of redistribution of responsibility is not specific for 
patient safety technology and can in many ways be said to represent what 
has been determined as classic problems of ‘centered managerialism’ (Law 
2000:15), of the implementation of evidence-based knowledge or stan-
dardized systems into situated healthcare practices (see for instance 
Zuiderent-Jerak 2007); or of innovation when innovation is understood 
and conducted separately from the practices that it seeks to innovate 
(Mesman 2008). But there are also problems of responsibility and blur-
ring of roles that are more specific to the programme and that attest to 
what could be described as patient safety’s ambivalent relationship with 
notions such as accountability, responsibility, sanctions and blame. On 
the one hand, and in line with questions of addressability and accountability 
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raised earlier in relation to critical incident reporting, it can be argued 
that the transformation of clinical situations into reportable incidents—
that is, the creation of new risk objects to be managed—is essentially 
about making actors and organizations responsible and accountable 
(Hilgartner 1992; Douglas 1992; Power 2007; Power et al. 2009). In line 
with this argument, the safety agenda’s strong emphasis on risks and errors 
(in contrast to, for instance, danger, chance, complications and accidents) 
inevitably raises issues of blame and responsibility (McDonald et  al. 
2005). But this quest for accountability sits alongside the blame-free 
ethos of the programme that is designed to help realize the goal of creat-
ing a learning environment where professionals can talk openly about 
errors with the result that they can be reported and corrected. As I attend 
to in greater lengths in Chaps. 4 and 6 of this book, this blame-free prin-
ciple that is supposed to increase institutional accountability and learning 
might well disturb traditional and situated ways of taking responsibility 
for and acting upon failure. Thus, blame-free patient safety technologies 
such as the RCA can have serious unwanted effects equally for preventing 
the more formal attributions of responsibility as well as more informal 
discussions about limits of office (see also Collins et al. 2009; Wachter 
and Pronovost 2009; Mengis and Nicolini 2011).

�Organizing Principles in Patient Safety

The patient safety programme has not only brought safety but has simul-
taneously redistributed uncertainty, responsibility, tasks and focuses in 
ways that introduce new types of context-specific problems, risks and 
safety threats in clinical practice. Much of the identified risks in this 
chapter are not specific to patient safety, and thus the arguments are 
largely analytically generalizable to discussions on unwanted consequences 
and distributed effects of introducing rationalizing technologies, control 
systems, management tools or new types of knowledge or innovations 
into organizations and the organizational practices, routines, roles, 
responsibility structures and visible and invisible work that constitute 
such. At the same time, this chapter has strived to demonstrate that the 
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specific character of the patient safety programme and the particular 
rationalities it imposes on healthcare practices introduce risks, which are 
closely connected to the highly principle-based nature of the current par-
adigm, its strong standardization claims, its ‘measure-and-manage’ strate-
gies and its blame-free ethos. These are the risks that could be determined 
as the self-inflicted plagues of the programme. Thus, on the basis of all 
four risk categories, it can be argued that the programme’s specific set of 
ideals of, and methods for, organizing are a strong contributing factor in 
creating a particular kind of overarching risk: the risk of determining a set 
of golden principles for organizing a priori an analysis of the specificities 
of the situation (see also Du Gay and Vikkelsø 2013a, b). As we have seen 
in this chapter, this principle-based character of safety policy and its 
vision of risk elimination through standardization have certain concrete 
unwanted consequences for clinical practice and the organization of 
healthcare, as well as more intangible consequences for the possibilities of 
approaching safety from a pragmatic, situated and context-specific per-
spective, where the particularities of the clinical situation and the uncer-
tainty of medical knowledge determine the questions to be asked and the 
solutions to be suggested.

Notes

1.	 https://en.wikipedia.org/wiki/Patient_safety_organization.
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6
Learning in Patient Safety

Imagine a jet aircraft which contains an orange coloured wire essential for 
its safe functioning. An airline engineer in one part of the world doing a 
pre-flight inspection spots that the wire is frayed in a way that suggests a 
critical fault rather than routine wear and tear. What would happen next? 
I think we know the answer. It is likely that—probably within days—most 
similar jet engines in the world would be inspected and the orange wire, if 
faulty, would be renewed. When will health-care pass the orange-wire test? 
(WHO 2005: 3)

One of the main buzzwords of patient safety policy is ‘learning’, and in 
the inception as well as the continuing spread of the international patient 
safety programme, the concept of learning is playing a vital role. Oft-used 
catchphrases such as ‘we must start learning from our mistakes’ or ‘we 
must create a learning culture’ here serve as an indictment of an unsafe 
healthcare system, where failures are not corrected. It is, however, a very 
particular understanding of learning that dominates the safety agenda. As 
the quote from the WHO’s World Alliance for Patient Safety suggests, 
the goal of the international patient safety movement is illustratively to 
make healthcare pass ‘the orange-wire test’, so that by standardization, 
centralization and system improvement ‘the bad experience suffered by a 
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patient in one part of the world can be a source of transmitted learning 
that benefits future patients in many countries’ (WHO 2005: 3). In 
mainstream patient safety thinking, such transmittable learning is to be 
founded on a learning culture in which health professionals disclose errors 
in order to report them to incident-reporting systems and analyse them 
with incident analysis tools to prevent reoccurrence. Within this particu-
lar set-up, learning essentially becomes about creating failsafe systems 
through transmittable and standardized system improvements.

Apart from the reference to the transferability of safety solutions, 
learning is also employed to establish the blame-free attitude of the 
patient safety programme. As learning has the immediate rhetorical 
advantage of generating positive and constructive associations it supports 
the promotion of a learning approach to safety as the opposite of a disci-
plinary approach where errors are traced back to individuals who are then 
blamed and sanctioned. With the motto of going from a blame culture to 
a learning culture, and from ‘a person approach’ to a ‘system approach’ 
(Reason 2000), the programme introduces systems learning to encourage 
healthcare professionals to talk openly about, report and analyse critical 
incidents with the goal of focusing exclusively on how ‘the system’ can be 
optimized—not who should be blamed.

Here, it is important to note that—as implied in the title of To Err Is 
Human (Kohn et al. 2000)—blaming individuals for errors is not only 
regarded as morally wrong within the programme but also as basically 
futile. This argument is based on a simplistic approach to human factors 
research, where errors are largely attributed to human factors such as cog-
nitive slips, inattention and fatigue and where a general suspicion towards 
the learning subject is consequently prevalent: Addressing the individual 
learner becomes an ineffective strategy when our human cognition is 
essentially fallible and unmanageable. At patient safety conferences, sem-
inars and educational events, such human shortcomings are often com-
municated through various ‘psychological gimmicks’ where the 
inadequacies of the mind are displayed through cognitive tests designed 
to illustrate the basic fallibility of humans. The participants are asked, for 
instance, to count the number of ‘f ’s in a particular sentence, with the 
anticipated outcome that most suggest a number considerably lower than 
the actual sum of ‘f ’s in the sentence. Or the participants are shown the 
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famous Invisible Gorilla experiment where they are to count the number 
of passes made in a basketball game after which it is revealed that—unno-
ticed by most—a person dressed as a gorilla went through the basketball 
court. By describing humans as cognitively error-prone, and by describ-
ing this condition as essentially unchangeable, the system becomes the 
obvious target for intervention. Or, to repeat human factors researcher 
and cognitive psychologist James Reason’s much replicated quote, ‘we 
cannot change the human condition but we can change the conditions 
humans work in’ (Reason 2000: 768). Thus, ‘going after the individual’ 
in questions of safety breaches is understood equally as an immoral and 
ineffective strategy because humans are understood to be quite hostile to 
learning.

The learning agenda, then, is used equally as a precondition for, a nor-
mative justification of and a motivational factor in relation to the intro-
duction of a systems perspective on error reduction and safety 
improvement in healthcare. In the remainder of this chapter, I present 
the systemic perspective on learning in patient safety in more detail and 
connect it with organizational learning theory. I then contrast this under-
standing with John Dewey’s account of learning as inextricably linked to 
habits understood as stored action patterns based on earlier experience. 
The chapter proceeds by presenting an empirical case concerning a mis-
diagnosed pregnant woman and it considers what learning in and from a 
sentinel event entails from a systemic and a pragmatic stance respectively. 
The chapter ends by showing how learning involves habits and reflectivity 
respectively, and it connects with the discussion of the blame-free agenda 
by showing how banning blame can prohibit processes of learning, taking 
responsibility for errors and modifying habits.

�Systems Learning: Patient Safety 
and ‘Learning Organizations’

The patient safety programme’s focus on systems learning is partly inspired 
by common organizational learning theory. Especially literature on ‘the 
learning organisation’ (e.g., Senge 1990, 1999) stresses that systems 
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thinking can strengthen learning in organizations. As the ‘fifth discipline’ 
of Senge’s The Fifth Discipline: The Art and Practice of the Learning 
Organization (Senge 1990), systems learning is promoted as the most 
important method to transform organizations into learning organiza-
tions. In doing this, change management becomes dependent on certain 
‘skills of systems thinking’:

People start seeing and dealing with interdependencies and deeper causes 
of problems only as they develop the skills of systems thinking. In my 
experience, if basic learning capabilities like these are deficient, then they 
represent a fundamental limit to sustaining change. (Senge 1999: 9)

Thus, the general skill of understanding the organization as a system 
through learning the conceptual framework of system thinking as well as 
its body of knowledge and tools is praised as a way especially for manag-
ers to initiate organizational change. While the general skill of system 
learning is praised, the ‘learning organization’ perspective has a more 
ambivalent relationship to task-specific conduct and skills of the organi-
zational members. Although the first of the five disciplines ‘personal mas-
tery’ does include a focus on the individual ‘learner’, it does so only in the 
abstract description of a process of ‘continually clarifying and deepening 
our personal vision, of focusing our energies, of developing patience, and 
of seeing reality objectively’ (Senge 1999: 7). In other writings on the 
learning organization, a human factors approach to learning is dominant 
as when it is, for instance, stated that ‘the source of poor performance and 
organisational failure is often to be found in the limited cognitive skills 
and capabilities of individuals compared to the complexity of the systems 
they are called upon to manage’ (Senge and Sterman 1992: 139). 
Commencing with such human shortcomings, it is also a shared princi-
ple that education and training directed at improving individual and spe-
cific skills and increasing experience levels are ‘weak’ solutions to safety 
problems: ‘Experience and training do not solve the problem’ (Senge and 
Sterman 1992: 139).

The patient safety programme’s systems learning approach seems to 
be inspired equally by human factors research, ergonomics and organi-
zational learning theory. To investigate the specificities of this approach, 
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the important NHS document An Organization with a Memory: Report 
of an Expert Group on Learning from Adverse Events in the NHS (2000) 
becomes an obvious place to start because it has been enormously influ-
ential in promoting systems learning in healthcare. In terms of citations 
and effects, the document stands as the European pendant to the 
American Institute of Medicine’s To Err Is Human (Kohn et al. 2000). 
Learning is not only central to the title of the document: In the 108-
page document, learning (learn*) is mentioned nearly 300 times and in 
the introduction, the expert group explicates its purpose solely in rela-
tion to learning:

Too often in the past we have witnessed tragedies which could have been 
avoided had the lessons of past experience been properly learned. The task 
of the Expert Group was to advise the Government on the steps that can be 
taken to ensure that the NHS learns from its experiences, so that the risk 
of avoidable harm to patients is minimised. (2000: vii)

In this way, learning, specifically ‘learning from experience’, plays a 
dominant rhetorical role in the document as the primary mechanism 
with the ability to make healthcare safer. In the same vein, ‘failure to 
learn’ is understood as the main cause for lack of safety. Consequently, 
‘failure to learn reliably from adverse events’ is coupled to a wide range of 
alarming numbers such as an estimated 850,000 adverse events in NHS 
hospitals a year, of which half are understood to be avoidable and there-
fore subject to the ‘failure to learn’ argument (Department of Health 
2000: 5). Within an overall logic of risk elimination, this suggests that 
anything understood as avoidable is also basically understood as prevent-
able by means of safety technologies and policies.

The report is concluded with a number of suggestions as to how 
healthcare can ‘modernise its approach to learning from failure’ 
(Department of Health 2000: xi): namely, by reporting and analysing 
incidents, by promoting a blame-free learning culture and by ensuring 
a ‘much wider appreciation of the value of the system approach in pre-
venting, analysing and learning from errors’ (Department of Health 
2000: xi). These priorities can still be understood as the main bricks of 
the safety programme.

  Systems Learning: Patient Safety and ‘Learning Organizations’ 
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The phrase to ‘learn from experience’ is evoked as a way to express the 
system’s ability to, within a risk elimination logic, ‘learn’ from errors by 
introducing standardized and centralized system improvements. From 
this perspective, experience does not seem to be related to the individual 
clinician’s habits, skills or knowledge. Within the systems perspective, 
humans are, on the contrary, understood to be the weakest link as it is 
believed that humans are essentially more ‘error-provoking’ and less easy 
to manage than systems. Consequently, system improvements must be 
made to ensure that humans make as few errors as possible. Inspired by 
human factors research and safety engineering in other industries, the 
programme is thus based on

the assumption that while we cannot change the human condition we can 
change the conditions under which people work so as to make them less 
error-provoking. When an adverse event occurs, the important issue is not 
who made the error but how and why did the defences fail and what factors 
helped to create the conditions in which the errors occurred. (Department 
of Health 2000: 21)

This idea about an unchangeable human condition pervades the ideol-
ogy of the programme and, as a result, individual learning and training 
are deemed ineffective. The argument that systems are essentially more 
manageable than humans is reflected in arguments such as ‘The local 
human errors are the last and probably the least manageable part of the 
causal sequence leading up to some adverse events’ (Department of 
Health 2000: 21), and

[t]he same set of circumstances can provoke similar mistakes, regardless of 
the people involved. Any attempt at risk management that focuses primar-
ily upon the supposed mental processes underlying error (forgetfulness, 
inattention, carelessness, negligence, and the like) and does not seek out 
and remove these situational ‘error traps’ is sure to fail. (Department of 
Health 2000: 21)

As such, the healthcare professionals’ ‘mental processes’ might trigger 
the error, but as they are assumed unmanageable and as part of ‘the 
unchangeable human condition’, one must seek to reorganize the system 
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in such a way that human errors become as unlikely as possible. In line 
with this argument, the focus on the system instead of the human as the 
primary ‘safety guard’ establishes possibilities for creating high levels of 
standardization and for importing solutions across departments, hospi-
tals and even industries, with the goal of making sure that ‘[i]ncidents 
where services have failed in one part of the country are not repeated 
elsewhere’ (Department of Health 2000: 4)—an argument similar to the 
orange-wire argument quoted in the very beginning of this chapter.

A number of points can be noted about the programme’s systems per-
spective on learning. First, because it is used as an abstract systemic qual-
ity, learning becomes a rather underspecified concept in the programme’s 
overall rhetoric. As a rhetorical concept, learning serves to legitimize the 
programme’s intentions; it becomes a self-evident counterpart to the con-
cept of ‘blame’. Looking more specifically to what is, nonetheless, con-
tained in the concept when analysed through the lens of the general 
discourse on system safety, the primary ‘learning model’ is to ‘fix the 
system’ by introducing standards, procedures and safety devices. Here a 
learning culture does not primarily attempt to make individuals or groups 
in the organization learn and get wiser. It is rather understood as a culture 
where individuals report and analyse incidents to make the system wiser. 
As a result, the safety programme’s understanding of learning undermines 
the importance of approaching ‘the learner’ and his or her context and 
task-specific habits, experiences and skills, and speaks almost solely about 
the system’s ability to learn. The interesting consequence of the pro-
gramme’s logic is that it is eventually only humans, not systems, who are 
understood as inherently fallible and consequently the goal is to create 
systems that are as independent of experience, memory and individual 
habits as possible.

An important question, which the patient safety literature is remark-
ably silent about, is the relationship between systems learning and the 
individual healthcare professional. What does learning become for the 
individual health professional (or the group) in a perspective where every-
thing is about the system’s ability to learn and adapt? In the literature on 
the learning organization, individual learning becomes a matter of learn-
ing how to think, talk and act in accordance with the systems perspective. 
Hence, healthcare professionals are to be taught how to identify, report 
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and analyse critical incidents, as well as how to talk in specific systemic 
and blame-free terms about errors (now spoken of as adverse events or 
critical incidents). Moreover, the persona of the health professional has a 
part to play in securing the implementation of systems learning by, for 
instance, following guidelines and adhering to new standards in order to 
reduce the system’s dependence upon ‘the human condition’ and its basic 
variability. Learning, in this way, is linked exclusively to learning the ‘dis-
cipline of patient safety’ and, as described in the WHO patient safety 
research online cause, the level of learning in the healthcare system can be 
evaluated by the ‘presence of policy or program’, the ‘staff knowledge of 
policy or program’ or the ‘appropriate use of policy or program’ (WHO 
2016—see also Chap. 5 on second-order risk).

In this way, what Bente Elkjaer claims for theories on the learning 
organization can simultaneously be claimed for mainstream patient safety 
literature: namely, that when individual learning is addressed, it is often 
treated in rather unspecific and unproblematic terms and ‘the relation 
between individual learning and organisational problem solving is 
regarded as unproblematic, construed simply as a matter of the former 
meeting the demands of the latter’ (Elkjaer 2001: 439). In order to make 
up for this lack of understanding of learning on an individual or group 
level, John Dewey is an obvious source to turn to.

�To Know with the Muscles: Dewey’s  
Approach to Learning

A certain delicate combination of habit and impulse is requisite for obser-
vation, memory and judgment. Knowledge which is not projected against 
the black unknown lives in the muscles, not in consciousness. We may, 
indeed, be said to know how by means of our habits. (Dewey 1922: 177)

John Dewey’s work springs from an overriding interest in learning, 
education and questions of how we can guide our actions from inquiring 
into our experiences and refining our habits accordingly. The close con-
nection Dewey draws between learning and experience is popularly 
known as ‘learning by doing’, although Dewey’s own term is ‘learning 
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from experience’ (Dewey 1916: 140). Essentially, Dewey states that 
learning and education are matters of examining and reflecting upon 
experience and its value in problematic situations, i.e., uncertain situa-
tions which require us to reflect, think and find a solution to the specific 
problem that confronts us. Patterns of such thinking and inquiring are 
built on previous experience in solving similar types of problems and, as 
such, experience and inquiry into experience enables us to act in a more 
informed way. From this follows, on the one hand, that a learning envi-
ronment is a reflective environment, which encourages experience-based 
and context-specific thinking and inquiring. The importance of reflec-
tion for learning in Dewey’s writings is well known, has been studied 
thoroughly and has inspired organizational learning theories (Boud et al. 
1985; Elkjaer 2001; Jordan et al. 2009; Schön 1983, 1987).

On the other hand, and what is less recognized within the common 
Dewey reception, learning is also intrinsically connected to and depen-
dent on habit, intuition and feeling, which explains why one of Dewey’s 
most significant works, Human Nature and Conduct (1922), is dedicated 
to exactly these dispositions. Here he defines habit as

the kind of human activity which is influenced by prior activity and is in 
that sense acquired; which contains within itself a certain ordering or 
systematization of minor elements of action; which is projective, dynamic 
in quality, ready for overt manifestation; and which is operative in some 
subdued form even when not obviously dominating activity. (Dewey 
1922: 42)

Dewey goes as far as to establish that ‘man is a creature of habits’ 
(Dewey 1922: 18). To illustrate the importance of habit for learning, 
Dewey asks what it requires for a man to stand straight, and he argues 
against the belief that ‘if one is told what to do, if the right end is pointed 
to them, all that is required in order to bring about the right act is will or 
wish on the part of the one who is to act’ (Dewey 1922: 27). Rather, 
standing straight is about the formation of the habit of standing straight, 
it is about learning to stand straight, not wishing to do so. This leads 
Dewey to conclude that only one who already knows how to, that is, who 
has a habit of standing straight, is able to perform the act: ‘a man who can 
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stand properly does so and only a man who can, does’ (Dewey 1922: 29). 
It is in line with this argument that Dewey states that ‘the act must come 
before the thought’ (Dewey 1922: 30). This should not, however, be 
taken literally as a suggestion to act first and think afterwards, a principle 
which is promoted in certain parts of organization theory. Particularly, 
organizational theorist Karl Weick has endorsed the argument that in 
uncertain situations one should not put one’s faith in past experiences. 
Therefore, when faced with uncertainty, a strategy cannot be rationally 
thought out, but should come about as a spontaneous intervention that 
can be rationalized only in retrospect (e.g., Weick 2001, 2007). Dewey, 
who was a firm believer in ‘intelligent inquiry into the means which will 
produce the desired result’ (Dewey 1922: 28), especially when faced with 
uncertainty, is hinting at something quite different. Namely, the impor-
tance of habits and acquired skills built through past experiences and 
careful training for our ability to think and inquire systematically into the 
situation at hand. Hence, to state that the act comes before the thought 
is not to say that we must act first and think afterwards, but rather that 
we only know how to think, inquire into and pose judgement on the 
specificities of the situation because of previous context-specific experi-
ence in doing so; that is, because of ‘intelligently controlled habit’ (Dewey 
1922: 28). It is in this way that we can be said to ‘know how by means of 
our habits’ (Dewey 1922: 177).

From this perspective it does not make sense to divide humans into a 
body with senses and a mind with ideas as such are intimately connected 
in all our acts. This argument is already present in Dewey’s early and 
famous ‘The Reflex Arc Concept in Psychology’ (1896), where he shows 
how sensing as well as thinking are consequences of earlier experiences, 
inquiry, training and well-developed habits. Even what is often under-
stood as an automatic reflex, when for instance a child reaches for a light, 
is actually an acquired habit—or coordination as Dewey prefers in his 
early work—built on earlier experiences of successful courses of action. 
The more often we experience a successful result by following a certain 
course of action (seeing and grasping for instance), the more ‘unques-
tioned’ or automatic our disposition to follow this course of action 
becomes. Therefore Dewey maintains in Human Nature and Conduct, 
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that to have a sensation in the first place is the product of ‘a highly skilled 
analysis’ based on previous training and well-formed habits (1922: 31). 
In this way, a habit comes before any sensation and consequently we 
cannot discount intuitions and impulses as something merely instinctive: 
‘Immediate, seemingly instinctive, feeling of the direction and end of 
various lines of behaviour is in reality the feeling of habits working below 
direct consciousness’ (Dewey 1922: 32).

Thinking, to Dewey, is also based on habit. ‘The formation of ideas as 
well as their execution depends upon habit’ (1922: 30) he argues, and 
thereby emphasizes that thinking and inquiring are based on dispositions 
that need to be learned, trained and maintained. The quote ‘learning is 
learning to think’ (Dewey 1933: 176) therefore reminds us that thinking 
and learning from our experiences does not come to us on a silver platter, 
but have to be formed. At the same time, the acknowledgement that 
‘concrete habits are the means of knowledge and thought’ (Dewey 1922: 
176) also implies that, while all habits are situated, there is no such thing 
as a universal kind of knowledge. A painter, a sailor, a scientist or a physi-
cian have acquired different habits through their specific past experiences, 
training, practical skills and interaction with their environment. Hence, 
when Dewey states that ‘[t]he scientific man and the philosopher like the 
carpenter, the physician and politician know with their habits not with 
their consciousness’ (Dewey 1922: 182), it is to say that knowledge is 
always context-, task- and role-specific, built on concrete past experiences 
and situated in a particular environment. This is an argument against the 
idea that knowledge and learning can be universalized and formalized to 
fit all situations independently of context: It is an argument against the 
idea that ‘[b]ecause a thirsty man gets satisfaction in drinking water, bliss 
consists in being drowned’ (Dewey 1922: 175).

Finally, it should be mentioned that Dewey divides habits into two 
kinds: ‘The real opposition is not between reason and habit but between 
routine, unintelligent habit, and intelligent habit or art’ (Dewey 1922: 
77). The first kind of habits he describes as ‘mechanical exercises of rep-
etition in which skill apart from thought is the aim’ (Dewey 1922: 71). 
He frequently refers to this kind of habit as routine, but also as unintel-
ligent, unthinking, dead or mechanical habit, or just as ‘absentmindedness’ 
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(Dewey 1922: 173). Although Dewey is aware that mechanization of 
habit is of vital importance for human existence, he states that ‘[r]epeti-
tion is in no way the essence of habit’ (Dewey 1922: 42). The second 
kind of habit, in contrast, shapes our ability to think, inquire, judge and 
learn. Referred to as intelligent, artistic or ‘reflective and meditative’ 
(Dewey 1922: 209), this kind of habit is not (only) built on mindless 
repetition but springs from previous reflective thinking, inquiring and 
judging in such a way that it becomes ‘an ability, an art, formed through 
past experience’ (Dewey 1922: 66). This kind of intelligent habit can be 
described as ‘an acquired predisposition to ways or modes of response, 
not to particular acts’ (Dewey 1922: 42). From a more normative per-
spective, learning from experience is then essentially about developing 
certain types of predispositions and the ‘fostering of those habits and 
impulses which lead to a broad, just, sympathetic survey of situations’ 
(Dewey 1922: 207).

�The Case of a Misdiagnosed Extrauterine 
Pregnancy

Although the use of root cause analysis (RCA) has been increasingly criti-
cized in recent years, especially within the new resilience or Safety II per-
spective on patient safety (Hollnagel et al. 2013, 2015), the model is one 
of the most central ‘learning tools’ within the patient safety programme. As 
described earlier, the overall goal of the RCA is to provide an analysis of the 
sentinel event in question in order to identify a number of system improve-
ments, which—when implemented—can ideally prevent similar incidents 
from occurring in the future. In other words, the goal of the RCA is to 
generate systems learning from particular incidents. The RCA meetings 
follow a standardized script, are led by professionally trained patient safety 
advocates, often a risk manager and involve the implicated health profes-
sionals. In what follows I turn to an RCA from my hospital study, which 
can help set the scene for a discussion of tensions between the programme’s 
systemic approach to learning and the Deweyian approach to learning.

This particular RCA is conducted in the aftermath of a sentinel event 
concerning a pregnant woman that can be summarized as follows: The 
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woman is hospitalized as she is in great pain. When she is admitted, a 
scan is conducted and the foetus is established to be lifeless. The woman 
is estimated to be 18 weeks pregnant and is diagnosed as experiencing a 
spontaneous abortion caused by a so-called placental abruption: a condi-
tion where the placenta is increasingly separated from the uterus. The 
patient is—according to standard procedure—given medication to speed 
up the abortion, but during the next hours, her condition rapidly wors-
ens, the abortion does not take place and, consequently, the nurses on the 
ward start to worry about her condition. However, the attending physi-
cian in charge the night she is admitted upholds the initial diagnosis, and 
so does the attending physician taking over on the following day up until 
the woman experiences a cardiac arrest. Only now it is realized that she is 
suffering from a ruptured and therefore internally bleeding extrauterine 
pregnancy—a dangerous condition where the foetus is growing outside 
of the uterus. Luckily, the woman is resurrected and survives.

During the subsequent RCA process, which stretched for more than 
five hours over two meetings, the investigation team quickly agrees that 
the main question to be answered is why the wrong diagnosis was with-
held. To answer this question, a number of causes are explicated during 
the process. Most importantly, it seems that significant pieces of informa-
tion available at the time pointed in the direction of the given diagnosis. 
As one of the attending physicians states, ‘[t]he reason it goes wrong in 
this case is that you think that things are just as they seem, however, it 
turned out, they are not’. A number of preceding events can explain why 
the attending physicians were left to believe that ‘things are just as they 
seem’: that the pregnancy was normal and hence intrauterine. In particu-
lar, what is thought at the time to be no less than three previous scans had 
not led them to believe that the pregnancy was anything but intrauterine: 
First, a conversation with the foreign-speaking husband gives the impres-
sion that the woman had her regular week-14 scan where everything 
looked normal. This information is later doubted. Second, before her 
hospitalization, the woman received a week-20 anomaly scan; however, 
the pregnancy at this point is estimated to be less than 20 weeks because 
of the small size of the foetus, and so the scan is never fully completed 
and the abnormality is not detected. Although the scan is interrupted, 
the couple is led to believe that the pregnancy is normal. Third, as 
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described, a scan is conducted when the woman is hospitalized, but as the 
woman is in a lot of pain, the scan is quick and chaotic and hence inad-
equate to establish the extrauterine pregnancy. Had just one of these 
scans been thoroughly completed, an extrauterine pregnancy would 
without much doubt have been established.

In addition to the weighty argument of the 3 scans, other reasons for 
withholding the misdiagnosis are pointed out during the meetings: For 
instance, the involved physicians state that it is extremely rare that an 
extrauterine pregnancy can continue for so many weeks without any 
symptoms: ‘It is rarely in our heads that this is a possibility,’ one of the 
implicated explains. Moreover, the given diagnosis, placental abruption, 
can potentially be very painful and therefore the woman’s symptoms did 
not—at first sight at least—contradict the initial diagnosis. So ‘on paper’ 
(as far as the attending physicians were concerned at the time), a long list 
of reasons were reassuring them that the diagnosis was correct. With 
Paget’s definition of the mistake as an action going wrong (Paget, 1988), 
they were at the time led on by a number of clues, standard behaviour 
and what is normally understood as evidence in cases like this with the 
result that their action (the diagnosis) was kept on what should turn out 
to be the wrong track.

Sitting in on the RCA meetings and experiencing the uneasy atmo-
sphere and almost constant tension in the room, it was obvious that 
something else was also at stake that was not so easily approached by the 
implicated health professionals. Because, although the diagnosis and 
treatment decision looked fine on paper, a number of the involved per-
sonnel felt and suspected that something was not ‘as it seemed’. As one of 
the attending physicians explains:

At some point in the morning somebody had a suspicion [that it could be 
an extrauterine pregnancy], however, it then became highly misleading 
that a fresh scan from ultrasound was available. The suspicion was not big 
enough for us to get a second opinion.

The same physician who was in charge on the night she was admitted 
was obviously worried about the state of the woman. During the RCA 
sessions, he struggles to find the right terms to describe this unease, 
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but  when directly confronted with a nurse’s suggestion that she had 
‘a feeling’ that he was worried about the patient’s condition, although he 
did not directly tell her so, he describes the case as follows: ‘It was one of 
those cases where you experience a certain unease. I had a feeling that she 
was unstable. It is something non-verbal. I went around looking worried 
with wrinkles in my forehead.’ Apart from the attending physician, the 
nurses working closest to the patient were most uncomfortable with the 
situation. The nurse who was in charge of the patient explained: ‘It is not 
my responsibility to diagnose the patient, but something did not add up. 
It did not fit my intuition at all. At times, she was totally gone, at others 
she was screaming from pain.’ Accordingly, the nurse tried to indicate to 
the second attending physician (working the day shift) that something 
was not adding up. This physician did not, however, react to this warn-
ing, as he was, in his own words, ‘slightly unsure about her unstable 
condition but nor unsure about her diagnosis’. Some of the issues here, it 
seems, were about hierarchy and about the nature of the knowledge the 
nurses tried to communicate. Several studies on nursing have found that 
while nurses often work closest to the patients, and are therefore often in 
the best position to sense potential problems, irregularities or vulnerable 
situations, their knowledge is also difficult to communicate because of its 
predominantly intuitive nature (see, for instance, Green 2012; Benner 
and Tanner 1987; Rew and Barron 1987).

�Closing Safety Gaps

Following the logic of the patient safety programme and its ideal of trans-
mitted learning through standardization, the case of the misdiagnosed 
pregnancy is a classic example of how failure originates from a number of 
safety gaps, which need to be ‘closed’ or corrected in order to prevent 
similar incidents in the future. The risk manager in the concrete RCA 
process announces during the first session that ‘this is one of those cases 
where all the holes in the cheese slide align while blinking bright red, so 
what we need to do now is to close these holes’. This is, of course, a spe-
cific reference to James Reason’s epitomic illustration of the healthcare 
system as a Swiss cheese (1990, 1997; see Chap. 3). From a ‘Swiss cheese’ 
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perspective, the RCA is understood as a way to introduce system improve-
ments targeted at closing the discovered ‘holes in the safety net’, which 
ideally will help prevent similar incidents in the future. When the circle 
is completed, it is assumed that the system has learned from the incident. 
In the present case, the established root cause of the accident, the reten-
tion of the wrong diagnosis, was to be managed by the introduction of 
three concrete action plans developed during the RCA sessions: First, the 
introduction of a new standard for scans to always secure a full week-20 
abnormality scan, including those cases where the foetus is estimated to 
be younger (i.e., smaller than usual). Second, a new guideline for hand-
ing over information about patients during the changeover between 
shifts. This plan is suggested as a way to evade the specific problem that 
is addressed during the RCA meeting concerning lack of communication 
about the state of the woman between the health professionals working 
the night and day shift. And third, a ‘timeout’ in relation to the handling 
of acutely ill patients. This new procedure is supposed to involve both 
nurses and physicians and is presented as a solution to what is determined 
as the ‘communication problems’ between the two professions linked 
especially to the fact that the nurses did try to communicate their worries 
about the patient’s condition while the attending physicians did not react 
to this. In line with the principles of the programme, this identification 
of standardization-based solutions is how ‘learning from experience’, to 
refer back to An Organization with a Memory (Department of Health 
2000), is enacted. Yet, it must be noted that it is only the first action plan 
concerning a new scan procedure that fully lives up to the ideal of preven-
tion through transmitted learning. Judged by its ability to pass the 
‘orange-wire test’ of the WHO quote in the beginning of this chapter, 
this action plan is just after the book; it is fully standardizable, transmit-
table across contexts and readily implementable. The two other plans 
concerning ‘knowledge-sharing’ and ‘timeouts’ are judged by the pro-
gramme to be less ideal standardization solutions, as they do not rule out 
variation and are still reliant on the healthcare professionals’ communica-
tion skills and discretionary abilities.

While the incident with the misdiagnosed pregnant woman is easily 
ticked off as a classic ‘Swiss cheese’ case of aligning safety gaps, it can also 
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function as an example of the limits of this approach. It is obvious that 
neither my short description of the case nor the results of the RCA are 
doing the complex situation justice in terms of the various details which 
led to the incident and the list of questions it poses. Apart from the 
circumstances that lead the physicians to believe that the initial diagnosis 
was correct, a long list of mitigating circumstances must be added con-
cerning workload and resources, staff shortage, communication prob-
lems, logistics, hierarchy, responsibility, a lack of skill in handling acute 
patients at this particular non-intensive ward and even perhaps questions 
of malpractice (I return to this question at the end of the chapter). The 
complex set-up of circumstances is, however, also often the reality of the 
everyday practice of medicine, and in this specific situation, a very large 
number of different circumstances interplayed in very unfortunate ways. 
As attested so convincingly by Charles Perrow (1984), the notion of cre-
ating safety by closing safety gaps and eliminating the possibility for error 
by standardization is challenging because it presupposes stability and pre-
dictability. However, the likelihood of a similar incident, in this case an 
incident including no less than three failed scans, a foreign-speaking hus-
band, a lack of physicians on that particular day and so on and so forth, 
is quite close to none.

�When ‘Muscle Knowledge’ Is Overruled

As laid out, a Deweyian stance on learning highlights the importance of 
slowly developed habits based on past experience for the possibility of 
inquiring into problematic situations. Looking at the incident with a 
Deweyian attitude that focuses on habits, intuitions, experiences and the 
possibility of inquiry, one must turn to the part of the story that is not 
officially reported in the RCA report. The uneasiness described by the 
healthcare professionals during the episode leading up to the cardiac 
arrest, the intuition that something did not add up although all formal 
knowledge would have it otherwise, could be described, I suggest, as 
exactly the ‘delicate combination of habit and impulse’ (1922: 177), from 
which inquiry, thought and learning springs forth, according to Dewey. 

  The Case of a Misdiagnosed Extrauterine Pregnancy 



154 

Because of earlier experiences with similar situations, that is, because of 
the healthcare professionals’ skills and training in dealing with specific 
patients and illnesses, they ‘knew with their muscles’, as it were, that 
something was not right. While some, especially the nurses, communi-
cated their unsettlement, it was for others not expressed verbally but only, 
as described, through uneasiness and ‘wrinkles in the forehead’. So in 
verbal and non-verbal forms, the experience of unsettledness and ten-
sions, which to Dewey is the precondition for inquiry, was strongly pres-
ent in the situation. However, for a multitude of reasons, the unsettled 
situation was never treated as a problematic situation where a problem is 
instituted and a solution called for. With one of the physician’s words, the 
various hunches never got their ‘second opinions’, and a new and situa-
tionally adjusted judgement of diagnosis based on the experiences and 
skills of the healthcare professionals as well as the available facts were, 
consequently, not enacted. From a Deweyian perspective, this is the main 
dilemma of the case.

With Dewey, then, ‘learning from experience’ becomes something 
more than the ability to create systemic improvements based on the iden-
tification of root causes. Instead, when viewing the learning objects not 
only as ‘the system’ but equally as the humans in it, learning becomes 
central to grasping the main problematic of the case: namely, that ‘learn-
ing from experience’ was not enacted, although experience was there to be 
learned from. Hence, understanding learning as a situated, embedded 
practice involving body as well as mind, person as well as system, forces 
us to approach learning not only as what is taken from the situation but 
jointly as what is enacted in the situation. As such, the case shows just 
how important, albeit extremely delicate, task-specific ‘muscle knowl-
edge’ is for detecting, acknowledging and learning about errors or safety-
critical incidents in concrete clinical situations. More specifically, the case 
shows that intuitions, feelings, habits and tacit knowledge founded on 
previous experience of and training in similar situations are easily over-
ruled by formal knowledge, busyness, communication problems, systems 
failures or other types of entanglements in the complex arrangement of 
everyday clinical practice.

The importance of ‘muscle knowledge’ for learning in the situation 
constitutes a specific type of safety issue, which in many ways is counter 
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to the logic of the present safety programme and the type of problems it 
encounters. Accordingly, the problem is not fallible, variable, cognitively 
insufficient humans from which patients must be protected via failsafe 
systems. Rather, this case represents a highly fallible system in which task-
specific skills, competences, habits and bodily knowledge can play an 
important part in maintaining and keeping it safe (see also Mesman 
2008, 2009; Beguin 2009).

As indicated, the importance of healthcare workers’ intuitions is not 
unheard of within patient safety policy. And in the case of the misdiag-
nosed pregnancy, one of the action plans did, as described, involve the 
establishment of a timeout in relation to acutely ill patients as a way to 
create spaces for reflection and expression of doubt. Timeouts are well 
known within safety engineering, for instance as parts of surgical check-
lists (WHO 2008), and so is the more general idea of establishing spaces 
of reflexivity in certain parts of care delivery processes (e.g., Iedema and 
Carroll 2011; Zuiderent-Jerak 2015). One can only assume that such 
solutions are likely to have successful safety outcomes if they are appro-
priately introduced into, adjusted to and slowly integrated into clinical 
practice. The difference, however, between a Deweyian and a systemic 
approach to such arrangements is that to Dewey intuitions, hunches, 
experiences and slowly developed habits are not only something to be 
counted on in predetermined flexible spaces or in cases where system bar-
riers break down. Rather, they are the precondition for delivering safe 
care all the time (see also Chap. 7). I therefore suggest that a more fruitful 
way of addressing the questions posed by the case of the misdiagnosis can 
be derived from Dewey’s approach to learning as presented in this 
chapter.

�Learning as Fostering Safety Dispositions

A Deweyian stance on learning addresses the tacit, habitual, bodily and 
experience-based intuitions, feelings and knowledge of the healthcare 
professionals, not only as emergency signals to warn about systems fail-
ure, but as the backbone of safe practices in healthcare. Safety is some-
thing that needs to be drilled into the healthcare professionals by training 

  Learning as Fostering Safety Dispositions 



156 

and careful work on the self. Following Dewey, intelligent and mindful 
habits and routines are built from experiences of previous reflective 
thought and inquiry, and it is only such experiences that foster the pre-
disposition to act in certain ways instead of just repeating certain acts. By 
adopting this framework in issues of patient safety, archiving safety is not 
only about safety procedures, systemic improvements or the creation of 
reflective spaces, but equally about the ability to foster a certain attitude 
or predisposition towards safety, which prompts healthcare professionals 
to develop and act in accordance with their ‘intelligent habits’, to react on 
impulses based on these habits, to inquire into uncertain situations and 
to learn from their experiences. Safety then essentially becomes about 
learning: It becomes about developing safety dispositions and attitudes 
through a constant refinement of habits and, as such, it becomes about 
obtaining ‘muscle-knowledge’. And this is not something that comes 
easy. Fostering habits and dispositions takes exercise, development of 
skills, the slow accumulation of experiences and, not least, training in 
reacting to impulses, feelings and bodily knowledge.

Understanding learning in relation to healthcare professionals’ devel-
opment of safety dispositions, as an alternative to understanding it in 
relation to advancing systems safety via standardization has consequences 
for how one might approach safety management. At this point, it is not 
unlikely that inspiration can spring from looking to what already consti-
tutes the safety work done at the clinical level, some of which runs paral-
lel with, or even counter to, the requirements of the safety programme. 
To give an example, during my fieldwork, I met patient safety representa-
tives who had taken it upon themselves to instil thoughts and reflectivity 
into routines by asking ‘why’ as much as possible to their colleagues:

The proactive part of the job [as patient safety representative] is the most 
rewarding. And often they [your colleagues] may well have the answers 
themselves. For instance, when flushing a catheter, are you to flush it with 
sterile water or saltwater? To name a small thing. Well, try to think for 
yourself. This was also the way I learned best, when I was a student. 
Whenever people came and asked: ‘why are you doing it like that? Or what 
do you think? What samples do you need to take, when you enter a patient 
with this or that condition? What do you think?’ All of a sudden you have 
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to think for yourself. And this is also what is dangerous about this patient 
safety thing. We can make these safe boxes. Thought-free institution. 
Everything is well thought out for you. But this might deprive people of 
their own thinking and then there will also be errors. So it’s always a 
balance.

Although this quote can be seen as reflecting a classic discussion about 
standardization versus autonomy or discretion, it can also, with Dewey’s 
insistence on the importance of distinguishing between intelligent and 
unintelligent habit, be taken as a discussion about how to establish habits 
(or routines) in the best way possible. The simple trick of asking ‘why’ 
and forcing health professionals to reflect on their habits and routines or 
the procedures they attend to here exactly becomes a question of educat-
ing them to acquire dispositions towards safety by fostering certain ‘ways 
or modes of response’ (Dewey 1922: 42), as opposed to an understanding 
of safety as mere repetition (and standardization) of specific acts.

�Learning as Habit and Reflectivity

The abstract, cognitive and systemic understanding of learning found in 
the patient safety programme as well as in Peter Senge and colleagues’ 
model on the learning organization (as described in the beginning of this 
chapter) has been criticized by promoters of more practice-based theories 
on learning and knowing (e.g., Fox 2000; Gherardi 2000; Lave and 
Wenger 1991; Wenger 1998). One of the most influential of these per-
spectives, situated learning theory, was proposed by Lave and Wenger 
(1991) as a way to address learning as a contextual and social process 
taking place in so-called communities of practice. Participation is the 
anchor point of Lave and Wenger’s theory, and, as such, they identify 
learning as participation in a network of relations. In important ways, 
Dewey’s concept of learning can supplement these otherwise significant 
theories.

Dewey’s account on learning has a concreteness and practicality that 
many other learning theories lack. According to Bente Elkjaer, situated 
learning theory operates on an abstract level, and therefore it answers 
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neither the question of method nor the question of content in relation 
to learning. Here, Dewey can assist, Elkjaer argues, as he ‘answers to 
the ‘how’ of learning (through the use of inquiry) and the ‘what’ of 
learning (by developing reflective experiences)’ (Elkjaer 2001: 440). 
However, by only highlighting these two notions—inquiry and reflec-
tive experience—Elkjaer joins the common Dewey reception, where 
learning is primarily understood in relation to its explicitly reflective 
elements. Yet, as we have seen, there is more to Dewey than reflectivity. 
By bringing habits, intuition and the body to the centre of learning and 
knowledge production, he supplements the vast majority of practice-
based learning theories, which have been said to pay ‘more attention to 
social relations, interactions, and discourses, and less to bodily practices’ 
(Yakhlef 2010: 409).

Within sociology Dewey is not the only one who can make up for this 
‘relative neglect of embodiment’ (Yakhlef 2010: 413). Thus, a number of 
influential sources have delivered more corporal perspectives on learning 
and knowing, explicitly focusing on dispositions, habits and intuitions 
(e.g., Bourdieu 1977; Mauss 1934; Merleau-Ponty 1962). While being 
perhaps the less appreciated of these, Marcel Mauss argues in his 
‘Techniques of the Body’ (1934) for a strong link between habits, the 
development of bodily skills and learning. Mauss describes a wide range 
of bodily techniques including eating, washing, sitting and swimming. 
Such techniques are culturally specific, explicitly adapted to the situation 
and should be understood as dispositions that must be drilled into the 
individual through training. One of the numerous examples from Mauss’s 
text concerns the technique of digging. During World War I, the English 
troops had gotten hold of 8000 French spades but they turned out to be 
useless as the English soldiers did not have training in digging with them. 
This indicates, Mauss argues, ‘that a manual knack can only be learnt 
slowly. Every technique properly so-called has its own form’ (Mauss 
1934: 71). As such, Mauss is interested in ‘the shaping of the body 
through the mastery of specific assemblages of action, stored and trans-
mitted in particular social organizations and relationships’ (Hunter and 
Saunder 1995: 71). This understanding of learning in connection to 
context-specific and slowly developed techniques is not far from Dewey’s 
focus on the importance of habits for learning, illustrated by, for instance, 
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his earlier described account of what it takes for a man to stand straight 
(1922). But where there is seemingly no relationship between the habit-
ual and bodily, on the one hand, and the reflective and cognitive, on the 
other, in Mauss’s approach, Dewey’s stance on learning offers a way out 
of this dilemma. By explicating that intelligent habits are often based on 
previous reflective thought and inquiry, Dewey opens up a possibility of 
connecting the prereflective and the reflective. As such, Dewey will 
simultaneously agree that ‘[l]earning is corporal, pre-discursive and pre-
social, streaming from the body’s perpetual need to cope with tensions 
arising in the body-environment connections’ (Yakhlef 2010: 409) and 
insist that the way to know how specifically to cope with such tensions 
rests on experiences and habits that are often gained through previous 
reflective inquiry.

The Deweyian understanding of learning as the development of 
experience-based dispositions based on inquiry also has consequences for 
how we approach the learning process that goes on in the aftermath of 
medical error. From a pragmatic stance, retrospective error analysis such 
as the RCA is to support the development or modification of habits and 
this process is inseparably connected to processes of taking responsibility 
for errors in order to commit to learning and the inculcation of new ways 
of response. In the last part of the chapter, I discuss the RCA process of 
the case of the pregnant woman and argue that important learning oppor-
tunities were disrupted because of the blame-free perspective of the 
methodology.

�Learning by Taking Responsibility

The case of the misdiagnosed pregnancy in this chapter can, in Dewey’s 
terms, be understood as an ‘unsettled situation’ that never turned into a 
‘problematic’ one, as the healthcare professionals’ experience-based habits 
and intuitions were, unfortunately and for several reasons, not at the time 
taken as an occasion to inquire further into the tensions and inconsisten-
cies of the particular clinical situation. An obvious question to ask now is 
whether the RCA sessions, which within the safety programme’s optic are 
the epicentre of learning from incidents, created a second possibility for 
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making up for this lack of initial inquiry and problem solving. Did the 
sessions, with Dewey, function in a way to turn an unsettled and prob-
lematic situation into a settled one in order to create experienced-based 
learning from the situation? As already indicated, and judged from the 
feeling of unsettlement and unrealized tensions at the meetings, the 
answer to this is ‘no’: The problematic situation was not resolved. 
Although there might be various reasons for this, it is evident that a 
crucial reason was that as a blame-free tool the RCA only intended to 
address systemic causes and solutions. Therefore, to round of the discus-
sion of the case of the misdiagnosed pregnant woman, we now need to 
return to the theme of Chap. 4: The challenges of current patient safety 
efforts to address issues of professional responsibility and mechanisms of 
approval and disapproval, also, or perhaps especially, as an important ele-
ment of learning. In the concrete RCA, the blame-free ethos was main-
tained by the risk manager, who several times during the sessions 
reminded the participants ‘Now remember, that this is a blame-free ses-
sion’. In this, as in other RCAs I attended, such appeals to a blame-free 
environment seemed to be most eagerly given when problems of blame 
and responsibility were at stake. In this particular case, the atmosphere in 
the room was exceptionally tense and these unresolved tensions were, I 
believe, physically felt by everyone involved.

The main tension concerned an oppressed conflict between the 
attending physician working the day shift and the nurses who attended 
to the patient and who tried to warn the physician of the patient’s grave 
condition. The attending physician had good reasons for withholding 
the diagnosis, including, as described, no less than three scans. He 
could also point to other contributing factors such as staffing shortage, 
which had made him responsible for an extra ward of patients. The 
nurses, on their side, argued that they had tried to warn the physician 
that something did not add up; and at the RCA meetings they expressed 
clear frustration that their possibly somewhat  vague, but persistent, 
warnings were disregarded.

Several questions could be asked regarding the appropriateness of using 
a ‘blame-free’ strategy in order to address these tensions. First, there is a 
question of hierarchical relations. No matter how excusable because of 
systemic failures, business and other mitigating circumstances, the formal 
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responsibility of the pregnant woman and her health lies in the hands of 
the attending physicians. Here we should recall Charles Bosk’s descrip-
tion of the 1970s US surgeons’ equivalent to the RCA, the Mortality and 
Morbidity Conferences, where attendings ‘put on the hair shirt’ by show-
ing regret and taking full responsibility for mistakes and shortcomings in 
mortality cases—even when they were not themselves directly implicated 
and when ‘systemic’ excuses could be made (see Chap. 4). Hereby, Bosk 
argues, the attendings actively encourage disclosure of error, they teach 
their subordinates that failures are an inescapable part of professional life 
and they simultaneously show them ‘the proper expression of guilt’ (Bosk 
2003: 144). This relation between the attending and his or her subordi-
nates is the condition for the transfer not only of medical knowledge but 
also of ethical attitudes. In these formalized conferences, then, learning, 
disclosure, acknowledgement of mitigating circumstances and taking 
responsibility and expressing guilt and self-blame go hand in hand.

In the RCA process, the opposite scenario takes place. Not only is the 
attending physician working the day shift not ‘putting on his hair shirt’, he 
actively renounces responsibility, makes excuses and indirectly blames the 
nurses and other health professionals for the incident. And this, I believe, is 
the real reason for the tense atmosphere in the room: not the incident in 
itself, but the refusal to take responsibility for the incident. In Bosk’s study, 
such refusal would be determined as a normative error committed by the 
attending physician and involving a failure to ‘discharge his role obligations 
conscientiously’ (Bosk 2003: 51), a failure to show how seriously he takes 
his responsibility to the patients and—most importantly—a failure to 
show his willingness to improve, to learn from the incident.

Apart from the question of formal responsibility, the case of the preg-
nant woman raises another question of responsibility, obligations and 
learning related to the two attending physicians’ lack of attention to their 
own or others’ intuitions and hunches that something did not add up. 
The physician who worked the night shift walked around with ‘wrinkles 
in his forehead’ but did not react on this feeling of unease. And the 
attending physician who took over the next day gave no attention to the 
nurses’ feeling of worry for the woman. Had the RCA not been so focused 
on determining standardizable solutions, it could have discussed the obli-
gations of health professionals to react on their hunches and inquire into 
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the situation when their experience and critical sense tell them that some-
thing is wrong. Taking responsibility for the incident—not only indi-
vidually but also as a group—could help the health professionals inculcate 
this obligation so that the next time, they would react on their own intu-
itions and critical sense, or listen seriously to others.

What is important, then, is to point out that because of the blame-free 
ethos of the RCA sessions neither of these two questions of responsibility 
was ever attended to. The blame-free systems perspective did not leave 
room for the subtle internal routines of co-collegial error detection, error 
definition and error management, which earlier studies of medical prac-
tice have described as requisite for taking responsibility, forgiving, blam-
ing or being remorseful in relation to medical error. Thereby it also 
decreases the possibility for the implicated to learn from the incident.

That responsibility, blame, remorse and disapproval are not antitheti-
cal to learning converges with Dewey’s notion of habits as presented ear-
lier in the chapter. To Dewey the importance of blaming is not contained 
in the idea of pointing fingers or in the attribution of causes or intentions 
to actions. Rather, blaming, condemning, praising and forgiving are all 
inseparable parts of learning, of changing one’s habits in order to change 
one’s future conduct. It is essentially a question of moral education.

Courses of action which put the blame exclusively on a person as if his evil 
will were the sole cause of wrong-doing and those which condone offense 
on account of the share of social conditions in producing bad disposition, 
are equally ways of making an unreal separation of man from his surround-
ings, mind from the world. Causes for an act always exist, but causes are 
not excuses. Questions of causation are physical, not moral except when 
they concern future consequences. It is as causes of future actions that 
excuses and accusations alike must be considered. (Dewey 1922: 18)

Thus, Dewey insists that blame and praise are useful and necessary, not 
to establish causes of action, but in order to affect future actions by 
installing learning. This is similar to what Marianne Paget insisted in her 
study on medical error: namely that moral disapprobation of mistakes 
and misconduct is necessary in order to correct conduct in the future. It 
is necessary to make health professionals learn by experience so that the 
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next time, in a similar situation, they will act differently (Paget 1988: 
131).

On the one hand, then, we must understand that actions are always a 
product of ‘social partnership’ and that we can therefore not rely on what 
Dewey describes as ‘a belief in metaphysical free-will’ (Dewey 1922: 18). 
But, on the other hand, in order to prevent bad outcomes in the future, 
we do need to attend to ‘excuses and accusations’—i.e., to make moral 
judgements—in order to stimulate learning:

The moral problem is that of modifying the factors which now influence 
future results. To change the working character or will of another we have 
to alter objective conditions which enter into his habits. Our own schemes 
of judgment, of assigning blame and praise, of awarding punishment and 
honor, are part of these conditions. (Dewey 1922: 19)

Accordingly, morals and learning are inseparable in Dewey’s thinking. 
When we ascribe responsibility or express blame or forgiveness, it is with 
the purpose of changing a person’s habits and making him or her learn 
how to act in the future. From this perspective, the tensions and uneasi-
ness felt at the RCA meetings should have been dealt with in the name of 
learning. Not to establish more root causes, or suggest new standards and 
system optimizations, but to approach questions of professional respon-
sibilities related to formal roles and office-holding as well as to the obliga-
tion to listen and react to more bodily and experience-based kinds of 
knowledge. The purpose of addressing these questions would not be to 
attribute intensions to actions but rather to hold clinicians and clinical 
teams accountable and install the case as a learning experience so that 
they are more likely to act ‘differently next time’ (Dewey 1932: 304; see 
also Chap. 9).

Although the RCA investigation group settled on a description of the 
incident and a list of action plans, the lack of attention to responsibility 
had the effect that the tension remained unreleased and the last RCA 
session tragically ended with an almost hostile atmosphere in the room. 
Hence, for a second time, the unsettledness of the situation was not 
resolved. Thus, the main problematic of the original incident was reiter-
ated in the RCA process: Bodily knowledge, feelings and tensions were 
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overruled once again while the blame-free rhetoric complicated matters 
unnecessarily and diffused responsibility in ways that affected the pos-
sibilities of seeking accountability, learning, resolution and ‘release’ in 
the aftermath of the sentinel event. This observation is backed by a simi-
lar study of RCA processes, where it is concluded that ‘[b]y officially 
banning blame and imposing a politically correct way of reflecting on 
incidents, blaming has been pushed underground, thereby making it 
less visible and more difficult to manage’ (Mengis and Nicolini 2011: 
183–184).

From a pragmatic stance, then, learning is inseparable from the ethos 
of the health professional. Thus, it is neither possible nor useful to leave 
the learner, the ‘human condition’ as it were, out of discussions about 
medical error and safety, even in cases of typical ‘system errors’ where 
there are no obvious signs of malpractice, reckless conduct, bad inten-
tions or even unintended human error that needs to be attended to. 
Because there is a potential—also in the most systemic of incidents—that 
the health professionals and clinical teams involved could learn from the 
incident, could store it as an experience (perhaps of regret or remorse) 
and hence seek to change not only ‘the system’ but also their habits and 
future conduct in order to prevent incidents of a similar kind.
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7
Stability and Change in Patient Safety

Throughout this book, I have frequently returned to the standardization 
ideal of mainstream patient safety management which is promoted 
equally in the safety programme’s rhetoric of creating failsafe systems, in 
its preferred images such as the Swiss Cheese Model, as well as its tools 
and methodologies, such as the reporting and analysis of critical inci-
dents. This particular approach to safety management can be coined as an 
ideal of creating prevention through standardization. It presupposes a 
fundamentally stable and predictable health system in which (human) 
errors can be predicted and prevented by systemic standardization mea-
sures (Department of Health 2000; Kohn et al. 2000).

The quest to organize, manage and optimize healthcare as a stable and 
predictable system has, however, proven troublesome. As argued by Allen 
et al., and as I have attested to in earlier chapters of this book, the idea of 
preventability through system optimization is from a sociological per-
spective ‘overly reductionist, and can often result in mechanistic inter-
ventions which have unintended negative consequences’ (2016: 183). 
This has led to sociological-driven critiques, much of which argues for 
approaching health systems based on more comprehensive and complex 
understandings of the political, technical and cultural dimensions of 
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health organization. Thus, Jensen proposes that an analysis of healthcare 
from a sociological perspective must

simultaneously deal with its intertwined social and professional, cultural 
and political, scientific and technical facets. Adverse events, for example, 
are surely not just (or primarily) due to human error at the ward level but 
are rather a systemic—or networked—consequence of the ways in which 
health work is related to cultures or management, governance, business 
and science. (Jensen 2008: 322)

In a similar way, Waring et al. argue that sociology can ‘furnish insights 
into cultural, socio-technical, political and institutional forces that influ-
ence care quality’ (Waring et  al. 2016: 199)—i.e., the forces that the 
simplistic understanding of systems and human error of the orthodox 
view is likely to miss (see also Chap. 2).

Parallel to the sociological critiques, safety engineers have increasingly 
been criticizing the mainstream approach to patient safety for being built 
on a flawed understanding of systems. The most dominant of these alter-
native positions—the resilience engineering or Safety II perspective—is 
represented by a group of safety engineers that argue for a radically differ-
ent approach to patient safety and systems thinking (Braithwaite et al. 
2015; Hollnagel et al. 2013, 2015). Instead of thinking of safety in terms 
of reliability and preventability, Safety II thinking promotes robustness 
or resilience as the ability for complex systems to adjust their functioning 
and sustain their operations even during disturbances and in the presence 
of continuous stress in a constantly changing environment. This under-
standing of the resilience concept has been developed in the field of ecol-
ogy (Holling 1973), and apart from its growing impact on safety science 
in general (e.g., Hollnagel et al. 2006; Weick and Sutcliffe 2007; Dekker 
2011), it has had a strong impact on crisis adaptation, security response 
research and practices and, recently, finance (Walker and Cooper 2011).

The resilience model to safety places itself in direct opposition to main-
stream patient safety thinking, now described as Safety I, by stressing the 
problems of understanding safety management as closing safety gaps in a 
system characterized by stability, linear rationality and simplicity. It is 
argued that although the Safety I approach has stretched ‘our imagination 
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a bit […] it has changed nothing about our basic assumptions of safety 
and risk’ (Dekker 2011: 58), and further that it ‘has been popular to 
believe that this development has brought us systemic thinking about 
safety, about accidents. But it hasn’t’ (Dekker 2011: 58).

Advocates of resilience thinking therefore promote what they believe 
to be a more ‘correct’ version of systems thinking, where healthcare orga-
nizations are envisioned as non-linear and open systems, defined by their 
tight couplings, interactive complexity and systemic resonance, making 
predictability impossible. When dealing with complex systems and 
changing environments, adjustments are required constantly, and perfor-
mance variability is therefore a necessary condition that ensures flexibility 
and adaptation. At the same time, however, adjustments and variability 
are also often the reason that things go wrong because systems can ‘drift 
into failure’ and allow for deviant practices (Dekker 2011; Hollnagel 
et al. 2013; Vaughan 1996). Therefore, resilience engineering is first to 
‘acknowledge the presence—and inevitability—of performance variabil-
ity, second to monitor it, and third to control it’ (Hollnagel et al. 2013: 
13). To achieve this control, a new set of methodologies is developed 
reflecting the alternative understanding of health systems.

Although the mainstream approach is thoroughly dominating safety 
management practices in healthcare, the policy area is beginning to show 
signs that some of the critiques of the standardization approach are 
being heard, and especially the resilience perspective is being discussed 
and, increasingly, tried out in practice. It is therefore relevant to take a 
look at these alternative approaches, and not least the new types of solu-
tions they present. Following Dewey’s warning about a priori separation 
of stability and change as traits of reality, this chapter attends to Safety 
II’s turn to resilience, complexity and flexibility and argues that in just 
substituting one view of systems as stable and predictable with another 
view of systems as complex and unpredictable a new type of certainty is 
presupposed, often in order to propose ‘resilience-based’ system-opti-
mizing solutions to the problems of patient safety.1 Hence, the uncer-
tainty of medical practice and the indispensable experiences, skills and 
safety dispositions in acting with this type of uncertainty risks being 
undermined.
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�The Paradox of Stability and Change

Of the many a priori dichotomies Dewey sought to overcome in his work, 
the separation of stability and change formed a more overarching cate-
gory with which many other dichotomies were related. In Experience and 
nature (1925) Dewey argued that most of the common dichotomies such 
as those of theory/practice and mind/body return to a controversy about 
the ontological status between stability and change in philosophy:

One of the striking phases of the history of philosophical thought is the 
recurrent grouping together of unity, permanence (or the eternal), com-
pleteness and rational thought, while upon another side full multiplic-
ity, change and the temporal, the partial, defective, sense and desire. 
This division is obviously but another case of violent separation of the 
precarious and unsettled from the regular and determinate. (Dewey 
1925: 65)

Thus, in much classic philosophy, reality is understood as fundamen-
tally stable, whereby philosophers in line with the predictive sciences 
have come ‘to mumble universal and necessary law, the ubiquity of cause 
and effect, the uniformity of nature’ (1925: 44). In opposition to this, 
Dewey identifies a growing number of ‘philosophers of becoming’ 
(Dewey 1925: 50) that count philosophers from Heraclitus to Bergson 
who insist that reality is changing and fluctuating, and therefore that ‘the 
world of empirical things includes the uncertain, unpredictable, uncon-
trollable and hazardous’ (1925: 42). Dewey, who is often portrayed as a 
process philosopher himself, is in agreement with the insistence that the 
world is also changing and unpredictable; however, he strongly criticizes 
what he describes as a new type of absolutism in these philosophical 
standpoints. This new absolutism is visible in the fact that often uncer-
tainty, instability and flux are understood a priori as the defining traits of 
reality. In this way, constant change is predetermined, just as the more 
classic philosophies tend to predetermine stability; ‘the philosophies of 
flux also indicate the intensity of the craving for the sure and the fixed’ 
(Dewey 1925: 50). Therefore, Dewey argues, we are in the works of 
Hegel, Spencer and Bergson presented with a metaphysic of change in 
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which change is no longer a matter of description but of prescription 
praised for its own sake:

Romanticism is an evangel in the garb of metaphysics. It sidesteps the pain-
ful, toilsome labor of understanding and of control which change sets us, 
by glorifying it for its own sake. Flux is made something to revere, some-
thing profoundly akin to what is best within ourselves, will and creative 
energy. It is not, as in experience, a call to effort, a challenge to investiga-
tion, a potential doom of disaster and death. (Dewey 25: 51)

Today it is common to think of Dewey as a philosopher who privileges 
the changing and fluctuating over the stable. Whenever such proposi-
tions are put forward it is important to keep his critique of the philoso-
phers of flux in mind. With the act of dichotomization where either 
stability or change is deemed more primary and worthy than the other, 
neither the classic philosophies nor the philosophies of flux recognize 
that reality is a mixture of stability and uncertainty which contains order, 
completeness and predictability, as well as uncertainty, change and unpre-
dictability. Empirically we can investigate the particular relation between 
the two traits in specific situations, and analytically we can then separate 
them, but we must keep in mind, Dewey reminds us, that the two traits 
are practically intertwined and indivisible, and that often ‘change gives 
meaning to permanence and recurrence makes novelty possible’ (Dewey 
1925: 47).

Dewey has been criticized here for delivering a new metaphysics of 
generic traits of existence, which reveals a search for synthesis and there-
fore accentuates an underlying Hegelianism. However, as noted by Harris 
(2007), Dewey’s ideas of the inseparability of the stable and the precari-
ous should not be understood separately from his more practical writings 
on education and learning. Most notably, perhaps, the interconnected-
ness and mutual dependency between stability and change is a vital part 
of Dewey’s notion of habits. As described in Chap. 6, Dewey defines 
habits as ‘the kind of human activity which is influenced by prior activity 
and is in that sense acquired’ (Dewey 1922: 42). As such, habits refer 
broadly to our ‘stored’ patterns of action and thinking that have become 
stabilized over time to save us time by choosing the best possible courses 
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of action based on earlier experiences. Thus, habits are not mindless rou-
tines but are often flexible and dynamic dispositions to act in certain 
experience-based ways adaptable to the particularities of the actual situa-
tion. In this way, habits are both stable and adaptable, and to Dewey, the 
quest is to nurture and create ‘intelligent habits’ that retain their stability 
while remaining adaptable to the particular context.

Much like Dewey, the goal of a number of recent studies has been to 
dismantle what seems to be an apparent paradox of stability and change, 
which is apparent because it only arises, as Farjoun (2010) argues in his 
article entitled ‘Beyond Dualism: Stability and Change as a Duality’, 
when the two concepts are defined as opposites and separate as is largely 
the case within organizational studies (see also Dewey 1917). Here, it is 
often assumed that ‘stability and change, and the practices, processes, and 
forms that support them, are largely incompatible and mutually exclu-
sive’ (Farjoun 2010: 202). This leads to familiar dichotomies such as 
exploitation and exploration (March 1991), episodic and continuous 
change (Weick and Quinn 1999), as well as the prevailing idea that 
bureaucracy, standardization and rational design work well in stable set-
tings and for specialized tasks, while more organic and flexible structures 
are required in changing environments and for complex and non-routine 
tasks. Although such perspectives often recognize that stability and 
change are both needed, the line of reasoning is generally founded on a 
dichotomizing idea of separation and opposition between stability and 
change. In recent debates, the pragmatic quest to overcome this separa-
tion is echoed, and it is increasingly suggested that approaching organi-
zational design through the paradox of stability and change is too 
restrictive to capture the complexity of organizational reality where 
change and stability are often interdependent, complementary and con-
stituent of each other (Sutcliffe et al. 2004; Levinthal and Rerup 2006; 
Farjoun 2010). With Dewey as a frequent source of inspiration, the 
attempt to overcome the tendency to think of stability and change as 
separate and oppositional organizational qualities has been particularly 
noticeable in discussions on routines and habits in organizational life 
(e.g., Feldman and Pentland 2003; Cohen 2007).

In a self-acclaimed attempt to ‘turn patient safety on its head’ 
(Braithwaite et al. 2015), the resilience perspective on patient safety is 
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mobilizing a large number of ‘from–to’ arguments: from probability to 
variability, from resultant to emergent, from prevention to adaptability, 
from stability to flux, from linearity to complexity, from closed systems 
to open systems and from failures to a ‘positive’ focus on ‘what goes right’. 
In itself, this oppositional stance of the resilience perspective contributes 
to the establishment of a paradox of stability and change in present safety 
management thinking. However, it seems that the particular expression 
of the paradox comes in at least three versions, which are all variations of 
what, within recent discussions of safety science, have been determined as 
a question of ‘complementarity or substitution’ between Safety I and II 
(Hale 2014: 67).

�Arguments of Substitution: From Standardization 
to Resilience

The argument of substitution between Safety I and Safety II measures 
comes in an ontological and a historical version. The most simplified ver-
sion is based on an idea of ontological substitution. Here, ontological 
arguments of an essentially complex, fluctuating and unpredictable world 
are used to promote a radical substitution of older conceptual tools with 
new ones. Safety is achieved ‘not by adding one more concept to the 
existing vocabulary, but by proposing a completely new vocabulary, and 
therefore also a completely new way of thinking about safety’ (Hollnagel 
et al. 2006: 2). As part of the ontological substitution argument, health-
care is often described in general as ‘a complex adaptive system (CAS)—
or even an autopoietic system’ (Hollnagel et  al. 2013: 229). Here, 
standardization is understood not only as potentially inefficient but 
counterproductive as it can lead to a system in which even slight disrup-
tions can render it dysfunctional. The change in the ontological founda-
tions of safety modes is often argued by turning to complex system theory, 
but broader metaphysical arguments are also implemented, as when 
Dekker (2011), for example, argues that orthodox safety efforts are domi-
nated by a ‘Newtonian ethic of failure’ (Dekker 2011: 76), which is ‘not 
helpful for meaningfully modeling the messy, constantly changing, kalei-
doscopic interiors of organizational life where failures and successes are 
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spawned’ (Dekker 2011: 64). Therefore, Dekker argues, safety science 
should look to postmodernism, complexity theory and chaos theory in 
the quest to establish a new world view—a second family of explana-
tions—to replace the former ‘modern’ world view. With the introduction 
of this ‘new world view’, a substitution of stability with change is done in 
a manner not far from what Dewey determined as a Bergsonian meta-
physics of change (Dewey 1925; see also Du Gay and Vikkelsø 2012).

The second version of the separation argument is one of historical 
replacement between Safety I and II based on a ‘before and after’ struc-
ture, where it is suggested that healthcare systems are moving historically 
from simple structures to more complex ones. It is argued, for example, 
that the assumptions of Safety I do ‘not fit today’s world, neither in indus-
tries nor in health care’ (Hollnagel et al. 2015: 4) because, on the one 
hand, healthcare settings have become increasingly complex and, on the 
other, healthcare organizations have been subjected to ‘a tsunami’ of con-
stant change imperatives (Hollnagel et  al. 2015: 16). With increased 
instability, change and complexity, the linear cause–effect explanations of 
failures and unwanted system outcomes are no longer viable. Within this 
line of reasoning, it is, for example, stated that simple linear accident 
models are ‘well-suited to situations that resemble what work was like in 
the 1920s and 1930s’ (Hollnagel et  al. 2015: 23) and that composite 
linear models (such as James Reason’s Swiss Cheese Model, 1990) were 
suitable in the 1970s and 1980s ‘but not the 2000s and beyond’ 
(Hollnagel et al. 2015: 23). Hence, it is summarized that ‘[m]odels and 
methods which require that systems are linear with resultant outcomes 
cannot and should not be used for non-linear systems where outcomes 
are emergent rather than resultant’ (Hollnagel et al. 2015: 23). Although 
the argument here is historical rather than ontological, the result is often 
also one of substitution: As organizations become increasingly complex, 
older linear models of safety management need to be substituted with 
new ones based on principles of resiliency.

The substitution idea finds support in other fields such as organization 
studies. The general assumption that safety management must deal with 
either essentially or increasingly complex, fluent and constantly changing 
organizational realities is echoed not least in the work of Karl Weick, who 
is more than any other organizational theorist associated with notions of 
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resilience, flexibility, innovation, adaptability, loose coupling and impro-
visation (Weick 2001, 2007; Weick and Sutcliffe 2007). This has not 
gone unnoticed in patient safety circles, and Don Berwick who identifies 
himself as a ‘real fan of the work of Karl Weick’ argues that Managing the 
Unexpected: Resilient Performance in an Age of Uncertainty by Weick and 
Sutcliffe (2007) should be required reading in healthcare improvement 
circles (IHI 2017).

In one of Weick’s most cited texts, he analyses the Mann Gulch disas-
ter, a forest fire in which 13 firefighters lost their lives. Weick here argues 
that it was the firefighters resistance to ‘drop their tools’ as well as their 
reliance on ‘doing everything by the book’ and depending on ‘dispatch-
ers, specialization, regimentation, rules’ (Weick 2001: 111) that caused 
the tragedy. They relied on a stable reality that was not to be found. The 
foreman of the firefighters, however, used an ‘escape-fire’, which Weick 
determines as an on-the-spot intervention, and survived. In this way, the 
foreman is a perfect example of what Weick, with reference to Lévi-
Strauss, calls the bricoleur, namely, a person who has no book, does not 
rely on rules and routines, drop his tools and improvises: ‘The advantage 
of improvisation is that it is responsive to ongoing change in the organi-
zation and the environment, and standardization removes this advantage’ 
(Weick 2001: 77).

This separation of stability and change implied in Weick’s ‘drop your 
tools’ argument is reproduced in a later paper (2007), where he in more 
general terms suggests that ‘older tools tend to be overlearned’ (2007: 
13–14); that we need to ‘drop traditional ways of acting’ (2007: 14); and, 
quoting an investigation report concerning the Challenger disaster, that 
‘when lives are on the line, flexibility and democratic process should take 
priority over bureaucratic response’ (2007: 6).2 Weick concludes by sum-
ming up his organizational enemies under the common headline 
‘rationality’:

To drop the tools of rationality is to gain access to lightness in the form of 
intuitions, feelings, stories, improvisation, experience, imagination, active 
listening, awareness in the moment, novel words, and empathy. All of these 
non-logical activities enable people to solve problems and enact their 
potential. (Weick 2007: 15)
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The dichotomy between standardization, rules, control and rationality, 
on the one hand, and improvisation, flexibility and other so-called non-
logical activities, on the other, is the extreme version of the substitution 
argument so common for the Safety II perspective.

�Situated Separation Arguments

The third version of the stability–change argument involves an attempt 
to locally identify and separate healthcare sites dominated by stability 
from healthcare sites dominated by change in order to create situated 
certainty. This proposition, which I describe as ‘the situated separation 
argument’, involves an understanding not of substitution but of com-
plementarity between Safety I and II. The complementary approach is 
generally based on the realization that some organizational settings are 
dominated by simple structures and some by complex ones—and that 
although organizational complexity might be increasing, some types of 
organization are still founded on stable conditions, well-defined tasks 
and a high degree of predictability, in which case Safety I thinking and 
tools are still viable. It is often simply suggested that ‘[t]he way for-
ward […] lies in combining the two ways of thinking’ (Hollnagel et al. 
2015: 5) or that ‘Safety-II is intended as a complement to Safety-I 
rather than as a wholesale replacement. The two perspectives on safety 
must co-exist, at least for the foreseeable future’ (Braithwaite et  al. 
2015). This quote also indicates how the three positions—ontological, 
historical and situated—are often stated simultaneously by the 
same authors, are somewhat confused or overlapping or are ambiva-
lently expressed. In this case, the situated position is challenged by a 
historical substitution argument by the inserted ‘for the foreseeable 
future’.

Within the social sciences, especially within Science and Technology 
Studies, a more situated approach to the relation between stability and 
change has also been advocated. In a quest to rethink and nuance the 
understanding of formalization, rules and standards in healthcare, a 
number of authors have turned specifically to the relationship between 
stability and change by introducing new categories such as ‘flexible 
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standards’ (Timmermans and Berg 2003), ‘situated standardization’ 
(Zuiderent-Jerak 2007, 2015) and ‘flexible systematization’ (Iedema and 
Carroll 2011). At times, these studies opt for a separation of stability and 
change not unlike that of the situated separation arguments of the resil-
ience literature. In The Gold Standard (2003), Timmermans and Berg 
argue as follows:

In redesigning care processes, standardization should thus be localized in 
only some specific parts of the health care process (e.g., routine diagnostic 
tests, repeated aspects of therapeutic trajectories, recurring triage moments, 
etc.). In other aspects of the health care process, possible variation should 
be embraced. (2003: 210)

Similar to this argument, Zuiderent-Jerak argues that situated stan-
dardization ‘tries to empirically elucidate specific issues in care delivery 
so that an assessment can be made, of which aspects of the organization 
of care should be given space and which aspects should be standardized’ 
(Zuiderent-Jerak 2015: 72). This type of reasoning is echoed in Iedema 
and Carroll’s notion of ‘flexible systematization’ that is developed to pro-
mote the institutionalization of reflexive spaces in healthcare (Iedema 
and Carroll 2011). Although the mentioned Science and Technology 
Studies (STS) approaches are often sceptical towards system engineers’ 
attempt to optimize healthcare (see, for instance, Zuiderent-Jerak and 
Berg 2010) and although these important situated approaches work 
towards the creation of health systems that work with a repertoire of 
both standardization and flexibility measures, the situated separation 
argument is built on an assumption that health settings or care processes 
can be divided into stable and linear ones and unstable and complex 
ones and that in the stable parts standardization measures are effective 
while in the more unstable parts variation is needed. This division func-
tions as the precondition for intervention and for an optimistic attitude 
in regard to the possibilities of creating failsafe systems through clever 
system design. I describe some of the problems of relying too much on 
this presupposition in a few pages but first a look at some of the solu-
tions and technologies suggested by the Safety II perspective.
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�Towards System Engineering 2.0?

The separation of stability and change—whether argued by way of onto-
logical, historical or more situated propositions—enables Safety II posi-
tions to maintain the system-reengineering optimism that is characterized 
as one of the most important features of the seminal reports of the patient 
safety movement (See Jensen 2008). By injecting a new type of certainty 
into healthcare improvement thinking, a belief in the ‘certainty of change’ 
to either substitute or supplement the dominant ‘certainty of stability’ 
paradigm, a new set of improvement technologies are being developed. 
This Safety II improvement agenda is based on the rejection of the ‘cau-
sality credo’ (Hollnagel et al. 2015: 13) of Safety I, as it seeks to introduce 
new safety solutions in line with an understanding of healthcare systems 
as non-linear, open and complex systems and based on proactivity and 
learning from success and not only failure. Although the actual form of 
such new resilience solutions is not always described, some suggestions 
have been given. One group of suggestions includes reengineering initia-
tives, where standardization as the guiding organizational principle has 
been substituted with flexibility or slack. As described, such substitution 
can in its most generalized version become an unspecific call for improvi-
sation, flexibility and non-logical activities (Weick 2007). More concrete 
reengineering solutions include, for instance, the design of flexible spaces 
in hospitals: ‘By designing rooms that can be rapidly re-purposed, but are 
not unnecessarily redundant, the hospital can adapt more easily as situa-
tions change, perhaps improving safety and reducing costs’ (Bosch and 
Wears 2013: 8); or the design of technological infrastructure: ‘IT, includ-
ing information systems and infusion devices, can be created so they can 
adapt to the fluid, variable clinical health care work setting’ (Nemeth 
et al. 2008: 8).

A second group of suggestions concerns the shifts from measuring and 
controlling the level of errors to measuring and controlling the level of 
safety in the organization, not least in order to prevent possible ‘drift into 
failure’ (Jeffcott et al. 2009; Hollnagel 2012a; Hollnagel et al. 2013). This 
includes inventing new types of measurement, improvement and predic-
tion tools that can help health systems foresee, cope with and recover 
from errors and variabilities (Jeffcott et al. 2009; Hollnagel et al. 2013). 
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An example is the Functional Resonance Analysis Method (FRAM) 
developed by Erik Hollnagel (2012a) to analyse the ‘functional reso-
nance’ arising from everyday performance variability. The main goal of 
the model is ‘to represent and understand the dynamics of complex socio-
technical systems’ (Hollnagel 2012a: 89). By describing the main func-
tions of certain activities, the model’s purpose is to propose ways of 
managing possible ‘occurrences of uncontrolled performance variability’ 
(2012a: 87). Hollnagel’s model is based on a situated separation argu-
ment stating that while linear accident models are still useful in situations 
where activities are regular and homogeneous, the FRAM model is to be 
used when accidents occur ‘as emergent and nonlinear outcomes of 
dynamic system processes’ (2012a: 88).

Finally, many suggestions are aimed at implementing more centralized 
management functions to ensure the spread of Safety II and resilience 
thinking in the organization, to build in safety as a system property at all 
levels, and not least to achieve some kind of overview over the complex 
system in order to coordinate and control it. In one paper, it is suggested, 
for instance, that an ‘Interprofessional Safety Performance Department’ 
should be established in hospitals. Such a department ‘should be 
acquainted with the concepts of high reliability, resilience, and have 
investigative skills congruent with the “new view”’ (Sheps and Cardiff 
2011: 155).

What the proposed resilience technologies seem to have in common, 
at least in their current form, is that they do not seem radically different 
from the type of solutions that are considered useful safety solutions in 
the Safety I toolbox. This includes the prospect of safety initiatives quickly 
being integrated into a productivity agenda where it is claimed that resil-
ience can provide ‘the means for organizations to target resource invest-
ments by integrating safety and productivity concerns’ (Nemeth et  al. 
2008: 1), as well as the prospect of becoming part of the dominant 
‘measure-and-manage orthodoxy’ (Waring 2009) of conventional patient 
safety thinking by substituting the measuring of errors (incident report-
ing) with the measuring and monitoring of performance variability and 
‘drifts into failure’. As instances of safety science, improvement technolo-
gies of Safety I and Safety II perspectives alike are more generally based 
on an understanding of the healthcare system’s characteristics as certain 
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in some sense (whether as stable and simple or changing and complex). 
This separation of stability and change helps pave the way for a shared 
interventionist faith in the value of system engineering performed by 
safety specialists, a discipline of which the most prominent authors of 
both Safety I and Safety II literature are themselves part.

�A Factor-Ten Error, Failed Safety Steps 
and an Experienced Nurse

In what follows, I present a factor-ten medical error that can simultane-
ously display some of the dominant arguments of both sides of the stan-
dardization/resilience divide while, at the same time, identify some of the 
challenges of separating stability and change in order to maintain the 
possibility of system-optimizing healthcare organizations.

In the spring of 2010, a critical incident took place at the large Danish 
university hospital where I conducted my fieldwork. The situation con-
cerned a medication error that occurred in the process of producing che-
motherapy drugs for a small child. Caused by unreadable script on a 
handwritten prescription, as well as a number of failed safety steps, the 
university hospital received two doses of chemotherapy ten times the pre-
scribed strength from the hospital’s dispensary. Had the so-called factor-
ten error (ten times the prescribed dose) not been averted by an attentive 
nurse just before the chemotherapy was to be given to the child, it would 
most likely have had a fatal outcome.

Errors due to illegible handwriting on prescriptions and in patient 
records is a known and discussed problem in patient safety literature, and 
it is often used as one of the reasons for introducing information technol-
ogy (IT) systems such as electronic patient records or electronic systems 
for prescriptions (Aspden et al. 2006). The specific problem of factor-ten 
errors is also well known. In one study, it is concluded that tenfold pre-
scribing errors in a 631-bed American teaching hospital occurred in 
more than 0.5 per cent of paediatric admissions. Out of the 200 tenfold 
prescribing errors, which were detected at the hospital during an 
18-month period, 87 of them were caused by a misplaced decimal point 
(Lesar 2002).
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The root cause analysis (RCA) of this sentinel event lasted for two 
meetings of around 2 hours each and involved the participation of 12 
people, including frontline personnel, team leaders, the centre director of 
the implicated medical centre, a quality coordinator, the hospital’s risk 
manager and two representatives from the regional unit for patient safety, 
who were there to lead the process because the incident involved various 
parts of the healthcare system. Based on my observations of the RCA ses-
sions, the final written report of the process, as well as patient journals 
and other materials, it is possible to summarize the case thus:

A paediatrician at the university hospital orders 16.5 mg of Adriamycin 
with a handwritten prescription for a child. Although the punctuation is 
hard to read (it is unclear whether it says 16.5 or 165), a colleague pro-
vides the order with a countersignature, an established safety procedure 
to ensure the correctness of the prescription. Subsequently, the prescrip-
tion is faxed from the clinic to the hospital’s dispensary where an experi-
enced dispensing chemist performs a second safety procedure; he 
double-checks the prescription by performing a recalculation of dose in 
relation to the child’s body surface (the body surface area is calculated on 
the basis of height and weight). He, however, also reads the order as 
16.5 mg and therefore approves it before sending it for mixing. At the 
dispensary’s department for chemotherapy production, an inexperienced 
pharmacologist reads the prescription as 165 mg, and prepares a pack of 
supplies for mixing according to a tenfold dose. This package is passed on 
to the mixing room where two persons are present: a experienced phar-
macologist—with the responsibility for mixing the compounds (referred 
to as ‘the mixer’ in the RCA sessions)—and an assistant chemist in the 
role of a helper. Both read the order as 165 mg and the already prepared 
package of supplies confirms their reading. However, the pharmacologist, 
the mixer, is concerned about such a high dose for a child and states this 
unease aloud a couple of times. Confronted with this, the assistant argues 
that the dose must be correct, as the dispensing chemist has approved it. 
The mixer accepts. After production, the mixtures are passed on to a sec-
ond dispensing chemist with little experience in the production of che-
motherapy for children; he also reads the prescription as 165 mg and 
approves it, thereby performing a third safety procedure. The prepared 
chemotherapy is sent to the clinic. When the mixture is prepared for 
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administering to the child, an experienced nurse notices its abnormal 
colour: It seems to be too red. She examines the original prescription in 
the patient’s journal, after which the factor-ten error is discovered and the 
risk of potential injury averted.

�Safety I and II Solutions to the Factor-Ten Error

As one would expect from an RCA, the problem of variation was quickly 
determined as the primary cause of the incident. In line with the patient 
safety programme’s inspiration from human factors research and cogni-
tive psychology, the unreadable handwritten number was perceived as 
quite a classic case of human error caused by ‘human factors’ such as slop-
piness or inattention. Another main problem with the handwritten pre-
scription was that, from this perspective, to be able to correctly decipher 
the indistinct handwritten number, one had to rely on the experience of 
the person reading it. The problem of experience was also argued to be 
the reason for the failed last control procedure: To be able to approve the 
mixtures without a new calculation of size and dose, the dispensing 
chemist would need experience.

In relying on experience, it is argued, the system contains an element 
of chance; a variation problem that should be solved by standardization 
and the introduction of failsafe systems. At the RCA meetings, a repre-
sentative for the regional unit of patient safety who was guiding the pro-
cess expressed the overall problem of the factor-ten error like this: ‘This is 
a classic example of how it can go wrong when we build our systems on 
experience.’ Later she followed up this statement by announcing that 
‘here we have a system, which is not safe enough when it comes to people 
who have no experience with chemotherapy for children. It is all about 
the system.’

In response to the question ‘How can a factor-ten medication error 
occur in the process of dispensing chemotherapy to a child?’ by which the 
RCA was initiated, three root causes were identified and, for all three, 
action plans were provided. The main root cause of the incident was 
determined as the problem of handwriting, especially in relation to punc-
tuation, on faxed prescriptions. The action plan departing from this cause 
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suggested the introduction of a new electronic system for prescriptions. 
The second root cause involved the failure of the last safety procedure, 
where a dispensing chemist approved the faulty mixtures. Here, a new 
safety procedure was suggested involving an additional calculation of sur-
face and dose at the end of the production process. Third, the mixer’s 
suspicion that something was not right led to the formulation of a action 
plan that confronted the non-existing praxis for responding to doubts 
and hunches from the personnel in the chemotherapy production pro-
cess. Here, it was suggested that a sticker system should be introduced in 
the mixing room to allow the mixer to express doubts by way of placing 
a red sticker on the mixed product.

The three action plans are all in accordance with the overall ideal of 
the safety programme: namely, to identify the standards, rules and 
safety systems that can be readily implemented so as to prevent future 
incidents. However, on closer inspection, the root causes and action 
plans are slightly different. From the perspective of eliminating varia-
tion in the system by reducing reliance on experience, the two first root 
causes and their solutions are just by the book. In the final RCA report, 
both causes were crossed off as confirming the question ‘If the root 
cause had not existed, would the incident have occurred?’. Following 
this logic of error prevention, the action plans, which were designed to 
eliminate the root causes, simultaneously removed the possibility that 
future incidents of an analogous kind could occur. They thereby 
fulfilled the primary goal of the RCA to prevent errors through 
standardization.

However, the last action plan is somewhat different. Although the red 
sticker solution is also a standard, the expression of hunches through red 
stickers is a kind of ‘whistle-blower’ function which indicates that human 
reflections and intuitions are necessary, at least to detect system break-
downs. In this way, the solution is quite similar to the ‘timeout’ solution 
from the RCA process following the misdiagnosis of a pregnant woman 
laid out in Chap. 6. Here, the problem of hunches and intuitions about 
misdiagnosis led to the establishment of a ‘timeout’ function so that, in 
the handling of acutely ill patients, the implicated healthcare personnel 
had the opportunity to express doubts.
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The idea that human intuitions can function as ‘red flags’ in determin-
ing system failure is in line with the Safety II approach to patient safety. 
Here, it is stressed that ‘sensitivity to weak signals—that the work is not 
going as planned or expected—and understanding that unexpected reso-
nance amongst actors, equipment and patients can create novel problems 
(surprise) is central to creating safety’ (Sheps and Cardiff 2011: 155). In 
the RCA (i.e., from a Safety I perspective), the red sticker plan was identi-
fied as a less perfect solution because of its dependency on human ‘vari-
ability’; to the question of whether an elimination of the root cause would 
have prevented the incident, the answer was marked with a cross in the 
‘Don’t Know’ box. From a Safety II perspective, a lack of preventability 
would obviously not degrade the solution. In complex systems one does 
not know whether incidents are prevented, the argument goes, and there-
fore we need resilient and adaptive organizations to ‘absorb’ errors before 
they escalate.

From one perspective, the solutions to the factor-ten error can be seen 
as evidence that although the action plans following the incident are not 
deemed equally perfect from a Safety I ideal of reducing variability, Safety 
I and II measures are quite unproblematically mixed in solutions to safety 
issues in certain concrete safety practices. Taken together, then, the three 
action plans can be understood within the frame of what I earlier deter-
mined as the situated separation argument; i.e., the attempt to determine 
what part of the process needs standardization measures (action plans 1 
and 2) and what part needs resilience measures (action plan 3). When 
addressing the red sticker plan explicitly, it also resonates with the current 
calls for more flexible, situated and reflexive types of standardization 
(Timmermans and Berg 2003; Zuiderent-Jerak 2007, 2015; Iedema and 
Carroll 2011) as the initiative can be said to introduce an element of flex-
ibility or reflexivity in the medication production process through a 
standard.

But the attempt to system-optimize the process through introducing 
new types of safety systems (whether built on Safety I or Safety II ide-
als) has its challenges. In the last part of this chapter, I address these 
challenges starting with one of the classic arguments against system 
optimization coming from Charles Perrow (1984), who can be said to 
also posit a type of situated separation argument. Importantly, however, 
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this argument is used to pose a critique of a certain type of organiza-
tions rather than to support the introduction of new clever system 
designs.

�Charles Perrow and the Problem 
of System Optimization

It is hardly possible and even less desirable to write a book about safety 
without attending to Charles Perrow and his Normal Accidents: Living 
with High-Risk Technologies (1984). This widely cited and awfully impor-
tant book is, interestingly, equally referred to within Safety I and Safety 
II—and, I believe, equally misunderstood. Although Normal Accident 
covers several themes within safety research, and is said to father even 
more, the basic argument of the book is surprisingly simple: Based on 
case studies of complex high-risk organizations, Perrow states that if orga-
nizations are simultaneously interactively complex and tightly coupled, 
they are prone to accidents. That is, if work processes are so complex that 
errors are not discovered—as they are not foreseeable or perhaps even 
incompressible for the people working in the organization—as well as so 
closely coupled, time-dependent and invariant that they leave no space or 
possibility of recovering from error, then smaller errors are likely to inter-
act and create a large-scale systemic or ‘normal’ accident.

Within the mainstream approach to patient safety, Normal Accidents is 
primarily used to argue for its blame-free perspective. In To Err Is Human 
(Kohn et al. 2000), Perrow’s analysis is reproduced in these very general 
terms: ‘When large systems fail, it is due to multiple faults that occur 
together in an unanticipated interaction, creating a chain of events in 
which the faults grow and evolve. Their accumulation results in an acci-
dent’ (Kohn et al. 2000: 52). The reference to Perrow here serves not so 
much to introduce an understanding of the system in question, but rather 
to introduce the blame-free principle into safety management. By refer-
ence to systemic failure and complex systems it is said, for instance, that 
‘[t]he complex coincidences that cause systems to fail could rarely have 
been foreseen by the people involved’ (Kohn et al. 2000: 53). As Casper 
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Bruun Jensen (2008) has argued, the use of Perrow in To Err Is Human 
involves an interesting incident of knowledge translation where Perrow’s 
description of normal accidents as systemic errors in complex systems is 
turned into the opposite argument. By way of a creative reformulation, 
Perrow’s normal accident argument about a certain type of systemic error 
is used to support Safety I’s idea of humans as the main cause of error:

Perrow has estimated that, on average, 60–80 percent of accidents involve 
human error. There is reason to believe that this is equally true in health. 
An analysis of anesthesia found that human errors were involved in 82 
percent of preventable incidents; the remainder involved mainly equip-
ment failure. (Kohn et al. 2000: 53)

In this way, the mainstream approach uses Perrow to argue that human 
errors are normal, that ‘to err is human’ and that the normality of this means 
that we should stop blaming people for their errors (see also Chap. 3).

To the Safety II position, Perrow is used to state that accidents are ‘non-
linear phenomena that emerge in a complex system’ and ‘that accidents 
can be seen as due to an unexpected combination or aggregation of condi-
tions or events’ (Hollnagel 2006: 12). By stressing that accidents (and, it 
is often implicitly assumed, errors in general) are complex, interactive, 
often incomprehensible and ‘in a very fundamental sense […] non-linear 
phenomena’ (Hollnagel et al. 2006: 354), it is argued that the Safety II 
approach is ‘built’ on Perrow’s accident theory (Sheps and Cardiff 2011: 
151). But Perrow’s theory of system accidents is replicated in highly gen-
eralized terms: Complexity and tight coupling are not understood as that 
which characterize a particular kind of organizational set-up, but are 
rather evoked in a general defence of the resilience perspective. Here the 
need to ‘cope with complexity’ is being inscribed into an ontological or 
historical separation argument, often in order to describe a general ‘post-
modern’ condition: ‘The world in which people had to cope had gradually 
become more tightly coupled and less linear, in other words less easy to 
understand. Paradoxically, as the world had become more complex, cop-
ing had become more important’ (Hollnagel 2012b: 124).

What is hardly addressed in both Safety I and Safety II approaches, 
then, is that Perrow speaks of a very particular organizational set-up when 
addressing the specific and rare issue of system accidents, which he also 
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labels as normal accidents. It is not that errors are not frequent, according 
to Perrow, they inevitably happen all the time in organizations, but the 
particular instances where they accumulate to become an accident and 
where this accumulation could not have been foreseen because of interac-
tive complexity or stopped because of tight coupling is ‘uncommon, even 
rare’ (Perrow 1984: 5). Importantly, then, Perrow’s accidents are not nor-
mal as in common but normal as in inevitable in certain types of organi-
zational set-ups. In Perrow’s book on normal accident, his own solution 
to the problem of this particular kind of accidents is not highly elabo-
rated, as the book should primarily be read as a critique. However, it does 
shine through in all its simplicity: The solution to the problem of interac-
tive complexity and tight coupling is to reduce complexity and coupling. 
Create systems that are more forgiving so that ‘[o]perators have more time 
to take action and can take more actions’ (Perrow 1984: 38). Apart for 
time slack, ‘operators’ must also have certain degrees of freedom, so that 
‘those at the point of disturbance must be free to interpret the situation 
and take corrective action’ (Perrow 1984: 332). The closest Perrow comes 
to defining this freedom is in the following paragraph where he describes 
how operators ‘must be able to “move about”, and peek and poke into the 
system, try out parts, reflect on past curious events, ask questions and 
check with others’ (Perrow 1984: 333). Although, at first sight, this 
resembles the bricoleur argument of Karl Weick (2001), Perrow does not 
imply that such ‘peeking around’ should be based on improvisation rather 
than on tools, routines and past experiences. On the contrary, Perrow 
seems, in general, to argue for relying on human routine, skill and experi-
ence as a precondition for safety, and therefore for creating systems that 
allow for humans to take the necessary discretionary action when needed.

In Normal Accidents, however, Perrow addresses some of the high-risk 
systems where reductions of slack and complexity are not possible, such 
as the nuclear power industry and chemical plants. Here, Perrow argues,

[w]e have produced designs so complicated that we cannot anticipate all 
the possible interactions of inevitable failures; we add safety devices that are 
deceived or avoided or defeated by hidden paths in the system. The systems 
have become more complicated because either they are dealing with more 
deadly substances, or we demand they function in even more hostile envi-
ronments or with ever greater speed and volume. (Perrow 1984: 12)
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Perrow’s pessimism is therefore directed specifically at these complex 
high-risk systems, which will remain dangerous no matter how many 
safety devices we introduce—such organizations are, he argues, inevitably 
prone to accidents.

Perrow, then, is not discussing the increased complexity of society as 
a ‘postmodern’ condition, and he is not talking broadly about errors as 
systemic and incomprehensible (and hence ‘non-blameable’). Rather, 
he uses complexity theory to deliver a critique of particular organiza-
tional set-ups. Conventional explanations of accidents, Perrow argues, 
‘do not account for variations in the failure rate of different kinds of 
systems’ (Perrow 1984: 63), and, he continues, ‘[w]hat is needed is an 
explanation based upon system characteristics’ (1984: 63); i.e., the 
context-specific characteristics of the particular system in question. 
Perrow suggests that we analyse the situation under scrutiny to see if 
complexity and coupling are important characteristics of the organiza-
tional set-up—and, if so, to reduce these organizational traits, if at all 
possible, to prevent inevitable failures from escalating into serious 
accidents.

�The Accumulation of Failed Safety Procedures

If we evoke Perrow’s argument with regard to the factor-ten medication 
error described earlier in this chapter, we find that while the highly stan-
dardized chemotherapy production process is not complex (as in unpre-
dictable), it is indeed tightly coupled. And although the tight coupling 
argument cannot explain the initial problem of the unreadable punctua-
tion on the prescription, it can partly explain why the incident was not 
averted until the very end, despite the presence of three standardized 
safety steps: the countersignature on the prescription at the clinic, the 
approval from the dispensing chemist before the doses were mixed as well 
as the approval of the second dispensing chemist at the end of the pro-
duction process.

Not only did the safety procedures not work according to their pre-
scribed purposes, the tight coupling of the system also played an unfor-
tunate part in preventing the mixer from reacting to her doubts, intuitions 
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and safety dispositions, whereby she could have averted the incident 
much earlier in the process. At this point, two obstacles can be listed that 
relate to the strictly coupled production process of chemotherapeutic 
drugs: First, the safety procedures and steps leading up to the mixing 
procedure seemed to prevent the mixer from following her hunch; most 
clearly, the earlier approval from the dispensing chemist had this effect. 
The second obstacle concerned the physical setting: Safety requirements 
demand that mixers change clothes when going into and out of the mix-
ing room and, when in the room, the persons inside are not allowed to 
open the door to ask questions to those outside before the mixing is 
completed. A phone was installed in the room; however, there was no 
culture of using it to ask questions or to express doubts of any kinds. As 
a result, a situation was created in which the possibility for acting on 
intuitions and doubts was reduced. From a ‘normal accident’ perspective 
this is an obvious case in which ‘the operator loses the ability to correct a 
minor failure in a part rather than shutting down a whole unit or subsys-
tem’ (Perrow 1984: 79): Because of the lack of ‘slack’ in the production 
process a simple failure escalates.

Accordingly, then, both of the mentioned obstacles to the mixer’s reac-
tion to her hunch that something was not right were related to safety 
procedures: safety procedures to assure the correctness of the prescription 
process, which in this case had the opposite effect, and safety procedures 
in relation to the handling of medication, which had isolation and lack of 
communication as a result. It is therefore reasonable to question whether 
introducing yet another safety procedure is the most optimal solution to 
the problems posed by the incident. As Perrow suggests, such new proce-
dures might well increase the complexity and coupling, whereby new 
interactions of failures are made possible. This argumentation is exempli-
fied, for instance, in Perrow’s objection to the common reaction to fires 
in plants, aeroplanes, ships and so on: ‘Next time they will put in an extra 
alarm system and a fire suppressor, but who knows, that might just allow 
three more unexpected interactions among inevitable failures’ (Perrow 
1984: 4).

From a Perrowian stance, then, there are challenges equally with the 
second and third action plans of the RCA, because both—through a new 
calculation practice and a red sticker system accordingly—introduce new 
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safety procedures in an already tightly coupled system. Although the 
sticker solution might somewhat increase the possibility that hunches are 
reacted on in the mixing room (although the never-used phone in the 
room somewhat challenges this interpretation), it will, at the same time, 
introduce yet another element, yet another safety procedure, in an already 
tightly coupled and time-dependent process.

�A Pragmatic Stance on the Factor-Ten Error

While Perrow’s Normal Accident is primarily a warning against the ideal 
of failsafe organizing, especially in certain high-risk industries, it also pos-
its a situated separation argument that at times places a somewhat sim-
plistic faith in the possibility of separating industries into categories based 
on the level of complexity and coupling, for instance, by placing catego-
ries of high-risk industries within a so-called Interaction/Coupling Chart, 
which ‘puts interaction and coupling together in a two-variable array’ 
(Perrow 1984: 96). In determining whole classes of industries in this 
somewhat generic way, Perrow is not completely without blame in rela-
tion to some of the common misinterpretations of his work.

If we turn to some of Perrow’s earlier work, especially his contingency 
approach to organizations, a more nuanced understanding of the rela-
tionship between stability and change, rule and flexibility, linearity and 
complexity in particular situations of organizing seem to appear. Thus, in 
Complex Organizations (1972), Perrow discusses a common critique of 
bureaucracies disclosed as a general wish to reduce rules. In what he 
describes as the ‘social engineering or planning attack’, bureaucracies ‘are 
said to be inflexible, inefficient, and, in a time of rapid change, uncreative 
and unresponsive’ (Perrow 1972: 6). Perrow here criticizes that a simple 
dichotomy is often evoked to describe different kinds of organizational 
set-ups, such as the so-called technological theories that classify organiza-
tions in terms of ‘the kinds of tasks that are performed in them, and this 
is presumed to affect the structure of the organization’ (Perrow 1972: 
162). These theories, of which Henry Mintzberg’s ideas about different 
organizational structures are probably the most well known (e.g., 
Mintzberg 1983), establish that ‘[w]hen the tasks people perform are well 
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understood, predictable, routine, and repetitive, a bureaucratic structure 
is the most efficient’ (Perrow 1972: 162), and, on the other hand, ‘[w]
here tasks are not well understood, generally because the “raw material” 
that each person works on is poorly understood and possibly reactive, 
recalcitrant, or self-activating, the tasks are nonroutine’ (Perrow 1972: 
162). This argument, which immediately bears resemblance to the sepa-
ration arguments within contemporary safety management as described 
earlier in this chapter, maintains a distinction between routine and non-
routine (or stability and change), which is, according to Perrow, not 
fruitful:

By clinging to a routine-non-routine distinction, the technological theories 
too often place a caricature of Weber in the former and the human rela-
tions model in the latter type of organization, and we have a replay of the 
old social-psychological distinction between initiating structure and con-
sideration. What promises to be a way out of these oversimple dichotomies 
is in danger of becoming trapped by them. (Perrow 1972: 165)

Not only are these dichotomies ‘oversimple’ so that, for instance, ‘there 
could be more than one variety of routineness’ (Perrow 1972: 166), they 
are also often false insofar as rules and discretion are in many instances 
highly dependent on each other. Perrow defines rules as ‘an invisible skein 
which bundles together all the technological and social aspects of organi-
zations. As such, rules stem from past adjustments and seek to stabilize 
the present and future’ (1972: 28). Such rules can be written down, or 
they can be unspoken and a matter of custom. Moreover, they are, espe-
cially the good ones, rarely noticed.

Perrow’s realization that even the theories that seek to overcome the 
paradox of stability and change risk reproducing the very same dichot-
omy should be remembered when approaching the situated separation 
arguments advocated by parts of Safety II and in certain STS attempts of 
rethinking standardization. Because even the situated position—although 
more nuanced than the substitution arguments—is often based on faith 
in the possibility of easily separating simple settings characterized by low 
variance, predictability, continuity and routine from settings character-
ized by high variance, flexibility and complexity. And, accordingly, to 
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ascribe safety management tools that increase control, standardization, 
and formalization to the first of these settings while maintaining that the 
second type of settings requires safety management tools that promote 
loose coupling, flexibility, innovation, experimentation and discretion. As 
shown by the factor-ten case, this way of thinking does not capture orga-
nizational reality for two reasons. First, it disregards uncertainty in the 
organization of medicine. It disregards the fact that stability or change 
and predictability or unpredictability often cannot be presupposed at any 
given time because of the time-dependent and uncertain character of 
safety work and clinical practice; mundane and routinized tasks can 
quickly become emergencies and, as the case of the factor-ten error shows, 
what seem to be rather stable and linear processes can suddenly turn into 
unsafe situations. Second, the separation arguments risk disregarding the 
interconnectedness and mutual dependency of stability and change. The 
dualistic nature of the argument undermines situations in which change 
or variation enable stability as well as those in which stability enables 
change; it neglects the way in which ‘change gives meaning to perma-
nence and recurrence makes novelty possible’ (Dewey 1925: 47). This is 
not new to safety literature, and it has been shown, for instance, that 
variation in terms of risk taking as well as learning through failure and 
trial-and-error can foster safety and stability (Wildavsky 1991). Safety II’s 
quest to embrace performance variation by studying the way ‘care is deliv-
ered so well, so often, under difficult and varying conditions’ (Braithwaite 
et al. 2015: 420; see also Mesman 2008) is, in itself, based on the realiza-
tion that variance-inducing processes are often the basis of stable and 
reliable outcomes. Conversely, we must also challenge the oft-uttered idea 
that while stability can provide short-term advantages in terms of, for 
instance, efficiency, it creates a rigid system that is largely incompatible 
with change. As noted by Farjoun, organization theory is full of examples 
of cases in which ‘adaptability is supported by a considerable amount of 
structure and a number of stable mechanisms, as well as a surprising 
degree of formalization and strict control’ (2010: 211). In line with this, 
Holmes (2009) has suggested that emergency nurses are able to act 
promptly, efficiently and innovatively exactly because of their strict adher-
ence to rules and protocols in emergency situations: It is the stability of 
rules, habits and routines that provides them with an ‘artificial cool head’ 
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(Holmes 2009: 302), prevents them from overconcentration, helps them 
coordinate their responses and, not least, alerts them to unintended com-
plications (see also Chap. 8). This comes interestingly close to Dewey’s 
notion of habits which is exactly based on the insight that, oftentimes, 
variance-inducing outcomes rely on variance-reducing processes. In a 
description of how intelligent habits and training enable a violin player to 
play his violin both skilfully and creatively, Dewey argues that ‘[m]echa-
nism is indispensable. If each act has to be consciously searched for at the 
moment and intentionally performed, execution is painful and the prod-
uct is clumsy and halting’ (Dewey 1922: 71).

When we look at the factor-ten medication error to discuss, not the 
causes of the incident, but the reason that it was averted, both standard-
ization and resilience explanations seem to have difficulties addressing the 
nurse’s life-saving reaction, exactly as a case in which stability and routine 
are the preconditions for flexible and prompt action when needed. In the 
RCA process, the issue was never discussed. Although the main ‘root 
causes’ of the incident were defined in terms of ‘lack of experience’, 
because of which depending on experience was proclaimed to be the 
main dilemma of the case, it was never discussed that it was exactly the 
nurse’s experience and routines in her handling of chemotherapy that 
prevented the incident from having serious or even fatal consequences. 
From the perspective of Safety II, the picture is more unclear. On the one 
hand, resilience engineers argue that we need to attend to what goes right 
rather than what goes wrong, in order, among other things, to become 
more aware of the necessity of performance variability and not treat 
healthcare professionals as ‘fallible machines’ (Hollnagel et al. 2013: 8). 
On the other hand, there seems to be an inbuilt scepticism towards expe-
rience, routine and habits in the resilience perspective, which is expressed 
in different ways. First, it is an oft-repeated message that in a constantly 
changing and complex world, we cannot rely on our past experiences:

We are consequently constrained to look at the future in the light of the 
past. In this way our experience or understanding of what has happened 
inevitably colours our anticipation and preparation for what could go 
wrong and thereby holds back the requisite imagination that is so essential 
for safety. (Hollnagel et al. 2006: 2)
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This argument resembles Karl Weick’s advice that to remain safety-
conscious in a constantly changing environment, people should ‘drop 
their tools’, i.e., their overlearned habits, skills and earlier experiences, 
and instead improvise, innovate and be creative ‘bricoleurs’ in the 
moment (Weick 2001, 2007). But returning to the factor-ten error, the 
nurse’s reaction was not an improvisation based on her ability to drop 
tools; it was rather based on her ability to apply tools: namely, the tools of 
routine, training and experience in mixing chemotherapy medication for 
children.

Second, when Perrow’s situated arguments are universalized and errors 
are understood in general to result from the complex interplay of sys-
temic components, individual (or team-based) decision-making is not 
necessarily of significance to the outcome of actions:

It is just as wrong to attribute successes to careful planning and dili-
gence as it is to attribute failures to incompetence or error. Instead, both 
owe their occurrence to a mostly unpredictable, but not unimaginable, 
combination of a number of system characteristics. (Hollnagel et  al. 
2013: xxiv)

Thus, it is argued that in a complex and fluctuating system such as 
the healthcare system, the time span and influence of experiences, hab-
its and decision-making are short lived and, consequently, that system 
safety is the better way forward. But this argument misses the point 
that the ‘success’ of the nurse’s reaction was exactly based on diligence 
and attentiveness. The nurse’s realization that the mixture was 
slightly  too red was based on her accumulated experience of similar 
cases; it came about because of her safety dispositions or ‘intelligent 
habits’.

In the last two chapters of the book, I sketch out the conjectures of a 
pragmatic stance on patient safety in which safety dispositions and intel-
ligent habits are understood as the preconditions for the delivery of safe 
care exactly because stability and change, habits and reflexivity, rules and 
flexibility are thoroughly interconnected traits of organization—and 
because the relation between these traits cannot be predetermined as cer-
tain in situated and developing clinical situations.
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Notes

1.	 Parts of this chapter have been published in Sociology of Health and Illness 
(Pedersen 2016).

2.	 Cited from H.W. Gehman (2003) Columbia Accident Investigation Board: 
Report (Vol. 1), Washington, DC: U.S. Government, p. 203.

References

Allen, D., Braithwaite, J., Sandall, J., & Waring, J. (2016). Towards a sociology 
of healthcare safety and quality. Sociology of Health and Illness, 38(2), 
181–197.

Aspden, P., Wolcott, J., Bootman, J. L., & Cronenwett, L. R. (Eds.). (2006). 
Preventing medication errors. Medication Errors, Institute of Medicine. 
Washington, DC: The National Academies Press.

Bosch, S.  J., & Wears, R. L. (2013). Resilience engineering: A better way of 
approaching patient safety? Edra Connections, 1, 7–9.

Braithwaite, J., Wears, R.  L., & Hollnagel, E. (2015). Resilient health care: 
Turning patient safety on its head. International Journal for Quality in 
Healthcare, 27(5), 418–420.

Cohen, M. D. (2007). Reading Dewey: Reflections on the study of routine. 
Organization Studies, 28(05), 773–786.

Dekker, S. (2011). Drift into failure: From hunting broken components to under-
standing complex systems. Burlington, VT and London: Ashgate Publishing 
Ltd.

Department of Health. (2000). An organisation with a memory: Expert group 
report. London: Department of Health.

Dewey, J. (1917). Duality and dualism. The Journal of Philosophy, Psychology and 
Scientific Methods, 14(18), 491–493.

Dewey, J. (1922). Human nature and conduct: An introduction to social psychol-
ogy. New York: Promentheus Books.

Dewey, J. (1925/1958). Experience and nature. Reprint 1958. New York: Dover 
Publications.

Du Gay, P., & Vikkelsø, S. (2012). Reflections: On the lost specification of 
‘change’. Journal of Change Management, 12(2), 121–143.

Farjoun, M. (2010). Beyond dualism: Stability and change as a duality. Academy 
of Management Review, 35(2), 202–225.

  References 



198 

Feldman, M. S., & Pentland, B. T. (2003). Re-conceptualizing routines as a 
source of flexibility and change. Administrative Science Quarterly, 48, 94–118.

Hale, A. (2014). Foundations of safety science: A postscript. Safety Science, 67, 
64–69.

Harris, F. (2007). Dewey’s concepts of stability and precariousness in his phi-
losophy of education. Education and Culture, 23(1), 38–54.

Holling, C.  S. (1973). Resilience and stability of ecological systems. Annual 
Review of Ecology and Systematics, 4, 1–23.

Hollnagel, E. (2006). Resilience: The challenge of the unstable. In E. Hollnagel, 
D. D. Woods, & N. Leveson (Eds.), Resilience engineering: Concepts and pre-
cepts (pp. 9–17). London: Ashgate Publishing Ltd.

Hollnagel, E. (2012a). FRAM: The Functional Resonance Analysis Method: 
Modelling complex socio-technical systems. Surrey, London: Ashgate Publishing 
Ltd.

Hollnagel, E. (2012b). Coping with complexity: Past, present and future. 
Cognition, Technology & Work, 14, 199–205.

Hollnagel, E., Braithwaite, J., & Wears, R. (Eds.). (2013). Resilient health care. 
Surrey, London: Ashgate Publishing Ltd.

Hollnagel, E., Wears, R., & Braithwaite, J. (2015). From Safety-I to Safety-II: A white 
paper. The Resilient Health Care Net, Published by the University of Southern 
Denmark, University of Florida, USA, and Macquarie University, Australia.

Hollnagel, E., Woods, D.  D., & Leveson, N. (2006). Resilience engineering: 
Concepts and precepts. London: Ashgate Publishing Ltd.

Holmes, S. (2009). In case of emergency: Misunderstanding tradeoffs in the war 
on terror. California Law Review, 92(2), 301–356.

Iedema, R., & Carroll, K. (2011). The “clinalyst”: Institutionalizing reflexive 
space to realize safety and flexible systematization in health care. Journal of 
Organizational Change Management, 24(2), 175–190.

Institute for Healthcare Improvement. (2017). The next wave of patient safety. 
Podcast featuring Derek Freeley and Donald Berwick. January 26. 
Retrieved from http://www.ihi.org/resources/Pages/AudioandVideo/WIHI_
NextWave_of_Patient_Safety.aspx

Jeffcott, S., Ibrahim, J., & Cameron, P. (2009). Resilience in healthcare and 
clinical handover. Quality and Safety in Health Care, 18, 256–260.

Jensen, C. B. (2008). Sociology, systems and (patient) safety: Knowledge trans-
lation in healthcare policy. Sociology of Health & Illness, 30(2), 309–324.

Kohn, L.  T., Corrigan, J.  M., & Donaldson, M.  S. (Eds.). (2000). To err is 
human: Building a safer health system. Committee on Quality of Healthcare in 
America, Institute of Medicine. Washington, DC: National Academy Press.

  7  Stability and Change in Patient Safety

http://www.ihi.org/resources/Pages/AudioandVideo/WIHI_NextWave_of_Patient_Safety.aspx
http://www.ihi.org/resources/Pages/AudioandVideo/WIHI_NextWave_of_Patient_Safety.aspx


  199

Lesar, T. S. (2002). Tenfold medication dose prescribing errors. The Annals of 
Pharmacotherapy, 36(12), 1833–1839.

Levinthal, D. A., & Rerup, C. (2006). Crossing an apparent chasm: Bridging 
mindful and less-mindful perspectives on organizational learning. 
Organization Science, 17, 502–513.

March, J. G. (1991). Exploration and exploitation in organizational learning. 
Organization Science, 2, 71–87.

Mesman, J. (2008). Uncertainty and medical innovation: Experienced pioneers in 
neonatal care. Basingstoke, UK: Palgrave Macmillan.

Mintzberg, H. (1983). Structure in fives: Designing effective organizations. 
Engelwood Cliffs, NJ: Prentice-Hall.

Nemeth, C., Wears, R., Woods, D., et al. (2008). Minding the gaps: Creating 
resilience in health care. In K. Henriksen, J. B. Battles, M. A. Keyes, et al. 
(Eds.) Advances in patient safety: New directions and alternative approaches 
(Vol. 3: Performance and Tools). Rockville, MD: Agency for Healthcare 
Research and Quality

Pedersen, K. Z. (2016). Standardization or resilience? The paradox of stability 
and change in patient safety. Sociology of Health and Illness, 38(7), 1180–1193.

Perrow, C. (1972/1979). Complex organizations: A critical essay (2nd ed.). New 
York: McGraw-Hill Publishers.

Perrow, C. (1984). Normal accidents: Living with high-risk technologies. Princeton, 
NJ: Princeton University Press.

Sheps, S.  B., & Cardiff, K. (2011). Patient safety: A wake-up call. Clinical 
Governance: An International Journal, 16(2), 148–158.

Sutcliffe, K.  M., Sitkin, S.  B., & Browning, L.  D. (2004). Tailoring process 
management to situational requirements: Beyond the control and explora-
tion dichotomy. In M. L. Tushman & P. Anderson (Eds.), Managing strategic 
innovation and change (pp. 178–191). New York: Oxford University Press.

Timmermans, S., & Berg, M. (2003). The gold standard: The challenge of evidence-
based medicine and standardization in healthcare. Philadelphia: Temple 
University Press.

Vaughan, D. (1996). The challenger launch decision, risky technology, culture and 
deviance at NASA. Chicago: University of Chicago Press.

Walker, J., & Cooper, M. (2011). Genealogies of resilience: From systems ecol-
ogy to the political economy of crisis adaptation. Security Dialogue, 42(2), 
143–160.

Waring, J. (2009). Constructing and re-constructing narratives of patient safety. 
Social Science & Medicine, 69(9), 1722–1731.

  References 



200 

Waring, J., Allen, D., Braithwaite, J., & Sandall, J. (2016). Healthcare quality 
and safety: A review of policy, practice and research. Sociology of Health and 
Illness, 38, 198–215.

Weick, K. E. (2001). Making sense of the organization. Boston, MA: Blackwell 
Publishing.

Weick, K. E. (2007). Drop your tools: On reconfiguring management educa-
tion. Journal of Management Education, 31(1), 5–16.

Weick, K. E., & Quinn, R. E. (1999). Organizational change and development. 
Annual Review of Psychology, 50, 361–386.

Weick, K. E., & Sutcliffe, K. M. (2007). Managing the unexpected: Resilient per-
formance in an age of uncertainty (2nd ed.). San Francisco: Jossey-Bass, Wiley.

Wildavsky, A. (1991). Searching for safety. New Brunswick, NJ: Transaction.
Zuiderent-Jerak, T. (2007). Preventing implementation: Exploring interven-

tions with standardization in healthcare. Science as Culture, 16(3), 311–329.
Zuiderent-Jerak, T. (2015). Situated intervention: Sociological experiments in 

healthcare. Cambridge, MA: The MIT Press.
Zuiderent-Jerak, T., & Berg, M. (2010). The sociology of quality and safety in 

healthcare: Studying a movement and moving sociology. In C.  E. Bird, 
P. Conrad, A. M. Fremont, & S. Timmermans (Eds.), The handbook of medi-
cal sociology (6th ed., pp.  324–340). Nashville, TN: Vanderbilt University 
Press.

  7  Stability and Change in Patient Safety



Part III



203© The Author(s) 2018
K.Z. Pedersen, Organizing Patient Safety, Health, Technology and Society,  
https://doi.org/10.1057/978-1-137-53786-7_8

8
A Pragmatic Stance on 
Safety Management

Approaching patient safety with a pragmatic stance means adopting an 
empirical, non-dogmatic and non-dichotomizing attitude to organizing 
safety. To convey a pragmatic stance is to acknowledge that medical 
knowledge and safety knowledge is situated and time-dependent and that 
any general proposition, standard or safety technology must be weighed 
in relation to concrete clinical situations. Thus, any act of safety manage-
ment must always start with and in the clinical situation. Taking the 
point of departure in the situation and acknowledging safety knowledge 
as pragmatic and situation-based involves what Actor Network Theory 
inspired by American pragmatism has called a principle of generalized 
symmetry (see, for instance, Callon 1986; Latour 1987). That is, it 
involves an explorative attitude to the situation at hand where distinc-
tions and tensions are not predetermined as a priori dichotomies, but 
spring from empirical analysis.

Practical reasoning in general and Dewey’s pragmatism specifically 
have traditionally been seen as ways to overcome the tendency to 
dichotomize. Dewey’s concepts such as situation, habit and transaction 
are all ways of overcoming traditional dichotomies between human and 
environment, body and mind, change and stability, and thinking and 
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acting. The philosophical dichotomies that Dewey fights have been 
reproduced in the social sciences, and in Perrow’s Complex Organizations 
(1972) he highlights—and seeks to go beyond—the structure/actor, 
routine/non-routine and rules/non-rules dichotomies of organization 
theory. As I have shown in this book, similar distinctions are duplicated 
in contemporary patient safety thinking through divisions between 
standardization and flexibility, simplicity and complexity, system and 
human, and blame and non-blame. In many alternatives to the current 
patient safety programme, there is a tendency to substitute one side of 
a dicotomy  with the other. Even the more situated attitudes do not 
always escape the dichotomizing tendency as they also tend to divide 
organizational reality into bits that are either stable and in need of stan-
dards or changing and in need of flexibility. Yet, in concrete situations, 
such tensions do not necessarily exist, and it might well be the most 
stable and routinized practices that turn out to also be the most flexible 
(see Chap. 7).

In Jessica Mesman’s work on the treatment processes in neonatal care, 
she describes how taking point of departure in the particular clinical situ-
ation means being in an ‘in-between zone’—or opening up ‘the interface 
between’—generally established dichotomies such as ‘the general and the 
particular; actors and technologies; formal protocols and the swirl of 
treatment trajectories; public and local accountability; facts and values; 
expectations and experiences’ (2008: 188). When in need of safety man-
agement, whether of the proactive or reactive kind, it must always be 
remembered that this complex ‘mess’ cannot be ordered in advance. 
When approaching critical incidents, for instance, it cannot be deter-
mined beforehand whether responsibility or blame should be appointed. 
Or whether the organizational set-up was inappropriate (for instance, 
highly coupled or complex). Or whether the situation was routine or was 
hectic and uncertain. Determining these matters and determining what 
is to be done (if anything) is a question of pragmatic and practical reason-
ing based on the skills, competences and experiences of those engaged in 
the process.

In this chapter, I consult three scholars, Stephen Holmes, John Law 
and Jessica Mesman, who each delivers an important alternative to 
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mainstream safety thinking that escapes dichotomization. These are alter-
natives that treat medicine, and the practice of safety within medicine, as 
a thoroughly practical endeavour defined by its dependence of pragmatic 
rules and routines, clinical experience and practical judgement. Each in 
their own way these scholars address issues of safety management with a 
situation-based and pragmatic attitude; and with a view to the impor-
tance of already existing routines, rules and practices as a precondition for 
giving way to flexibility and discretion when needed. These are authors, 
then, who use quite different conceptualizations to introduce strikingly 
analogous arguments. I define these three approaches as representing, in 
different ways, a pragmatic stance to safety management. I end the chap-
ter by suggesting the following three axioms, or rules of thumb, for 
approaching patient safety management with a pragmatic attitude in 
concrete clinical situations:

	1.	 Take point of departure in the clinical situation.
	2.	 Be cautious about ideals of risk elimination through system 

optimization.
	3.	 Preserve the importance of training, habits and experiences.

These are axioms that summarize the attitude to patient safety manage-
ment that has been developed throughout the book and that is supported 
by the presented pragmatic alternatives to mainstream safety thinking.

�Stephen Holmes on Rules in Emergency 
Responses

In an article on national security emergencies, Stephen Holmes attends 
to emergency-room personnel in hospitals and their strict adherence to 
rules and protocols in emergency situations. Holmes argues that, although 
the personnel do ‘understand the need for immediate and unhesitating 
action’ (Holmes 2009: 302), they nonetheless ‘routinely consume pre-
cious time to follow protocols drilled into them and practiced in advance’ 
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(2009: 302). This is done for safety reasons, he argues; it is done to pro-
vide them with ‘a kind of artificial “cool head”’, which can ‘minimize the 
risk of making fatal-but-avoidable mistakes under the psychologically 
flustering pressures of the moment’ (2009: 302). Holmes sums up his 
argument thus:

[E]mergency-response personnel follow pre-established protocols precisely 
because they understand the dangers they face. Only those who fail to 
appreciate the gravity of a looming threat would advocate a wholesale dis-
pensing with rules that professionals have developed over time to reduce 
the error rate of rapid-fire choices made as crises unfold. (2009: 303)

Importantly, Holmes’s argument does not apply to those rules that 
prevent one from responding appropriately to the requirements of the 
situation. What Holmes refers to, then, is rather the auxiliary precautions 
that have stood the test of time and that it  would be unwise or even 
unsafe to circumvent. It is the

rules, protocols, practices, and institutions […] that have survived through 
trial and error to help them [the emergency responders] of the complexity 
of their threat environment, to prevent their over-concentration on a single 
salient danger, to alert them to unintended complications triggered by our 
own ad hoc remedial interventions, and to bring their potentially fatal mis-
takes to light before it becomes too late to correct them. (2009: 308)

Holmes’s argument is fundamentally different from the typical varia-
tion critique of the standardization approach for a number of reasons. 
First, the defence of rules is not driven by a wish to reduce variation and 
assure the same treatment for all; rather, it is a question of permitting 
‘emergency workers, with no time to think, to coordinate their responses 
swiftly and effectively’ (Holmes 2009: 310–311). Therefore, the rules and 
protocols Holmes advocates are of a particular kind; these protocols are 
‘practised in advance’, they are ‘drilled into’ the personnel and they are 
‘developed over time’ and ‘through trial and error’. Interestingly, Holmes 
argues that such situated and practice-based rules might well be non-
negotiable, without thereby being abstracted, universal or dogmatic. An 
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example, he states, is obligatory handwashing in the emergency room. 
This particular rule is practical, based on empirical observations and, as 
such, the ‘rule is rigid but nevertheless pragmatic, neither dogmatic nor 
moralistic’ (2009: 309). Holmes concludes that ‘when crafted over time 
by emergency responders who have learned from their mistakes, non-
negotiable rules can sometimes prove more effective, pragmatic, and 
adaptive than unregulated and unmonitored discretion’ (2009: 311). In 
this way, Holmes’s argument is not only at odds with the typical stan-
dardization approach, but also, and perhaps primarily, with the idea that 
discretion and flexibility, in and of themselves, can function as safeguards 
in times of unpredictability, insecurity and change. With Holmes’s 
approach, rules, habits and routines are necessary, especially in unsettled 
situations.

Rules to be followed ‘in case of emergency’ reflect a realistic understanding 
that a crew of human responders, with no script to follow, often fail to 
adapt themselves with desirable rapidity and coordination to the demands 
of a dangerous and confusing situation. (Holmes 2009: 308)

It is now obvious that although Holme’s case on emergency response is 
not far from Weick’s discussion on the Mann Gulch disaster (2001) dis-
cussed in Chap. 7, his line of argument is radically different. While Weick 
argues against relying on routine and ‘doing things by the book’ and 
highlights instead the need for ‘dropping one’s tools’ (of rationality, ear-
lier experiences and rules) in order to improvise, Holmes takes the oppo-
site position and maintains that dropping rules, tools and scripts in cases 
of emergency often prevents rapid and flexible responses.

Holmes is obviously well aware that not all emergencies are alike and 
that only some emergency situations are best managed by non-negotiable 
rules, while others should be dealt with through the combination of rules 
and discretion that the particular situation calls for. He therefore stresses 
that the emergency-room analogy and the general argument that ‘in the 
emergency room, urgency is the principal reason for avoiding discretion 
and relying on rules’ (Holmes 2009: 307) should be understood as an 
‘antidote’ to the analogies and metaphors of the ‘advocates of unbounded 
executive discretion’ (2009: 311).
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On the most general note, the paper is an acknowledgement that rules, 
internalized scripts and well-established routines are not antithetical to 
flexible and prompt action in complex and insecure situations (see also 
Du Gay 2000; Perrow 1972). Here the fact that Holmes speaks of emer-
gency care situations often characterized by uncertainty, unpredictability 
and rapid change is particularly interesting, as the usual claim in much 
organization studies literature and as utilized by the resilience approach is 
that, while bureaucratic structures are well suited in stable and predict-
able settings, rules and regulations must be discounted in times of inse-
curity, complexity and rapid change. Following Holmes’s argument, it is, 
however, precisely in such situations that we must rely on rules, scripts, 
careful training, routines and habits, rather than on ‘unbounded discre-
tion’ or ‘ad hoc interventions’ that might increase error rates, slow us 
down and restrict our focus. But these are not just any rules or protocols; 
they have been developed over time through ‘trial and error’ and through 
practice. They are the rules that are ‘drilled into’ the personnel, and those 
that are empirical, pragmatic and situation-based. They are rules that 
have, in Dewey’s terms, become intelligent habits.

�John Law on Relative Stability 
in Failing Systems

In sociologist and leading science and technology scholar John Law’s paper 
‘Ladbroke Grove: Or How to Think of Failing Systems’ (2000), another 
pragmatic stance on safety management is presented. The paper is a thor-
ough description of a UK train crash that killed 31 people and injured more 
than 500, as well as a discussion of the inquiry that followed. In the formal 
investigation  that followed the disaster, which in many respects was not 
unlike an root cause analysis (RCA), the main focus was on answering the 
question as to why the driver of the train passed through a red signal. In 
going over the given answers, Law finds the explanation strategies used and 
solutions suggested insufficient. A number of what Law determines as 
regional cases (i.e., root causes) were identified: A technical error concerning 
a bell that might have indicated to the driver that the signal was green 
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although it was not; a number of traditional ‘human factors’ that could 
have affected the driver’s possibility of seeing the red signal (e.g., illumina-
tion by the sun and occlusion causing visual problems); and lastly both 
organizational culture and poor management were identified as possible 
causes for the incident. John Law argues how most of these causes are inter-
connected, so that, for instance, managerial responsibility is located ‘behind’ 
the signal visibility problems. However, he suggests, ‘in these movements 
between pigeon-holes the buck may stop nowhere in particular’, thus repre-
senting what has been a main critique of incident-analysis methodologies. It 
is said about the RCA, for instance, that ‘[w]hat you call “root cause” is 
simply the place you stop looking any further’ (Dekker 2006: 77). And, as 
noted by Rasmussen (1999), this particular ‘cause’ is likely to be one for 
which a cure is already known.

Apart from regional and local causes, systemic explanation models are 
also invoked in the aftermath of the train crash. Such arguments are based 
on what within safety engineering can be coined as a Safety II logic (e.g., 
Hollnagel et  al. 2015) offering explanations based on ‘emergence’ and 
‘the primacy of the relational’ while specifically accounting for ‘break-
down that cannot be located in—that specifically fail[s] to fit with—a 
spatiality of region or locality’ (Law 2000: 5). System stories, Law argues, 
insist that elements (a competent or less competent driver for instance)  
have attributes in virtue of their location in the system and from this 
perspective the solution to safety problems is usually a call for increased 
coordination and overall system design. As described in Chap. 7, this is 
not unlike some of the Safety II measures of recent patient safety think-
ing. To Law, systemic explanations and answers run into problems 
because they also (like the regional answers) presuppose stability and the 
possibility of oversight of systems; the relational argument is ‘an argu-
ment that works best if relations are held stable’ (Law 2000: 6).

Although in important ways opposite, the regional and the relational 
explanation model, Safety I and II answers, equally intend to solve the 
problem of failing systems by making them failsafe. From a regional per-
spective new safety devices and procedures are suggested, while the rela-
tional solution calls for ‘overall control of the railway system, an overall 
design, overall coherence and overall responsibility’ (Law 2000: 7); i.e., it 
calls for a strong coordinating centre that keeps the relations in the system 
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stable. As described in Chap. 7, Safety I and II answers alike tend in this 
way to presuppose certainty.

While Law appreciates that both failsafe procedures and strong centres 
can be useful, he sustains that ‘sometimes, perhaps often, they simply 
don’t work’ (Law 2000: 8). As for the failsafe procedures, Law’s argument 
is in line with Perrow’s argument from Normal Accidents as he notices that 
‘[a]dding complexity to the relations which make up a system in order to 
strengthen those relations may actually dissolve those relations in prac-
tice’ (Law 2000: 9). The earlier-mentioned bell that indicated to the 
driver that the light was green is an example of a safety procedure (a so-
called Driver Reminder Appliance) that was most likely a contributing 
cause for the accident, just as the numerous safety checks in the case of 
chemotherapy production presented in Chap. 7 were a contributing fac-
tor for its unsafe outcome. But the call for strong centres of the systems 
approach also runs into difficulties. Law identifies a large number of 
diversities in the British railway industry: a collection of such a variety of 
different parties and interests that it becomes impossible to talk about 
one system with a single centre. Moreover, Law argues, if coherence and 
stability are possible in this arrangement, it will always only be partial and 
relative. Because while the railway system is a relatively stable arrange-
ment with elements that stay more or less in place, they only do so most 
of the time—not all the time. The system is not always stable or coherent. 
Systems fail.

While it is perhaps not controversial to argue that it is only possible 
to achieve partial coherence and relative stability, it is more unusual to 
insist that this imperfection is not necessarily a problem and that we 
should not strive for failsafe perfection—especially in the aftermath of 
an accident that caused more than 30 deaths. And it is an even bolder 
move to argue that imperfection is an advantage. Law foregrounds 
what he determines as the advantages of ‘working in a way that is fluid’ 
(Law 2000: 11) and argues that ‘the partial disorder of these not very 
coherent arrangements does just fine a good deal if not all of the time’ 
(Law 2000: 10). Importantly, while fluidity and incoherence might 
rhetorically resemble Safety II arguments, Law’s understanding of flu-
idity and partial ordering is not based on a dichotomy of stability and 
change but displays a subtle understanding of the relations between 
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routines and flexibility, for instance, in what he determines as ‘the pre-
vailing practices’ of the people working in the railways; i.e., the prac-
tices that have developed over time and for good reasons and that are 
indispensable for getting work done—even when they clash with for-
mal procedures. For instance, he describes how it had become ‘gener-
ally accepted’ (Law 2000: 13) among the signalmen that a so-called 
SPAD (a signal to indicate that a train has passed a danger sign) did not 
entail that every train was immediately put on hold as the formal pro-
cedure would command. Instead, the signalmen would wait for a little 
while to ensure that the signal should indeed be reacted on. The reason 
being that most SPADs were normally corrected immediately or turned 
out to be of a technical character, and only very few were actual run-
away trains. If all SPADs were reacted on instantaneously, it would 
result in injuries caused by emergency braking as well as disruptions 
and delays. Law concludes:

If the prevailing practice of the signalmen across the network was in fact to 
‘wait and see’, then this was a system imperfection which actually helped to 
keep the wheels turning almost all of the time. Or, more generally, fluidity 
and system imperfection are necessary if systems are to run at all. They are 
not simply chronic failures. They are built into the hidden logic of the 
systems. (Law 2000: 14–15)

Thus, these practices have been necessary to make the railway system 
function. Failure to, for instance, follow guidelines and standards is thus 
not a question of ‘sloppiness’, dangerous disorder or ‘drift into failure’ 
(Vaughan 1996; Dekker 2011) but rather the practices needed to bring 
relative stability to an imperfect system. Our common reaction to disas-
ter, however, is to seek out such system imperfections as part of or the 
main cause of the problem:

After a disaster everyone is troubled and defensive. When they are asked: 
was everything done by the book? Did you have control over everything 
in the way you were supposed to? They respond defensively. This means 
that partial (in)coherences are downplayed, or treated as errors. But this 
also loses or marginalises the practices routinely needed for working  
on and within partially coherent systems. Indeed, it renders them 
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illegitimate. Makes them look sloppy. Dangerously fluid. The issue, 
then, is how to render legitimate the practices of multiple, partial order-
ing. (Law 2000: 14)

If partial ordering, system imperfection and the prevailing practice are 
not the problem, what is? Law ends his tale in a spirit not far from 
Perrow’s waring about the creation of certain types of complex and tightly 
coupled organizations (1984). He indicates that the persistent demands 
of ever-higher speed on the railways and evermore trains coupled with a 
marked-oriented management approach had resulted in a contracted-out 
and fragmented railway operation, thereby creating a system that was 
equally more tightly coupled and more interactively complex. On top of 
this, Law identifies an interventionist tendency: ‘the sense that new tech-
nologies might—often should—be introduced’ (Law 2000: 15). Such 
uncritical celebration of change risks devaluating the practices that have 
developed over time and that have proved valuable in securing, for 
instance, the needed slack in the system.

The argument is that change is not a good in and of itself. There are also 
reasons for relative stability. And, in particular, there are reasons for relative 
stability in safety-critical contexts where routines have proved workable in 
the past. (…) To put it simply: bureaucracies don’t deal with change, but, 
contrary to the popular view, they may be flexible and tolerant of error if 
the demands placed upon them are relatively stable. (Law 2000: 15)

Like Holmes (2009) and Perrow (1972), then, Law reminds us that 
stability, slowly developed routine and bureaucracy are not necessarily 
hindrances to flexible organizing, but often preconditions for it.

John Law’s argument is important not only because it indicates the 
dangers of failsafe visions, interventionist optimism and the quest for 
certainty (whether from a Safety I or II approach), and not only because 
it highlights the significance of relative stability and established routines, 
but also because it is a brave argument. Law announces that although a 
serious accident occurs, it is not necessarily fruitful to rush out and try to 
‘solve’ the problem by reducing all system imperfections. Because systems 
are not perfect. And striving to make them so can make things worse.  

  8  A Pragmatic Stance on Safety Management



  213

As such, ‘the search for system perfection is not only impossible but, 
more strongly, it may be self-defeating’ (Law 2000: 14). This argument is 
in line with Perrow’s reasoning in Normal Accident (1984). If one general 
recommendation can be taken from this classic work, it is to ‘stop trying 
to fix the systems in ways that only make them riskier’ (Perrow 1984: 4).

�Jessica Mesman on Acts of ‘Exnovation’

Jessica Mesman’s work on patient safety delivers a third pragmatic and 
situated attitude to safety management through a particular focus on 
the routines and competences vital for maintaining safety in healthcare. 
In her work, Mesman asks not why error happens, but rather why they 
do not happen more often. In this way, she turns our attention towards 
the already established practices and their potential safety advantages, 
and  she argues that the one-sided focus on causes and prevention of 
critical incidents and mishaps of contemporary safety management 
risks ignoring the importance of identifying the strengths of these sound 
and safe practices (Mesman 2008, 2009, 2011; Iedema et al. 2013; see 
also Baxter et  al. 2015). Thoroughly founded on empirical analysis, 
Mesman takes important steps towards reconceptualizing and reinvent-
ing healthcare improvement and innovation concepts and practices in 
order to make visible and leave room for these already existent 
safety practices in improvement processes. This is done through new 
analytical constructions, such as the concept of exnovation as an alter-
native to innovation. As well as through engagement with new method-
ological tools such as video-based improvement tools—so-called 
video-reflexive ethnography—used to map the ‘in situ’ production of 
safety in clinical situations and thereby to support improvement prac-
tices ‘from within’ (Iedema et al. 2013).

Mesman’s book Uncertainty in Medical Innovation: Experienced 
Pioneers in Neonatal Care (2008) is based on ethnographic studies con-
ducted in a neonatal care clinic in a Dutch hospital. Here, she high-
lights how a complex coordination of competences, skills, experiences, 
routines, teamwork, technology and organizational systems is needed 
to secure the delivery of safe care. In this coordination process, where 
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there is no clear dividing line between ‘the known and the unknown, 
the risk and responsibility, and the collective and the individual’ 
(Mesman 2008: 188), typical processes of technological innovation do 
not only lead to new treatment opportunities and reduction of risk,  
but also to new types of uncertainties, dilemmas and unintended 
consequences.

Mesman uses the concept of ‘exnovation’ to foreground the resources, 
competences and skills of the clinician and the clinical team, which, 
although often unarticulated, constitute an essential part of the organiza-
tion of safety in healthcare1:

Exnovation pays attention to the mundane, to the implicit local routines, 
to what is already in place. […] More than innovation, exnovation does 
justice to the creativity and experience of the clinicians, in their effort to 
assert themselves in the particular dynamic of the practice they are involved 
in. (Mesman 2011: 76)

The difference between exnovation and innovation in this quote cap-
tures part of the difference between a more pragmatic approach and the 
interventionism of both Safety I and Safety II. Accordingly, safety is not 
achieved through innovation, but through focusing specifically on the 
strengths of the current ways of organizing, of the already established 
practices and routines and then to let this focus suggest ways forward. 
Such exercises often draw attention to the routines, skills and compe-
tences of clinicians and medical teams as a precondition for stability but 
also for creativity and resilience. Furthermore, they draw attention to the 
less transparent parts of healthcare, that is, to the importance of the mun-
dane, implicit local routines, invisible work, hidden competences and the 
strengths of practices. Hereby, the limits of formal regulations and safety 
systems become obvious:

[A]n exnovation of hidden competences reveals not only the complexities 
of treatment trajectories and the resourcefulness of the actors involved, but 
also the limited power of medical technology and formal protocols and 
regulations to ensure the continuity of medical intervention. (Mesman 
2008: 6)
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Safety science, and especially the advocates of the resilience perspective 
on safety, Safety II, has adopted the rhetoric of focusing on strengths 
rather than on errors, problems and weaknesses. It is argued that while 
Safety I defines safety as a condition where ‘as few things as possible go 
wrong’, Safety II defines it as a condition where ‘as many things as pos-
sible go right’ (Hollnagel et al. 2015: 4).

As attested to in Chap. 4 of this book, there are numerous reasons for 
defending practices of attending and reacting to ‘that which go wrong’ in 
medical practice. Within the medical community, practices of detecting, 
defining, categorizing, punishing or forgiving errors and mistakes serve 
crucial purposes, not least in drawing and defining the limits of office and 
of proper conduct, in educating clinicians technically and morally—and 
in improving practices through learning, experience and sometimes even 
blame and self-blame. From this perspective, it does not make sense to 
talk about safe treatment and care without attending to the limits of what 
can be determined as such. These are limits that are often internally set, 
relative to concrete clinical situations and somewhat elastic but nonethe-
less crucial to the practice of medicine and the safety of patients. But 
although Mesman’s rhetoric can be somewhat dichotomizing when she, 
for instance, argues for skipping the ‘deficiency model of safety’ or for 
going from addressing ‘causes of weaknesses’ to ‘causes of strengths’ 
(Mesman 2009: 1705), her work is much more subtle than the engineer-
ing perspective. By attending to ‘the complexities of human decision-
making in the face of uncertainty’ (Mesman 2008: 4) and by foregrounding 
and describing in detail all the hidden safety work that is already taking 
place in medical practices, Mesman’s book should not so much, I believe, 
be read as an objection to the focus on error management in present 
patient safety work, but rather as an objection to the tendency of innovat-
ing, implementing and optimizing safety systems in healthcare without 
acknowledging the complex web of experiences, competences, coordina-
tion and practices that are already there securing the delivering of safe 
care almost all of the time. Like Law’s analysis of the ‘prevailing practices’ 
that creates relative stability in imperfect systems, Mesman delivers fine-
grained analyses of the actions and knowledge needed to secure the safe 
delivery of treatment and care, and she suggests that improvement prac-
tices should always start from here.
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�A Pragmatic Stance in Three Axioms

Holmes’s suggestion that existing routines, rules and procedures that have 
stood the test of time are indispensable in emergency situations, Law’s 
case on the prevailing practices of the signalmen and the necessity of 
accepting and even appreciating system imperfections, and Mesman’s 
suggestion to attend to exnovation, existing competences and sources of 
strengths when organizing for and seeking to understand safety are all, I 
suggest, pointing towards a pragmatic stance on safety management. 
Taken together with the previously presented representatives of practical 
and pragmatic reasoning, as well as the empirical cases analysed through-
out the book, the contour of such a stance can be summarized in three 
axioms or ‘rules of thumbs’ that present the pragmatic attitude to patient 
safety and are meant to function as advice to anyone who engages in 
safety improvement efforts in concrete clinical situations.

	1.	 Take point of departure in the clinical situation

Instruction in what to do next can never come from an infinite goal, which 
for us is bound to be empty. It can be derived only from the study of defi-
ciencies, irregularities and possibilities of the actual situation. (Dewey 
1922: 289)

Practising safety is part of practising medicine. It is a practical and 
context-dependent enterprise that is not separable from the clinical situa-
tion as such. Hence, safety knowledge is circumstantial just like medical 
knowledge; it is fallible, time-dependent and situated. In concrete clinical 
situations, safety is rarely reflected upon as a separate trait of the situation; 
it is rather approached as an implicit part of practising medicine. 
Sometimes, however, particular clinical situations demand that safety 
issues be addressed more directly in order to decide what is safe and unsafe 
in the situation and act accordingly. In such safety-critical situations, 
employment of practical reasoning allows general rules, procedures, ear-
lier experiences and other kinds of knowledge to be applied with regard to 
the specificities of the situation. Safety management must, in these cases, 
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necessarily be a practical enterprise in which ‘agents must always look at 
what is appropriate in each case as it happens’ (Aristotle 2000: 25, 1104a).

This kind of reasoning is not necessarily directly applicable to other 
situations or settings. Moreover, because of the fallibility of medical 
knowledge and the imperfection of the healthcare system, it might be 
that the ‘safe solutions’ reached by competent reasoning will later turn 
out to be mistaken (Paget 1988). From a pragmatic stance, any standard, 
checklist, guideline or procedure should be understood as a proposition 
‘adapted to the exigencies of particular cases’ (Dewey 1916: 171). Or, as 
Jessica Mesman explains,

[w]orkable rules are codified experiences. Guidelines can only offer a hold 
when they are integrally linked to the practice. […] This implies that 
guidelines should leave room for adjustments based on experiences in prac-
tice. (Mesman 2008: 193–194)

Needless to say, this advice goes for safety interventions of all kinds as 
well; it is always necessary to ask whether they make sense in the specific 
situation.

This is not, however, to say that a pragmatic stance on patient safety 
must discount all the important practical findings of safety research. Yet it 
must treat them as exactly that: practical findings that need to be tested as 
to their fitness and usefulness in particular situations. Hence, being situa-
tion-based and pragmatic does not exclude ‘transmitted learning’ in some 
form; safety efforts can easily be ‘directed by’ others’ experiences and best 
practices—it might even, as Holmes has argued, consist of non-negotiable 
rules about, for instance, hand hygiene, and still be empirically based 
rather than abstract or dogmatic. But just because medical emergency 
teams, safe communication tools or other safety technologies have proved 
useful in other industries, other countries or other healthcare sectors, we 
cannot automatically presume that they are useful in a particular hospital, 
a specific ward or in relation to the concrete clinical situation at hand. As 
such, safety procedures or technologies should always be treated as ‘mea-
sures to try’; they are, to recall Dewey’s argument about the physician’s use 
of procedures, ‘standpoints from which to carry on investigation’ (Dewey 
1916: 171). In line with this argument, Mesman describes how treatment 
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processes consist of a constant evaluation of knowledge, guidelines and 
practices, according to their concrete usefulness: ‘Time and time again, 
the value of the available knowledge has to be weighed, or it has to be 
decided which guidelines apply or which perspective is most valuable’ 
(Mesman 2008: 188). As a result of that weighing, procedures that turn 
out to be ‘worse than useless’ must be discounted (Dewey 1916: 172).

Newer studies on standardization, especially within Science and 
Technology Studies, have addressed the need for an alternative way of 
approaching the use of standards, guidelines and rules in healthcare. 
Interestingly, some of the studies that argue for a situated separation of 
healthcare practices (see Chap. 7) also posit a more non-dichotomizing 
and developing approach to improvement practices. Timmerman and 
Berg, for instance, opt for the possibility of flexibility being built into the 
standards and argue that ‘[f ]lexibility implies that the system is not more 
detailed than required, nor more stringent than necessary, nor more 
imperative than usable’ (2003: 211). In line with Dewey (1922), and 
with more recent work on the flexibility of organizational routines 
(Feldman and Pentland 2003; Cohen 2007), this implies that a standard 
can be revisited and adapted whenever new local demands or new types 
of evidence suggest the need for such adaption: ‘A standardized protocol’s 
strength depends on the extent that the tool allows for deviation and 
improvisation’ (Timmermans and Berg 2003: 211). A more pragmatic 
understanding of the relationship between standards and flexibility is also 
detectable in Zuiderent-Jerak’s work on ‘situated standardization’, where 
he introduces ‘a more processual understanding’ of standards, guidelines 
and quality improvements in healthcare (Zuiderent-Jerak 2007: 326). 
From Zuiderent-Jerak’s perspective, standards are not to be ‘implemented’ 
but must instead be continuously developed and locally renegotiated 
(Zuiderent-Jerak 2015: 92). This echoes with Mesman’s concept of exno-
vation (2008) and with Iedema, Mesman and Carroll’s notion of ‘innova-
tion from within’ (2013). By presenting us with a processual, 
time-dependent and adaptable concept of standardization, alternative 
reflections on standards like the ones presented here can pave the way for 
a more pragmatic stance on safety management that takes its point of 
departure in the clinical situation and challenges the dominant quest for 
certainty.
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	2.	 Be cautious about ideals of risk elimination through system optimization

In John Law’s paper on the Ladbroke Grove accident, he shows how 
the common reaction to errors and accidents is to introduce change with 
the intention of creating more perfect systems. In this process, he argues, 
there is a risk that what is already in place and functioning is ignored or, 
even worse, made illegitimate. He therefore concludes that ‘change is not 
a good in and of itself ’ (Law 2000: 15). Other voices evoked throughout 
the book have uttered similar concerns: Most noticeably, Perrow warns 
against the idea that safety problems can be solved by adding new proce-
dures or safety innovations, which can increase coupling and complexity 
of organization (Perrow 1984). Mesman argues that ‘good intentions and 
a gamut of data or guidelines can never really preclude problems from 
occurring’ (Mesman 2008: 188). And, as several of the empirical cases 
have shown, there is a good chance that when trying to solve certain 
problems or diminish one type of risk, other problems and risks are likely 
to appear. Dewey supports this argument in its most general form, with 
the statement that ‘as special problems are resolved, new ones tend to 
emerge. There is no such thing as a final settlement, because every settle-
ment introduces the conditions of some degree of a new unsettling’ 
(Dewey 1938: 35). This is a general argument that is linked to the situ-
ated and fallible status of knowledge claims, and as medical knowledge is 
particularly fallible and uncertain because it involves individual patients, 
the idea that we can create failsafe healthcare institutions through a highly 
interventionist attitude based on an illusion of certainty is problematic.

At this point, my earlier discussions on practical reasoning and the 
subtle relationship between individual judgements in specific cases and 
the rules, propositions and earlier experiences that guide such judgements 
should be evoked. In Jonsen and Toulmin’s account of casuistry, they 
dispute the dominant tendency to introduce new rules in cases of errors 
or misconduct and instead argue for the better use of the rules we already 
have:

[W]hat is called for […] is not multiplication of further rules the inflexible 
application of which will only end creating still more hard cases. Surely the 
issue is rather one for the exercise of wisdom, discretion, and discernment 
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in enforcing the rules we already have. In morality, as in law and public 
administration, the assumption that all practical decisions need to rest on 
a sufficiently clear and general system of invariable rules or principles has, 
from a theoretical point of view, a certain attractiveness. But in the actual 
business of dealing with particular real-life cases and situations, such rules 
and principles can never take us more than part of the way. The real-life 
application of moral, legal, and administrative rules calls always for the 
exercise of human perceptiveness and discernment—what has traditionally 
been referred to as ‘equity’—and the more problematic the situations 
become, the greater is the need for such discernment. (Jonsen and Toulmin 
1988: 9)

This quote can be read as a critical comment to both the standardiza-
tion and resilience approaches to safety: to Safety I’s search for closing 
holes in systems via the introduction of new standards and safety fixes; 
but also to Safety II’s suspicion towards existing practices and apprecia-
tion of innovation, improvisation and intervention represented in 
extreme in Karl Weick’s ‘non-logical’ position (2007), where he dismisses 
old ways, rules and experiences in order to improvise and innovate when 
faced with safety problems. Johnson and Toulmin’s argument is different 
from these positions: When faced with problems, the best solution is not 
necessarily to radically change what we do or to introduce new rules, 
procedures or centralized interventions. Sometimes already established 
rules and practices are adequate, that is, if one uses discretion in the inter-
pretation of them and does not treat them as universal, unchangeable or 
dogmatic. This argument is supported by Dewey, who, as quoted earlier, 
maintains that ‘the choice is not between throwing away rules previously 
developed and sticking obstinately by them. The intelligent alternative is 
to revise, adapt, expand and alter them’ (Dewey 1922: 239–240).

The idea from a pragmatic stance, then, is that instead of immediately 
introducing new rules, systemic innovations or centralized managerial 
solutions whenever we experience an error, a critical incident or an acci-
dent, it might be enough to look at the rules, procedures, practices and 
routines that are already in place (formal or informal), as well as to our 
ability, skill and competence in acting with the flexibility and discre-
tion  needed to enforce these rules in a pragmatic and adaptable way. 
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When approaching, for instance, emergency procedures from this per-
spective, it is necessary to look at the existing practices at ward level before 
introducing centralized emergency teams, and when approaching prob-
lems of incompetence or misconduct, it is necessary to take into account 
the existing structures of co-collegial error management before imple-
menting blame-free processes. Jessica Mesman’s use of the term ‘exnova-
tion’ expresses such an attitude, which marks a difference to current 
managerial efforts’ excessive focus on innovation and intervention by 
which the more invisible structures of well-functioning routines and 
practices risk being disregarded. She argues that ‘where innovation can be 
defined as “to make something new”, exnovation pays attention to what 
is already in place and challenges the dominant trend to discard existing 
practices’ (Mesman 2008: 5).

This attitude also implies that, in some instances, the obvious conse-
quence of critical incidents or medical error is to do nothing (in terms of 
new interventions). However, as Law indicates in his analysis of the Ladbroke 
Grove disaster, this is a difficult argument to maintain—especially if people 
are hurt or even killed. Doing nothing in terms of system optimizations, 
action plans or new safety protocols is not, however, the same as ignoring 
the incident. Instead, processes of formal or informal incident analysis can 
function as possibilities for taking responsibility for what went wrong, gen-
erate learning experiences for the people involved and result in willingness 
of the involved personnel to modify their future responses.

Today, a less interventionist position is hardly an easy position to hold, 
and it does not make it easier that patient safety representatives, quality 
coordinators and risk managers have become part of a distinct profession 
within healthcare. For a profession eager to maintain its position and 
worth by ‘innovating’ healthcare, advice such as ‘do nothing’ or ‘use the 
rules already in place with more discretion’ is, for obvious reasons, not 
preferable compared with a more interventionist position. The problem, 
however, of the interventionist faith in failsafe systems is not only that it 
is unattainable. The problem is that striving towards system perfection 
can make systems more unsafe. Clever safety management therefore 
means accepting that systems can fail and that so can management efforts. 
As argued by Law, ‘the art of management is that of accepting some fail-
ures by wisely choosing which to try to put right’ (2000: 11).
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	3.	 Preserve the importance of training, habits and experiences

In present safety management efforts, training and experience are 
deemed ‘weak safety solutions’ because they are—it is argued—informed 
by a reliance on human variability and hence fallibility. Likewise, in 
recent calls for resilience, existing practices and routines are often consid-
ered useless and potentially damaging because, it is argued, practices 
based on the past are less useful in dealing with the new: with uncer-
tainty, change and complexity.

Throughout this book, I have presented a different stance in which 
the importance of habits, experience and training has been marked as 
highly significant for delivering safe healthcare. Let us once more take a 
look at the medical emergency team case presented in Chap. 5. With the 
introduction of this new safety initiative, the already established and 
(for the most part) well-functioning emergency routines at ward level 
were not taken into account although—as Holmes argues—the  ‘train-
ing, disciplining, and coordinating the behaviour of front-line emer-
gency responders’ (2009: 308) is especially important in times of 
emergency and uncertainty. Here Perrow’s claim (1972) that rules in 
terms of well-established practices and professional skills are likely to be 
reduced by standardization is suggestive; when the standardized teams 
are introduced, the routines that had been developed over time, through 
trial and error, and situated in a specific environment are threatened, at 
least temporarily, until new slowly internalized and routinized practices 
take their place.

The focus on habits and routines also reminds us that we cannot be 
alert all the time. In some safety literature, especially within the resilience 
tradition, constant alertness, preparedness and attentiveness are presumed 
to be a necessity for safe organizing in times of uncertainty and change. 
It is essential to ‘check all necessary conditions and to take nothing 
important for granted’ (Woods and Hollnagel 2006: 3). However, as 
Holmes’s paper shows, such ideals are neither possible nor preferable in 
emergency situations, where sufficient and effective responses mean that 
everybody cannot check everything—and that some things need to be 
routinized (and in this way ‘taken for granted’). As Dewey argues, we 
need habits in order to act skilfully and creatively. If not, the result is like 
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that of an untrained violin player: The ‘execution is painful and the prod-
uct is clumsy and halting’ (Dewey 1922: 71).

Take also the factor-ten medical error presented in Chap. 7; here, 
attention to the competences, experiences and established habits and 
routines could, one would expect, have made a difference had it been 
discussed during the subsequent RCA. In this case, the call for a ‘positive’ 
approach that looks for strengths and not only for weaknesses could have 
revealed how and especially why the error was discovered and the risk of 
inflicting harm averted by the experienced nurse before drug administra-
tion. In light of this, it would have been more difficult to maintain—as it 
was done in the RCA sessions—that the reliance on experience was the 
root cause of the incident as it created unreliability, variability and 
instilled chance in the system. It would have been equally difficult to 
determine routines and experiences as inflexible ‘old ways’ from a Safety 
II perspective. Rather, these qualities spring forth as essential safeguards 
when organizing for safety. Experience, here implying routine, training 
and practice in working with chemotherapy for children, was the precon-
dition for the nurse acting out of the ordinary by using her intelligent 
habits and discretionary capacities to prevent the error from escalating. 
And similarly, experience and routine were the reason for the mixer’s sus-
picion that something was not right—a suspicion which could have 
averted the incident much earlier in the process.

Dewey’s use of the term ‘habit’ captures the important elements of the 
argument here. The suggestion that we ‘know how by means of our habits’ 
(Dewey 1922: 92), the example of the man who needs to learn how to 
stand straight and Mauss’s story of the English troops that had not learned 
how to dig with French spades (Mauss 1934) are all illustrative. Delivering 
safe care is, with this attitude, a matter of training: It is a matter of grow-
ing habits and ‘muscle knowledge’ that enables the clinician to act in 
certain ways. Framed as such, it can be useful to think of safety as a pre-
disposition, comportment, an attitude or an ability that instigates certain 
‘ways or modes of response’ (Dewey 1922: 42). Interestingly, the authors 
evoked throughout this book put forward related arguments. For instance, 
Perrow speaks of professionals as ‘personnel who have complex rules built 
into them’ (Perrow 1972: 26), while Holmes speaks of rules that are 
‘drilled into’ the emergency personnel (Holmes 2009: 302).
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The term ‘safety dispositions’ can be used to describe these internalized 
habits and ways of response in relation to securing the safe delivery of 
care to patients. Such dispositions need to be learnt and trained, and 
therefore safety is inseparable from the daily training and practices of 
clinicians. The training of safety dispositions is part of what Fox describes 
as ‘training for uncertainty’: the transformation and work on the self that 
clinicians must undergo in order to face up to the fact that their actions 
might cause patients harm and to steel themselves for failure and uncer-
tainty while acting with (a kind of ) certainty in relation to the patient.

Dewey adds a further dimension to this concept of habits: namely, the 
distinction between intelligent and unintelligent habits, that is, on the 
one hand, those habits that are a result of earlier reflective experience and 
inquiry and, on the other, those that are pure ‘thoughtless’ routines. In 
other words, it is the difference between acting in a certain way and 
repeating certain acts (Dewey 1922). Although unmistakably aware that 
we need both kinds of habits, Dewey argues for the importance of intel-
ligent habits for our ability to think, inquire and draw on earlier experi-
ences. Within this line of reasoning, the interesting choice is not 
necessarily between ‘reason and habit’ (Dewey 1922: 77), or between 
discretion and routine, flexibility and rules, or the like; instead, it becomes 
imperative to question what kinds of habits, routines and rules health 
professionals are internalizing. How to form habits that support critical 
inquiry into uncertain and unsettled cases; competent, swift and concen-
trated actions in cases of emergency; and honest disclosure of failure and 
bold self-examination in cases of medical mistakes? In the concluding 
chapter of this book, I suggest how a rethinking of patient safety educa-
tion and training and a revitalization of medicine as a moral practice can 
lead us some of the way.

Notes

1.	 Jessica Mesman was inspired to use the concept of exnovation by R. Wilde’s 
‘Innovating Innovation: A Contribution to the Philosophy of the Future’, 
keynote at Policy Agendas for Sustainable Technological Innovation. London, 
December 1, 2000.
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9
Patient Safety as Trained Dispositions 

and Moral Education

Throughout this book’s presented empirical cases and practical analyses, 
it has become apparent that safety is not only about the creation of safe 
systems, but just as importantly about the training and nurturing of 
safety dispositions and practical reasoning in healthcare practices. 
Remember the syringe case, where the valuable safety routine of checking 
the label on the medication was jeopardized by the introduction of oral 
syringes (Chap. 2); the emergency team case, where gradually developed 
safety routines, rules and habits were overruled by the implementation of 
a more centralized system for optimizing emergency responses (Chap. 5); 
the extrauterine pregnancy, where important intuitions and ‘muscle 
knowledge’ about possible misdiagnosis were dismissed because every-
thing ‘looked fine on paper’ (Chap. 6); and the factor-ten medication 
error, which was only averted because of an experienced nurse’s great skill 
and routine in handling chemotherapy for children (Chap. 7). Each case 
points to the skills, routines, intelligent habits, existing practices and 
accumulated experiences as significant but underdetermined elements of 
ensuring safety in clinical situations and care delivery processes. In the 
quest to system-optimize healthcare, the pragmatic practices and safety 
disposition of health professionals are not only undermined but also 
often likely to be discharged with.
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I have developed the concept of safety dispositions to account for these 
trained abilities, intelligent habits, experience-based intuitions and prac-
tical types of reasoning of clinicians which are often the precondition for 
patient safety understood equally as that which goes right and the ability 
to detect and act when something goes wrong. I have attended to these 
dispositions not as an alternative to systems thinking, standards and 
clever design, and not as a new paradigm of safety management, but as 
that which current forms of organizing healthcare quality and safety are 
in risk of ignoring or neglecting. By a strong faith in failsafe systems, a 
distrust in ‘the human condition’, an unhindered interventionist opti-
mism and an often naive positivistic approach to medical and safety 
knowledge, the conditions for training, maintaining, correcting and reg-
ulating safety dispositions and practical types of knowledge are less than 
optimal.

In this concluding chapter, I address the prevailing but pertinent 
question about how to regain focus on, training of and appreciation for 
safety dispositions in our healthcare systems. There is no general, single 
or easy answer to this question. However, there is an obvious place to 
start: with the education and training of health professionals. The cur-
riculum in medical and nursing schools and the practical training in 
the clinic to become a doctor or a nurse are natural first places to inter-
vene if we wish to support processes of developing pragmatic attitudes 
to patient safety based on sound safety dispositions and practical rea-
soning. In the remainder of the chapter, I therefore discuss the patient 
safety curriculum in medical schools and address the need to get ‘uncer-
tainty’ and practical knowledge formally into the education of medical 
students. I discuss possible ways of training and modifying safety dis-
positions in the clinic. And I conclude by reflecting on the importance 
of addressing medical education as moral education and medical con-
duct as moral conduct, and to allow for regulation of conduct—also 
through approval and disapproval—in order to inculcate responsibility, 
modify safety dispositions continuously and thereby affect future acts. 
I begin the chapter by a short summary of the book’s stance on the 
practical and experience-based types of knowledge that make up safety 
dispositions.
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�Practical Knowledge and Safety Dispositions

In a paper on the constitutional historian Herbert Storing, I stumbled 
over a particularly well-formed definition that summarizes what sets 
practical forms of knowledge apart from more ‘systemic’ kinds of knowl-
edge (see also Chap. 3). First, practical knowledge is an understanding 
that is acquired by undertaking an activity over a longer period of time.

The subtle nuances and complex interactions among materials, people, and 
settings acquired by master artisans and craftsman through a long period of 
‘hands-on’ experience exemplify this kind of tacit knowledge. (Morgan 
et al. 2010: 630)

The slowly accumulated experiences and skills within a particular 
field provide the ‘expert’ with the ability to make decisions and act dur-
ing emergencies, in abnormal cases or ‘under conditions of limited 
resources, short time frames, significant uncertainty, and political con-
flicts that often make systematic analysis impossible’ (Morgan et  al. 
2010: 630). This category includes the inculcated, slowly trained and 
internalized rules and procedures needed in emergency situations, of 
which Holmes speaks (2009), and the routines, clinical experiences and 
skill needed for health professionals to succeed in ‘acting promptly and 
adequately in situations of uncertainty and doubt’ (2008: 8) that 
Mesman enquires into.

A second feature of practical knowledge is that it involves ‘a feel for the 
whole’—and the development of ‘a sense of proportion among priorities, 
and of balancing competing demands’ (Morgan et al. 2010: 630). It is the 
ability that Dewey refers to as ‘good sense’ with clear proximity to 
Aristotle’s phronesis:

Sagacity is power to discriminate the factors that are relevant and impor-
tant in significance in given situations; it is power of discernment; in a 
proverbial phrase, the ability to tell a hawk from a hernshaw [heron], chalk 
from cheese, and to bring the discriminations made to bear upon what is 
to be done and what is to be abstained from. (Dewey 1938: 61)
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Thus, practical knowledge refers to the clinician’s trained ability to 
compare, describe and interpret cases, symptoms and personal stories, to 
infer from guidelines to specific clinical situations and back again, to use 
rules with disconcertment and to make clinical judgements and discre-
tionary choices of action, even when knowledge is uncertain, impartial or 
unstable.

Third, practical knowledge concerns a certain ‘sixth sense’ or a particu-
lar type of critical knowledge ‘that gives skilled practitioners a sense of 
when things are not quite right, or do not add up. In these situations, 
their judgments often run against perceived facts and guiding principles’ 
(Morgan et al. 2010: 630). This is the type of critical knowledge, or ‘mus-
cle knowledge’ (Dewey 1922), that in the case of the misdiagnosed preg-
nant woman made an attending physician walk around with ‘wrinkles in 
his forehead’ and a non-verbal feeling that although everything looked 
fine on paper, something was not quite as it should be. Or it is the hunch 
of the mixer in the chemotherapy production process that the mixtures 
were too strong for a child. In these cases, practical knowledge, and what 
I determine as safety dispositions, ran counter to the ‘facts’ of the case. 
For various reasons including lack of slack, busyness and safety proce-
dures that gave a false sense of security, the ‘facts’ of the case in both 
instances ended up overruling the safety dispositions of the health profes-
sionals. Thus, the experience-based intuitions, habits and dispositions of 
the health professionals were not reacted on and inquired into and in 
both cases this nearly had fatal consequences for the patient in question.

Here it is also useful to recall Dewey’s concept of habits. By under-
standing habits as predispositions to act, or as a readiness to respond in 
particular ways to problems or context-specific situations, Dewey under-
stands habits not only as mechanical repetitions but also as active and 
adaptable; they are arts involving ‘skill of sensory and motor organs, cun-
ning or craft, and objective materials’ as well as ‘order, discipline, and 
manifest technique’ (1922: 15). Moreover, habits to Dewey are physical, 
like walking and standing straight, but they are equally mental as it is 
habits that guide our thoughts and enable us to think and inquire into 
the problems and uncertain situations we encounter. From this perspec-
tive the disposition to react on critical knowledge is a habit we need to 
develop.
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There are no easy, simple and readily implementable answers to the 
question of how to support the development and maintenance of practi-
cal reasoning and safety dispositions in medicine in general. And, unfor-
tunately, the dominant safety and error management solutions given 
within mainstream patient safety thinking are likely to make the preser-
vation of such dispositions worse, not better. As implied in Jerak-
Zuiderent’s distinction between ‘certain unsafety’ and ‘uncertain safety’ 
(2012), the programme’s faith in failsafe systems and its fight against 
variation through the enforcement of standardized knowledge have seri-
ous ‘unsafe’ consequences for practical clinical decision-making and the 
‘lived and located judgement’ that is the basis of safe care in concrete situ-
ations (Jerak-Zuiderent 2012: 16). At the same time, an attitude that 
takes account of uncertainty and the possibility of error—an ‘uncertain 
safety’ approach—is often more likely to accommodate safety (2012: 
16–17).

The problem of predetermining certainty in health system design is, as 
described in Chap. 7, even present in some of the more situated approaches 
to safety management when these are based on the idea that well-defined 
parts of healthcare can be organized to give space to intuitions and 
responses of health professionals through, for instance, timeouts, reflex-
ive spaces and red stickers to express doubt. Although such solutions can 
prove an important step in refocusing attention to safety dispositions and 
their worth, not least in identifying system breakdowns, the situated 
approach supports the illusion of certainty if it imagines parts of health-
care organization where practical knowledge and pragmatic attitudes are 
not important for the safe delivery of care. With the dichotomy between 
stability and change, it risks neglecting that practical knowledge is impor-
tant for keeping things ‘running’ all of the time, and for noticing and 
reacting to emergencies, insecurities, abnormal cases also, or perhaps 
especially, in instances where that which apparently seems routine, linear, 
standardized and simple turns out uncertain and unstable.

It is therefore not enough, I propose, to design spaces of reflectivity. 
And what is more, it is dangerous not to attend to all that which makes 
such reflexivity possible; to all that which supports the development of 
intelligent and experience-based habits; and to that which trains, main-
tains and regulates the health professionals’ discretionary abilities, power 
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of discernment and critical sense. I therefore now turn to the important 
question of medical training and education in medical schools and in the 
clinic, as some of the places in which the habits of reflexivity, discretion 
and the development of a critical sense are founded.

�The Patient Safety Curriculum 
in Medical Schools

In Rene Fox’s study ‘Training for Uncertainty’ (1957), she describes how 
medical students in their early years of training get acquainted with the 
uncertainty of medical knowledge and their own inadequacy through a 
culture in which doubt is praised. Later, through education, hard training 
and work on the self, the clinicians learn how to act with the inherent 
uncertainty of medical practice and foster a necessary ‘manner of certi-
tude’ (Fox 1957: 227) that enables them to commit to their clinical 
judgements and act decisively on behalf of their patients while also bear-
ing the ever-present possibility of error in mind (see Chap. 4).

This compares with the way the ethical norm of non-maleficence has 
been taught in medical schools for centuries. Not as a principle, but as a 
reminder of the need for sound clinical judgement and of the fact that all 
clinical activity carries the possibility of harm and medical error (Brewin 
1994; Smith 2005).

Evidently, this type of ‘training for uncertainty’ is still part of the prac-
tical elements of medical training in the clinic, where uncertainty, doubt 
and the need for pragmatic adaptation and practical knowledge in link-
ing biomedical evidence and personal illness stories or in making deci-
sions based on partial information is all inevitably part of the clinical 
situation. It is much less evident, however, whether curriculums at medi-
cal schools support this training and allow for the culture of doubting of 
which Fox spoke (1957). Rather, uncertainty and doubt seem alarmingly 
absent. Judged from the content of course descriptions of the largest 
Danish medical school, references to medical knowledge as something 
that is not only strictly scientific but also uncertain, situated and practical 
are practically absent. Courses in clinical decision-making, patient safety 
and medical ethics treat medical knowledge as evidence-based, safety 
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knowledge as ‘scientific’ (understood here as highly reliable, linear, mea-
surable and generalizable) and ethics as based on fundamental and imper-
ative principles. In the obligatory ‘Course in Patient Safety and Quality 
Development’, the goal is to introduce students to the programmatic 
aspirations of the quality and safety agendas and to enable them to ‘dis-
cuss basic methods of quality assurance and quality monitoring, includ-
ing management and feedback, evidence-based medicine, clinical 
guidelines, improvement models, patient involvement, audit, surveys, 
indicators and statistical process control’ (CU 2016). In relation to 
patient safety, the course strives to make the medical student familiar 
with dominants terms, goals and methodologies of the patient safety pro-
gramme, including ‘the concept of the human factor and how the work 
place should be designed and organized to minimize the risk of errors’ 
(CU 2016). But there is no mention of discussions about how to relate 
evidence and cases, how to act with partial knowledge or how to choose 
between conflicting guidelines. And there is no mention of the limita-
tions or unwanted consequences of introducing patient safety and quality 
methods, audits, surveys, indicators, monitoring, statistics and safety 
systems.

Courses in patient safety, like the one just described, are increasingly 
becoming an obligatory part of the curriculum in medical schools world-
wide—and education is of late described as one of the main focus areas 
for the patient safety programme in the upcoming years (IHI 2017). To 
accelerate this trend, the WHO’s World Alliance for Patient Safety has 
published the WHO Patient Safety Curriculum Guide for Medical Schools 
(2009a), a step-by-step guide to teachers and a comprehensive curricu-
lum on patient safety topics focusing primarily on ‘new areas of knowl-
edge such as human factors, systems, root cause analysis and risk 
reduction’ (Walton 2010: 553). In 2011, an inter-professional guide was 
presented (WHO 2011).

In this curriculum guide of more than 250 pages, the WHO intro-
duces the requirements of the discipline of patient safety in strict accor-
dance with, and through a sometimes worryingly simplified version of, 
the dominant assumptions of the patient safety programme as they have 
been laid out in this book. As expected, a main enemy here is blame, 
which is understood as ‘one of the main constraints on the health system’s 
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ability to manage risk’ (WHO 2009a: 85). Therefore, the medical stu-
dent needs to learn how to go from a blame culture to a learning culture 
through adopting a blame-free attitude and safety technologies from 
other high-risk industries; in short, ‘[i]t is crucial that students begin 
their vocation understanding the difference between blame and systems 
approaches’ (WHO 2009b: 4). Linked to this, another dominant mes-
sage is that medical students must be able to develop systems-thinking 
abilities. Healthcare is a complex system in which errors happen, it is 
argued, but in which humans are still the most unchangeable and unreli-
able part. Thus, it is maintained that while ‘it is hard to change aspects of 
complex systems, it is harder to change the behaviour and thinking pro-
cesses of human beings in terms of their contributions to errors’ (WHO 
2009a: 111). Therefore, medical students must learn to think as system 
engineers and act to reduce errors through system redesign.

Finally, the curriculum includes a strong advocacy for human factors’ 
thinking, describing it as ‘an established science’ that uses ‘evidence-based 
guidelines and principles to design’ and that is led by a group of human 
factors’ specialists indispensable in the design of the health system (WHO 
2009a: 101). Here it is stated that humans are ‘distractible’; that our 
minds ‘play “tricks” on us by misperceiving the situation and thereby 
contribute to errors occurring’; that we make ‘“silly” mistakes—regardless 
of experience level, intelligence, motivation or vigilance’ and finally that 
‘[i]n simple terms, error is the downside of having a brain’ (WHO 2009a: 
102). We are therefore, quite simply, in need of failsafe machines:

Human beings are not machines; machines, when maintained, are on the 
whole very predictable and reliable. In fact, compared to machines, humans 
are unpredictable and unreliable, and our ability to process information is 
limited due to the capacity of our (working) memory. However, human 
beings are very creative, self-aware, imaginative and flexible in their think-
ing. (WHO 2009a: 102)

Accordingly, the message to medical students is something like this: 
‘Your imperfect brains make you fail regardless of your level of experience 
and training, therefore it is better to trust in machines, technologies and 
failsafe systems. Sometimes, however, complex systems such as health 
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systems fail too. In these instances you need to learn how to redesign 
these systems, because it is (again) easier to do so than to try to change 
humans.’ So the solutions to human failure and system failure alike are 
systems thinking and system redesign. These arguments are, by the by, an 
exact reproduction of the arguments in the American Institute of 
Medicine classic on patient safety To Err Is Human (Kohn et al. 2000; see 
also Jensen 2008 and Chap. 3).

�Practical Reasoning on the Curriculum

Although it is of course true that some errors happen because of human 
distractions and misconceptions, the messages delivered in the patient 
safety curriculum—to medical students around the world—are danger-
ous for several reasons. For one, and as I have shown throughout this 
book, systems and machines are not always predictable and reliable. 
Often ‘failsafe’ technologies, standardized safety procedures and elec-
tronic systems fail, are insufficient or have unwanted consequences for 
the situated practices of medicine. Here it is likely to be exactly the 
health professionals’ practical abilities to work around, make pragmatic 
adaptations, use technologies and guidelines with discernment and react 
when something is going wrong that keep things ‘running’ and practices 
safe (see also Law 2000; Perrow 1984; Mesman 2008; Owen et al. 2009). 
So while machines are not always predictable and reliable, humans—or 
more specifically health professionals—are certainly not always unpre-
dictable and unreliable. Rather, the celebrated flexibility and creativity 
of humans is based on ‘stable’ and reliable routinized practices, thor-
oughly trained skills, intelligent habits and the practical knowledge that 
comes with having experience within a particular field, and having done 
something many times before. Any human is not able to act creatively 
in a case of sudden problems during a standard surgical procedure; a 
highly skilled and experienced surgeon is. And any human is not able to 
act promptly in emergency situations, but a thoroughly trained emer-
gency nurse is.

Therefore, the WHO curriculum guide is not only problematic because 
it refrains from describing the importance of safety dispositions and 

  Practical Reasoning on the Curriculum 



236 

practical reasoning needed in securing safe care and the necessity of incul-
cating such habits and reasoning in daily work practices, but also because 
blind faith in standardization, failsafe systems and technological fixes 
contains an accompanying risk of slowly and unnoticeably undermining 
and devaluating the health professionals’ safeguarding thoroughly trained 
bodily and discretionary dispositions.

One could therefore wish for a more pragmatic attitude to teaching 
patient safety in medical schools. One that addresses uncertainty not as a 
condition that can be discharged with by introducing predictable and 
reliable machines, systems and evident-based knowledge, but rather as a 
possibility of every clinical situation and therefore as something that 
medical students must learn and train how to deal with in the best pos-
sible way. This includes the development of habits of revisiting decisions 
of for instance diagnosis, if new facts of the case put them in doubt, or 
habits of listening to intuitions and hunts—and allowing oneself to 
inquire into these—when something does not quite add up. This also 
includes spending time on rehearsing and internalizing important bodily 
and mental techniques and modes of acting. And it means allowing one-
self to deviate from clinical guidelines or safety procedures when these are 
not delivering the optimal solution in the concrete clinical situation. In 
Dewey’s words, when guidelines, procedures and standards ‘come between 
him [the physician or researcher] and the situation in which he has to act, 
they are worse than useless’ (Dewey 1916: 172).

Obviously, safety dispositions are not something that can be learnt and 
trained in the classroom, but it is not unlikely that the seeds for the devel-
opment of a pragmatic attitude can be planted in the classroom if the 
curriculum allows for a more comprehensive description of medical 
work, the developmental and situated nature of such work and the practi-
cal type of reasoning that supports it. This should sit alongside training in 
understanding and detecting various types of errors, mistakes, mishaps, 
slips and systemic failure, as well as cases of incompetence and malprac-
tice and the multiple causes for these. Here, students should be presented 
to the fact that there is, as Rosenthal argues, often no easy way to set these 
different types of errors apart: i.e., ‘there is no clear-cut way to distinguish 
between accidents, mishaps, mistakes, errors’ (1995: 37). Such difficulties 
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make the training and development of skill in making this type of dis-
tinctions and in acting accordingly all the more important—not least in 
cases of malpractice. Thus, students should be taught that their profes-
sional office as nurses or doctors are largely defined and legitimized by 
exactly the quality of their internal professional practices for error detec-
tion and medical self-regulation.

All this is of course not to say that students should not learn about sys-
temic failure or about how to improve the contextual, technological and 
institutional conditions under which they work. It is important that they 
are taught about the complex organization of wider health systems and 
complicated issues of coordination, accountability and distributed agency 
related to these systems. Here it would be useful for them to become 
acquainted with the specific dangers of working in complex and tightly 
coupled systems (Perrow 1984), as well as with ‘best practice’ or ‘positive 
deviance’ (Baxter 2015) cases for how to—if possible—reduce such com-
plexities and couplings through reorganization. But such an understand-
ing of health systems should only be considered as one component of 
safety, when safety is approached as a delicate combination of elements 
such as skills, practical knowledge, trained routines, thoroughly rehearsed 
teamwork, patient involvement, discretionary elements, critical sense and 
intuition, as well as properly working systems and technologies.

�Training and Modifying Safety Dispositions 
in the Clinic

While the message that humans fail because of their imperfect brains and 
their unchangeable ‘human condition’ is highly problematic in medical 
schools, it can have severe unwanted effects when imported into the clinic 
as a principle of safety management. Taken seriously, the perspective fun-
damentally distrusts the health professionals’ ability to learn and to modify 
their habits and conduct continuously, and, as such, it challenges one of 
the most important foundations for the delivery of safe care (see Chap. 6). 
In the WHO curriculum guide, an example from the clinic is used to 
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illustrate the problem of the ‘human mind’ and to argue for the need of 
‘machines’ instead:

Consider a medical student taking blood from a patient. As the student is 
in the process of cleaning up after taking the blood, a patient in a neigh-
bouring bed calls out for assistance. The student stops what she is doing 
and goes to help and forgets that the blood tubes are not labelled, which 
the student forgets when she returns to collect the tubes. (WHO 2009a: 
102)

Let us stay with this example for a while to imagine possible solutions 
to the problem of the labelling of tubes. It is implied in the guide that, 
because of the risk of distraction, a safety solution should be designed 
that makes it impossible for the medical student to fail. The guide does 
not give its own ‘failsafe’ solution to the problem, but the idea would be 
to develop some kind of technical or systemic arrangement that secures 
the labelling of the tubes, regardless of any irregular conduct of the health 
professional. It is difficult to imagine a failsafe fix to this particular prob-
lem, and as the oral syringe case in Chap. 2 showed, the implementation 
of technical solutions is, as any organizational change, likely to have 
unintended consequences in terms of redistributions of tasks, risks and 
responsibilities. Yet, the most important problem of the incident with the 
missing labels is that when patient safety management is understood 
though a failsafe systems perspective, the distracted medical student is 
taken out of the equation. Thus, when approaching the incident as an 
opportunity for system redesign, a crucial fact is neglected: Becoming a 
clinician is about inculcating particular modes of action, discretionary 
habits and bodily techniques, including a large number of important 
safety routines, such as labelling the blood tubes at a particular point in 
the process of blood administration or checking the medication before it 
is administered to a patient. In Holmes’s paper on emergency-room per-
sonnel in hospitals (2009), he argues that routines and protocols that 
have stood the test of time, been developed through trial and error and 
been drilled into the health professionals reduce their risk of being dis-
tracted, misinterpret situations and overconcentrate on a single issue. 
Here the message is that by inculcating particular modes of action, we 
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can change ‘the human condition’ and reduce the possibility of human 
factors error as well as other types of error. Such inculcation is a vital part 
of the training to become a professional within a particular field.

So although the patient safety programme deems training a weak safety 
solution because it does not eliminate the possibility of error, training is, 
from a pragmatic stance, the most obvious way to deal with the problem 
of the hypothetical case of missing labels. Rather than inventing a new 
safety system, it is likely that in most clinics there are already well-
functioning practical rules, and probably also written protocols, for the 
labelling of blood samples. The need then is not necessarily for new rules, 
but rather that the rules already in place are properly trained in. The solu-
tion might simply be that the medical student trains and internalizes the 
proper conduct in relation to handling blood samples which will then 
reduce the likelihood of attention slips.

This is of course not to say that organization and design should not be 
considered. Labelling blood samples, administering medication, operat-
ing knees or delivering a critical diagnosis to a patient are all specialized 
tasks that are meticulously dependent on the design of the environment, 
the functioning of technological systems, the use of tools and devices and 
not least a close coordination and cooperation between the more techni-
cal and the more human elements. The importance of these sometimes 
specialized and complex but often mundane interactions—or what the 
late Dewey called transactions (Dewey and Bentley 1949)—is rarely 
noticed except in cases of organizational change where a new information 
technology (IT) system or a new safety initiative messes with the slowly 
developed infrastructure of connections between human and environ-
ment. In the case of the introduction of medical emergency teams, for 
instance, the ward’s established human and technical infrastructure for 
dealing with emergencies, including routines for note-taking, telephone 
calls, teamwork and distribution of roles, became visible as soon as they 
were disrupted by the implementation of the new teams (see Chap. 5).

With a Deweyian stance, it can even be argued that habits and routines 
are ‘done’ by the environment as much as by the individual. Habits 
require ‘the cooperation of organism and environment’ (Dewey 1922: 
14) and they are ‘functions of the surroundings as truly as of a person’ 
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(Dewey 1922: 14). We should laugh, Dewey argues, ‘at any one who said 
that he was master of stone working, but that the arts was cooped up 
within himself and in no wise dependent upon support from objects and 
assistance from tools’ (Dewey 1922: 15). From this perspective, talking 
about acts as owned exclusively by the individual becomes misleading. 
And it becomes impossible to think about developing or changing safety 
dispositions or securing patient safety from either a systems perspective or 
a human perspective.

�Failsafe Fantasies

The failsafe vision is indeed tempting. It is appealing to imagine that no 
matter whether you meet an experienced, well-trained or competent 
health professional or an inexperienced, tired, stressed, clumsy or ill-
prepared one, the system will keep you safe and eliminate the possibility 
of error. This vision is easily sold to the public who are accustomed to the 
typical anti-variation argument such as ‘any patient must receive the same 
treatment no matter who is on call’. It is also convenient for politicians 
because it supports a general improvement and efficiency agenda, where 
increased pressure on health systems and personnel is addressed as a ques-
tion of smarter and more optimized designs. And it has, perhaps surpris-
ingly, even proven eatable to the health professions. Surprisingly, because 
the vision challenges their authority considerably, not least by making 
safety into something outside of their professional expertise and thereby 
paving the way for system engineers to become the new ‘experts’ on 
something that was earlier solely within the health professionals’ jurisdic-
tion. When health professionals do accept the programme, and often 
endorse it, there are several possible explanations. To name some, one 
concerns the programme’s image and language of ‘science’ (see Chap. 3); 
a second that the alternative to human factors and systems thinking is 
understood to be even more malpractice claims and liability suits; and a 
third, for some at least, that safety and systems thinking as a discipline 
have led to the establishment of a new area of competence, even a new 
profession.
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However, the failsafe vision is a fantasy; no matter how cleverly we 
design health systems and no matter how many failsafe systems we 
introduce, safe care is dependent on expertise and therefore it does matter 
who is on call—and it should matter. This book has further attested that 
although the failsafe vision is a fantasy, it has very real unwanted effects 
for the attention given to those on call, and the skills, discretionary abili-
ties, practical knowledge and safety dispositions they need in order to 
deliver safe care and detect and avert unsafe situations. And it has 
unwanted consequences for the focus given to the delicate professional 
structures of detection and regulation of error and malpractice in clinical 
practice than was earlier identified as the foundation of safety manage-
ment in healthcare (Bosk 2003; Rosenthal 1995). From this perspective, 
regulating error and discriminating between appropriate and inappropri-
ate behaviour are part of the moral education of becoming a clinician and 
learning the rules and the limits of office.

�Medicine as Moral Practice

It seems that the systems perspective on patient safety is here to stay. In 
recent years, safety engineers have challenged mainstream patient safety 
thinking’s faith in stable and predictable systems and argued for complex 
and unpredictable systems instead. But the resilience engineers and their 
Safety II approach have not challenged the general faith in systems opti-
mization; they understand patient safety as a safety science that is essen-
tially to ‘put knowledge into the world’ through failsafe systems designs 
(Murphy et al. 2009; see also Braithwaite et  al. 2015; Hollnagel et  al. 
2015). Although there is increasing focus on ‘fair blame’ and the need to 
balance accountability with learning (Timbs 2007; Khatri 2009; Dekker 
2012), the dominant ideal is still that of non-blame, as this principle is 
understood to be the precondition for disclosure and reporting of errors 
in healthcare. As argued by the resilience advocates Sheps and Cardiff,

[t]he re-emphasis on personal accountability in complex, dynamic and 
risky work environments […] is worrisome and may set the patient safety 
agenda back 20 years, and is unlikely to prevent patient harm. (2011: 152)
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This echoes Woodward et al.’s line of reasoning, where the principle of 
non-blame is understood as so vital to patient safety that it must be main-
tained even when nuances are lost:

Wholehearted adoption of the new paradigm will require an abandonment 
of the old, and its associations. A call for a blame-free culture is therefore 
more likely to be effective in breaking with the old ways than a more 
nuanced argument. (2009: 1293)

The rhetoric towards those who question these principles can some-
times be harsh. They might even be described as ‘witch hunters’ trying to 
pull healthcare back to ‘the dark ages of blame and shame in medicine’ 
(Woodward et al. 2009: 1293).

In this book, I have argued for the dangers of dogmatically pursuing 
these principles, as they are likely to interfere with the delicate structures 
for handling and regulating error within medical practice and with the 
training of safety dispositions and uses of practical types of reasoning in 
concrete clinical situations. It can even be held that the principle-based 
view of safety management challenges the understanding of medicine as 
a moral practice.

According to Dewey, moral can be defined as any kind of conscious 
valuation of alternative possibilities. This stance on moral ‘saves us from 
the mistake which makes morality a separate department of life’ (Dewey 
1922: 279). Moreover, it determines morals as an ongoing achievement 
that entails revising one’s judgements and acts based on the consequences 
of earlier actions: ‘When we observe that morals is at home wherever 
considerations of the worse and better are involved, we are committed to 
noticing that morality is a continuing process not a fixed achievement’ 
(Dewey 1922: 280).

The Deweyian notion entails that morals should be ascribed not only 
to persons but to actions and conduct. Yet the ‘shared’ element of con-
duct and the transactional relation between human and environment is 
not antithetical to addressing questions of character, dispositions and 
responsibility because the shared and embedded nature of human con-
duct does not exempt us from accountability:
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A human being is held accountable in order that he may learn not theoreti-
cally and academically but in such a way as to modify and—to some 
extent—remake this prior self. The question of whether he might when he 
acted have acted differently from the way in which he did act is irrelevant. 
The question is whether he is capable of acting differently next time; the 
practical importance of effecting changes in human character is what 
makes responsibility important. (Dewey 1932: 304)

In this way, Dewey’s version of ethics is close to the Aristotelian notion 
of virtue. The assignment of responsibility, blame or forgiveness is about 
establishing conditions for learning, for the regulation of habits and 
therefore for the creation of ‘better’ persons (or clinicians) who are good 
judges of ‘relative values’ in concrete clinical situations:

We may say, for short, that a person of sound judgment is one who, in the 
idiomatic phrase, has ‘horse sense’; he is a good judge of relative values; he can 
estimate, appraise, evaluate, with tact and discernment. (Dewey 1933: 210)

This notion of ethics is also close to notions of casuistry or case-based 
reasoning where being a good clinician is a question of being a good casu-
ist, that is, to be able to apply ‘general rules to particular cases with dis-
cernment’ whereas a bad casuist does ‘the same thing sloppily’ (Jonsen 
and Toulmin 1988: 16). Consequently, ethics become about fostering, 
training and internalizing those abilities, and no one, argue Jonsen and 
Toulmin, does so more consistently than the skilful doctor.

[W]hen medicine is practiced conscientiously as well as skillfully, it 
becomes a prototypically moral enterprise. A doctor who diagnoses cor-
rectly and who prescribes successfully behaves meritoriously, nor merely 
because his actions are effective but equally because, given his relationship 
to the patient, these kinds of actions are appropriate: that is, they fulfill his 
duty as a physician—so much that one might even regard clinical practice 
as a ‘special case’ of moral conduct generally. (1988: 42)

With a practical and pragmatic stance, then, the better clinician is not 
he or she who follows guidelines or safety standards dogmatically or who 
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excels in systems thinking but he or she who is a good judge of relative 
values in particular instances; it is he or she who, when met with prob-
lems or uncertainties, is able to use procedures, guidelines, existing prac-
tices and earlier experiences with discernment and discretion; and it is he 
or she who engages in consistent work on the self to modify inappropri-
ate habits.

To illustrate that morals, disclosure, learning and individual account-
ability can be combined in medical practice, let us recall Charles Bosk’s 
study (1979/2003) of the internal regulation of error between residents 
and attending surgeons in a US hospital in the 1970s. Bosk found that 
approval, disapproval and taking responsibility for incidents and errors 
were all vital parts of the moral education of the residents. As the title 
Forgive and Remember indicates, both condemnation and forgiveness of 
different types of error inculcate responsibility in the resident, and dem-
onstrate to him or her professional codes of conduct and the formal and 
informal limits of office. A crucial thing here is the hierarchical relation 
between attending physicians and residents—a relationship that is made 
possible within the institution of the clinical hospital, and through which 
both medical expertise and ethical attitudes are transmitted. In the so-
called Mortality and Morbidity Conferences, such transmissions were 
particularly evident. Here the attendings would ‘put on a hair shirt’ and 
take full responsibility for mortality cases in order to show their subordi-
nates the importance of disclosure, the appropriate amount of regret and 
self-blame, that medical practice is uncertain and that errors can happen 
to everyone—and lastly just how seriously they take their responsibility 
for the patients. In this way, the Mortality and Morbidity Conferences 
combine learning, disclosure and responsibility in a way impossible for 
the blame-free incident analysis methodologies of today (see Chap. 6; 
Iedema 2007; Mengis and Nicolini 2011).

Processes of co-collegial identification, control and regulation of mis-
conduct; appointing and taking responsibility for things going wrong—
and even blaming oneself and others; as well as forgiveness, understanding, 
restitution and learning from one’s mistakes are all ideally constituents of 
a moral education of clinicians who must learn through training, trial, 
error and apprenticeship how to fulfil a particular type of office.  
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To approach, and to have a language to talk about, medical practice as a 
moral practice, and the training, nurturing and modifications of safety 
dispositions as moral education is an important step towards creating 
safer health organizations. And in this context, disapproval and approval, 
blame and forgiveness, disapprobation and approbation are all ‘ways of 
influencing the formation of habits’ (Dewey 1922: 121); they are ways of 
trying to influence ‘the development of character and conduct’ (Dewey 
1922: 121) of the clinicians as a foundation for the delivery of safe care.

�An Unsettled Settlement

The ‘settlement’ of a particular situation by a particular inquiry is no guar-
antee that that settled conclusion will always remain settled. The attain-
ment of settled beliefs is a progressive matter; there is no belief so settled as 
not to be exposed to further inquiry. […] In scientific inquiry, the criterion 
of what is taken to be settled, or to be knowledge, is being so settled that it 
is available as a resource in further inquiry. (Dewey 1938: 8–9)

Pragmatism is known for the close connection it instils between think-
ing, inquiring and acting, but it is a common misunderstanding that the 
quality or correctness of an inquiry is to be judged by the usefulness of its 
action. Rather, an inquiry is to be judged by its ability to enlighten and 
‘settle’ the problem under scrutiny (Dewey 1941). And any such ‘settle-
ment’ or judgement is situated in time and space, and ‘individual’ as in 
particular. Judgements have probability not certainty, and hence, ‘the 
actions that are performed in consequence of accepting them are not 
logically ex post facto. […] They are operations that provide additional 
evidence, which confirms, weakens, or in some way modifies, the provi-
sionally accepted appraisal’ (Dewey 1938: 226).

To Dewey, inquiring is not a passive observational exercise instigated 
to reach some kind of detached objectivity but an activity by which we 
engage with the subject under scrutiny. Dewey foreshadows recent 
debates on performativity (e.g., MacKenzie et al. 2008) by holding the 
view that inquiry has ‘formative’ consequences insofar as ‘new formal 
properties accrue to subject-matter in virtue of its subjection to certain 
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types of operation’ (Dewey 1938: 101). With reference to the practice 
of law, he describes how ‘formal conceptions arise out of ordinary trans-
actions; they are not imposed upon them from on high or from any 
external and a priori source. But when they are formed, they are also 
formative; they regulate the proper conduct of the activities out of 
which they develop’ (Dewey 1938: 102). And it is in this ‘formative’ 
way that thinking/concepts become operational; ‘they formulate and 
define ways of operation on the part of those engaged in the transac-
tions’ (1938: 102).1

The pragmatic stance on patient safety developed in this book should 
be understood in this perspective: As a number of spatio-temporal propo-
sitions put forth in order to identify and enlighten the problem of patient 
safety. These findings should be approached as ‘available resources in fur-
ther inquiries’ into the nature of error, safety and improvement in 
healthcare.

Notes

1.	 Contemporary uses of performativity, particularly in its poststructuralist 
version represented in, for instance, Judith Butler’s feminist theory, are 
quite far from the rather practical and commonsensical Deweyian 
approach to the concept. This suggestion is in line with Paul du Gay’s 
argument that recent approaches to performativity seek to establish it as a 
transcendental truth claim, rather than a useful way to engage with cer-
tain empirical phenomena (Du Gay 2010).
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