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NOTICE

Medicine is an ever-changing science. As new research and clinical experience
broaden our knowledge, changes in treatment and drug therapy are required. The au-
thor and the publisher of this work have checked with sources believed to be reliable
in their efforts to provide information that is complete and generally in accord with
the standards accepted at the time of publication. However, in view of the possibil-
ity of human error or changes in medical sciences, neither the author nor the pub-
lisher nor any other party who has been involved in the preparation or publication of
this work warrants that the information contained herein is in every respect accurate
or complete, and they disclaim all responsibility for any errors or omissions or for
the results obtained from use of the information contained in this work. Readers
are encouraged to confirm the information contained herein with other sources. For
example and in particular, readers are advised to check the product information sheet
included in the package of each drug they plan to administer to be certain that the
information contained in this work is accurate and that changes have not been made
in the recommended dose or in the contraindications for administration. This recom-
mendation is of particular importance in connection with new or infrequently used
drugs.
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This edition of the textbook is dedicated to the memory of Dr. Mary
Amdur, who was a coeditor on editions two through four.

Mary Amdur received her B.S. in Chemistry from the Uni-
versity of Pittsburgh in 1943, and, in just three years, was awarded
the Ph.D. in Biochemistry from Cornell. She spent her academic
career at the Harvard School of Public Health (1949-1977), Mass-
achusetts Institute of Technology (1977-1989), and the Institute of
Environmental Medicine of New York University in Tuxedo Park,
New York (1989-1996). She died in February 1998 while flying
home from a vacation in Hawaii.

Dr. Amdur was a distinguished toxicologist in the area of air
pollution. Her research accomplishments provided seminal contri-
butions to our understanding of the effects of gases and particles
on human and animal lungs. She contributed to our knowledge of
the adverse effects of sulfuric acid mists and mixtures of gases and
particles in the lung. This work had a major role in the establish-
ment of national and international air pollution standards. Her ca-
reer in toxicology was uniquely distinguished and profound in its
impact on public policy and public health.

Dr. Amdur made these accomplishments at a time in which
science was strongly male-dominated. Her research career was im-
paired by a number of barriers, because of this environment (Costa
and Gordon, Toxicol Sci, 56: 5-7, 2000). In fact, she never was
awarded a tenure position at any of the three academic positions
where she did her outstanding research.

Dr. Amdur received a number of awards throughout her ca-
reer. These included the 1974 Donald E. Cummings Memorial
Award from the American Industrial Hygiene Association, the
1984 Henry F. Smyth Award from the American Academy of In-
dustrial Hygiene, the 1986 Career Achievement Award from the
Inhalation Section of the Society of Toxicology, and the 1989
Herbert E. Stockinger Award from the American Conference of
Governmental Industrial Hygienists. In 1997, she became the
first woman to receive the Merit Award from the Society of Tox-
icology.

For those of us who were fortunate to work with Mary Am-
dur, we will remember not only her scientific accomplishments but
also her wit, demeanor, and absolute honesty.
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PREFACE

The sixth edition of Casarett and Doull’s Toxicology: The
Basic Science of Poisons marks its silver anniversary. The
sixth edition, as the previous five, is meant to serve prima-
rily as a text for, or an adjunct to, graduate courses in toxi-
cology. Because the five previous editions have been widely
used in courses in environmental health and related areas,
an attempt has been made to maintain those characteristics
that make it useful to scientists from other disciplines. This
edition will again provide information on the many facets
of toxicology and especially on the principles, concepts, and
modes of thought that are the foundation of the discipline.
Mechanisms of toxicity are emphasized. Research toxicol-
ogists will find this book an excellent reference source to
find updated material in areas of their special or peripheral
interests.

The overall framework of the sixth edition is similar to
the fifth edition. The seven units are “General Principles of
Toxicology” (Unit 1), “Disposition of Toxicants” (Unit 2),
“Non-Organ-Directed Toxicity” (carcinogenicity, muta-
genicity, and teratogenicity) (Unit 3), “Target Organ Toxi-
city” (Unit 4), “Toxic Agents” (Unit 5), “Environmental

xvii

Toxicology” (Unit 6), and “Applications of Toxicology”
(Unit 7).

The sixth edition reflects the marked progress made in
toxicology the last few years. For example, the importance
of apoptosis, cytokines, growth factors, oncogenes, cell cy-
cling, receptors, gene regulation, transcription factors, sig-
naling pathways, transgenic animals, “knock-out” animals,
polymorphisms, microarray technology, genomics, proteo-
nomics, etc., in understanding the mechanisms of toxicity
are included in this edition. More information on risk as-
sessment is also included. References in this edition include
not only traditional journal and review articles, but, for the
first time, internet sites.

The editor is grateful to his colleagues in academia,
industry, and government who have made useful sugges-
tions for improving this edition, both as a book and as a
reference source. The editor is especially thankful to all
the contributors, whose combined expertise has made pos-
sible a volume of this breadth. I especially recognize John
Doull, the original editor of this book, for his continued
support.



PREFACE TO THE
FIRST EDITION

This volume has been designed primarily as a textbook for,
or adjunct to, courses in toxicology. However, it should also
be of interest to those not directly involved in toxicologic ed-
ucation. For example, the research scientist in toxicology will
find sections containing current reports on the status of cir-
cumscribed areas of special interest. Those concerned with
community health, agriculture, food technology, pharmacy,
veterinary medicine, and related disciplines will discover the
contents to be most useful as a source of concepts and modes
of thought that are applicable to other types of investigative
and applied sciences. For those further removed from the
field of toxicology or for those who have not entered a spe-
cific field of endeavor, this book attempts to present a selec-
tively representative view of the many facets of the subject.

Toxicology: The Basic Science of Poisons has been or-
ganized to facilitate its use by these different types of users.
The first section (Unit I) describes the elements of method
and approach that identify toxicology. It includes those prin-
ciples most frequently invoked in a full understanding of tox-
icologic events, such as dose-response, and is primarily
mechanistically oriented. Mechanisms are also stressed in the
subsequent sections of the book, particularly when these are
well identified and extend across classic forms of chemicals
and systems. However, the major focus in the second section
(Unit II) is on the systemic site of action of toxins. The in-
tent therein is to provide answers to two questions: What
kinds of injury are produced in specific organs or systems by
toxic agents? What are the agents that produce these effects?

A more conventional approach to toxicology has been
utilized in the third section (Unit III), in which the toxic

Xix

agents are grouped by chemical or use characteristics. In the
final section (Unit IV) an attempt has been made to illus-
trate the ramifications of toxicology into all areas of the
health sciences and even beyond. This unit is intended to
provide perspective for the nontoxicologist in the applica-
tion of the results of toxicologic studies and a better under-
standing of the activities of those engaged in the various as-
pects of the discipline of toxicology.

It will be obvious to the reader that the contents of this
book represent a compromise between the basic, funda-
mental, mechanistic approach to toxicology and the desire
to give a view of the broad horizons presented by the sub-
ject. While it is certain that the editors’ selectivity might
have been more severe, it is equally certain that it could have
been less so, and we hope that the balance struck will prove
to be appropriate for both toxicologic training and the sci-
entific interest of our colleague.

L.J.C.
J.D.

Although the philosophy and design of this book
evolved over a long period of friendship and mutual respect
between the editors, the effort needed to convert ideas into
reality was undertaken primarily by Louis J. Casarett. Thus,
his death at a time when completion of the manuscript was
in sight was particularly tragic. With the help and encour-
agement of his wife, Margaret G. Casarett, and the other
contributors, we have finished Lou’s task. This volume is a
fitting embodiment of Louis J. Casarett’s dedication to tox-
icology and to toxicologic education.

J.D.
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CHAPTER 1

HISTORY AND SCOPE
OF TOXICOLOGY

Michael A. Gallo

HISTORY OF TOXICOLOGY

Antiquity
Middle Ages
Age of Enlightenment

MODERN TOXICOLOGY
AFTER WORLD WAR II

Toxicology has been defined as the study of the adverse effects of
xenobiotics and thus is a borrowing science that has evolved from
ancient poisoners. Modern toxicology goes beyond the study of the
adverse effects of exogenous agents to the study of molecular bi-
ology, using toxicants as tools. Historically, toxicology formed the
basis of therapeutics and experimental medicine. Toxicology in this
century (1900 to the present) continues to develop and expand by
assimilating knowledge and techniques from most branches of bi-
ology, chemistry, mathematics, and physics. A recent addition to
the field of toxicology (1975 to the present) is the application of
the discipline to safety evaluation and risk assessment.

The contributions and activities of toxicologists are diverse
and widespread. In the biomedical area, toxicologists are concerned
with mechanisms of action and exposure to chemical agents as a
cause of acute and chronic illness. Toxicologists contribute to phys-
iology and pharmacology by using toxic agents to understand phys-
iological phenomena. They are involved in the recognition, identi-
fication, and quantification of hazards resulting from occupational
exposure to chemicals and the public health aspects of chemicals
in air, water, other parts of the environment, foods, and drugs. Tra-
ditionally, toxicologists have been intimately involved in the dis-
covery and development of new drugs and pesticides. Toxicolo-
gists also participate in the development of standards and
regulations designed to protect human health and the environment
from the adverse effects of chemicals. Environmental toxicologists
(a relatively new subset of the discipline) have expanded toxicol-
ogy to study the effects of chemicals in flora and fauna. Molecu-
lar toxicologists are studying the mechanisms by which toxicants
modulate cell growth and differentiation and cells respond to tox-
icants at the level of the gene. In all branches of toxicology, sci-
entists explore the mechanisms by which chemicals produce ad-
verse effects in biological systems. Clinical toxicologists develop
antidotes and treatment regimes to ameliorate poisonings and xeno-
biotic injury. Toxicologists carry out some or all of these activities
as members of academic, industrial, and governmental organiza-
tions. In doing so, they share methodologies for obtaining data
about the toxicity of materials and the responsibility for using this
information to make reasonable predictions regarding the hazards
of the material to people and the environment. These different but
complementary activities characterize the discipline of toxicology.

Toxicology, like medicine, is both a science and an art. The
science of toxicology is defined as the observational and data-
gathering phase, whereas the art of toxicology consists of the uti-
lization of the data to predict outcomes of exposure in human and
animal populations. In most cases, these phases are linked because

the facts generated by the science of toxicology are used to de-
velop extrapolations and hypotheses to explain the adverse effects
of chemical agents in situations where there is little or no infor-
mation. For example, the observation that the administration of
TCDD (2,3,7,8-tetrachlorodibenzo-p-dioxin) to female Sprague-
Dawley rats induces hepatocellular carcinoma is a fact. However,
the conclusion that it will also do so in humans is a prediction or
hypothesis. It is important to distinguish facts from predictions.
When we fail to distinguish the science from the art, we confuse
facts with predictions and argue that they have equal validity, which
they clearly do not. In toxicology, as in all sciences, theories have
a higher level of certainty than do hypotheses, which in turn are
more certain than speculations, opinions, conjectures, and guesses.
An insight into modern toxicology and the roles, points of view,
and activities of toxicologists can be obtained by examining the
historical evolution of the discipline.

HISTORY OF TOXICOLOGY
Antiquity

Toxicology dates back to the earliest humans, who used animal
venoms and plant extracts for hunting, warfare, and assassination.
The knowledge of these poisons must have predated recorded his-
tory. It is safe to assume that prehistoric humans categorized some
plants as harmful and others as safe. The same is probably true for
the classification of snakes and other animals. The Ebers papyrus
(circa 1500 B.c.) contains information pertaining to many recog-
nized poisons, including hemlock (the state poison of the Greeks),
aconite (a Chinese arrow poison), opium (used as both a poison
and an antidote), and metals such as lead, copper, and antimony.
There is also an indication that plants containing substances simi-
lar to digitalis and belladonna alkaloids were known. Hippocrates
(circa 400 B.c.) added a number of poisons and clinical toxicology
principles pertaining to bioavailability in therapy and overdosage,
while the Book of Job (circa 400 B.c.) speaks of poison arrows
(Job 6:4). In the literature of ancient Greece, there are several ref-
erences to poisons and their use. Some interpretations of Homer
have Odysseus obtaining poisons for his arrows (Homer, circa 600
B.C.). Theophrastus (370-286 B.c.), a student of Aristotle, included
numerous references to poisonous plants in De Historia Plantarum.
Dioscorides, a Greek physician in the court of the Roman emperor
Nero, made the first attempt at a classification of poisons, which
was accompanied by descriptions and drawings. His classification
into plant, animal, and mineral poisons not only remained a stan-
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dard for 16 centuries but is still a convenient classification (Gun-
ther, 1934). Dioscorides also dabbled in therapy, recognizing the
use of emetics in poisoning and the use of caustic agents and cup-
ping glasses in snakebite. Poisoning with plant and animal toxins
was quite common. Perhaps the best-known recipient of poison
used as a state method of execution was Socrates (470-399 B.c.),
whose cup of hemlock extract was apparently estimated to be the
proper dose. Expeditious suicide on a voluntary basis also made
use of toxicologic knowledge. Demosthenes (385— 322 B.c.), who
took poison hidden in his pen, was one of many examples. The
mode of suicide calling for one to fall on his sword, although manly
and noble, carried little appeal and less significance for the women
of the day. Cleopatra’s (69—30 B.c.) knowledge of natural primi-
tive toxicology permitted her to use the more genteel method of
falling on her asp.

The Romans too made considerable use of poisons in poli-
tics. One legend tells of King Mithridates VI of Pontus, whose nu-
merous acute toxicity experiments on unfortunate criminals led to
his eventual claim that he had discovered an antidote for every ven-
omous reptile and poisonous substance (Guthrie, 1946). Mithri-
dates was so fearful of poisons that he regularly ingested a mix-
ture of 36 ingredients (Galen reports 54) as protection against
assassination. On the occasion of his imminent capture by enemies,
his attempts to kill himself with poison failed because of his suc-
cessful antidote concoction, and he was forced to use a sword held
by a servant. From this tale comes the term “mithridatic,” referring
to an antidotal or protective mixture. The term “theriac” also has
become synonymous with “antidote,” although the word comes
from the poetic treatise Theriaca by Nicander of Colophon (204—
135 B.c.), which dealt with poisonous animals; his poem “Alex-
ipharmaca” was about antidotes.

Poisonings in Rome reached epidemic proportions during the
fourth century B.c. (Livy). It was during this period that a con-
spiracy of women to remove men from whose death they might
profit was uncovered. Similar large-scale poisoning continued un-
til Sulla issued the Lex Cornelia (circa 82 B.c.). This appears to be
the first law against poisoning, and it later became a regulatory
statute directed at careless dispensers of drugs. Nero (a.p. 37-68)
used poisons to do away with his stepbrother Brittanicus and em-
ployed his slaves as food tasters to differentiate edible mushrooms
from their more poisonous kin.

Middle Ages

Come bitter pilot, now at once run on

The dashing rocks thy seasick weary bark!

Here’s to my love! O true apothecary!

Thy drugs are quick. Thus with a kiss I die.
Romeo and Juliet, act 5, scene 3

Before the Renaissance, the writings of Maimonides (Moses ben
Maimon, A.D. 1135-1204) included a treatise on the treatment of
poisonings from insects, snakes, and mad dogs (Poisons and Their
Antidotes, 1198). Maimonides, like Hippocrates before him, wrote
on the subject of bioavailability, noting that milk, butter, and cream
could delay intestinal absorption. Malmonides also refuted many
of the popular remedies of the day and stated his doubts about oth-
ers. It is rumored that alchemists of this period (circa a.p. 1200),
in search of the universal antidote, learned to distill fermented prod-
ucts and made a 60% ethanol beverage that had many interesting
powers.
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In the early Renaissance, the Italians, with characteristic prag-
matism, brought the art of poisoning to its zenith. The poisoner be-
came an integral part of the political scene. The records of the city
councils of Florence, particularly those of the infamous Council of
Ten of Venice, contain ample testimony about the political use of
poisons. Victims were named, prices set, and contracts recorded;
when the deed was accomplished, payment was made.

An infamous figure of the time was a lady named Toffana who
peddled specially prepared arsenic-containing cosmetics (Agua
Toffana). Accompanying the product were appropriate instructions
for its use. Toffana was succeeded by an imitator with organiza-
tional genius, Hieronyma Spara, who provided a new fillip by di-
recting her activities toward specific marital and monetary objec-
tives. A local club was formed of young, wealthy married women,
which soon became a club of eligible young wealthy widows, rem-
iniscent of the matronly conspiracy of Rome centuries earlier. In-
cidentally, arsenic-containing cosmetics were reported to be re-
sponsible for deaths well into the twentieth century (Kallett and
Schlink, 1933).

Among the prominent families engaged in poisoning, the Bor-
gias were the most notorious. However, many deaths that were at-
tributed to poisoning are now recognized as having resulted from
infectious diseases such as malaria. It appears true, however, that
Alexander VI, his son Cesare, and Lucrezia Borgia were quite ac-
tive. The deft application of poisons to men of stature in the
Catholic Church swelled the holdings of the papacy, which was
their prime heir.

In this period Catherine de Medici exported her skills from
Italy to France, where the prime targets of women were their hus-
bands. However, unlike poisoners of an earlier period, the circle
represented by Catherine and epitomized by the notorious Mar-
chioness de Brinvillers depended on developing direct evidence to
arrive at the most effective compounds for their purposes. Under
the guise of delivering provender to the sick and the poor, Cather-
ine tested toxic concoctions, carefully noting the rapidity of the
toxic response (onset of action), the effectiveness of the compound
(potency), the degree of response of the parts of the body (speci-
ficity, site of action), and the complaints of the victim (clinical
signs and symptoms).

The culmination of the practice in France is represented by
the commercialization of the service by Catherine Deshayes, who
earned the title “La Voisine.” Her business was dissolved by her
execution. Her trial was one of the most famous of those held by
the Chambre Ardente, a special judicial commission established by
Louis XIV to try such cases without regard to age, sex, or national
origin. La Voisine was convicted of many poisonings, with over
2000 infants among her victims.

Age of Enlightenment

All substances are poisons; there is none which is not a poison. The right
dose differentiates a poison from a remedy.
Paracelsus

A significant figure in the history of science and medicine in the
late Middle Ages was the renaissance man Philippus Aureolus
Theophrastus Bombastus von Hohenheim-Paracelsus (1493—
1541). Between the time of Aristotle and the age of Paracelsus,
there was little substantial change in the biomedical sciences. In
the sixteenth century, the revolt against the authority of the Catholic
Church was accompanied by a parallel attack on the godlike au-
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thority exercised by the followers of Hippocrates and Galen.
Paracelsus personally and professionally embodied the qualities
that forced numerous changes in this period. He and his age
were pivotal, standing between the philosophy and magic of clas-
sical antiquity and the philosophy and science willed to us by
figures of the seventeenth and eighteenth centuries. Clearly, one
can identify in Paracelsus’s approach, point of view, and breadth
of interest numerous similarities to the discipline that is now called
toxicology.

Paracelsus, a physician-alchemist and the son of a physician,
formulated many revolutionary views that remain an integral part
of the structure of toxicology, pharmacology, and therapeutics to-
day (Pagel, 1958). He promoted a focus on the “toxicon,” the pri-
mary toxic agent, as a chemical entity, as opposed to the Grecian
concept of the mixture or blend. A view initiated by Paracelsus that
became a lasting contribution held as corollaries that (1) experi-
mentation is essential in the examination of responses to chemi-
cals, (2) one should make a distinction between the therapeutic and
toxic properties of chemicals, (3) these properties are sometimes
but not always indistinguishable except by dose, and (4) one can
ascertain a degree of specificity of chemicals and their therapeutic
or toxic effects. These principles led Paracelsus to introduce mer-
cury as the drug of choice for the treatment of syphilis, a practice
that survived 300 years but led to his famous trial. This viewpoint
presaged the “magic bullet” (arsphenamine) of Paul Ehrlich and
the introduction of the therapeutic index. Further, in a very real
sense, this was the first sound articulation of the dose-response re-
lation, a bulwark of toxicology (Pachter, 1961).

The tradition of the poisoners spread throughout Europe, and
their deeds played a major role in the distribution of political power
throughout the Middle Ages. Pharmacology as it is known today
had its beginnings during the Middle Ages and early Renaissance.
Concurrently, the study of the toxicity and the dose-response rela-
tionship of therapeutic agents was commencing.

The occupational hazards associated with metalworking were
recognized during the fifteenth century. Early publications by
Ellenbog (circa 1480) warned of the toxicity of the mercury and
lead exposures involved in goldsmithing. Agricola published a short
treatise on mining diseases in 1556. However, the major work on
the subject, On the Miners’ Sickness and Other Diseases of Min-
ers (1567), was published by Paracelsus. This treatise addressed
the etiology of miners’ disease, along with treatment and preven-
tion strategies. Occupational toxicology was further advanced by
the work of Bernardino Ramazzini. His classic, published in 1700
and entitled Discourse on the Diseases of Workers, set the standard
for occupational medicine well into the nineteenth century. Ra-
mazzini’s work broadened the field by discussing occupations rang-
ing from miners to midwives and including printers, weavers, and
potters.

The developments of the industrial revolution stimulated a rise
in many occupational diseases. Percival Pott’s (1775) recognition
of the role of soot in scrotal cancer among chimney sweeps was
the first reported example of polyaromatic hydrocarbon carcino-
genicity, a problem that still plagues toxicologists today. These
findings led to improved medical practices, particularly in preven-
tion. It should be noted that Paracelsus and Ramazzini also pointed
out the toxicity of smoke and soot.

The nineteenth century dawned in a climate of industrial and
political revolution. Organic chemistry was in its infancy in 1800,
but by 1825 phosgene (COCl,) and mustard gas (bis[B-
chloroethyl]sulfide) had been synthesized. These two agents were
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used in World War I as war gases. By 1880 over 10,000 organic
compounds had been synthesized including chloroform, carbon
tetrachloride, diethyl ether, and carbonic acid, and petroleum and
coal gasification by-products were used in trade (Zapp, 1982). De-
termination of the toxicologic potential of these newly created
chemicals became the underpinning of the science of toxicology
as it is practiced today. However, there was little interest during
the mid-nineteenth century in hampering industrial development.
Hence, the impact of industrial toxicology discoveries was not felt
until the passage of worker’s insurance laws, first in Germany
(1883), then in England (1897), and later in the United States
(1910).

Experimental toxicology accompanied the growth of organic
chemistry and developed rapidly during the nineteenth century.
Magendie (1783—-1885), Orfila (1787-1853), and Bernard (1813—
1878) carried out truly seminal research in experimental toxicol-
ogy and laid the groundwork for pharmacology and experimental
therapeutics as well as occupational toxicology.

Orfila, a Spanish physician in the French court, was the first
toxicologist to use autopsy material and chemical analysis sys-
tematically as legal proof of poisoning. His introduction of this de-
tailed type of analysis survives as the underpinning of forensic tox-
icology (Orfila, 1818). Orfila published the first major work
devoted expressly to the toxicity of natural agents (1815). Ma-
gendie, a physician and experimental physiologist, studied the
mechanisms of action of emetine, strychnine, and “arrow poisons”
(Olmsted, 1944). His research into the absorption and distribution
of these compounds in the body remains a classic in toxicology
and pharmacology. One of Magendie’s more famous students,
Claude Bernard, continued the study of arrow poisons (Bernard,
1850) but also added works on the mechanism of action of carbon
monoxide. Bernard’s treatise, An Introduction to the Study of Ex-
perimental Medicine (translated by Greene in 1949), is a classic in
the development of toxicology.

Many German scientists contributed greatly to the growth of
toxicology in the late nineteenth and early twentieth centuries.
Among the giants of the field are Oswald Schmiedeberg (1838—
1921) and Louis Lewin (1850-1929). Schmiedeberg made many
contributions to the science of toxicology, not the least of which
was the training of approximately 120 students who later popu-
lated the most important laboratories of pharmacology and toxi-
cology throughout the world. His research focused on the synthe-
sis of hippuric acid in the liver and the detoxification mechanisms
of the liver in several animal species (Schmiedeberg and Koppe,
1869). Lewin, who was educated originally in medicine and the
natural sciences, trained in toxicology under Liebreich at the
Pharmacological Institute of Berlin (1881). His contributions on
the chronic toxicity of narcotics and other alkaloids remain a clas-
sic. Lewin also published much of the early work on the toxicity
of methanol, glycerol, acrolein, and chloroform (Lewin, 1920,
1929).

MODERN TOXICOLOGY

Toxicology has evolved rapidly during this century. The exponen-
tial growth of the discipline can be traced to the World War II era
with its marked increase in the production of drugs, pesticides, mu-
nitions, synthetic fibers, and industrial chemicals. The history of
many sciences represents an orderly transition based on theory, hy-
pothesis testing, and synthesis of new ideas. Toxicology, as a gath-
ering and an applied science, has, by contrast, developed in fits and
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starts. Toxicology calls on almost all the basic sciences to test its
hypotheses. This fact, coupled with the health and occupational
regulations that have driven toxicology research since 1900, has
made this discipline exceptional in the history of science. The dif-
ferentiation of toxicology as an art and a science, though arbitrary,
permits the presentation of historical highlights along two major
lines.

Modern toxicology can be viewed as a continuation of the de-
velopment of the biological and physical sciences in the late nine-
teenth and twentieth centuries (Table 1-1). During the second half
of the nineteenth century, the world witnessed an explosion in sci-
ence that produced the beginning of the modern era of medicine,
synthetic chemistry, physics, and biology. Toxicology has drawn
its strength and diversity from its proclivity to borrowing. With the
advent of anesthetics and disinfectants and the advancement of ex-
perimental pharmacology in the late 1850s, toxicology as it is cur-
rently understood got its start. The introduction of ether, chloro-

Table 1-1
Selection of Developments in Toxicology

GENERAL PRINCIPLES OF TOXICOLOGY

form, and carbonic acid led to several iatrogenic deaths. These un-
fortunate outcomes spurred research into the causes of the deaths
and early experiments on the physiological mechanisms by which
these compounds caused both beneficial and adverse effects. By
the late nineteenth century the use of organic chemicals was be-
coming more widespread, and benzene, toluene, and the xylenes
went into larger-scale commercial production.

During this period, the use of “patent” medicines was preva-
lent, and there were several incidents of poisonings from these
medicaments. The adverse reactions to patent medicines, coupled
with the response to Upton Sinclair’s exposé of the meat-packing
industry in The Jungle, culminated in the passage of the Wiley Bill
(1906), the first of many U.S. pure food and drug laws (see Hutt
and Hutt, 1984, for regulatory history).

A working hypothesis about the development of toxicology is
that the discipline expands in response to legislation, which itself
is a response to a real or perceived tragedy. The Wiley bill was the

Development of early advances in analytic methods
Marsh, 1836: development of method for arsenic analysis
Reinsh, 1841: combined method for separation and analysis of As and Hg
Fresenius, 1845, and von Babo, 1847: development of screening method for general

poisons

Stas-Otto, 1851: extraction and separation of alkaloids
Mitscherlich, 1855: detection and identification of phosphorus

Early mechanistic studies

F. Magendie, 1809: study of “arrow poisons,” mechanism of action of emetine and

strychnine

C. Bernard, 1850: carbon monoxide combination with hemoglobin, study of
mechanism of action of strychnine, site of action of curare
R. Bohm, ca. 1890: active anthelmintics from fern, action of croton oil catharsis,

poisonous mushrooms

Introduction of new toxicants and antidotes

R. A. Peters, L. A. Stocken, and R. H. S. Thompson, 1945: development of British
Anti Lewisite (BAL) as a relatively specific antidote for arsenic, toxicity of

monofluorocarbon compounds

K. K. Chen, 1934: introduction of modern antidotes (nitrite and thiosulfate) for

cyanide toxicity

C. Voegtlin, 1923: mechanism of action of As and other metals on the SH groups

P. Miiller, 1944—1946: introduction and study of DDT
(dichlorodiphenyltrichloroethane) and related insecticide compounds

G. Schrader, 1952: introduction and study of organophosphorus compounds

R. N. Chopra, 1933: indigenous drugs of India

Miscellaneous toxicologic studies

R. T. Williams: study of detoxication mechanisms and species variation
A. Rothstein: effects of uranium ion on cell membrane transport

R. A. Kehoe: investigation of acute and chronic effects of lead

A. Vorwald: studies of chronic respiratory disease (beryllium)

H. Hardy: community and industrial poisoning (beryllium)

A. Hamilton: introduction of modern industrial toxicology

H. C. Hodge: toxicology of uranium, fluorides; standards of toxicity

A. Hoffman: introduction of lysergic acid and derivatives; psychotomimetics
R. A. Peters: biochemical lesions, lethal synthesis

A. E. Garrod: inborn errors of metabolism

T. T. Litchfield and F. Wilcoxon: simplified dose-response evaluation

C. J. Bliss: method of probits, calculation of dosage-mortality curves
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first such reaction in the area of food and drugs, and the worker’s
compensation laws cited above were a response to occupational
toxicities. In addition, the National Safety Council was established
in 1911, and the Division of Industrial Hygiene was established by
the U.S. Public Health Service in 1914. A corollary to this hy-
pothesis might be that the founding of scientific journals and/or
societies is sparked by the development of a new field. The Jour-
nal of Industrial Hygiene began in 1918. The major chemical man-
ufacturers in the United States (Dow, Union Carbide, and Du Pont)
established internal toxicology research laboratories to help guide
decisions on worker health and product safety.

During the 1890s and early 1900s, the French scientists
Becquerel and the Curies reported the discovery of “radioactivity.”
This opened up for exploration a very large area in physics, biol-
ogy, and medicine, but it would not actively affect the science of
toxicology for another 40 years. However, another discovery, that
of vitamins, or “vital amines,” was to lead to the use of the first
large-scale bioassays (multiple animal studies) to determine
whether these “new” chemicals were beneficial or harmful to lab-
oratory animals. The initial work in this area took place at around
the time of World War I in several laboratories, including the lab-
oratory of Philip B. Hawk in Philadelphia. Hawk and a young as-
sociate, Bernard L. Oser, were responsible for the development and
verification of many early toxicologic assays that are still used in
a slightly amended form. Oser’s contributions to food and regula-
tory toxicology were extraordinary. These early bioassays were
made possible by a major advance in toxicology: the availability
of developed and refined strains of inbred laboratory rodents (Don-
aldson, 1912).

The 1920s saw many events that began to mold the fledgling
field of toxicology. The use of arsenicals for the treatment of dis-
eases such as syphilis (arsenicals had been used in agriculture since
the mid-nineteenth century) resulted in acute and chronic toxicity.
Prohibition of alcoholic beverages in the United States opened the
door for early studies of neurotoxicology, with the discovery that
triorthocresyl phosphate (TOCP), methanol, and lead (all products
of “bootleg” liquor) are neurotoxicants. TOCP, which is a modern
gasoline additive, caused a syndrome that became known as “gin-
ger-jake” walk, a spastic gait resulting from drinking adulterated
ginger beer. Mueller’s discovery of DDT (dichlorodiphenyl-
trichloroethane) and several other organohalides, such as hexa-
chlorobenzene and hexachlorocyclohexane, during the late 1920s
resulted in wider use of insecticidal agents. Other scientists were
hard at work attempting to elucidate the structures and activity of
the estrogens and androgens. Work on the steroid hormones led to
the use of several assays for the determination of the biological ac-
tivity of organ extracts and synthetic compounds. Efforts to syn-
thesize steroid-like chemicals were spearheaded by E. C. Dodds
and his coworkers, one of whom was Leon Golberg, a young or-
ganic chemist. Dodds’s work on the bioactivity of the estrogenic
compounds resulted in the synthesis of diethylstilbestrol (DES),
hexestrol, and other stilbenes and the discovery of the strong es-
trogenic activity of substituted stilbenes. Golberg’s intimate in-
volvement in this work stimulated his interest in biology, leading
to degrees in biochemistry and medicine and a career in toxicol-
ogy in which he oversaw the creation of the laboratories of the
British Industrial Biological Research Association (BIBRA) and
the Chemical Industry Institute of Toxicology (CIIT). Interestingly,
the initial observations that led to the discovery of DES were the
findings of feminization of animals treated with the experimental
carcinogen 7,12-dimethylbenz[a]anthracene (DMBA).
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The 1930s saw the world preparing for World War II and a
major effort by the pharmaceutical industry in Germany and the
United States to manufacture the first mass-produced antibiotics.
One of the first journals expressly dedicated to experimental tox-
icology, Archiv fiir Toxikologie, began publication in Europe in
1930, the same year that Herbert Hoover signed the act that es-
tablished the National Institutes of Health (NIH) in the United
States.

The discovery of sulfanilamide was heralded as a major event
in combating bacterial diseases. However, for a drug to be effec-
tive, there must be a reasonable delivery system, and sulfanilamide
is highly insoluble in an aqueous medium. Therefore, it was orig-
inally prepared in ethanol (elixir). However, it was soon discov-
ered that the drug was more soluble in ethylene glycol, which is a
dihydroxy rather than a monohydroxy ethane. The drug was sold
in glycol solutions but was labeled as an elixir, and several patients
died of acute kidney failure resulting from the metabolism of the
glycol to oxalic acid and glycolic acid, with the acids, along with
the active drug, crystallizing in the kidney tubules. This tragic event
led to the passage of the Copeland bill in 1938, the second major
bill involving the formation of the U.S. Food and Drug Adminis-
tration (FDA). The sulfanilamide disaster played a critical role in
the further development of toxicology, resulting in work by Eu-
gene Maximillian Geiling in the Pharmacology Department of the
University of Chicago that elucidated the mechanism of toxicity of
both sulfanilamide and ethylene glycol. Studies of the glycols were
simultaneously carried out at the U.S. FDA by a group led by
Arnold Lehman. The scientists associated with Lehman and
Geiling were to become the leaders of toxicology over the next 40
years. With few exceptions, toxicology in the United States owes
its heritage to Geiling’s innovativeness and ability to stimulate and
direct young scientists and Lehman’s vision of the use of experi-
mental toxicology in public health decision making. Because of
Geiling’s reputation, the U.S. government turned to this group for
help in the war effort. There were three main areas in which the
Chicago group took part during World War II: the toxicology and
pharmacology of organophosphate chemicals, antimalarial drugs,
and radionuclides. Each of these areas produced teams of toxicol-
ogists who became academic, governmental, and industrial lead-
ers in the field.

It was also during this time that DDT and the phenoxy her-
bicides were developed for increased food production and, in the
case of DDT, control of insect-borne diseases. These efforts be-
tween 1940 and 1946 led to an explosion in toxicology. Thus, in
line with the hypothesis advanced above, the crisis of World War
II caused the next major leap in the development of toxicology.

If one traces the history of the toxicology of metals over the
past 45 years, the role of the Chicago group is quite visible. This
story commences with the use of uranium for the “bomb” and con-
tinues today with research on the role of metals in their interac-
tions with DNA, RNA, and growth factors. Indeed, the Manhattan
Project created a fertile environment that resulted in the initiation
of quantitative biology, radiotracer technology, and inhalation tox-
icology. These innovations have revolutionized modern biology,
chemistry, therapeutics, and toxicology.

Inhalation toxicology began at the University of Rochester un-
der the direction of Stafford Warren, who headed the Department
of Radiology. He developed a program with colleagues such as
Harold Hodge (pharmacologist), Herb Stokinger (chemist), Sid
Laskin (inhalation toxicologist), and Lou and George Casarett (tox-
icologists). These young scientists were to go on to become giants
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in the field. The other sites for the study of radionuclides were
Chicago for the “internal” effects of radioactivity and Oak Ridge,
Tennessee, for the effects of “external” radiation. The work of the
scientists on these teams gave the scientific community data that
contributed to the early understanding of macromolecular binding
of xenobiotics, cellular mutational events, methods for inhalation
toxicology and therapy, and toxicological properties of trace met-
als, along with a better appreciation of the complexities of the dose-
response curve.

Another seminal event in toxicology that occurred during the
World War II era was the discovery of organophosphate
cholinesterase inhibitors. This class of chemicals, which was dis-
covered by Willy Lange and Gerhard Schrader, was destined to be-
come a driving force in the study of neurophysiology and toxicol-
ogy for several decades. Again, the scientists in Chicago played
major roles in elucidating the mechanisms of action of this new
class of compounds. Geiling’s group, Kenneth Dubois in particu-
lar, were leaders in this area of toxicology and pharmacology.
Dubois’s students, particularly Sheldon Murphy, continued to
be in the forefront of this special area. The importance of the
early research on the organophosphates has taken on special mean-
ing in the years since 1960, when these nonbioaccumulating in-
secticides were destined to replace DDT and other organochlorine
insectides.

Early in the twentieth century, it was demonstrated experi-
mentally that quinine has a marked effect on the malaria parasite
[it had been known for centuries that chincona bark extract is ef-
ficacious for “Jesuit fever” (malaria)]. This discovery led to the de-
velopment of quinine derivatives for the treatment of the disease
and the formulation of the early principles of chemotherapy. The
pharmacology department at Chicago was charged with the devel-
opment of antimalarials for the war effort. The original protocols
called for testing of efficacy and toxicity in rodents and perhaps
dogs and then the testing of efficacy in human volunteers. One of
the investigators charged with generating the data needed to move
a candidate drug from animals to humans was Fredrick Coulston.
This young parasitologist and his colleagues, working under
Geiling, were to evaluate potential drugs in animal models and then
establish human clinical trials. It was during these experiments that
the use of nonhuman primates came into vogue for toxicology test-
ing. It had been noted by Russian scientists that some antimalar-
ial compounds caused retinopathies in humans but did not appar-
ently have the same adverse effect in rodents and dogs. This finding
led the Chicago team to add one more step in the development
process: toxicity testing in rhesus monkeys just before efficacy
studies in people. This resulted in the prevention of blindness in
untold numbers of volunteers and perhaps some of the troops in
the field. It also led to the school of thought that nonhuman pri-
mates may be one of the better models for humans and the estab-
lishment of primate colonies for the study of toxicity. Coulston pi-
oneered this area of toxicology and remains committed to it.

Another area not traditionally thought of as toxicology but
one that evolved during the 1940s as an exciting and innovative
field is experimental pathology. This branch of experimental biol-
ogy developed from bioassays of estrogens and early experiments
in chemical- and radiation-induced carcinogenesis. It is from these
early studies that hypotheses on tumor promotion and cancer pro-
gression have evolved.

Toxicologists today owe a great deal to the researchers of
chemical carcinogenesis of the 1940s. Much of today’s work can
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be traced to Elizabeth and James Miller at Wisconsin. This hus-
band and wife team started under the mentorship of Professor
Rusch, the director of the newly formed McArdle Laboratory for
Cancer Research, and Professor Baumann. The seminal research
of the Millers led to the discovery of the role of reactive interme-
diates in carcinogenicity and that of mixed-function oxidases in the
endoplasmic reticulum. These findings, which initiated the great
works on the cytochrome-P450 family of proteins, were aided by
two other major discoveries for which toxicologists (and all other
biological scientists) are deeply indebted: paper chromatography
in 1944 and the use of radiolabeled dibenzanthracene in 1948.
Other major events of note in drug metabolism included the work
of Bernard Brodie on the metabolism of methyl orange in 1947.
This piece of seminal research led to the examination of blood and
urine for chemical and drug metabolites. It became the tool with
which one could study the relationship between blood levels and
biological action. The classic treatise of R. T. Williams, Detoxica-
tion Mechanisms, was published in 1947. This text described the
many pathways and possible mechanisms of detoxication and
opened the field to several new areas of study.

The decade after World War II was not as boisterous as the
period from 1935 to 1945. The first major U.S. pesticide act was
signed into law in 1947. The significance of the initial Federal
Insecticide, Fungicide, and Rodenticide Act was that for the first
time in U.S. history a substance that was neither a drug nor a food
had to be shown to be safe and efficacious. This decade, which co-
incided with the Eisenhower years, saw the dispersion of the groups
from Chicago, Rochester, and Oak Ridge and the establishment of
new centers of research. Adrian Albert’s classic Selective Toxicity
was published in 1951. This treatise, which has appeared in sev-
eral editions, presented a concise documentation of the principles
of the site-specific action of chemicals.

AFTER WORLD WAR 1II

You too can be a toxicologist in two easy lessons, each of ten years.
Arnold Lehman (circa 1955)

The mid-1950s witnessed the strengthening of the U.S. Food and
Drug Administration’s commitment to toxicology under the guid-
ance of Arnold Lehman. Lehman’s tutelage and influence are still
felt today. The adage “You too can be a toxicologist” is as impor-
tant a summation of toxicology as the often quoted statement of
Paracelsus: “The dose makes the poison.” The period from 1955
to 1958 produced two major events that would have a long-lasting
impact on toxicology as a science and a professional discipline.
Lehman, Fitzhugh, and their coworkers formalized the experi-
mental program for the appraisal of food, drug, and cosmetic safety
in 1955, updated by the U.S. FDA in 1982, and the Gordon
Research Conferences established a conference on toxicology and
safety evaluation, with Bernard L. Oser as its initial chairman.
These two events led to close relationships among toxicologists
from several groups and brought toxicology into a new phase. At
about the same time, the U.S. Congress passed and the president
of the United States signed the additives amendments to the Food,
Drug, and Cosmetic Act. The Delaney clause (1958) of these
amendments stated broadly that any chemical found to be car-
cinogenic in laboratory animals or humans could not be added to
the U.S. food supply. The impact of this legislation cannot be over-
stated. Delaney became a battle cry for many groups and resulted
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in the inclusion at a new level of biostatisticians and mathemati-
cal modelers in the field of toxicology. It fostered the expansion
of quantitative methods in toxicology and led to innumerable ar-
guments about the “one-hit” theory of carcinogenesis. Regardless
of one’s view of Delaney, it has served as an excellent starting point
for understanding the complexity of the biological phenomenon of
carcinogenicity and the development of risk assessment models.
One must remember that at the time of Delaney, the analytic de-
tection level for most chemicals was 20 to 100 ppm (today, parts
per quadrillion). Interestingly, the Delaney clause has been invoked
only on a few occasions, and it has been stated that Congress added
little to the food and drug law with this clause (Hutt and Hutt,
1984).

Shortly after the Delaney amendment and after three suc-
cessful Gordon Conferences, the first American journal dedicated
to toxicology was launched by Coulston, Lehman, and Hayes. Tox-
icology and Applied Pharmacology has been the flagship journal
of toxicology ever since. The founding of the Society of Toxicol-
ogy followed shortly afterward, and this journal became its offi-
cial publication. The society’s founding members were Fredrick
Coulston, William Deichmann, Kenneth DuBois, Victor Drill,
Harry Hayes, Harold Hodge, Paul Larson. Arnold Lehman, and
C. Boyd Shaffer. These researchers deserve a great deal of credit
for the growth of toxicology. DuBois and Geiling published their
Textbook of Toxicology in 1959.

The 1960s were a tumultuous time for society, and toxicol-
ogy was swept up in the tide. Starting with the tragic thalidomide
incident, in which several thousand children were born with seri-
ous birth defects, and the publication of Rachel Carson’s Silent
Spring (1962), the field of toxicology developed at a feverish pitch.
Attempts to understand the effects of chemicals on the embryo and
fetus and on the environment as a whole gained momentum. New
legislation was passed, and new journals were founded. The edu-
cation of toxicologists spread from the deep traditions at Chicago
and Rochester to Harvard, Miami, Albany, lowa, Jefferson, and be-
yond. Geiling’s fledglings spread as Schmiedeberg’s had a half cen-
tury before. Many new fields were influencing and being assimi-
lated into the broad scope of toxicology, including environmental
sciences, aquatic and avian biology, cell biology, analytic chem-
istry, and genetics.

During the 1960s, particularly the latter half of the decade,
the analytic tools used in toxicology were developed to a level of
sophistication that allowed the detection of chemicals in tissues
and other substrates at part per billion concentrations (today parts
per quadrillion may be detected). Pioneering work in the develop-
ment of point mutation assays that were replicable, quick, and in-
expensive led to a better understanding of the genetic mechanisms
of carcinogenicity (Ames, 1983). The combined work of Ames and
the Millers (Elizabeth C. and James A.) at McArdle Laboratory al-
lowed the toxicology community to make major contributions to
the understanding of the carcinogenic process.

The low levels of detection of chemicals and the ability to de-
tect point mutations rapidly created several problems and oppor-
tunities for toxicologists and risk assessors that stemmed from in-
terpretation of the Delaney amendment. Cellular and molecular
toxicology developed as a subdiscipline, and risk assessment be-
came a major product of toxicological investigations.

The establishment of the National Center for Toxicologic
Research (NCTR), the expansion of the role of the U.S. FDA, and
the establishment of the U.S. Environmental Protection Agency
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(EPA) and the National Institute of Environmental Health Sciences
(NIEHS) were considered clear messages that the government had
taken a strong interest in toxicology. Several new journals appeared
during the 1960s, and new legislation was written quickly after
Silent Spring and the thalidomide disaster.

The end of the 1960s witnessed the “discovery” of TCDD as
a contaminant in the herbicide Agent Orange (the original discov-
ery of TCDD toxicity was reported in 1957). The research on the
toxicity of this compound has produced some very good and
some very poor research in the field of toxicology. The discovery
of a high-affinity cellular binding protein designated the “Ah” re-
ceptor (see Poland and Knutsen, 1982, for a review) at the McAr-
dle Laboratory and work on the genetics of the receptor at NIH
(Nebert and Gonzalez, 1987) have revolutionized the field of tox-
icology. The importance of TCDD to toxicology lies in the fact
that it forced researchers, regulators, and the legal community
to look at the role of mechanisms of toxic action in a different
fashion.

At least one other event precipitated a great deal of legisla-
tion during the 1970s: Love Canal. The “discovery” of Love Canal
led to major concerns regarding hazardous wastes, chemical dump
sites, and disclosure of information about those sites. Soon after
Love Canal, the EPA listed several equally contaminated sites in
the United States. The agency was given the responsibility to de-
velop risk assessment methodology to determine health risks from
exposure to effluents and to attempt to remediate these sites. These
combined efforts led to broad-based support for research into the
mechanisms of action of individual chemicals and complex mix-
tures. Love Canal and similar issues created the legislative envi-
ronment that led to the Toxic Substances Control Act and eventu-
ally to the Superfund bill. These omnibus bills were created to
cover the toxicology of chemicals from initial synthesis to disposal
(cradle to grave).

The expansion of legislation, journals, and new societies in-
volved with toxicology was exponential during the 1970s and
1980s and shows no signs of slowing down. Currently, in the United
States there are dozens of professional, governmental, and other
scientific organizations with thousands of members and over 120
journals dedicated to toxicology and related disciplines.

In addition, toxicology continues to expand in stature and in
the number of programs worldwide. The International Congress of
Toxicology is made up of toxicology societies from Europe, South
America, Asia, Africa, and Australia and brings together the broad-
est representation of toxicologists.

The original Gordon Conference series has changed to Mech-
anisms of Toxicity, and several other conferences related to spe-
cial areas of toxicology are now in existence. The American Soci-
ety of Toxicology has formed specialty sections and regional
chapters to accommodate the over 5000 scientists involved in tox-
icology today. Texts and reference books for toxicology students
and scientists abound. Toxicology has evolved from a borrowing
science to a seminal discipline seeding the growth and develop-
ment of several related fields of science and science policy.

The history of toxicology has been interesting and varied but
never dull. Perhaps as a science that has grown and prospered by
borrowing from many disciplines, it has suffered from the absence
of a single goal, but its diversification has allowed for the inter-
spersion of ideas and concepts from higher education, industry, and
government. As an example of this diversification, one now finds
toxicology graduate programs in medical schools, schools of pub-
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lic health, and schools of pharmacy as well as programs in envi-
ronmental science and engineering and undergraduate programs in
toxicology at several institutions. Surprisingly, courses in toxicol-
ogy are now being offered in several liberal arts undergraduate
schools as part of their biology and chemistry curricula. This has
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resulted in an exciting, innovative, and diversified field that is serv-
ing science and the community at large.

Few disciplines can point to both basic sciences and direct ap-
plications at the same time. Toxicology—the study of the adverse
effects of xenobiotics—may be unique in this regard.
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PRINCIPLES OF TOXICOLOGY

David L. Eaton and Curtis D. Klaassen
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Other Tests

INTRODUCTION TO TOXICOLOGY

Toxicology is the study of the adverse effects of chemicals on liv-
ing organisms. A toxicologist is trained to examine the nature of
those effects (including their cellular, biochemical, and molecular
mechanisms of action) and assess the probability of their occur-
rence. Thus, the principles of toxicology are integral to the proper
use of science in the process commonly called risk assessment,
where quantitative estimates are made of the potential effects on
human health and environmental significance of various types of
chemical exposures (e.g., pesticide residues on food, contaminants
in drinking water). The variety of potential adverse effects and the
diversity of chemicals in the environment make toxicology a very
broad science. Therefore, toxicologists often specialize in one area
of toxicology.

Different Areas of Toxicology

The professional activities of toxicologists fall into three main cat-
egories: descriptive, mechanistic, and regulatory (Fig. 2-1). Al-
though each has distinctive characteristics, each contributes to the
other, and all are vitally important to chemical risk assessment (see
Chap. 4).

A mechanistic toxicologist is concerned with identifying and
understanding the cellular, biochemical, and molecular mecha-
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nisms by which chemicals exert toxic effects on living organisms
(see Chap. 3 for a detailed discussion of mechanisms of toxicity).
The results of mechanistic studies are very important in many ar-
eas of applied toxicology. In risk assessment, mechanistic data may
be very useful in demonstrating that an adverse outcome (e.g., can-
cer, birth defects) observed in laboratory animals is directly rele-
vant to humans. For example, the relative toxic potential of
organophosphate insecticides in humans, rodents, and insects can
be accurately predicted on the basis of an understanding of com-
mon mechanisms (inhibition of acetylcholinesterase) and differ-
ences in biotransformation for these insecticides among the dif-
ferent species. Similarly, mechanistic data may be very useful in
identifying adverse responses in experimental animals that may not
be relevant to humans. For example, the propensity of the widely
used artificial sweetener saccharin to cause bladder cancer in rats
may not be relevant to humans at normal dietary intake rates. This
is because mechanistic studies have demonstrated that bladder can-
cer is induced only under conditions where saccharin is at such a
high concentration in the urine that it forms a crystalline precipi-
tate (Cohen, 1999). Dose-response studies suggest that such high
concentrations would not be achieved in the human bladder even
after extensive dietary consumption.

Mechanistic data also are useful in the design and production
of safer alternative chemicals and in rational therapy for chemical
poisoning and treatment of disease. For example, the drug thalido-
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Figure 2-1. Graphical representation of the interconnections between
different areas of toxicology.

mide was originally marketed in Europe as a sedative agent for
pregnant women. However, it was banned for clinical use in 1962
because of devastating birth defects that occurred if the drug was
ingested during a critical period in pregnancy. But mechanistic
studies over the past several decades have demonstrated that this
drug may have a unique molecular mechanism of action that in-
terferes with the expression of certain genes responsible for blood
vessel formation (angiogenesis). With an understanding of this
mechanism, thalidomide has been “rediscovered” as a valuable
therapeutic agent that may be highly effective in the treatment of
certain infectious diseases (e.g., leprosy and AIDS), a variety of
inflammatory diseases, and some types of cancer. Obviously, its
use in pregnant women is strictly prohibited, but the discovery of
this mechanism of action may now allow this drug to be used safely
and effectively in the treatment of many other diseases (Lary et al.,
1999). In addition to aiding directly in the identification, treatment,
and prevention of chemical toxicity, an understanding of the mech-
anisms of toxic action contributes to the knowledge of basic phys-
iology, pharmacology, cell biology, and biochemistry. For exam-
ple, studies on the toxicity of fluoroorganic alcohols and acids
contributed to the knowledge of basic carbohydrate and lipid me-
tabolism, and knowledge of regulation of ion gradients in nerve
axonal membranes has been greatly aided by studies of biological
toxins such as tetrodotoxin and synthetic chemicals such as DDT
(dichlorodiphenyltrichloroethane). The advent of new technologies
in molecular biology and genomics now provide mechanistic tox-
icologists with the tools to explore exactly how humans may dif-
fer from laboratory animals in their response to toxic substances.
These same tools are also being utilized to identify individuals who
are genetically susceptible to factors in the environment. For ex-
ample, it is now recognized that a small percentage of the popula-
tion genetically lacks the ability to detoxify the chemotherapeutic
drug, 6-mercaptopurine, used in the treatment of some forms of
leukemia. Young children with leukemia who are homozygous for
this genetic trait may experience serious toxic effects from a stan-
dard therapeutic dose of this drug. Genetic tests are now available
that can identify genetically susceptible individuals in advance of
treatment (Weinshilboum er al, 1999). This new area of ‘toxi-
cogenomics’ provides an exciting opportunity in the future for
mechanistic toxicologists to identify and protect genetically sus-
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ceptible individuals from harmful environmental exposures, and to
customize drug therapies that enhance efficacy and minimize tox-
icity, based on their individual genetic makeup.

A descriptive toxicologist is concerned directly with toxicity
testing, which provides information for safety evaluation and reg-
ulatory requirements. The appropriate toxicity tests (as described
later in this chapter) in experimental animals are designed to yield
information that can be used to evaluate risks posed to humans and
the environment by exposure to specific chemicals. The concern
may be limited to effects on humans, as in the case of drugs and
food additives. Toxicologists in the chemical industry, however,
must be concerned not only with the risk posed by a company’s
chemicals (insecticides, herbicides, solvents, etc.) to humans but
also with potential effects on fish, birds, and plants, as well as other
factors that might disturb the balance of the ecosystem. Descrip-
tive toxicology studies provide important clues to a chemical’s
mechanism of action, and thus contribute to the development of
mechanistic toxicology through hypothesis generation. Such stud-
ies are also a key component of risk assessments that are used by
regulatory toxicologists.

A regulatory toxicologist has the responsibility for deciding,
on the basis of data provided by descriptive and mechanistic tox-
icologists, whether a drug or another chemical poses a sufficiently
low risk to be marketed for a stated purpose. The Food and Drug
Administration (FDA) is responsible for allowing drugs, cosmet-
ics, and food additives to be sold in the market according to the
Federal Food, Drug and Cosmetic Act (FDCA). The U.S. Envi-
ronmental Protection Agency (EPA) is responsible for regulating
most other chemicals according to the Federal Insecticide, Fungi-
cide and Rodenticide Act (FIFRA), the Toxic Substances Control
Act (TSCA), the Resource Conservation and Recovery Act
(RCRA), the Safe Drinking Water Act, and the Clean Air Act. The
EPA is also responsible for enforcing the Comprehensive Envi-
ronmental Response, Compensation and Liability Act [CERCLA,
later revised as the Superfund Amendments Reauthorization Act
(SARA)], more commonly called the Superfund. This regulation
provides direction and financial support for the cleanup of waste
sites that contain toxic chemicals and may present a risk to human
health or the environment. The Occupational Safety and Health Ad-
ministration (OSHA) of the Department of Labor was established
to ensure that safe and healthful conditions exist in the workplace.
The Consumer Product Safety Commission is responsible for pro-
tecting consumers from hazardous household substances, whereas
the Department of Transportation (DOT) ensures that materials
shipped in interstate commerce are labeled and packaged in a man-
ner consistent with the degree of hazard they present. Regulatory
toxicologists are also involved in the establishment of standards
for the amount of chemicals permitted in ambient air, industrial at-
mospheres, and drinking water, often integrating scientific infor-
mation from basic descriptive and mechanistic toxicology studies
with the principles and approaches used for risk assessment (Chap.
4). Some of the philosophic and legal aspects of regulatory toxi-
cology are discussed in Chap. 34.

In addition to the above categories, there are other specialized
areas of toxicology such as forensic, clinical, and environmental
toxicology. Forensic toxicology is a hybrid of analytic chemistry
and fundamental toxicological principles. It is concerned primarily
with the medicolegal aspects of the harmful effects of chemicals
on humans and animals. The expertise of forensic toxicologists is
invoked primarily to aid in establishing the cause of death and de-
termining its circumstances in a postmortem investigation (Chap.
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31). Clinical toxicology designates an area of professional empha-
sis in the realm of medical science that is concerned with disease
caused by or uniquely associated with toxic substances (see Chap.
32). Generally, clinical toxicologists are physicians who receive
specialized training in emergency medicine and poison manage-
ment. Efforts are directed at treating patients poisoned with drugs
or other chemicals and at the development of new techniques to
treat those intoxications. Environmental toxicology focuses on the
impacts of chemical pollutants in the environment on biological
organisms. Although toxicologists concerned with the effects of
environmental pollutants on human health fit into this definition,
it is most commonly associated with studies on the impacts of
chemicals on nonhuman organisms such as fish, birds, and terres-
trial animals. Ecotoxicology is a specialized area within environ-
mental toxicology that focuses more specifically on the impacts of
toxic substances on population dynamics in an ecosystem. The
transport, fate, and interactions of chemicals in the environment
constitute a critical component of both environmental toxicology
and ecotoxicology.

Spectrum of Toxic Dose

One could define a poison as any agent capable of producing a
deleterious response in a biological system, seriously injuring func-
tion or producing death. This is not, however, a useful working def-
inition for the very simple reason that virtually every known chem-
ical has the potential to produce injury or death if it is present in
a sufficient amount. Paracelsus (1493-1541), a Swiss/German/
Austrian physician, scientist, and philosopher, phrased this well
when he noted, “What is there that is not poison? All things are
poison and nothing [is] without poison. Solely the dose determines
that a thing is not a poison.”

Among chemicals there is a wide spectrum of doses needed
to produce deleterious effects, serious injury, or death. This is
demonstrated in Table 2-1, which shows the dosage of chemicals
needed to produce death in 50 percent of treated animals (LDs).
Some chemicals produce death in microgram doses and are com-
monly thought of as being extremely poisonous. Other chemicals

Table 2-1
Approximate Acute LDsos of Some Representative Chemical
Agents

AGENT LDso, mg/kg*
Ethyl alcohol 10,000
Sodium chloride 4,000
Ferrous sulfate 1,500
Morphine sulfate 900
Phenobarbital sodium 150
Picrotoxin 5
Strychnine sulfate 2
Nicotine 1
d-Tubocurarine 0.5
Hemicholinium-3 0.2
Tetrodotoxin 0.10
Dioxin (TCDD) 0.001
Botulinum toxin 0.00001

*LDs is the dosage (mg/kg body weight) causing death in 50 percent of exposed an-
imals.

may be relatively harmless after doses in excess of several grams.
It should be noted, however, that measures of acute lethality such
as LDso may not accurately reflect the full spectrum of toxicity, or
hazard, associated with exposure to a chemical. For example, some
chemicals with low acute toxicity may have carcinogenic or ter-
atogenic effects at doses that produce no evidence of acute toxicity.

CLASSIFICATION OF TOXIC
AGENTS

Toxic agents are classified in a variety of ways, depending on the
interests and needs of the classifier. In this textbook, for example,
toxic agents are discussed in terms of their target organs (liver, kid-
ney, hematopoietic system, etc.), use (pesticide, solvent, food ad-
ditive, etc.), source (animal and plant toxins), and effects (cancer,
mutation, liver injury, etc.). The term foxin generally refers to toxic
substances that are produced by biological systems such as plants,
animals, fungi or bacteria. The term foxicant is used in speaking
of toxic substances that are produced by or are a by-product of an-
thropogenic (human-made) activities. Thus, zeralanone, produced
by a mold, is a toxin, whereas “dioxin” [2,3,7,8-tetrachlorodibenzo-
p-dioxin (TCDD)], produced during the combustion of certain chlo-
rinated organic chemicals, is a toxicant. Some toxicants can be pro-
duced by both natural and anthropogenic activities. For example,
polyaromatic hydrocarbons are produced by the combustion of or-
ganic matter, which may occur both through natural processes (e.g.,
forest fires) and through anthropogenic activities (e.g., combustion
of coal for energy production; cigarette smoking). Arsenic, a toxic
metalloid, may occur as a natural contaminant of groundwater or
may contaminate groundwater secondary to industrial activities.
Generally, such toxic substances are referred to as toxicants, rather
than toxins, because, although they are naturally produced, they
are not produce by biological systems.

Toxic agents also may be classified in terms of their physical
state (gas, dust, liquid), their chemical stability or reactivity (ex-
plosive, flammable, oxidizer), general chemical structure (aromatic
amine, halogenated hydrocarbon, etc.), or poisoning potential (ex-
tremely toxic, very toxic, slightly toxic, etc.). Classification of toxic
agents on the basis of their biochemical mechanisms of action (e.g.,
alkylating agent, sulthydryl inhibitor, methemoglobin producer) is
usually more informative than classification by general terms such
as irritants and corrosives. But more general classifications such as
air pollutants, occupation-related agents, and acute and chronic poi-
sons can provide a useful focus on a specific problem. It is evident
from this discussion that no single classification is applicable to
the entire spectrum of toxic agents and that combinations of clas-
sification systems or a classification based on other factors may be
needed to provide the best rating system for a special purpose. Nev-
ertheless, classification systems that take into consideration both
the chemical and the biological properties of an agent and the ex-
posure characteristics are most likely to be useful for legislative or
control purposes and for toxicology in general.

CHARACTERISTICS OF EXPOSURE

Toxic effects in a biological system are not produced by a chemi-
cal agent unless that agent or its metabolic breakdown (biotrans-
formation) products reach appropriate sites in the body at a con-
centration and for a length of time sufficient to produce a toxic
manifestation. Many chemicals are of relatively low toxicity in the
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“native” form but, when acted on by enzymes in the body, are con-
verted to intermediate forms that interfere with normal cellular bio-
chemistry and physiology. Thus, whether a toxic response occurs
is dependent on the chemical and physical properties of the agent,
the exposure situation, how the agent is metabolized by the sys-
tem, and the overall susceptibility of the biological system or sub-
ject. Thus, to characterize fully the potential hazard of a specific
chemical agent, we need to know not only what type of effect it
produces and the dose required to produce that effect but also in-
formation about the agent, the exposure, and its disposition by the
subject. The major factors that influence toxicity as it relates to the
exposure situation for a specific chemical are the route of admin-
istration and the duration and frequency of exposure.

Route and Site of Exposure

The major routes (pathways) by which toxic agents gain access to
the body are the gastrointestinal tract (ingestion), lungs (inhala-
tion), skin (topical, percutaneous, or dermal), and other parenteral
(other than intestinal canal) routes. Toxic agents generally produce
the greatest effect and the most rapid response when given directly
into the bloodstream (the intravenous route). An approximate de-
scending order of effectiveness for the other routes would be
inhalation, intraperitoneal, subcutaneous, intramuscular, intrader-
mal, oral, and dermal. The “vehicle” (the material in which the
chemical is dissolved) and other formulation factors can markedly
alter absorption after ingestion, inhalation, or topical exposure. In
addition, the route of administration can influence the toxicity of
agents. For example, an agent that is detoxified in the liver would
be expected to be less toxic when given via the portal circula-
tion (oral) than when given via the systemic circulation (inhala-
tion).

Occupational exposure to toxic agents most frequently results
from breathing contaminated air (inhalation) and/or direct and pro-
longed contact of the skin with the substance (dermal exposure),
whereas accidental and suicidal poisoning occurs most frequently
by oral ingestion. Comparison of the lethal dose of a toxic sub-
stance by different routes of exposure often provides useful infor-
mation about its extent of absorption. In instances when the lethal
dose after oral or dermal administration is similar to the lethal dose
after intravenous administration, the assumption is that the toxic
agent is absorbed readily and rapidly. Conversely, in cases where
the lethal dose by the dermal route is several orders of magnitude
higher than the oral lethal dose, it is likely that the skin provides
an effective barrier to absorption of the agent. Toxic effects by any
route of exposure also can be influenced by the concentration of
the agent in its vehicle, the total volume of the vehicle and the
properties of the vehicle to which the biological system is exposed,
and the rate at which exposure occurs. Studies in which the con-
centration of a chemical in the blood is determined at various times
after exposure are often needed to clarify the role of these and other
factors in the toxicity of a compound. For more details on the ab-
sorption of toxicants, see Chap. 5.

Duration and Frequency of Exposure

Toxicologists usually divide the exposure of experimental animals
to chemicals into four categories: acute, subacute, subchronic, and
chronic. Acute exposure is defined as exposure to a chemical for
less than 24 h, and examples of exposure routes are intraperitoneal,
intravenous, and subcutaneous injection; oral intubation; and der-
mal application. While acute exposure usually refers to a single ad-
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ministration, repeated exposures may be given within a 24-h pe-
riod for some slightly toxic or practically nontoxic chemicals.
Acute exposure by inhalation refers to continuous exposure for less
than 24 h, most frequently for 4 h. Repeated exposure is divided
into three categories: subacute, subchronic, and chronic. Subacute
exposure refers to repeated exposure to a chemical for 1 month or
less, subchronic for 1 to 3 months, and chronic for more than 3
months. These three categories of repeated exposure can be by any
route, but most often they occur by the oral route, with the chem-
ical added directly to the diet.

In human exposure situations, the frequency and duration of
exposure are usually not as clearly defined as in controlled animal
studies, but many of the same terms are used to describe general
exposure situations. Thus, workplace or environmental exposures
may be described as acute (occurring from a single incident or
episode), subchronic (occurring repeatedly over several weeks
or months), or chronic (occurring repeatedly for many months or
years).

For many agents, the toxic effects that follow a single expo-
sure are quite different from those produced by repeated exposure.
For example, the primary acute toxic manifestation of benzene is
central nervous system (CNS) depression, but repeated exposures
can result in bone marrow toxicity and an increased risk for
leukemia. Acute exposure to agents that are rapidly absorbed is
likely to produce immediate toxic effects but also can produce de-
layed toxicity that may or may not be similar to the toxic effects
of chronic exposure. Conversely, chronic exposure to a toxic agent
may produce some immediate (acute) effects after each adminis-
tration in addition to the long-term, low-level, or chronic effects of
the toxic substance. In characterizing the toxicity of a specific
chemical, it is evident that information is needed not only for the
single-dose (acute) and long-term (chronic) effects but also for ex-
posures of intermediate duration. The other time-related factor that
is important in the temporal characterization of repeated exposures
is the frequency of exposure. The relationship between elimination
rate and frequency of exposure is shown in Fig. 2-2. A chemical
that produces severe effects with a single dose may have no effect
if the same total dose is given in several intervals. For the chemi-
cal depicted by line B in Fig. 2-2, in which the half-life for elim-
ination (time necessary for 50 percent of the chemical to be re-
moved from the bloodstream) is approximately equal to the dosing
frequency, a theoretical toxic concentration of 2 U is not reached
until the fourth dose, whereas that concentration is reached with
only two doses for chemical A, which has an elimination rate much
slower than the dosing interval (time between each repeated dose).
Conversely, for chemical C, where the elimination rate is much
shorter than the dosing interval, a toxic concentration at the site of
toxic effect will never be reached regardless of how many doses
are administered. Of course, it is possible that residual cell or tis-
sue damage occurs with each dose even though the chemical itself
is not accumulating. The important consideration, then, is whether
the interval between doses is sufficient to allow for complete re-
pair of tissue damage. It is evident that with any type of repeated
exposure, the production of a toxic effect is influenced not only by
the frequency of exposure but may, in fact, be totally dependent
on the frequency rather than the duration of exposure. Chronic toxic
effects may occur, therefore, if the chemical accumulates in the bi-
ological system (rate of absorption exceeds the rate of biotrans-
formation and/or excretion), if it produces irreversible toxic eftects,
or if there is insufficient time for the system to recover from the
toxic damage within the exposure frequency interval. For additional
discussion of these relationships, consult Chaps. 5 and 7.
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Figure 2-2. Diagrammatic view of the relationship between dose and concentration at the target site under
different conditions of dose frequency and elimination rate.

Line A. A chemical with very slow elimination (e.g., half-life of 1 year). Line B. A chemical with a rate of elim-
ination equal to frequency of dosing (e.g., 1 day). Line C. Rate of elimination faster than the dosing frequency
(e.g., 5 h). Blue-shaded area is representative of the concentration of chemical at the target site necessary to

elicit a toxic response.

SPECTRUM OF UNDESIRED
EFFECTS

The spectrum of undesired effects of chemicals is broad. Some ef-
fects are deleterious and others are not. In therapeutics, for exam-
ple, each drug produces a number of effects, but usually only one
effect is associated with the primary objective of the therapy; all
the other effects are referred to as undesirable or side effects of
that drug for that therapeutic indication. However, some of these
side effects may be desired for another therapeutic indication. For
example, the “first-generation” antihistamine diphenhydramine
(Benadryl) is effective in reducing histamine responses associated
with allergies, but it readily enters the brain and causes mild CNS
depression (drowsiness, delayed reaction time). With the advent of
newer histamine (H;) receptor antagonists that do not cross the
blood-brain barrier and thus do not have this CNS-depressant side
effect, the drug is used less commonly today as an antihistamine.
However, it is widely used as an “over the counter” sleep remedy
in combination with analgesics (e.g., Tylenol PM, Excedrin PM,
etc), taking advantage of the CNS-depressant effects. Some side
effects of drugs are never desirable and are always deleterious to
the well-being of humans. These are referred to as the adverse,
deleterious, or toxic effects of the drug.

Allergic Reactions

Chemical allergy is an immunologically mediated adverse reaction
to a chemical resulting from previous sensitization to that chemi-
cal or to a structurally similar one. The term hypersensitivity is
most often used to describe this allergic state, but allergic reaction

and sensitization reaction are also used to describe this situation
when preexposure of the chemical is required to produce the toxic
effect (see Chap. 12). Once sensitization has occurred, allergic re-
actions may result from exposure to relatively very low doses of
chemicals; therefore population-based dose-response curves for al-
lergic reactions have seldom been obtained. Because of this omis-
sion, some people assumed that allergic reactions are not dose-
related. Thus, they do not consider the allergic reaction to be a true
toxic response. However, for a given allergic individual, allergic
reactions are dose-related. For example, it is well known that the
allergic response to pollen in sensitized individuals is related to the
concentration of pollen in the air. In addition, because the allergic
response is an undesirable, adverse, deleterious effect, it obviously
is also a toxic response. Sensitization reactions are sometimes very
severe and may be fatal.

Most chemicals and their metabolic products are not suffi-
ciently large to be recognized by the immune system as a foreign
substance and thus must first combine with an endogenous protein
to form an antigen (or immunogen). A molecule that must com-
bine with an endogenous protein to elicit an allergic reaction is
called a hapten. The hapten-protein complex (antigen) is then ca-
pable of eliciting the formation of antibodies, and usually at least
1 or 2 weeks is required for the synthesis of significant amounts
of antibodies. Subsequent exposure to the chemical results in an
antigen—antibody interaction, which provokes the typical manifes-
tations of allergy. The manifestations of allergy are numerous. They
may involve various organ systems and range in severity from mi-
nor skin disturbance to fatal anaphylactic shock. The pattern of al-
lergic response differs in various species. In humans, involvement
of the skin (e.g., dermatitis, urticaria, and itching) and involvement
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of the eyes (e.g., conjunctivitis) are most common, whereas in
guinea pigs, bronchiolar constriction leading to asphyxia is the
most common. However, chemically induced asthma (character-
ized by bronchiolar constriction) certainly does occur in some hu-
mans, and the incidence of allergic asthma has increased substan-
tially in recent years. Hypersensitivity reactions are discussed in
more detail in Chap. 12.

Idiosyncratic Reactions

Chemical idiosyncrasy refers to a genetically determined abnormal
reactivity to a chemical (Goldstein et al., 1974; Levine, 1978). The
response observed is usually qualitatively similar to that observed
in all individuals but may take the form of extreme sensitivity to
low doses or extreme insensitivity to high doses of the chemical.
However, while some people use the term idiosyncratic as a catchall
to refer to all reactions that occur with low frequency, it should not
be used in that manner (Goldstein et al., 1974). A classic example
of an idiosyncratic reaction is provided by patients who exhibit
prolonged muscular relaxation and apnea (inability to breathe) last-
ing several hours after a standard dose of succinylcholine. Suc-
cinylcholine usually produces skeletal muscle relaxation of only
short duration because of its very rapid metabolic degradation by
an enzyme that is present normally in the bloodstream called
plasma butyrylcholinesterase (also referred to as pseudo-
cholinesterase). Patients exhibiting this idiosyncratic reaction have
a genetic polymorphism in the gene for the enzyme butyryl-
cholinesterase, which is less active in breaking down succinyl-
choline. Family pedigree and molecular genetic analyses have
demonstrated that the presence of low plasma butyrylcholinesterase
activity is due to the presence of one or more single nucleotide
polymorphisms in this gene (Bartels et al., 1992). Similarly, there
is a group of people who are abnormally sensitive to nitrites and
certain other chemicals that have in common the ability to oxidize
the iron in hemoglobin to produce methemoglobin, which is inca-
pable of carrying oxygen to the tissues. The unusual phenotype is
inherited as an autosomal recessive trait and is characterized by a
deficiency in NADH-cytochrome b5 reductase activity. The genetic
basis for this idiosyncratic response has been identified as a single
nucleotide change in codon 127, which results in replacement of
serine with proline (Kobayashi et al., 1990). The consequence of
this genetic deficiency is that these individuals may suffer from a
serious lack of oxygen delivery to tissues after exposure to doses
of methemoglobin-producing chemicals that would be harmless to
individuals with normal NADH-cytochrome b5 reductase activity.

Immediate versus Delayed Toxicity

Immediate toxic effects can be defined as those that occur or de-
velop rapidly after a single administration of a substance, whereas
delayed toxic effects are those that occur after the lapse of some
time. Carcinogenic effects of chemicals usually have a long latency
period, often 20 to 30 years after the initial exposure, before tu-
mors are observed in humans. For example, daughters of mothers
who took diethylstilbestrol (DES) during pregnancy have a greatly
increased risk of developing vaginal cancer, but not other types of
cancer, in young adulthood, some 20 to 30 years after their in utero
exposure to DES (Hatch et al., 1998). Also, delayed neurotoxicity
is observed after exposure to some organophosphorus insecticides
that act by covalent modification of an enzyme referred to as neu-
ropathy target esterase (NTE), a neuronal protein with serine es-
terase activity (Glynn et al., 1999). Binding of certain organophos-
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phates (OP) to this protein initiates degeneration of long axons in
the peripheral and central nervous system. The most notorious of
the compounds that produce this type of neurotoxic effect is tri-
orthocresylphosphate (TOCP). The effect is not observed until at
least several days after exposure to the toxic compound. In con-
trast, most substances produce immediate toxic effects but do not
produce delayed effects.

Reversible versus Irreversible Toxic
Effects

Some toxic effects of chemicals are reversible, and others are ir-
reversible. If a chemical produces pathological injury to a tissue,
the ability of that tissue to regenerate largely determines whether
the effect is reversible or irreversible. Thus, for a tissue such as
liver, which has a high ability to regenerate, most injuries are re-
versible, whereas injury to the CNS is largely irreversible because
differentiated cells of the CNS cannot divide and be replaced. Car-
cinogenic and teratogenic effects of chemicals, once they occur,
are usually considered irreversible toxic effects.

Local versus Systemic Toxicity

Another distinction between types of effects is made on the basis
of the general site of action. Local effects are those that occur at
the site of first contact between the biological system and the tox-
icant. Such effects are produced by the ingestion of caustic sub-
stances or the inhalation of irritant materials. For example, chlo-
rine gas reacts with lung tissue at the site of contact, causing
damage and swelling of the tissue, with possibly fatal conse-
quences, even though very little of the chemical is absorbed into
the bloodstream. The alternative to local effects is systemic effects.
Systemic effects require absorption and distribution of a toxicant
from its entry point to a distant site, at which deleterious effects
are produced. Most substances except highly reactive materials pro-
duce systemic effects. For some materials, both effects can be
demonstrated. For example, tetracthyl lead produces effects on skin
at the site of absorption and then is transported systemically to pro-
duce its typical effects on the CNS and other organs. If the local
effect is marked, there may also be indirect systemic effects. For
example, kidney damage after a severe acid burn is an indirect sys-
temic effect because the toxicant does not reach the kidney.

Most chemicals that produce systemic toxicity do not cause
a similar degree of toxicity in all organs; instead, they usually elicit
their major toxicity in only one or two organs. These sites are re-
ferred to as the farget organs of toxicity of a particular chemical.
The target organ of toxicity is often not the site of the highest con-
centration of the chemical. For example, lead is concentrated in
bone, but its toxicity is due to its effects in soft tissues, particu-
larly the brain. DDT is concentrated in adipose tissue but produces
no known toxic effects in that tissue.

The target organ of toxicity most frequently involved in sys-
temic toxicity is the CNS (brain and spinal cord). Even with many
compounds having a prominent effect elsewhere, damage to the
CNS can be demonstrated by the use of appropriate and sensitive
methods. Next in order of frequency of involvement in systemic
toxicity are the circulatory system; the blood and hematopoietic
system; visceral organs such as the liver, kidney, and lung; and the
skin. Muscle and bone are least often the target tissues for systemic
effects. With substances that have a predominantly local effect, the
frequency with which tissues react depends largely on the portal
of entry (skin, gastrointestinal tract, or respiratory tract).
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INTERACTION OF CHEMICALS

Because of the large number of different chemicals an individual
may come in contact with at any given time (workplace, drugs,
diet, hobbies, etc.), it is necessary, in assessing the spectrum of re-
sponses, to consider how different chemicals may interact with each
other. Interactions can occur in a variety of ways. Chemical inter-
actions are known to occur by a number of mechanisms, such as
alterations in absorption, protein binding, and the biotransforma-
tion and excretion of one or both of the interacting toxicants. In
addition to these modes of interaction, the response of the organ-
ism to combinations of toxicants may be increased or decreased
because of toxicologic responses at the site of action.

The effects of two chemicals given simultaneously produce a
response that may simply be additive of their individual responses
or may be greater or less than that expected by addition of their
individual responses. The study of these interactions often leads to
a better understanding of the mechanism of toxicity of the chem-
icals involved. A number of terms have been used to describe phar-
macologic and toxicologic interactions. An additive effect occurs
when the combined effect of two chemicals is equal to the sum of
the effects of each agent given alone (example: 2 + 3 = 5). The
effect most commonly observed when two chemicals are given to-
gether is an additive effect. For example, when two organophos-
phate insecticides are given together, the cholinesterase inhibition
is usually additive. A synergistic effect occurs when the combined
effects of two chemicals are much greater than the sum of the ef-
fects of each agent given alone (example: 2 + 2 = 20). For ex-
ample, both carbon tetrachloride and ethanol are hepatotoxic com-
pounds, but together they produce much more liver injury than the
mathematical sum of their individual effects on liver at a given
dose would suggest. Potentiation occurs when one substance does
not have a toxic effect on a certain organ or system but when added
to another chemical makes that chemical much more toxic (exam-
ple: 0 + 2 = 10). Isopropanol, for example, is not hepatotoxic, but
when it is administered in addition to carbon tetrachloride, the he-
patotoxicity of carbon tetrachloride is much greater than that when
it is given alone. Antagonism occurs when two chemicals admin-
istered together interfere with each other’s actions or one interferes
with the action of the other (example: 4 + 6 = 8;4 + (—4) = 0;
4 + 0 = 1). Antagonistic effects of chemicals are often very de-
sirable in toxicology and are the basis of many antidotes. There
are four major types of antagonism: functional, chemical, disposi-
tional, and receptor. Functional antagonism occurs when two
chemicals counterbalance each other by producing opposite effects
on the same physiologic function. Advantage is taken of this prin-
ciple in that the blood pressure can markedly fall during severe
barbiturate intoxication, which can be effectively antagonized by
the intravenous administration of a vasopressor agent such as nor-
epinephrine or metaraminol. Similarly, many chemicals, when
given at toxic dose levels, produce convulsions, and the convul-
sions often can be controlled by giving anticonvulsants such as the
benzodiazepines (e.g., diazepam). Chemical antagonism or inacti-
vation is simply a chemical reaction between two compounds that
produces a less toxic product. For example, dimercaprol (British
antilewisite, or BAL) chelates with metal ions such as arsenic, mer-
cury, and lead and decreases their toxicity. The use of antitoxins
in the treatment of various animal toxins is also an example of
chemical antagonism. The use of the strongly basic low-molecu-
lar-weight protein protamine sulfate to form a stable complex with
heparin, which abolishes its anticoagulant activity, is another ex-
ample. Dispositional antagonism occurs when the disposition—

that is, the absorption, biotransformation, distribution, or excretion
of a chemical—is altered so that the concentration and/or duration
of the chemical at the target organ are diminished. Thus, the pre-
vention of absorption of a toxicant by ipecac or charcoal and the
increased excretion of a chemical by administration of an osmotic
diuretic or alteration of the pH of the urine are examples of dis-
positional antagonism. If the parent compound is responsible for
the toxicity of the chemical (such as the anticoagulant warfarin)
and its metabolic breakdown products are less toxic than the par-
ent compound, increasing the compound’s metabolism (biotrans-
formation) by administering a drug that increases the activity of
the metabolizing enzymes (e.g., a “microsomal enzyme inducer”
such as phenobarbital) will decrease its toxicity. However, if the
chemical’s toxicity is largely due to a metabolic product (as in the
case of the organophosphate insecticide parathion), inhibiting its
biotransformation by an inhibitor of microsomal enzyme activity
(SKF-525A or piperonyl butoxide) will decrease its toxicity. Re-
ceptor antagonism occurs when two chemicals that bind to the
same receptor produce less of an effect when given together than
the addition of their separate effects (example: 4 + 6 = 8) or when
one chemical antagonizes the effect of the second chemical (ex-
ample: 0 + 4 = 1). Receptor antagonists are often termed block-
ers. This concept is used to advantage in the clinical treatment of
poisoning. For example, the receptor antagonist naloxone is used
to treat the respiratory depressive effects of morphine and other
morphine-like narcotics by competitive binding to the same recep-
tor. Another example of receptor antagonism is the use of the anti-
estrogen drug tamoxifen to lower breast cancer risk among women
at high risk for this estrogen-related cancer. Tamoxifen competi-
tively block estradiol from binding to its receptor. Treatment of
organophosphate insecticide poisoning with atropine is an exam-
ple not of the antidote competing with the poison for the receptor
(cholinesterase) but involves blocking the receptor (cholinergic re-
ceptor) for the excess acetylcholine that accumulates by poisoning
of the cholinesterase by the organophosphate (see Chap. 22).

TOLERANCE

Tolerance is a state of decreased responsiveness to a toxic effect
of a chemical resulting from prior exposure to that chemical or to
a structurally related chemical. Two major mechanisms are re-
sponsible for tolerance: one is due to a decreased amount of toxi-
cant reaching the site where the toxic effect is produced (disposi-
tional tolerance), and the other is due to a reduced responsiveness
of a tissue to the chemical. Comparatively less is known about the
cellular mechanisms responsible for altering the responsiveness of
a tissue to a toxic chemical than is known about dispositional tol-
erance. Two chemicals known to produce dispositional tolerance
are carbon tetrachloride and cadmium. Carbon tetrachloride pro-
duces tolerance to itself by decreasing the formation of the reac-
tive metabolite (trichloromethyl radical) that produces liver injury
(Chap. 13). The mechanism of cadmium tolerance is explained by
induction of metallothionein, a metal-binding protein. Subsequent
binding of cadmium to metallothionein rather than to critical
macromolecules thus decreases its toxicity.

DOSE RESPONSE

The characteristics of exposure and the spectrum of effects come
together in a correlative relationship customarily referred to as the
dose—response relationship. Whatever response is selected for
measurement, the relationship between the degree of response of
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the biological system and the amount of toxicant administered as-
sumes a form that occurs so consistently as to be considered the
most fundamental and pervasive concept in toxicology.

From a practical perspective, there are two types of dose—-
response relationships: (1) the individual dose-response relation-
ship, which describes the response of an individual organism to
varying doses of a chemical, often referred to as a “graded” re-
sponse because the measured effect is continuous over a range of
doses, and (2) a quantal dose—-response relationship, which char-
acterizes the distribution of responses to different doses in a pop-
ulation of individual organisms.

Individual, or Graded, Dose—Response
Relationships

Individual dose—response relationships are characterized by a dose-
related increase in the severity of the response. The dose related-
ness of the response often results from an alteration of a specific
biochemical process. For example, Fig. 2-3 shows the dose—
response relationship between different dietary doses of the
organophosphate insecticide chlorpyrifos and the extent of inhibi-
tion of two different enzymes in the brain and liver: acetyl-
cholinesterase and carboxylesterase. In the brain, the degree of in-
hibition of both enzymes is clearly dose-related and spans a wide
range, although the amount of inhibition per unit dose is different
for the two enzymes. From the shapes of these two dose-response
curves it is evident that, in the brain, cholinesterase is more easily
inhibited than carboxylesterase. The toxicologic response that re-
sults is directly related to the degree of cholinesterase enzyme in-
hibition in the brain. Thus, clinical signs and symptoms for chlor-
pyrifos would follow a dose-response relationship similar to that
for brain cholinesterase. However, for many chemicals, more than
one effect may result because of multiple different target sites in
different tissues. Thus, the observed response to varying doses of
a chemical in the whole organism is often complicated by the fact
that most toxic substances have multiple sites or mechanisms of
toxicity, each with its own “dose—response” relationship and sub-
sequent adverse effect. Note that when these dose-response data
are plotted using the base 10 log of the dose on the abscissa
(Fig. 2.3B), a better “fit” of the data to a straight line occurs. This
is typical of many graded as well as quantal dose-response rela-
tionships.

Quantal Dose—Response Relationships

In contrast to the “graded” or continuous-scale dose-response re-
lationship that occurs in individuals, the dose-response relation-
ships in a population are by definition quantal—or “all or none”—
in nature; that is, at any given dose, an individual in the population
is classified as either a “responder” or a “nonresponder.” Although
these distinctions of “quantal population” and “graded individual”
dose-response relationships are useful, the two types of responses
are conceptually identical. The ordinate in both cases is simply la-
beled the response, which may be the degree of response in an in-
dividual or system or the fraction of a population responding, and
the abscissa is the range in administered doses.

In toxicology, the quantal dose response is used extensively.
Determination of the median lethal dose (LDs) is usually the first
experiment performed with a new chemical. The LDs is the sta-
tistically derived single dose of a substance that can be expected
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Figure 2-3. Dose-response relationship between different doses of the

organophosphate insecticide chlorpyrifos and esterase enzyme inhibition
in the brain.

Open circles and blue lines represent acetylcholinesterase activity and
closed circles represent carboxylesterase activity in the brains of pregnant
female Long-Evans rats given 5 daily doses of chlorpyrifos. A. Dose—
response curve plotted on an arithmetic scale. B. Same data plotted on a
semi-log scale. (Data derived from Lassiter et al., Gestational exposure to
chloryprifos: Dose response profiles for cholinesterase and carboxylesterase
activity. Toxicol Sci 52:92—100, 1999, with permission.)

to cause death in 50 percent of the animals tested. Typically, groups
of animals are dosed at different levels, and the mortality that re-
sults in each dose group is recorded. The top panel of Fig. 2-4
shows that quantal dose responses such as lethality exhibit a nor-
mal or gaussian distribution. The frequency histogram in this panel
also shows the relationship between dose and effect. The bars rep-
resent the percentage of animals that died at each dose minus the
percentage that died at the immediately lower dose. One can clearly
see that only a few animals responded to the lowest dose and the
highest dose. Larger numbers of animals responded to doses in-
termediate between these two extremes, and the maximum fre-
quency of response occurred in the middle portion of the dose
range. Thus, we have a bell-shaped curve known as a normal fre-
quency distribution. The reason for this normal distribution is that
there are differences in susceptibility to chemicals among individ-
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Figure 2-4. Diagram of quantal dose-response relationship.

The abscissa is a log dosage of the chemical. In the top panel the ordinate
is mortality frequency, in the middle panel the ordinate is percent mortal-
ity, and in the bottom panel the mortality is in probit units (see text).

uals; this is known as biological variation. Animals responding at
the left end of the curve are referred to as hypersusceptible, and
those at the right end of the curve are called resistant. If the num-
bers of individuals responding at each consecutive dose are added
together, a cumulative, quantal dose-response relationship is ob-
tained. When a sufficently large number of doses is used with a
large number of animals per dose, a sigmoid dose—response curve
is observed, as depicted in the middle panel of Fig. 2-4. With the
lowest dose (6 mg/kg), 1 percent of the animals die. A normally
distributed sigmoid curve such as this one approaches a response
of 0 percent as the dose is decreased and approaches 100 percent
as the dose is increased; but—theoretically—it never passes
through 0 and 100 percent. However, the minimally effective dose

of any chemical that evokes a stated all-or-none response is called
the threshold dose even though it cannot be determined
experimentally.

The sigmoid curve has a relatively linear portion between 16
and 84 percent. These values represent the limits of 1 standard de-
viation (SD) of the mean (and the median) in a population with
truly normal or gaussian distribution. However, it is usually not
practical to describe the dose-response curve from this type of plot
because one does not usually have large enough sample sizes to
define the sigmoid curve adequately. In a normally distributed pop-
ulation, the mean *1 SD represents 68.3 percent of the popula-
tion, the mean =2 SD represents 95.5 percent of the population,
and the mean *3 SD equals 99.7 percent of the population. Since
quantal dose-response phenomena are usually normally distrib-
uted, one can convert the percent response to units of deviation
from the mean or normal equivalent deviations (NEDs). Thus, the
NED for a 50 percent response is 0; an NED of +1 is equated with
an 84.1 percent response. Later, it was suggested (Bliss, 1957) that
units of NED be converted by the addition of 5 to the value to
avoid negative numbers and that these converted units be called
probit units. The probit (from the contraction of probability unit),
then, is an NED plus 5. In this transformation, a 50 percent re-
sponse becomes a probit of 5, a +1 deviation becomes a probit of
6, and a —1 deviation is a probit of 4.

The data given in the top two panels of Fig. 2-4 are replotted
in the bottom panel with the mortality plotted in probit units. The
data in the middle panel (which was in the form of a sigmoid curve)
and the top panel (a bell-shaped curve) form a straight line when
transformed into probit units. In essence, what is accomplished in
a probit transformation is an adjustment of mortality or other quan-
tal data to an assumed normal population distribution, resulting in
a straight line. The LDs, is obtained by drawing a horizontal line
from the probit unit 5, which is the 50 percent mortality point, to
the dose—eftect line. At the point of intersection, a vertical line is
drawn, and this line intersects the abscissa at the LDsq point. It is
evident from the line that information with respect to the lethal
dose for 90 percent or for 10 percent of the population also may
be derived by a similar procedure. Mathematically, it can be demon-
strated that the range of values encompassed by the confidence lim-
its is narrowest at the midpoint of the line (LDsg) and widest at
both extremes (LD;q and LDyg) of the dose-response curve (dot-
ted lines in Fig. 2-5). In addition to the LDsq, the slope of the
dose-response curve can also be obtained. Figure 2-5 demonstrates
the dose-response curves for the mortality of two compounds.
Compound A exhibits a “flat” dose-response curve, showing that
a large change in dosage is required before a significant change in
response will be observed. However, compound B exhibits a
“steep”” dose-response curve, where a relatively small change in
dosage will cause a large change in response. It is evident that the
LDs, for both compounds is the same (8 mg/kg). However, the
slopes of the dose—response curves are quite different. At one-half
of LDsq of the compounds (4 mg/kg), less than 1 percent of the
animals exposed to compound B would die but 20 percent of the
animals given compound A would die.

The quantal all-or-none response is not limited to lethality.
Similar dose-response curves can be constructed for cancer, liver
injury, and other types of toxic responses as well as for beneficial
therapeutic responses such as anesthesia or lowering of blood pres-
sure. This is usually performed by measuring a particular param-
eter (e.g., blood pressure) in a large number of control animals and
determining its standard deviation, which is a measure of its vari-
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Figure 2-5. Comparison of dose-response relationship for two different
chemicals, plotted on a log dose-probit scale.

Note that the slope of the dose—response is steeper for chemical B than
chemical A. Dotted lines represents the confidence limits for chemical A.

ability. Because the mean +3 SD represents 99.7 percent of
the population, one can assign all animals that lie outside this
range after treatment with a chemical as being affected and those
lying within this range as not being affected by the chemical.
Using a series of doses of the chemical, one thus can construct a
quantal dose-response curve similar to that described above for
lethality.

In Figs. 2-4 and 2-5 the dosage has been given on a log ba-
sis. Although the use of the log of the dosage is empiric, log-dosage
plots for normally distributed quantal data provide a more nearly
linear representation of the data. It must be remembered, however,
that this is not universally the case. Some radiation effects, for ex-
ample, give a better probit fit when the dose is expressed arith-
metically rather than logarithmically. There are other situations in
which other functions (e.g., exponentials) of dosage provide a bet-
ter fit to the data than does the log function. It is also conventional
to express the dosage in milligrams per kilogram. It might be ar-
gued that expression of dosage on a mole-per-kilogram basis would
be better, particularly for making comparisons among a series of
compounds. Although such an argument has considerable merit,
dosage is usually expressed in milligrams per kilogram.

Table 2-2

GENERAL PRINCIPLES OF TOXICOLOGY

One might also view dosage on the basis of body weight
as being less appropriate than other bases, such as surface area,
which is approximately proportional to (body weight)*>. In Table
2-2 selected values are given to compare the differences in dosage
by the two alternatives. Given a dose of 100 mg/kg, it can be seen
that the dose (milligrams per animal), of course, is proportional to
the dose administered by body weight. Surface area is not propor-
tional to weight: While the weight of a human is 3500 times greater
than that of a mouse, the surface area of humans is only about
390 times greater than that of mice. Chemicals are usually admin-
istered in toxicologic studies as milligrams per kilogram. The same
dose given to humans and mice on a weight basis (mg/kg) would
be approximately 10 times greater in humans than mice if that
dosage were expressed per surface area (mg/cm?). Cancer
chemotherapeutic agents are usually administered on the basis of
surface area.

Shape of the Dose—Response Curve

Essential Nutrients The shape of the dose—response relationship
has many important implications in toxicity assessment. For ex-
ample, for substances that are required for normal physiologic func-
tion and survival (e.g., vitamins and essential trace elements such
as chromium, cobalt, and selenium), the shape of the “graded”
dose-response relationship in an individual over the entire dose
range is actually U-shaped (Fig. 2-6). That is, at very low doses,
there is a high level of adverse effect, which decreases with an in-
creasing dose. This region of the dose-response relationship for
essential nutrients is commonly referred to as a deficiency. As the
dose is increased to a point where the deficiency no longer exists,
no adverse response is detected and the organism is in a state of
homeostasis. However, as the dose is increased to abnormally high
levels, an adverse response (usually qualitatively different from that
observed at deficient doses) appears and increases in magnitude
with increasing dose, just as with other toxic substances. Thus, it
is recognized that high doses of vitamin A can cause liver toxicity
and birth defects, high doses of selenium can affect the brain, and
high doses of estrogens may increase the risk of breast cancer, even
though low doses of all these substances are essential for life.

Hormesis There is considerable evidence to suggest that some
nonnutritional toxic substances may also impart beneficial or stim-
ulatory effects at low doses but that, at higher doses, they produce
adverse effects. This concept of “hormesis” was first described for

Comparison of Dosage by Weight and Surface Area

SURFACE
WEIGHT DOSAGE DOSE AREA DOSAGE
g mg/kg mg/animal cm? mg/ cm?
Mouse 20 100 2 46 0.043
Rat 200 100 20 325 0.061
Guinea pig 400 100 40 565 0.071
Rabbit 1500 100 150 1270 0.118
Cat 2000 100 200 1380 0.145
Monkey 4000 100 400 2980 0.134
Dog 12,000 100 1200 5770 0.207
Human 70,000 100 7000 18,000 0.388
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Figure 2-6. Individual dose-response relationship for an essential sub-
stance such as a vitamin or trace element.

It is generally recognized that, for most types of toxic responses, a thresh-
old exists such that at doses below the threshold, no toxicity is evident. For
essential substances, doses below the minimum daily requirement, as well
as those above the threshold for safety, may be associated with toxic ef-
fects. The blue-shaded region represents the “region of homeostasis”—the
dose range that results in neither deficiency or toxicity.

radiation effects but may also pertain to certain chemical responses
(Calabrese and Baldwin, 1999). Thus, in plotting dose versus re-
sponse over a wide range of doses, the effects of hormesis may
also result in a “U-shaped” dose—response curve. In its original de-
velopment, the concept of hormesis pertained to the ability of sub-
stances to stimulate biological systems at low doses but to inhibit
them at high doses. The application of the concept of hormesis to
whole-animal toxicologic dose—response relationships may also be
relevant but requires that the “response” on the ordinate be variant
with dose. For example, chronic alcohol consumption is well rec-
ognized to increase the risk of esophageal cancer, liver cancer, and
cirrhosis of the liver at relatively high doses, and this response is
dose-related (curve A, Fig. 2-7). However, there is also substantial
clinical and epidemiologic evidence that low to moderate con-
sumption of alcohol reduces the incidence of coronary heart dis-
ease and stroke (curve B, Fig. 2-7) (Hanna et al., 1997). Thus,
when all responses are plotted on the ordinate, a “U-shaped” dose—
response curve is obtained (curve C, Fig. 2-7). U-shaped dose—
response relationships have obvious implications for the process of
low dose extrapolation in risk assessment.

Another important aspect of the dose—response relationship at
low doses is the concept of the threshold. It has long been recog-
nized that acute toxicologic responses are associated with thresh-
olds; that is, there is some dose below which the probability of an
individual responding is zero. Obviously, the identification of a
threshold depends on the particular response that is measured, the
sensitivity of the measurement, and the number of subjects stud-
ied. For the individual dose-response relationship, thresholds for
most toxic effects certainly exist, although interindividual vari-
ability in response and qualitative changes in response pattern with
dose make it difficult to establish a true “no effects” threshold for
any chemical. The biological basis of thresholds for acute responses
is well established and frequently can be demonstrated on the ba-

sis of mechanistic information (Aldridge, 1986). The traditional
approaches to establishing acceptable levels of exposure to chem-
icals are inherently different for threshold versus nonthreshold re-
sponses. The existence of thresholds for chronic responses is less
well defined, especially in the area of chemical carcinogenesis. It
is, of course, impossible to scientifically prove the absence of a
threshold, as one can never prove a negative. Nevertheless, for the
identification of “safe” levels of exposure to a substance, the ab-
sence or presence of a threshold is important for practical reasons
(Chap. 4). A classic example of the difficulty of establishing thresh-
olds experimentally is provided by the “EDO01” study, where over
24,000 mice and 81 different treatment groups were used to de-
termine the shape of the dose-response relationship for the proto-
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Figure 2-7. Hypothetical dose-response relationship depicting charac-
teristics of hormesis.

Hormetic effects of a substance are hypothesized to occur when relatively
low doses result in the stimulation of a beneficial or protective response
(B), such as induction of enzymatic pathways that protect against oxida-
tive stress. Although low doses provide a potential beneficial effect, a
threshold is exceeded as the dose increases and the net effects will be detri-
mental (A), resulting in a typical dose-related increase in toxicity. The com-
plete dose-response curve (C) is conceptually similar to the individual
dose-response relationship for essential nutrients shown in Fig. 2-6.
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typical carcinogen 2-acetylaminofluorene (2-AAF). The study was
designed to identify a statistically significant response of 1 percent
(0.01 probability). The mice were exposed to 2-AAF at one of
seven different doses in the dose range of 30 to 150 ppm (plus O
dose control) (Littlefield et al., 1979). Eight “sacrifice intervals”
were used to determine how quickly tumors developed. The
dose-response relationship between 2-AAF exposure and liver
and bladder cancer at 24 and 33 months of exposure are shown in
Fig. 2-8. Both types of tumors demonstrated increasing incidence
with increasing dose, but the shapes of the two curves are
dramatically different. For liver tumors, no clear threshold was ev-
ident, whereas for bladder tumors, an apparent threshold was
evident. However, the apparent threshold, or “no observable ad-
verse effect level” (NOAEL), for bladder cancer was lower at 33
months (45 ppm) than at 24 months (75 ppm). Of course, the abil-
ity to detect a low incidence of tumors depends on the number of
animals used in the study. Thus, although a threshold (a dose be-
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Figure 2-8. Dose-response relationship for carcinogens.

Eight groups of male mice were administered 2-acetylaminofluorine
(2-AAF) in the diet from weaning. The percent of animals with liver (blue
line) or bladder (black line) tumors at 24 months (A) or 33 months (B) are
shown. Most of the animals in the high-dose group (150 ppm) did not sur-
vive to 33 months; thus, those data are not shown in B.
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low which no response occurs) appears evident for bladder tumors
in Fig. 2-8, one cannot say for certain that tumors would not oc-
cur if more animals had been included in the lower-dose groups.
(See Chap. 4 for more discussion on statistical issues related to ex-
trapolation of dose-response curves and the determination of
NOAELs.)

In evaluating the shape of the dose-response relationship in
populations, it is realistic to consider inflections in the shape of the
dose-response curve rather than absolute thresholds. That is, the
slope of the dose—response relationship at high doses may be sub-
stantially different from the slope at low doses, usually because of
dispositional differences in the chemical. Saturation of biotrans-
formation pathways, protein-binding sites or receptors, and deple-
tion of intracellular cofactors represent some reasons why sharp
inflections in the dose-response relationship may occur. For ex-
ample, the widely used analgesic acetaminophen has a very low
rate of liver toxicity at normal therapeutic doses. Even though a
toxic metabolite [N-acetyl-p-benzoquinoneimine (NAPQI)] is pro-
duced in the liver at therapeutic doses, it is rapidly detoxified
through conjugation with the intracellular antioxidant glutathione.
However, at very high doses, the level of intracellular glutathione
in the liver is depleted and NAPQI accumulates, causing serious
and potentially fatal liver toxicity. This effect is analogous to the
rapid change in pH of a buffered solution that occurs when the
buffer capacity is exceeded. Some toxic responses, most notably
the development of cancer after the administration of genotoxic
carcinogens, are often considered to be linear at low doses and thus
do not exhibit a threshold. In such circumstances, there is no dose
with “zero” risk, although the risk decreases proportionately with
a decrease in the dose. The existence or lack of existence of a
threshold dose for carcinogens has many regulatory implications
and is a point of considerable controversy and research in the field
of quantitative risk assessment for chemical carcinogens (Chap. 4).

Assumptions in Deriving the
Dose—Response Relationship

A number of assumptions must be considered before dose-response
relationships can be used appropriately. The first is that the re-
sponse is due to the chemical administered. To describe the rela-
tionship between a toxic material and an observed effect or re-
sponse, one must know with reasonable certainty that the
relationship is indeed a causal one. For some data, it is not always
apparent that the response is a result of chemical exposure. For ex-
ample, an epidemiologic study might result in the discovery of an
“association” between a response (e.g., disease) and one or more
variables. Frequently, the data are presented similarly to the pre-
sentation of “dose response” in pharmacology and toxicology. Use
of the dose response in this context is suspect unless other con-
vincing evidence supports a causal connection between the esti-
mated dose and the measured endpoint (response). Unfortunately,
in nearly all retrospective and case-control studies and even in
many prospective studies, the dose, duration, frequency, and routes
of exposure are seldom quantified, and other potential etiologic
factors are frequently present. In its most strict usage, then, the
dose-response relationship is based on the knowledge that the ef-
fect is a result of a known toxic agent or agents.

A second assumption seems simple and obvious: The magni-
tude of the response is in fact related to the dose. Perhaps because
of its apparent simplicity, this assumption is often a source of mis-
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understanding. It is really a composite of three other assumptions
that recur frequently:

1. There is a molecular target site (or sites) with which the chem-
ical interacts to initiate the response.

2. The production of a response and the degree of response are
related to the concentration of the agent at the target site.

3. The concentration at the site is, in turn, related to the dose ad-
ministered.

The third assumption in using the dose-response relationship
is that there exists both a quantifiable method of measuring and a
precise means of expressing the toxicity. For any given dose—
response relationship, a great variety of criteria or endpoints of tox-
icity could be used. The ideal criterion would be one closely as-
sociated with the molecular events resulting from exposure to the
toxicant. It follows from this that a given chemical may have a
family of dose—response relationships, one for each toxic endpoint.
For example, a chemical that produces cancer through genotoxic
effects, liver damage through inhibition of a specific enzyme, and
CNS effects via a different mechanism may have three distinct
dose-response relationships, one for each endpoint. Early in the
assessment of toxicity, little mechanistic information is usually
available; thus establishing a dose—response relationship based on
the molecular mechanism of action is usually impossible. Indeed,
it might not be approachable even for well-known toxicants. In the
absence of a mechanistic, molecular ideal criterion of toxicity, one
looks to a measure of toxicity that is unequivocal and clearly rel-
evant to the toxic effect. Such measures are often referred to as
“effects-related biomarkers.” For example, with a new compound
chemically related to the class of organophosphate insecticides, one
might approach the measurement of toxicity by measuring the in-
hibition of cholinesterase in blood. In this way, one would be meas-
uring, in a readily accessible system and using a technique that is
convenient and reasonably precise, a prominent effect of the chem-
ical and one that is usually pertinent to the mechanism by which
toxicity is produced.

The selection of a toxic endpoint for measurement is not al-
ways so straightforward. Even the example cited above may be
misleading, as an organophosphate may produce a decrease in
blood cholinesterase, but this change may not be directly related
to its toxicity. As additional data are gathered to suggest a mech-
anism of toxicity for any substance, other measures of toxicity may
be selected. Although many endpoints are quantitative and precise,
they are often indirect measures of toxicity. Changes in enzyme
levels in blood can be indicative of tissue damage. For example,
alanine aminotransferase (ALT) and aspartate aminotransferase
(AST) are used to detect liver damage. Use of these enzymes in
serum is yet another example of an effects-related biomarker be-
cause the change in enzyme activity in the blood is directly related
to damage to liver cells. Much of clinical diagnostic medicine re-
lies on effects-related biomarkers, but to be useful the relationship
between the biomarker and the disease must be carefully estab-
lished. Patterns of isozymes and their alteration may provide in-
sight into the organ or system that is the site of toxic effects.

Many direct measures of effects also are not necessarily re-
lated to the mechanism by which a substance produces harm to an
organism but have the advantage of permitting a causal relation to
be drawn between the agent and its action. For example, meas-
urement of the alteration of the tone of smooth or skeletal muscle

for substances acting on muscles represents a fundamental ap-
proach to toxicological assessment. Similarly, measures of heart
rate, blood pressure, and electrical activity of heart muscle, nerve,
and brain are examples of the use of physiologic functions as in-
dexes of toxicity. Measurement can also take the form of a still
higher level of integration, such as the degree of motor activity or
behavioral change.

The measurements used as examples in the preceding discus-
sion all assume prior information about the toxicant, such as its
target organ or site of action or a fundamental effect. However,
such information is usually available only after toxicologic screen-
ing and testing based on other measures of toxicity. With a new
substance, the customary starting point in toxicologic evaluation
utilizes lethality as an index. Determination of lethality is precise,
quantal, and unequivocal and is therefore useful in its own right,
if only to suggest the level and magnitude of the potency of a sub-
stance. Lethality provides a measure of comparison among many
substances whose mechanisms and sites of action may be markedly
different. Furthermore, from these studies, clues to the direction of
further studies are obtained. This comes about in two important
ways. First, simply recording a death is not an adequate means of
conducting a lethality study with a new substance. A key element
must be a careful, disciplined, detailed observation of the intact an-
imal extending from the time of administration of the toxicant to
the death of the animal. From properly conducted observations, im-
mensely informative data can be gathered by a trained toxicolo-
gist. Second, a lethality study ordinarily is supported by histologic
examination of major tissues and organs for abnormalities. From
these observations, one can usually obtain more specific informa-
tion about the events leading to the lethal effect, the target organs
involved, and often a suggestion about the possible mechanism of
toxicity at a relatively fundamental level.

Evaluating the Dose—Response
Relationship

Comparison of Dose Responses Figure 2-9 illustrates a hypo-
thetical quantal dose—response curve for a desirable effect of a
chemical effective dose (ED) such as anesthesia, a toxic dose (TD)
effect such as liver injury, and the lethal dose (LD). As depicted in
Fig. 2-9, a parallelism is apparent between the (ED) curve and the
curve depicting mortality (LD). It is tempting to view the parallel
dose-response curves as indicative of identity of mechanism—that
is, to conclude that the lethality is a simple extension of the ther-
apeutic effect. While this conclusion may ultimately prove to be
correct in any particular case, it is not warranted solely on the ba-
sis of the two parallel lines. The same admonition applies to any
pair of parallel “effect” curves or any other pair of toxicity or lethal-
ity curves.

Therapeutic Index The hypothetical curves in Fig. 2-9 illustrate
two other interrelated points: the importance of the selection of the
toxic criterion and the interpretation of comparative effect. The
concept of the “therapeutic index,” which was introduced by Paul
Ehrlich in 1913, can be used to illustrate this relationship. Although
the therapeutic index is directed toward a comparison of the ther-
apeutically effective dose to the toxic dose of a chemical, it is
equally applicable to considerations of comparative toxicity. The
therapeutic index (TI) in its broadest sense is defined as the ratio
of the dose required to produce a toxic effect and the dose needed
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Figure 2-9. Comparison of effective dose (ED), toxic dose (TD), and
lethal dose (LD).

The plot is of log dosage versus percentage of population responding in
probit units.

to elicit the desired therapeutic response. Similarly, an index of
comparative toxicity is obtained by the ratio of doses of two
different materials to produce an identical response or the ratio
of doses of the same material necessary to yield different toxic
effects.

The most commonly used index of effect, whether beneficial
or toxic, is the median dose—that is, the dose required to result in
a response in 50 percent of a population (or to produce 50 percent
of a maximal response). The therapeutic index of a drug is an ap-
proximate statement about the relative safety of a drug expressed
as the ratio of the lethal or toxic dose to the therapeutic dose:

TI = LD50/ED50

From Fig. 2-9 one can approximate a therapeutic index by us-
ing these median doses. The larger the ratio, the greater the rela-
tive safety. The EDs( is approximately 20, and the LDsq is about
200; thus, the therapeutic index is 10, a number indicative of a rel-
atively safe drug. However, the use of the median effective and me-
dian lethal doses is not without disadvantages, because median
doses tell nothing about the slopes of the dose—response curves for
therapeutic and toxic effects.

Margins of Safety and Exposure One way to overcome this de-
ficiency is to use the EDgg for the desired effect and the LD, for
the undesired effect. These parameters are used in the calculation
of the margin of safety:

Margin of safety = LD;/EDgyg

The quantitative comparisons described above have been used
mainly after a single administration of chemicals. However, for
chemicals for which there is no beneficial or effective dose and ex-
posures are likely to occur repeatedly, the ratio of LD, to EDgg has
little relevance. Thus, for non drug chemicals, the term margin of
safety has found use in risk-assessment procedures as an indicator
of the magnitude of the difference between an estimated “exposed
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dose” to a human population and the NOAEL determined in ex-
perimental animals.

A measure of the degree of accumulation of a chemical and/or
its toxic effects can also be estimated from quantal toxicity data.
The chronicity index of a chemical is a unitless value obtained by
dividing its 1-dose LDs( by its 90-dose (90-day) LDs,, with both
expressed in milligrams per kilogram per day. Theoretically, if no
cumulative effect occurs over the doses, the chronicity index will
be 1. If a compound were absolutely cumulative, the chronicity in-
dex would be 90.

Statistical procedures similar to those used to calculate the
LDsq can also be used to determine the lethal time 50 (LTsg), or
the time required for half the animals to die (Litchfield, 1949). The
LTs5q value for a chemical indicates the time course of the toxic ef-
fects but does not indicate whether one chemical is more toxic than
another.

Frequently, dose-response curves from repeated-dose exper-
imental animal studies (subacute, subchronic, or chronic) are used
to estimate the NOAEL, or some other “benchmark” measure of
minimal toxic response, such as the dose estimated to produce toxic
effects in 10 percent of the population (TDq) (see also Chap. 4).
These estimates of minimal toxic dose, derived from quantal
dose-response curves, can be used in risk assessment to derive a
“margin of exposure” (MOE) index. This index compares the es-
timated daily exposure, in milligrams per kilogram per day, that
might occur under a given set of circumstances to some estimated
value from the quantal dose—response relationship (e.g., NOAEL
or TD,). Like the MOS, the MOE is often expressed as a ratio of
these two values. Thus, for example, if an estimate of human ex-
posure to a pesticide residue yielded a value of 0.001 mg/kg/day,
and a TDyy of 1 mg/kg/day was determined for that same pesti-
cide, the MOE would be 1000. This value indicates that the esti-
mate of daily exposure under the described set of conditions is
1000 times lower than the estimated daily dose that would cause
evident toxicity in 10% of exposed animals. (See Chap. 4 for a
more complete discussion of benchmark doses, NOAELs, and
MOE.)

Potency versus Efficacy To compare the toxic effects of two or
more chemicals, the dose response to the toxic effects of each
chemical must be established. One can then compare the potency
and maximal efficacy of the two chemicals to produce a toxic ef-
fect. These two important terms can be explained by reference to
Fig. 2-10, which depicts dose-response curves to four different
chemicals for the frequency of a particular toxic effect, such as the
production of tumors. Chemical A is said to be more potent than
chemical B because of their relative positions along the dosage
axis. Potency thus refers to the range of doses over which a chem-
ical produces increasing responses. Thus, A is more potent than B
and C is more potent than D. Maximal efficacy reflects the limit
of the dose-response relationship on the response axis to a certain
chemical. Chemicals A and B have equal maximal efficacy,
whereas the maximal efficacy of C is less than that of D.

VARIATION IN TOXIC RESPONSES
Selective Toxicity

Selective toxicity means that a chemical produces injury to one kind
of living matter without harming another form of life even though
the two may exist in intimate contact (Albert, 1965, 1973). The
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Figure 2-10. Schematic representation of the difference in the dose-response curves for four chemicals (A-D),
illustrating the difference between potency and efficacy (see text).

living matter that is injured is termed the uneconomic form (or un-
desirable), and the matter protected is called the economic form (or
desirable). They may be related to each other as parasite and host
or may be two tissues in one organism. This biological diversity
interferes with the ability of ecotoxicologists to predict the toxic
effects of a chemical in one species (humans) from experiments
performed in another species (laboratory animals). However, by
taking advantage of the biological diversity, it is possible to de-
velop agents that are lethal for an undesired species and harmless
for other species. In agriculture, for example, there are fungi, in-
sects, and even competitive plants that injure the crop, and thus se-
lective pesticides are needed. Similarly, animal husbandry and hu-
man medicine require agents, such as antibiotics, that are
selectively toxic to the undesirable form but do not produce dam-
age to the desirable form.

Drugs and other chemical agents used for selective toxic pur-
poses are selective for one of two reasons. Either (1) the chemical
is equitoxic to both economic and uneconomic cells but is accu-
mulated mainly by uneconomic cells or (2) it reacts fairly specif-
ically with a cytological or a biochemical feature that is absent
from or does not play an important role in the economic form (Al-
bert, 1965, 1973). Selectivity resulting from differences in distri-
bution usually is caused by differences in the absorption, bio-
transformation, or excretion of the toxicant. The selective toxicity
of an insecticide spray may be partly due to a larger surface area
per unit weight that causes the insect to absorb a proportionally
larger dose than does the mammal being sprayed. The effective-
ness of radioactive iodine in the treatment of hyperthyroidism (as
well as its thyroid carcinogenicity) is due to the selective ability
of the thyroid gland to accumulate iodine. A major reason why
chemicals are toxic to one but not to another type of tissue is that
there are differences in accumulation of the ultimate toxic com-
pound in various tissues. This, in turn, may be due to differences
in the ability of various tissues to biotransform the chemical into
the ultimate toxic product.

Selective toxicity caused by differences in comparative cy-
tology is exemplified by a comparison of plant and animal cells.
Plants differ from animals in many ways—for example, absence
of a nervous system, an efficient circulatory system, and muscles
as well as the presence of a photosynthetic mechanism and cell

walls. The fact that bacteria contain cell walls and humans do not
has been utilized in developing selective toxic chemotherapeutic
agents, such as penicillin and cephalosporins, that kill bacteria but
are relatively nontoxic to mammalian cells.

Selective toxicity also can be a result of a difference in bio-
chemistry in the two types of cells. For example, bacteria do not
absorb folic acid but synthesize it from p-aminobenzoic acid, glu-
tamic acid, and pteridine, whereas mammals cannot synthesize
folic acid but have to absorb it from the diet. Thus, sulfonamide
drugs are selectively toxic to bacteria because the sulfonamides,
which resemble p-aminobenzoic acid in both charge and dimen-
sions, antagonize the incorporation of p-aminobenzoic acid into the
folic acid molecule—a reaction that humans do not carry out.

Species Differences

Although a basic tenet of toxicology is that “experimental results
in animals, when properly qualified, are applicable to humans,” it
is important to recognize that both quantitative and qualitative dif-
ferences in response to toxic substances may occur among differ-
ent species. As discussed above, there are many reasons for selec-
tive toxicity among different species. Even among phylogenetically
similar species (e.g., rats, mice, guinea pigs, and hamsters), large
differences in response may occur. For example, the LDs for the
highly toxic dioxin, 2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD),
differs by more than 1000-fold between guinea pigs and hamsters.
Not only does the lethal dose for TCDD vary widely among species,
so do the particular target organs affected. Species differences in
response to carcinogenic chemicals represent an important issue in
regulatory risk assessment. As discussed in Chap. 4, extrapolation
of laboratory animal data to infer human cancer risk is currently a
key component of regulatory decision making. The validity of this
approach of course depends on the relevance of the experimental
animal model to humans. Large differences in carcinogenic re-
sponse between experimental animal species are not unusual. For
example, mice are highly resistant to the hepatocarcinogenic ef-
fects of the fungal toxin aflatoxin B,. Dietary doses as high as
10,000 parts per billion (ppb) failed to produce liver cancer in mice,
whereas in rats dietary doses as low as 15 ppb produced a signif-
icant increase in liver tumors (Wogan et al., 1974). The mechanis-
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tic basis for this dramatic difference in response appears to be
entirely related to species differences in the expression of a par-
ticular form of glutathione S-transferase (mGSTA3-3) that has un-
usually high catalytic activity toward the carcinogenic epoxide of
aflatoxin (Eaton and Gallagher, 1994). Mice express this enzyme
constitutively, whereas rats normally express a closely related form
with much less detoxifying activity toward aflatoxin epoxide. In-
terestingly, rats do possess the gene for a form of glutathione
S-transferase with high catalytic activity toward aflatoxin epoxide
(rGSTAS-5) that is inducible by certain dietary antioxidants and
drugs. Thus, dietary treatment can dramatically change the sensi-
tivity of a species to a carcinogen.

Other examples in which large species differences in response
to carcinogens have been observed include the development of re-
nal tumors from 2,3,5-trimethylpentane and d-limonene in male
rats (Lehman-McKeeman and Caudill, 1992), the production of
liver tumors from “peroxisomal proliferators” such as the antilipi-
demic drug clofibrate and the common solvent trichloroethylene
(Roberts, 1999), and the induction of nasal carcinomas in rats af-
ter inhalation exposure to formaldehyde (Monticello and Morgan,
1997).

Identifying the mechanistic basis for species differences in re-
sponse to chemicals is an important part of toxicology because only
through a thorough understanding of these differences can the rel-
evance of animal data to human response be verified.

Individual Differences in Response

Even within a species, large interindividual differences in response
to a chemical can occur because of subtle genetic differences.
Hereditary differences in a single gene that occur in more than
1 percent of the population are referred to as genetic polymorphism
and may be responsible for idiosyncratic reactions to chemicals,
as discussed earlier in this chapter. However, genetic polymorphism
may have other important but less dramatic effects than those de-
scribed for acute idiosyncratic responses (such as that occurring in
pseudocholinesterase-deficient individuals after succinylcholine
exposure). For example, it is recognized that approximately 50 per-
cent of the Caucasian population has a gene deletion for the en-
zyme glutathione S-transferase M1. This enzyme has no apparent
significant physiologic function, and thus homozygotes for the gene
deletion (e.g., those who lack both copies of the normal gene) are
functionally and physiologically normal. However, epidemiologic
studies have indicated that smokers who are homozygous for the
null allele may be at slightly increased risk of developing lung can-
cer compared with smokers who have one or both copies of the
normal gene (Houlston, 1999; Strange and Fryer, 1999). Chapter 6
provides additional examples of genetic differences in biotrans-
formation enzymes that may be important determinants of vari-
ability in individual susceptibility to chemical exposures.

Genetic polymorphism in physiologically important genes
may also be responsible for interindividual differences in toxic re-
sponses. For example, studies in transgenic mice have shown that
mice possessing one copy of a mutated p53 gene (a so-called tu-
mor suppressor gene; see Chap. 8) are much more susceptible to
some chemical carcinogens than are mice with two normal copies
of the gene (Tennant et al., 1999). In humans, there is evidence
that possessing one mutated copy of a tumor suppressor gene
greatly increases the risk of developing certain cancers. For ex-
ample, retinoblastoma is a largely inherited form of cancer that
arises because of the presence of two copies of a defective tumor

GENERAL PRINCIPLES OF TOXICOLOGY

suppressor gene (the Rb gene) (Wiman, 1993). Individuals with
one mutated copy of the Rb gene and one normal copy are not des-
tined to acquire the disease (as are those with two copies of the
mutated gene), although their chance of acquiring it is much greater
than that of persons with two normal Rb genes. This is the case
because both copies of the gene must be nonfunctional for the dis-
ease to develop. With one mutated copy present genetically, the
probability of acquiring a mutation of the second gene (potentially
from exposure to environmental mutagens) is much greater than
the probability of acquiring independent mutations in both copies
of the gene as would be necessary in people with two normal Rb
alleles. (See Chap. 8 for additional discussion of tumor suppressor
genes.)

As our understanding of the human genome increases, more
“susceptibility” genes will be discovered, and it is likely that the
etiology of many chronic diseases will be shown to be related to
a combination of genetics and environment. Simple blood tests may
ultimately be developed that allow an individual to learn whether
he or she may be particularly susceptible to specific drugs or en-
vironmental pollutants. Although the public health significance of
this type of information could be immense, the disclosure of such
information raises many important ethical and legal issues that must
be addressed before wide use of such tests.

DESCRIPTIVE ANIMAL TOXICITY
TESTS

Two main principles underlie all descriptive animal toxicity test-
ing. The first is that the effects produced by a compound in labo-
ratory animals, when properly qualified, are applicable to humans.
This premise applies to all of experimental biology and medicine.
On the basis of dose per unit of body surface, toxic effects in hu-
mans are usually in the same range as those in experimental ani-
mals. On a body weight basis, humans are generally more vulner-
able than are experimental animals, probably by a factor of about
10. When one has an awareness of these quantitative differences,
appropriate safety factors can be applied to calculate relatively safe
doses for humans. All known chemical carcinogens in humans,
with the possible exception of arsenic, are carcinogenic in some
species but not in all laboratory animals. It has become increas-
ingly evident that the converse—that all chemicals carcinogenic in
animals are also carcinogenic in humans—is not true (Dybing and
Sanner, 1999; Grisham, 1997; Hengstler et al., 1999). However, for
regulatory and risk assessment purposes, positive carcinogenicity
tests in animals are usually interpreted as indicative of potential
human carcinogenicity. If a clear understanding of the mechanism
of action of the carcinogen indicates that a positive response in an-
imals is not relevant to humans, a positive animal bioassay may be
considered irrelevant for human risk assessment (see Chap. 4). This
species variation in carcinogenic response appears to be due in
many instances to differences in biotransformation of the procar-
cinogen to the ultimate carcinogen (see Chap. 6).

The second principle is that exposure of experimental animals
to toxic agents in high doses is a necessary and valid method of
discovering possible hazards in humans. This principle is based on
the quantal dose-response concept that the incidence of an effect
in a population is greater as the dose or exposure increases. Prac-
tical considerations in the design of experimental model systems
require that the number of animals used in toxicology experiments
always be small compared with the size of human populations at
risk. Obtaining statistically valid results from such small groups of
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animals requires the use of relatively large doses so that the effect
will occur frequently enough to be detected. However, the use of
high doses can create problems in interpretation if the response(s)
obtained at high doses does not occur at low doses. Thus, for ex-
ample, it has been shown that bladder tumors observed in rats fed
very high doses of saccharin will not occur at the much lower doses
of saccharin encountered in the human diet. At the high concen-
trations fed to rats, saccharin forms an insoluble precipitate in the
bladder that subsequently results in chronic irritation of bladder
epithelium, enhanced cell proliferation, and ultimately bladder tu-
mors (Cohen, 1998, 1999). In vitro studies have shown that pre-
cipitation of saccharin in human urine will not occur at the con-
centrations that could be obtained from even extraordinary
consumption of this artificial sweetener. Examples such as this il-
lustrate the importance of considering the molecular, biochemical,
and cellular mechanisms responsible for toxicological responses
when extrapolating from high to low dose and across species.

Toxicity tests are not designed to demonstrate that a chemi-
cal is safe but to characterize the toxic effects a chemical can pro-
duce. There are no set toxicology tests that have to be performed
on every chemical intended for commerce. Depending on the even-
tual use of the chemical, the toxic effects produced by structural
analogs of the chemical, as well as the toxic effects produced by
the chemical itself, contribute to the determination of the toxicol-
ogy tests that should be performed. However, the FDA, EPA, and
Organization for Economic Cooperation and Development (OECD)
have written good laboratory practice (GLP) standards. These
guidelines are expected to be followed when toxicity tests are con-
ducted in support of the introduction of a chemical to the market.

The following sections provide an overview of basic toxicity
testing procedures in use today. For a detailed description of these
tests, the reader is referred to several authoritative texts on this sub-
ject (Auletta, 1995; Hayes, 2001; Weathereholtz, 1997).

Acute Lethality

The first toxicity test performed on a new chemical is acute toxi-
city. The LDso and other acute toxic effects are determined after
one or more routes of administration (one route being oral or the
intended route of exposure) in one or more species. The species
most often used are the mouse and rat, but sometimes the rabbit
and dog are employed. Studies are performed in both adult male
and female animals. Food is often withheld the night before dos-
ing. The number of animals that die in a 14-day period after a sin-
gle dosage is tabulated. In addition to mortality and weight, daily
examination of test animals should be conducted for signs of in-
toxication, lethargy, behavioral modifications, morbidity, food con-
sumption, and so on. Acute toxicity tests (1) give a quantitative es-
timate of acute toxicity (LDsg) for comparison with other
substances, (2) identify target organs and other clinical manifesta-
tions of acute toxicity, (3) establish the reversibility of the toxic re-
sponse, and (4) provide dose-ranging guidance for other studies.

Determination of the LDs, has become a public issue because
of increasing concern for the welfare and protection of laboratory
animals. The LDs, is not a biological constant. Many factors in-
fluence toxicity and thus may alter the estimation of the LDsq in
any particular study. Factors such as animal strain, age and weight,
type of feed, caging, pretrial fasting time, method of administra-
tion, volume and type of suspension medium, and duration of ob-
servation have all been shown to influence adverse responses to
toxic substances. These and other factors have been discussed in

detail in earlier editions of this textbook (Doull, 1980). Because of
this inherent variability in LDs, estimates, it is now recognized that
for most purposes it is only necessary to characterize the LDs
within an order of magnitude range such as 5 to 50 mg/kg, 50 to
500 mg/kg, and so on.

There are several traditional approaches to determining the
LDsq and its 95 percent confidence limit as well as the slope of
the probit line. The reader is referred to the classic works of Litch-
field and Wilcoxon (1949), Bliss (1957), and Finney (1971) for a
description of the mechanics of these procedures. A computer pro-
gram in BASIC for determining probit and log-probit or logit cor-
relations has been published (Abou-Setta et al., 1986). These tra-
ditional methods for determining LDsgs require a relatively large
number of animals (40 to 50). Other statistical techniques that re-
quire fewer animals, such as the “moving averages” method of
Thompson and Weill (Weil, 1952), are available but do not provide
confidence limits for the LDs, and the slope of the probit line.
Finney (1985) has succinctly summarized the advantages and de-
ficiencies of many of the traditional methods. For most circum-
stances, an adequate estimate of the LDs, and an approximation
of the 95 percent confidence intervals can be obtained with as few
as 6 to 9 animals, using the “up-and-down” method as modified
by Bruce (1985). When this method was compared with traditional
methods that typically utilize 40 to 50 animals, excellent agree-
ment was obtained for all 10 compounds tested (Bruce, 1987). In
mice and rats the LDsq is usually determined as described above,
but in the larger species only an approximation of the LDs is ob-
tained by increasing the dose in the same animal until serious toxic
effects are evident.

If there is a reasonable likelihood of substantial exposure to
the material by dermal or inhalation exposure, acute dermal and
acute inhalation studies are performed. When animals are exposed
acutely to chemicals in the air they breathe or the water they (fish)
live in, the dose the animals receive is usually not known. For these
situations, the lethal concentration 50 (LCs) is usually determined;
that is, the concentration of chemical in the air or water that causes
death to 50 percent of the animals. In reporting an LCsy, it is im-
perative that the time of exposure be indicated. The acute dermal
toxicity test is usually performed in rabbits. The site of application
is shaved. The test substance is kept in contact with the skin for
24 h by wrapping the skin with an impervious plastic material. At
the end of the exposure period, the wrapping is removed and the
skin is wiped to remove any test substance still remaining. Ani-
mals are observed at various intervals for 14 days, and the LDs is
calculated. If no toxicity is evident at 2 g/kg, further acute dermal
toxicity testing is usually not performed. Acute inhalation studies
are performed that are similar to other acute toxicity studies ex-
cept that the route of exposure is inhalation. Most often, the length
of exposure is 4 h.

Although by themselves LDs, and LCs, values are of limited
significance, acute lethality studies are essential for characterizing
the toxic effects of chemicals and their hazard to humans. The most
meaningful scientific information derived from acute lethality tests
comes from clinical observations and postmortem examination of
animals rather than from the specific LDs, value.

Skin and Eye Irritations

The ability of a chemical to irritate the skin and eye after an acute
exposure is usually determined in rabbits. For the dermal irritation
test (Draize test), rabbits are prepared by removal of fur on a sec-
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tion of the back by electric clippers. The chemical is applied to the
skin (0.5 mL of liquid or 0.5 g of solid) under four covered gauze
patches (1 in. square; one intact and two abraded skin sites on each
animal) and usually kept in contact for 4 h. The nature of the cov-
ering patches depends on whether occlusive, semiocclusive, or
nonocclusive tests are desired. For occlusive testing, the test ma-
terial is covered with an impervious plastic sheet; for semiocclu-
sive tests, a gauze dressing may be used. Occasionally, studies may
require that the material be applied to abraded skin. The degree of
skin irritation is scored for erythema (redness), eschar (scab) and
edema (swelling) formation, and corrosive action. These dermal ir-
ritation observations are repeated at various intervals after the cov-
ered patch has been removed. To determine the degree of ocular
irritation, the chemical is instilled into one eye (0.1 mL of liquid
or 100 mg of solid) of each test rabbit. The contralateral eye is
used as the control. The eyes of the rabbits are then examined at
various times after application.

Controversy over this test has led to the development of al-
ternative in vitro models for evaluating cutaneous and ocular tox-
icity of substances. The various in vitro methods that have been
evaluated for this purpose include epidermal keratinocyte and
corneal epithelial cell culture models. These and other in vitro tests
have been reviewed recently (Davila et al., 1998).

Sensitization

Information about the potential of a chemical to sensitize skin is
needed in addition to irritation testing for all materials that may
repeatedly come into contact with the skin. Numerous procedures
have been developed to determine the potential of substances to
induce a sensitization reaction in humans (delayed hypersensitiv-
ity reaction), including the Draize test, the open epicutaneous test,
the Buehler test, Freund’s complete adjuvant test, the optimization
test, the split adjuvant test, and the guinea pig maximization test
(Maibach and Patrick, 2001; Rush et al., 1995). Although they dif-
fer in regard to route and frequency of duration, they all utilize the
guinea pig as the preferred test species. In general, the test chem-
ical is administered to the shaved skin topically, intradermally, or
both and may include the use of adjuvant to enhance the sensitiv-
ity of the assay. Multiple administrations of the test substance are
generally given over a period of 2 to 4 weeks. Depending on the
specific protocol, the treated area may be occluded. Some 2 to 3
weeks after the last treatment, the animals are challenged with a
nonirritating concentration of the test substance and the develop-
ment of erythema is evaluated.

Subacute (Repeated-Dose Study)

Subacute toxicity tests are performed to obtain information on the
toxicity of a chemical after repeated administration and as an aid
to establish doses for subchronic studies. A typical protocol is to
give three to four different dosages of the chemicals to the animals
by mixing it in their feed. For rats, 10 animals per sex per dose are
often used; for dogs, three dosages and 3 to 4 animals per sex are
used. Clinical chemistry and histopathology are performed after 14
days of exposure, as described below in the section on subchronic
toxicity testing.

Subchronic

The toxicity of a chemical after subchronic exposure is then de-
termined. Subchronic exposure can last for different periods of
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time, but 90 days is the most common test duration. The principal
goals of the subchronic study are to establish a NOAEL and to fur-
ther identify and characterize the specific organ or organs affected
by the test compound after repeated administration. One may also
obtain a “lowest observed adverse effect level” (LOAEL) as well
as the NOAEL for the species tested. The numbers obtained for
NOAEL and LOAEL will depend on how closely the dosages are
spaced and the number of animals examined. Determinations of
NOAELSs and LOAELSs have numerous regulatory implications. For
example, the EPA utilizes the NOAEL to calculate the reference
dose (RfD), which may be used to establish regulatory values for
“acceptable” pollutant levels (Barnes and Dourson, 1988)
(Chap. 4). An alternative to the NOAEL approach referred to
as the benchmark dose uses all the experimental data to fit
one or more dose-response curves (Crump, 1984). These
curves are then used to estimate a benchmark dose that is defined
as “the statistical lower bound on a dose corresponding to
a specified level of risk” (Allen et al., 1994a). Although subchronic
studies are frequently the primary or sole source of experi-
mental data to determine both the NOAEL and the bench-
mark dose, these concepts can be applied to other types
of toxicity testing protocols, such as that for chronic toxicity or de-
velopmental toxicity (Allen et al., 1994a, 1994b; Faustman et al.,
1994) (see also Chap. 4 for a complete discussion of the deriva-
tion and use of NOAELSs, RfDs, and benchmark doses). If chronic
studies have been completed, these data are generally used for
NOAEL and LOAEL estimates in preference to data from sub-
chronic studies.

A subchronic study is usually conducted in two species (rat
and dog) by the route of intended exposure (usually oral). At least
three doses are employed (a high dose that produces toxicity but
does not cause more than 10 percent fatalities, a low dose that pro-
duces no apparent toxic effects, and an intermediate dose) with 10
to 20 rats and 4 to 6 dogs of each sex per dose. Each animal should
be uniquely identified with permanent markings such as ear tags,
tattoos, or electronically coded microchip implants. Only healthy
animals should be used, and each animal should be housed indi-
vidually in an adequately controlled environment. Animals should
be observed once or twice daily for signs of toxicity, including
changes in body weight, diet consumption, changes in fur color or
texture, respiratory or cardiovascular distress, motor and behav-
ioral abnormalities, and palpable masses. All premature deaths
should be recorded and necropsied as soon as possible. Severely
moribund animals should be terminated immediately to preserve
tissues and reduce unnecessary suffering. At the end of the 90-day
study, all the remaining animals should be terminated and blood
and tissues should be collected for further analysis. The gross and
microscopic condition of the organs and tissues (about 15 to 20)
and the weight of the major organs (about 12) are recorded and
evaluated. Hematology and blood chemistry measurements are usu-
ally done before, in the middle of, and at the termination of expo-
sure. Hematology measurements usually include hemoglobin con-
centration, hematocrit, erythrocyte counts, total and differential
leukocyte counts, platelet count, clotting time, and prothrombin
time. Clinical chemistry determinations commonly made include
glucose, calcium, potassium, urea nitrogen, alanine aminotrans-
ferase (ALT), serum aspartate aminotransferase (AST), gamma-
glutamyltranspeptidase (GGT), sorbitol dehydrogenase, lactic
dehydrogenase, alkaline phosphatase, creatinine, bilirubin, triglyc-
erides, cholesterol, albumin, globulin, and total protein. Urinalysis
is usually performed in the middle of and at the termination of the
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testing period and often includes determination of specific gravity
or osmolarity, pH, proteins, glucose, ketones, bilirubin, and uro-
bilinogen as well as microscopic examination of formed elements.
If humans are likely to have significant exposure to the chemical
by dermal contact or inhalation, subchronic dermal and/or inhala-
tion experiments may also be required. Subchronic toxicity stud-
ies not only characterize the dose—response relationship of a test
substance after repeated administration but also provide data for a
more reasonable prediction of appropriate doses for chronic expo-
sure studies.

For chemicals that are to be registered as drugs, acute and
subchronic studies (and potentially additional special tests if a
chemical has unusual toxic effects or therapeutic purposes) must
be completed before the company can file an Investigational New
Drug (IND) application with the FDA. If the application is ap-
proved, clinical trials can commence. At the same time phase I,
phase II, and phase III clinical trials are performed, chronic expo-
sure of the animals to the test compound can be carried out in lab-
oratory animals, along with additional specialized tests.

Chronic

Long-term or chronic exposure studies are performed similarly to
subchronic studies except that the period of exposure is longer than
3 months. In rodents, chronic exposures are usually for 6 months
to 2 years. Chronic studies in nonrodent species are usually for
1 year but may be longer. The length of exposure is somewhat de-
pendent on the intended period of exposure in humans. If the agent
is a drug planned to be used for short periods, such as an antimi-
crobial agent, a chronic exposure of 6 months may be sufficient,
whereas if the agent is a food additive with the potential for life-
time exposure in humans, a chronic study up to 2 years in dura-
tion is likely to be required.

Chronic toxicity tests are performed to assess the cumulative
toxicity of chemicals, but the study design and evaluation often in-
clude a consideration of the carcinogenic potential of chemicals so
that a separate lifetime feeding study that addresses carcinogenic-
ity does not have to be performed. These studies usually are per-
formed in rats and mice and extend over the average lifetime of
the species (18 months to 2 years for mice; 2 to 2.5 years for rats).
To ensure that 30 rats per dose survive the 2-year study, 60 rats
per group per sex are often started in the study. Both gross and mi-
croscopic pathological examinations are made not only on animals
that survive the chronic exposure but also on those that die pre-
maturely.

Dose selection is critical in these studies to ensure that pre-
mature mortality from chronic toxicity does not limit the number
of animals that survive to a normal life expectancy. Most regula-
tory guidelines require that the highest dose administered be the
estimated maximum tolerable dose (MTD). This is generally de-
rived from subchronic studies, but additional longer studies (e.g.,
6 months) may be necessary if delayed effects or extensive cumu-
lative toxicity are indicated in the 90-day subchronic study. The
MTD has had various definitions (Haseman, 1985). The MTD has
been defined by some regulatory agencies as the dose that sup-
presses body weight gain slightly (i.e., 10 percent) in a 90-day sub-
chronic study (Reno, 1997). However, regulatory agencies may also
consider the use of parameters other than weight gain, such as phys-
iological and pharmacokinetic considerations and urinary metabo-
lite profiles, as indicators of an appropriate MTD (Reno, 1997).

Generally, one or two additional doses, usually fractions of the
MTD (e.g., one-half and one-quarter MTD), and a control group
are tested.

The use of the MTD in carcinogenicity has been the subject
of controversy. The premise that high doses are necessary for test-
ing the carcinogenic potential of chemicals is derived from the sta-
tistical and experimental design limitations of chronic bioassays.
Consider that a 0.5 percent increase in cancer incidence in the
United States would result in over 1 million additional cancer
deaths each year—clearly an unacceptably high risk. However,
identifying with statistical confidence a 0.5 percent incidence
of cancer in a group of experimental animals would require a
minimum of 1000 test animals, and this assumes that no tumors
were present in the absence of exposure (zero background inci-
dence).

Figure 2-11 shows the statistical relationship between mini-
mum detectable tumor incidence and the number of test animals
per group. This curve shows that in a chronic bioassay with 50 an-
imals per test group, a tumor incidence of about 8 percent could
exist even though no animals in the test group had tumors. This
example assumes that there are no tumors in the control group.
These statistical considerations illustrate why animals are tested at
doses higher than those which occur in human exposure. Because
it is impractical to use the large number of animals that would be
required to test the potential carcinogenicity of a chemical at the
doses usually encountered by people, the alternative is to assume
that there is a relationship between the administered dose and the
tumorigenic response and give animals doses of the chemical that
are high enough to produce a measurable tumor response in a rea-
sonable size test group, such as 40 to 50 animals per dose. The
limitations of this approach are discussed in Chap. 4.

Recently a new approach for establishing maximum doses for
use in chronic animal toxicity testing of drugs has been proposed
for substances for which basic human pharmacokinetic data are
available (for example, new pharmaceutical agents which have
completed phase I clinical trials). For chronic animal studies per-
formed on drugs where single-dose human pharmacokinetic data
are available, it has been suggested that a daily dose be used that
would provide an area under the curve (AUC) in laboratory ani-
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Figure 2-11. Statistical limitations in the power of experimental animal
studies to detect tumorigenic effects.
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Male F344 Rats
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Figure 2-12. Most frequently occurring tumors in untreated control rats
Jfrom recent NTP 2-year rodent carcinogenicity studies.

The values shown represent the mean =SD of the percentage of animals
developing the specified tumor type at the end of the 2-year study. The val-
ues were obtained from 27 different studies involving a combined total of
between 1319 and 1353 animals per tumor type.

mals equivalent to 25 times the AUC in humans given the highest
(single) daily dose to be used therapeutically. This value would
then be used in place of the traditional MTD for chronic bioassays.

Chronic toxicity assays are commonly used to evaluate the
potential oncogenicity of test substances (Huff, 1999). Most regu-
latory guidelines require that both benign and malignant tumors be
reported in the evaluation. Statistical increases above the control
incidence of tumors (either all tumors or specific tumor types) in
the treatment groups are considered indicative of carcinogenic po-
tential of the chemical unless there are qualifying factors that sug-
gest otherwise (lack of a dose response, unusually low incidence
of tumors in the control group compared with “historic”” controls,
etc.). Thus, the conclusion as to whether a given chronic bioassay
is positive or negative for carcinogenic potential of the test sub-
stance requires careful consideration of background tumor inci-
dence. Properly designed chronic oncogenicity studies require that
a concurrent control group matched for variables such as age, diet,
housing conditions be used. For some tumor types, the “back-
ground” incidence of tumors is surprisingly high. Figure 2-12
shows the background tumor incidence for various tumors in male
and female F-344 rats used in 27 National Toxicology Program
2-year rodent carcinogenicity studies. The data shown represent the
percent of animals in control (nonexposed) groups that developed
the specified tumor type by the end of the 2-year study. These stud-
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ies involved more than 1300 rats of each sex. Figure 2-13 shows
similar data for control (nonexposed) male and female B6C3F1
mice from 30 recent NTP 2-year carcinogenicity studies and in-
cludes data from over 1400 mice of each sex. There are several
key points that can be derived from these summary data:

1. Tumors, both benign and malignant, are not uncommon events
in animals even in the absence of exposure to any known car-
cinogen.

2. There are numerous different tumor types that develop “spon-
taneously” in both sexes of both rats and mice, but at differ-
ent rates.

3. Background tumors that are common in one species may be
uncommon in another (for example, testicular interstitial cell
adenomas are very common in male rats but rare in male mice;
liver adenomas/carcinomas are about 10 times more prevalent
in male mice than in male rats).

4. Even within the same species and strain, large gender differ-
ences in background tumor incidence are sometimes observed
(for example, adrenal gland pheochromocytomas are about
seven times more prevalent in male F344 rats than in female
F344 rats; lung and liver tumors are twice as prevalent in male
B6C3F1 mice as in female B6C3F1 mice).

5. Even when the general protocols, diets, environment, strain and
source of animals, and other variables are relatively constant,
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I
—
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Harderian gland adenoma/carcinoma_]-
Adrenal corticl tumors < ]
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Uterus stromal polyps 4]+
Thyroid gland follicular cell tumors ]+
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Figure 2-13. Most frequently occurring tumors in untreated control mice
from recent NTP 2-year rodent carcinogenicity studies.

The values shown represent the mean =SD of the percentage of animals
developing the specified tumor type at the end of the 2-year study. The val-
ues were obtained from 30 different studies involving a total of between
1447 and 1474 animals per tumor type.
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background tumor incidence can vary widely, as shown by the
relatively large standard deviations for some tumor types in the
NTP bioassay program. For example, the range in liver ade-
noma/carcinoma incidence in 30 different groups of unexposed
(control) male B6C3F1 mice went from a low of 10 percent to
a high of 68 percent. Pituitary gland adenomas/carcinomas
ranged from 12 to 60 percent and 30 to 76 percent in unex-
posed male and female F344 rats, respectively, and from O to
36 percent in unexposed female B6C3F1 mice.

Taken together, these data demonstrate the importance of in-
cluding concurrent control animals in such studies. In addition,
comparisons of the concurrent control results to “historic” con-
trols accumulated over years of study may be important in iden-
tifying potentially spurious “false-positive” results. The relatively
high variability in background tumor incidence among groups of
healthy, highly inbred strains of animals maintained on nutri-
tionally balanced and consistent diets in rather sterile environ-
ments highlights the dilemma in interpreting the significance of
both positive and negative results in regard to the human popu-
lation, which is genetically diverse, has tremendous variability in
diet, nutritional status, and overall health; and lives in an envi-
ronment full of potentially carcinogenic substances, both natural
and human-made.

Developmental and Reproductive
Toxicity

The effects of chemicals on reproduction and development also
need to be determined. Developmental toxicology is the study of
adverse effects on the developing organism occurring anytime dur-
ing the life span of the organism that may result from exposure to
chemical or physical agents before conception (either parent), dur-
ing prenatal development, or postnatally until the time of puberty.
Teratology is the study of defects induced during development be-
tween conception and birth (see Chap. 10). Reproductive toxicol-
ogy 1is the study of the occurrence of adverse effects on the male
or female reproductive system that may result from exposure to
chemical or physical agents (see Chap. 20).

Several types of animal tests are utilized to examine the po-
tential of an agent to alter development and reproduction. Although
different countries have often had different testing requirements
for reproductive and developmental toxicity, efforts to “harmonize”
such testing protocols have resulted in more flexible guidelines for
reproductive toxicity testing strategies [see (Christian, 1997) for a
summary description of the ICH guidelines]. General fertility and
reproductive performance (segment I) tests are usually performed
in rats with two or three doses (20 rats per sex per dose) of the
test chemical (neither produces maternal toxicity). Males are given
the chemical 60 days and females 14 days before mating. The an-
imals are given the chemical throughout gestation and lactation.
Typical observations made include the percentage of the females
that become pregnant, the number of stillborn and live offspring,
and the weight, growth, survival, and general condition of the off-
spring during the first 3 weeks of life.

The potential of chemicals to disrupt normal embryonic
and/or fetal development (teratogenic effects) is also determined
in laboratory animals. Current guidelines for these segment Il
studies call for the use of two species, including one nonrodent
species (usually rabbits). Teratogens are most effective when ad-

ministered during the first trimester, the period of organogene-
sis. Thus, the animals (usually 12 rabbits and 24 rats or mice per
group) are usually exposed to one of three dosages during
organogenesis (day 7 to 17 in rodents and days 7 to 19 in rab-
bits), and the fetuses are removed by cesarean section a day be-
fore the estimated time of delivery (gestational days 29 for rab-
bit, 20 for rat, and 18 for mouse). The uterus is excised and
weighed and then examined for the number of live, dead, and
resorbed fetuses. Live fetuses are weighed; half of each litter is
examined for skeletal abnormalities and the remaining half for
soft tissue anomalies.

The perinatal and postnatal toxicities of chemicals also are of-
ten examined (segment III). This test is performed by administer-
ing the test compound to rats from the 15th day of gestation
throughout delivery and lactation and determining its effect on the
birthweight, survival, and growth of the offspring during the first
3 weeks of life.

In some instances a multigenerational study may be chosen,
often in place of segment III studies, to determine the effects of
chemicals on the reproductive system. At least three dosage levels
are given to groups of 25 female and 25 male rats shortly after
weaning (30 to 40 days of age). These rats are referred to as the
F, generation. Dosing continues throughout breeding (about 140
days of age), gestation, and lactation. The offspring (F; generation)
have thus been exposed to the chemical in utero, via lactation, and
in the feed thereafter. When the F; generation is about 140 days
old, about 25 females and 25 males are bred to produce the F, gen-
eration, and administration of the chemical is continued. The F,
generation is thus also exposed to the chemical in utero and via
lactation. The F; and F, litters are examined as soon as possible
after delivery. The percentage of F, and F, females that get preg-
nant, the number of pregnancies that go to full term, the litter size,
the number of stillborn, and the number of live births are recorded.
Viability counts and pup weights are recorded at birth and at 4, 7,
14, and 21 days of age. The fertility index (percentage of mating
resulting in pregnancy), gestation index (percentage of pregnancies
resulting in live litters), viability index (percentage of animals that
survive 4 days or longer), and lactation index (percentage of ani-
mals alive at 4 days that survived the 21-day lactation period) are
then calculated. Gross necropsy and histopathology are performed
on some of the parents (Fy and F;), with the greatest attention be-
ing paid to the reproductive organs, and gross necropsy is per-
formed on all weanlings.

The International Commission on Harmonization (ICH)
guidelines provide for flexible guidelines that address six “ICH
stages” of development: premating and conception (stage A), con-
ception to implantation (stage B), implantation to closure of the
hard palate (Stage C), closure of the hard palate to end of preg-
nancy (stage D), birth and weaning (stage E), and weaning to sex-
ual maturity (stage F). All of these stages are covered in the seg-
ment I to segment III studies described above (Christian, 1997).

Numerous short-term tests for teratogenicity have been de-
veloped (Faustman, 1988). These tests utilize whole-embryo cul-
ture, organ culture, and primary and established cell cultures to
examine developmental processes and estimate the potential ter-
atogenic risks of chemicals. Many of these in utero test systems
are under evaluation for use in screening new chemicals for ter-
atogenic effects. These systems vary in their ability to identify spe-
cific teratogenic events and alterations in cell growth and differ-
entiation. In general, the available assays cannot identify functional
or behavioral teratogens (Faustman, 1988).
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Mutagenicity

Mutagenesis is the ability of chemicals to cause changes in the ge-
netic material in the nucleus of cells in ways that allow the changes
to be transmitted during cell division. Mutations can occur in either
of two cell types, with substantially different consequences. Germi-
nal mutations damage DNA in sperm and ova, which can undergo
meiotic division and therefore have the potential for transmission of
the mutations to future generations. If mutations are present at the
time of fertilization in either the egg or the sperm, the resulting com-
bination of genetic material may not be viable, and the death may
occur in the early stages of embryonic cell division. Alternatively, the
mutation in the genetic material may not affect early embryogenesis
but may result in the death of the fetus at a later developmental pe-
riod, resulting in abortion. Congenital abnormalities may also result
from mutations. Somatic mutations refer to mutations in all other cell
types and are not heritable but may result in cell death or transmis-
sion of a genetic defect to other cells in the same tissue through mi-
totic division. Because the initiating event of chemical carcinogene-
sis is thought to be a mutagenic one, mutagenic tests are often used
to screen for potential carcinogens.

Numerous in vivo and in vitro procedures have been devised to
test chemicals for their ability to cause mutations. Some genetic al-
terations are visible with the light microscope. In this case, cytoge-
netic analysis of bone marrow smears is used after the animals have

Table 2-3
Typical Costs of Descriptive Toxicity Tests

TEST cosTt, $

General Acute toxicity

Acute toxicity (rat; two routes) 6,500
Acute dermal toxicity (rabbit) 3,500
Acute inhalation toxicity (rat) 10,000
Acute dermal irritation (rabbit) 2,000
Acute eye irritation (rabbit) 1,500
Skin sensitization (guinea pig) 5,000
Repeated dose toxicity
14-day exposure (rat) 45,000
90-day exposure (rat) 110,000
1-year (diet; rat) 250,000
1-year (oral gavage; rat) 300,000
2-year (diet; rat) 685,000
2-year (oral gavage; rat) 860,000
Genetic toxicology tests
Bacterial reverse mutation (Ames test) 7,000
Mammalian cell forward mutation 25,000
In vitro cytogenetics (CHO cells) 20,000
In vivo micronucleus (mouse) 11,000
In vivo chromosome aberration (rat) 22,500
Dominant lethal (mouse) 85,000
Drosophila sex-linked recessive lethal 55,000
Mammalian bone marrow cytogenetics
(in vivo; rat) 22,500
Reproduction
Segment I (rat) 90,000
Segment II (rat) 63,000
Segment II (rabbit) 72,000
Segment III (rat) 160,000
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been exposed to the test agent. Because some mutations are incom-
patible with normal development, the mutagenic potential of a chem-
ical can also be measured by the dominant lethal test. This test is usu-
ally performed in rodents. The male is exposed to a single dose of
the test compound and then is mated with two untreated females
weekly for 8 weeks. The females are killed before term, and the num-
ber of live embryos and the number of corpora lutea are determined.

The test for mutagens that has received the widest attention is
the Salmonella/microsome test developed by Ames and colleagues
(Ames et al., 1975). This test uses several mutant strains of Salmo-
nella typhimurium that lack the enzyme phosphoribosyl ATP syn-
thetase, which is required for histidine synthesis. These strains are
unable to grow in a histidine-deficient medium unless a reverse or
back-mutation to the wild type has occurred. Other mutations in these
bacteria have been introduced to enhance the sensitivity of the strains
to mutagenesis. The two most significant additional mutations en-
hance penetration of substances into the bacteria and decrease the
ability of the bacteria to repair DNA damage. Since many chemicals
are not mutagenic or carcinogenic unless they are biotransformed to
a toxic product by enzymes in the endoplasmic reticulum (micro-
somes), rat liver microsomes are usually added to the medium con-
taining the mutant strain and the test chemical. The number of re-
verse mutations is then quantitated by the number of bacterial colonies
that grow in a histidine-deficient medium.

Strains of yeast have recently been developed that detect genetic
alterations arising during cell division after exposure to non-geno-
toxic carcinogens as well as mutations that arise from directly geno-
toxic carcinogens. This test identifies deletions of genetic material
that occur during recombination events in cell division that may re-
sult from oxidative damage to DNA, direct mutagenic effects, alter-
ations in fidelity of DNA repair, and/or changes in cell cycle regula-
tion (Galli and Schiestl, 1999). Mutagenicity is discussed in detail in
Chap. 9.

Other Tests

Most of the tests described above will be included in a “standard”
toxicity testing protocol because they are required by the various
regulatory agencies. Additional tests also may be required or in-
cluded in the protocol to provide information relating a special
route of exposure (inhalation) or a special effect (behavior). In-
halation toxicity tests in animals usually are carried out in a dy-
namic (flowing) chamber rather than in static chambers to avoid
particulate settling and exhaled gas complications. Such studies
usually require special dispersing and analytic methodologies, de-
pending on whether the agent to be tested is a gas, vapor, or aerosol;
additional information on methods, concepts, and problems asso-
ciated with inhalation toxicology is provided in Chaps. 15 and 28.
A discussion of behavioral toxicology can be found in Chap. 16.
The duration of exposure for both inhalation and behavioral toxi-
city tests can be acute, subchronic, or chronic, but acute studies
are more common with inhalation toxicology and chronic studies
are more common with behavioral toxicology. Other special types
of animal toxicity tests include immunotoxicology, toxicokinetics
(absorption, distribution, biotransformation, and excretion), the
development of appropriate antidotes and treatment regimes for
poisoning, and the development of analytic techniques to detect
residues of chemicals in tissues and other biological materials.
The approximate costs of some descriptive toxicity tests are given
in Table 2-3.
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CHAPTER 3

MECHANISMS OF TOXICITY

Zoltdn Gregus and Curtis D. Klaassen

STEP 1—DELIVERY: FROM THE SITE
OF EXPOSURE TO THE TARGET

Absorption versus Presystemic Elimination
Absorption
Presystemic Elimination
Distribution to and Away from the Target
Mechanisms Facilitating Distribution to a Target
Mechanisms Opposing Distribution to a Target
Excretion versus Reabsorption
Excretion
Reabsorption
Toxication versus Detoxication
Toxication
Detoxication

STEP 2—REACTION OF THE ULTIMATE TOXICANT
WITH THE TARGET MOLECULE

Attributes of Target Molecules

Types of Reactions
Noncovalent Binding
Covalent Binding
Hydrogen Abstraction
Electron Transfer
Enzymatic Reactions

Effects of Toxicants on Target Molecules
Dysfunction of Target Molecules
Destruction of Target Molecules
Neoantigen Formation

Toxicity Not Initiated by Reaction with Target
Molecules

STEP 3—CELLULAR DYSFUNCTION
AND RESULTANT TOXICITIES

Toxicant-Induced Cellular Dysregulation
Dysregulation of Gene Expression
Dysregulation of Ongoing Cellular Activity

Toxic Alteration of Cellular Maintenance
Impairment of Internal Cellular Maintenance:

Mechanisms of Toxic Cell Death
Impairment of External Cellular Maintenance

STEP 4—REPAIR OR DYSREPAIR

Molecular Repair
Repair of Proteins
Repair of Lipids
Repair of DNA
Cellular Repair: A Strategy in Peripheral Neurons
Tissue Repair
Apoptosis: An Active Deletion of Damaged Cells
Proliferation: Regeneration of Tissue
Side Reactions to Tissue Injury
When Repair Fails
Toxicity Resulting from Dysrepair
Tissue Necrosis
Fibrosis
Carcinogenesis

CONCLUSIONS

Depending primarily on the degree and route of exposure, chemi-
cals may adversely affect the function and/or structure of living or-
ganisms. The qualitative and quantitative characterization of these
harmful or toxic effects is essential for an evaluation of the poten-
tial hazard posed by a particular chemical. It is also valuable to un-
derstand the mechanisms responsible for the manifestation of tox-
icity—that is, how a toxicant enters an organism, how it interacts
with target molecules, and how the organism deals with the insult.

An understanding of the mechanisms of toxicity is of both
practical and theoretical importance. Such information provides a
rational basis for interpreting descriptive toxicity data, estimating
the probability that a chemical will cause harmful effects, estab-
lishing procedures to prevent or antagonize the toxic effects, de-
signing drugs and industrial chemicals that are less hazardous, and
developing pesticides that are more selectively toxic for their tar-
get organisms. Elucidation of the mechanisms of chemical toxic-
ity has led to a better understanding of fundamental physiologic
and biochemical processes ranging from neurotransmission (e.g.,
curare-type arrow poisons) to deoxyribonucleic acid (DNA) repair

(e.g., alkylating agents). Pathologic conditions such as cancer and
Parkinson’s disease are better understood because of studies on the
mechanism of toxicity of chemical carcinogens and 1,2,3,6-
tetrahydro-1-methyl-4-phenylpyridine (MPTP), respectively. Con-
tinued research on mechanisms of toxicity will undoubtedly con-
tinue to provide such insights.

This chapter reviews the cellular mechanisms that contribute
to the manifestation of toxicities. Although such mechanisms are
dealt with elsewhere in this volume, they are discussed in detail in
this chapter in an integrated and comprehensive manner. We pro-
vide an overview of the mechanisms of chemical toxicity by re-
lating a series of events that begins with exposure, involves a mul-
titude of interactions between the invading toxicant and the
organism, and culminates in a toxic effect. This chapter focuses on
mechanisms that have been identified definitively or tentatively in
humans or animals.

As a result of the huge number of potential toxicants and the
multitude of biological structures and processes that can be im-
paired, there are a tremendous number of possible toxic effects.
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Correspondingly, there are various pathways that may lead to tox-
icity (Fig. 3-1). A common course is when a toxicant delivered to
its target reacts with it, and the resultant cellular dysfunction man-
isfests itself in toxicity. An example of this route to toxicity is that
taken by the puffer fish poison, tetrodotoxin. After ingestion, this
poison reaches the voltage-gated Na™ channels of motoneurons
(step 1). Interaction of tetrodotoxin with this target (step 2a) re-
sults in blockade of Na™ channels, inhibition of the activity of mo-
tor neurons (step 3), and ultimately skeletal muscle paralysis. No
repair mechanisms can prevent the onset of such toxicity.
Sometimes a xenobiotic does not react with a specific target
molecule but rather adversely influences the biological (micro)
environment, causing molecular, organellar, cellular, or organ
dysfunction leading to deleterious effects. For example, 2.4-

Alteration
of biological
environment

Interaction
with target
molecule

Cellular
dysfunction, 3>
injury
Dysrepair >

Figure 3-1. Potential stages in the development of toxicity after chemi-
cal exposure.
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dinitrophenol, after entering the mitochondrial matrix space (step
1), collapses the outwardly directed proton gradient across the in-
ner membrane by its mere presence there (step 2b), causing mito-
chondrial dysfunction (step 3), which is manifest in toxic effects
such as hyperthemia and seizures. Chemicals that precipitate in re-
nal tubules and block urine formation represent another example
for such a course (step 2b).

The most complex path to toxicity involves more steps (Fig.
3-1). First, the toxicant is delivered to its target or targets (step 1),
after which the ultimate toxicant interacts with endogenous target
molecules (step 2a), triggering perturbations in cell function and/or
structure (step 3), which initiate repair mechanisms at the molec-
ular, cellular, and/or tissue levels (step 4). When the perturbations
induced by the toxicant exceed repair capacity or when repair be-
comes malfunctional, toxicity occurs. Tissue necrosis, cancer, and
fibrosis are examples of chemically induced toxicities whose de-
velopment follow this four-step course.

STEP 1—DELIVERY: FROM THE
SITE OF EXPOSURE TO THE
TARGET

Theoretically, the intensity of a toxic effect depends primarily on
the concentration and persistence of the ultimate toxicant at its site
of action. The ultimate toxicant is the chemical species that reacts
with the endogenous target molecule (e.g., receptor, enzyme, DNA,
microfilamental protein, lipid) or critically alters the biological
(micro)environment, initiating structural and/or functional alter-
ations that result is toxicity. Often the ultimate toxicant is the
original chemical to which the organism is exposed (parent com-
pound). In other cases, the ultimate toxicant is a metabolite of the
parent compound or a reactive oxygen or nitrogen species (ROS
or RNS) generated during the biotransformation of the toxicant.
Occasionally, the ultimate toxicant is an endogenous molecule
(Table 3-1).

The concentration of the ultimate toxicant at the target mol-
ecule depends on the relative effectiveness of the processes that in-
crease or decrease its concentration at the target site (Fig. 3-2). The
accumulation of the ultimate toxicant at its target is facilitated by
its absorption, distribution to the site of action, reabsorption, and
toxication (metabolic activation). Presystemic elimination, distri-
bution away from the site of action, excretion, and detoxication op-
pose these processes and work against the accumulation of the ul-
timate toxicant at the target molecule.

Absorption versus Presystemic
Elimination

Absorption Absorption is the transfer of a chemical from the site
of exposure, usually an external or internal body surface (e.g., skin,
mucosa of the alimentary and respiratory tracts), into the systemic
circulation. The vast majority of toxicants traverse epithelial bar-
riers and reach the blood capillaries by diffusing through cells. The
rate of absorption is related to the concentration of the chemical at
the absorbing surface, which depends on the rate of exposure and
the dissolution of the chemical. It is also related to the area of the
exposed site, the characteristics of the epithelial layer through
which absorption takes place (e.g., the thickness of the stratum
corneum in the skin), the intensity of the subepithelial microcir-
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Table 3-1

Types of Ultimate Toxicants and Their Sources

Parent xenobiotics as ultimate toxicants
Pb ions
Tetrodotoxin
TCDD
Methylisocyanate
HCN
CO

Xenobiotic metabolites as ultimate toxicants

Amygdalin

Arsenate
Fluoroacetate
Ethylene glycol
Hexane
Acetaminophen
CCly
Benzo[a]pyrene (BP)
Benzo[a]pyrene (BP)

HCN

Arsenite

Fluorocitrate

Oxalic acid

2,5-Hexanedione
N-Acetyl-p-benzoquinoneimine
CCl1;00°
BP-7,8-diol-9,10-epoxide
BP-Radical cation

A A

Reactive oxygen or nitrogen species as ultimate toxicants

Hydrogen peroxide

Diquat, doxorubicin, nitrofurantoin
Cr(V), Fe(I), Mn(II), Ni(II)
Paraquat — O,* + NO°®

!

Hydroxyl radical (HOe)

l

Peroxynitrite (ONOO )

Endogenous compounds as ultimate toxicants

Sulfonamides — albumin-bound bilirubin

CC1;00° — unsaturated fatty acids
CCl1;00° — unsaturated fatty acids
CCl1;00° — unsaturated fatty acids
HO® — proteins

Bilirubin

Lipid peroxyl radicals
Lipid alkoxyl radicals
4-Hydroxynonenal
Protein carbonyls

Ll

culation, and the physicochemical properties of the toxicant. Lipid
solubility is usually the most important property influencing ab-
sorption. In general, lipid-soluble chemicals are absorbed more
readily than are water-soluble substances.

Presystemic Elimination During transfer from the site of expo-
sure to the systemic circulation, toxicants may be eliminated. This
is not unusual for chemicals absorbed from the gastrointestinal (GI)
tract because they must first pass through the GI mucosal cells,
liver, and lung before being distributed to the rest of the body by
the systemic circulation. The GI mucosa and the liver may elimi-
nate a significant fraction of a toxicant during its passage through
these tissues, decreasing its systemic availability. For example,
ethanol is oxidized by alcohol dehydrogenase in the gastric mucosa
(Lim et al., 1993), cyclosporine is returned from the enterocyte into
the intestinal lumen by P-glycoprotein (an ATP-dependent
xenobiotic transporter) and is also hydroxylated by cytochrome
P450 (CP3A4) in these cells (Lin et al., 1999), morphine is glu-
curonidated in the intestinal mucosa and the liver, and manganese
is taken up from the portal blood into the liver and excreted into
bile. Such processes may prevent a considerable quantity of chem-
icals from reaching the systemic blood. Thus, presystemic or first-
pass elimination reduces the toxic effects of chemicals that reach

their target sites by way of the systemic circulation. In contrast,
the processes involved in presystemic elimination may contribute
to injury of the digestive mucosa, the liver, and the lungs by chem-
icals such as ethanol, iron salts, @-amanitin, and paraquat because
these processes promote their delivery to those sites.

Distribution to and Away from
the Target

Toxicants exit the blood during the distribution phase, enter the ex-
tracellular space, and may penetrate into cells. Chemicals dissolved
in plasma water may diffuse through the capillary endothelium via
aqueous intercellular spaces and transcelluar pores called fenestrae
and/or across the cell membrane. Lipid-soluble compounds move
readily into cells by diffusion. In contrast, highly ionized and hy-
drophilic xenobiotics (e.g., tubocurarine and aminoglycosides) are
largely restricted to the extracellular space unless specialized mem-
brane carrier systems are available to transport them.

During distribution, toxicants reach their site or sites of
action, usually a macromolecule on either the surface or the inte-
rior of a particular type of cell. Chemicals also may be distributed
to the site or sites of toxication, usually an intracellular enzyme,
where the ultimate toxicant is formed. Some mechanisms facili-
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EXPOSURE SITE
Skin, Gl tract, respiratory tract,
injection/bite site, placenta

PRESYSTEMIC
ABSORPTION ELIMINATION
DISTRIBUTION DISTRIBUTION
TOWARD TARGET AWAY FROM TARGET
REABSORPTION EXCRETION
TOXICATION DETOXICATION

ULTIMATE
TOXICANT

TARGET MOLECULE
(Protein, lipid, nucleic acid
macromolecular complex)

TARGET SITE

Figure 3-2. The process of toxicant delivery is the first step in the de-
velopment of toxicity.

Delivery—that is, movement of the toxicant from the site of exposure to
the site of its action in an active form—is promoted by the processes listed
on the left and opposed by the events indicated on the right.

tate whereas others delay the distribution of toxicants to their tar-
gets.

Mechanisms Facilitating Distribution to a Target Distribution
of toxicants to specific target sites may be enhanced by (1) the
porosity of the capillary endothelium, (2) specialized membrane
transport, (3) accumulation in cell organelles, and (4) reversible in-
tracellular binding.

Porosity of the Capillary Endothelium Endothelial cells in the
hepatic sinusoids and in the renal peritubular capillaries have larger
fenestrae (50 to 150 nm in diameter) that permit passage of even
protein-bound xenobiotics. This favors the accumulation of chem-
icals in the liver and kidneys.

Specialized Transport Across the Plasma Membrane Special-
ized ion channels and membrane transporters can contribute to the
delivery of toxicants to intracellular targets. For example, Na™* K *-
ATPase promotes intracellular accumulation of thallous ion and
voltage-gated Ca>* channels permit the entry of cations such as
lead or barium ions into excitable cells. Paraquat enters into pneu-
mocytes, a-amanitin and microcystins enter into hepatocytes
(Kroncke et al., 1986), ochratoxin and the cysteine conjugate of
mercuric ion enter into renal tubular cells, and an MPTP metabo-
lite (MPP™) enters into extrapyramidal dopaminergic neurons by
means of carrier-mediated uptake. Endocytosis of some toxicant-
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protein complexes, such as Cd-metallothionein or hydrocarbons
bound to the male rat—specific a,,-globulin, by renal proximal
tubular cells also can occur. In addition, lipoprotein receptor—
mediated endocytosis contributes to entry of lipoprotein-bound tox-
icants into cells equipped with such transporters. Membrane recy-
cling can internalize catioinic aminoglycosides associated with an-
ionic phopholipides in the brush border membrane of renal tubular
cells (Laurent et al., 1990). This process also may contribute to
cellular uptake of heavy metal ions. Such uptake mechanisms fa-
cilitate the entry of toxicants into specific cells, rendering those
cells targets. Thus, carrier-mediated uptake of paraquat by pneu-
mocytes and internalization of aminoglycosides by renal proximal
tubular cells expose those cells to toxic concentrations of those
chemicals.

Accumulation in Cell Organelles Amphipathic xenobiotics with
a protonable amine group and lipophilic character accumulate in
lysosomes as well as mitochondria and cause adverse effects there.
Lysosomal accumulation occurs by pH trapping, i.e., diffusion of
the amine in unprotonated from into the acidic interior of the or-
ganelle, where the amine is protonated, preventing its efflux. Bind-
ing of the amine to lysosomal phospholipids impairs their degra-
dation and causes phospholipidosis. Mitochondrial accumulation
takes place electrophoretically. The amine is protonated in the in-
termembrane space (to where the mitochondria eject protons). The
cation thus formed will then be sucked into the matrix space by
the strong negative potential there (—220 mV), where it may im-
pair B-oxidation and oxidative phosphorylation. By such mecha-
nisms, the valued antiarrhytmic drug amiodarone is entrapped in
the hepatic lysosomes and mitochondria, causing phospholipidosis
(Kodovanti and Mehendale, 1990) and microvesiculas steatosis
with other liver lesions (Fromenty and Pessayre, 1997), respec-
tively. The cationic metabolite of MPTP (MPP") also elec-
trophoretically accumulates in the mitochondria of dopaminergic
neurones, causing mitochondrial dysfunction and cell death.
Reversible Intracellular Binding Binding to the pigment
melanin, an intracellular polyanionic aromatic polymer, is a mech-
anism by which chemicals such as organic and inorganic cations
and polycyclic aromatic hydrocarbons can accumulate in melanin-
containing cells (Larsson, 1993). The release of melanin-bound
toxicants is thought to contribute to the retinal toxicity associated
with chlorpromazine and chloroquine, injury to substantia nigra
neurons by MPTP and manganese, and the induction of melanoma
by polycyclic aromatics.

Mechanisms Opposing Distribution to a Target Distribution of
toxicants to specific sites may be hindered by several processes.
The processes include (1) binding to plasma proteins, (2) special-
ized barriers, (3) distribution to storage sites such as adipose tis-
sue, (4) association with intracellular binding proteins, and (5) ex-
port from cells.

Binding to Plasma Proteins As long as xenobiotics such as
DDT and TCDD are bound to high-molecular-weight proteins or
lipoproteins in plasma, they cannot leave the capillaries by diffu-
sion. Even if they exit the bloodstream through fenestrae, they have
difficulty permeating cell membranes. Dissociation from proteins
is required for most xenobiotics to leave the blood and enter cells.
Therefore, strong binding to plasma proteins delays and prolongs
the effects and elimination of toxicants.

Specialized Barriers Brain capillaries have very low aqueous
porosity because their endothelial cells lack fenestrae and are
joined by extremely tight junctions. This blood-brain barrier pre-
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vents the access of hydrophilic chemicals to the brain except for
those that can be actively transported. Water-soluble toxicants also
have restricted access to reproductive cells, which are separated
from capillaries by multiple layers to cells. The oocyte is sur-
rounded by the granulosa cells, and the spermatogenic cells are
surrounded by Sertoli cells that are tightly joined to form the blood-
testis barrier (Chap. 20). Transfer of hydrophilic toxicants across
the placenta is also restricted. However, none of these barriers are
effective against lipophilic substances.

Distribution to Storage Sites Some chemicals accumulate in tis-
sues (i.e., storage sites) where they do not exert significant effects.
For example, highly lipophilic substances such as chlorinated hy-
drocarbon insecticides concentrate in adipocytes, whereas lead is
deposited in bone by substituting for Ca®* in hydroxyapatite. Such
storage decreases the availability of these toxicants for their target
sites and acts as a temporary protective mechanism. However, in-
secticides may return to the circulation and be distributed to their
target site, the nervous tissue, when there is a rapid lipid loss as a
result of fasting. This is thought to contribute to the lethality to
pesticide-exposed birds during migration or during the winter
months, when food is restricted. The possibility that lead is mobi-
lized from the bone during pregnancy is of concern.

Association with Intracellular Binding Proteins Binding to
nontarget intracellular sites also reduces the concentration of
toxicants at the target site, at least temporarily. Metallothionein, a
cysteine-rich cytoplasmic protein, serves such a function in acute
cadmium intoxication (Goering et al., 1995).

Export from Cells Intracellular toxicants may be transported
back into the extracellular space. This occurs in brain capillary en-
dothelial cells. These cells contain in their luminal membrane an
ATP-dependent membrane transporter known as the multidrug-
resistance (mdr) protein, or P-glycoprotein, which extrudes chem-
icals and contributes to the blood-brain barrier (Schinkel, 1999).
Compared to normal mice, mice with disrupted mdr Ia gene ex-
hibit 100-fold higher brain levels of and sensitivity to ivermectin,
a neurotoxic pesticide and human anthelmintic drug that is one of
many P-glycoprotein substrates (Schinkel, 1999). The ooctye is
also equipped with the P-glycoprotein that provides protection
against chemicals that are substrates for this efflux pump (Elbling
et al., 1993).

Excretion versus Reabsorption

Excretion Excretion is the removal of xenobiotics from the blood
and their return to the external environment. Excretion is a physi-
cal mechanism whereas biotransformation is a chemical mecha-
nism for eliminating the toxicant.

For nonvolatile chemicals, the major excretory structures in
the body are the renal glomeruli, which hydrostatically filter small
molecules (<60 kDa) through their pores, and the proximal renal
tubular cells and hepatocytes, which actively transport chemicals
from the blood into the renal tubules and bile canaliculi, respec-
tively. These cells are readily exposed to blood-borne chemicals
throught the large endothelial fenestrae; they have membrane trans-
porters that mediate the uptake and luminal extrusion of certain
chemicals (Chap. 5). Renal transporters have a preferential affin-
ity for smaller (<300-Da), and hepatic transporters for larger
(>400-Da), amphiphilic molecules. A less common “excretory”
mechanism consists of diffusion and partition into the excreta on
the basis of their lipid content (see below) or acidity. For example,
morphine is transferred into milk and amphetamine is transferred

into gastric juice by nonionic diffusion. This is facilitated by pH
trapping of those organic bases in those fluids, which are acidic
relative to plasma (Chap. 5).

The route and speed of excretion depend largely on the
physicochemical properties of the toxicant. The major excretory
organs—the kidney and the liver—can efficiently remove only
highly hydrophilic, usually ionized chemicals such as organic acids
and bases. The reasons for this are as follows: (1) In the renal
glomeruli, only compounds dissolved in the plasma water can be
filtered; (2) transporters in hepatocytes and renal proximal tubular
cells are specialized for the secretion of highly hydrophilic organic
acids and bases; (3) only hydrophilic chemicals are freely soluble
in the aqueous urine and bile; and (4) lipid-soluble compounds are
readily reabsorbed by transcellular diffusion.

There are no efficient elimination mechanisms for nonvolatile,
highly lipophilic chemicals such as polyhalogenated biphenyls and
chlorinated hydrocarbon insecticides. If they are resistant to bio-
transformation, such chemicals are eliminated very slowly and tend
to accumulate in the body upon repeated exposure. Three rather
inefficient processes are available for the elimination of such chem-
icals: (1) excretion by the mammary gland after the chemical is
dissolved in the milk lipids; (2) excretion in bile in association with
biliary micelles and/or phospholipid vesicles; and (3) intestinal ex-
cretion, an incompletely understood transport from the blood into
the intestinal lumen. Volatile, nonreactive toxicants such as gases
and volatile liquids diffuse from pulmonary capillaries into the
alveoli and are exhaled.

Reabsorption Toxicants delivered into the renal tubules may dif-
fuse back across the tubular cells into the peritubular capillaries.
This process is facilitated by tubular fluid reabsorption, which in-
creases the intratubular concentration as well as the residence time
of the chemical by slowing urine flow. Reabsorption by diffusion
is dependent on the lipid solubility of the chemical. For organic
acids and bases, diffusion is inversely related to the extent of ion-
ization, because the nonionized molecule is more lipid-soluble. The
ionization of weak organic acids such as salicylic acid and pheno-
barbital and bases such as amphetamine, procainamide, and quini-
dine is strongly pH-dependent in the physiologic range. Therefore
their reabsorption is influenced significantly by the pH of the
tubular fluid. Acidification of urine favors the excretion of weak
organic bases, while alkalinization favors the elimination of
weak organic acids. Carriers for the physiologic oxyanions
mediate the reabsorption of some toxic metal oxyanions in the kid-
ney. Chromate and molybdate are reabsorbed by the sulfate trans-
porter, whereas arsenate is reabsorbed by the phosphate trans-
porter.

Toxicants delivered to the GI tract by biliary, gastric, and in-
testinal excretion and secretion by salivary glands and the exocrine
pancreas may be reabsorbed by diffusion across the intestinal mu-
cosa. Because compounds secreted into bile are usually organic
acids, their reabsorption is possible only if they are sufficiently
lipophilic or are converted to more lipid-soluble forms in the in-
testinal lumen. For example, glucuronides of toxicants such as
diethylstilbestrol and glucuronides of the hydroxylated metabolites
of polycyclic aromatic hydrocarbons, chlordecone, and halo-
genated biphenyls are hydrolyzed by the B-glucuronidase of in-
testinal microorganisms, and the released aglycones are reabsorbed
(Gregus and Klaassen, 1986). Glutathione conjugates of hexa-
chlorobutadiene and trichloroethylene are hydrolyzed by intestinal
and pancreatic peptidases, yielding the cysteine conjugates, which
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are reabsorbed and serve as precursors of additional metabolites
with nephrotoxic properties (Dekant et al., 1989).

Toxication versus Detoxication

Toxication A number of xenobiotics (e.g., strong acids and
bases, nicotine, aminoglycosides, ethylene oxide, methyliso-
cyanate, heavy-metal ions, HCN, CO) are directly toxic, whereas
the toxicity of others is due largely to metabolites. Biotransforma-
tion to harmful products is called foxication or metabolic activa-
tion. With some xenobiotics, toxication confers physicochemical
properties that adversely alter the microenvironment of biological
processes or structures. For example, oxalic acid formed from eth-
ylene glycol may cause acidosis and hypocalcemia as well as ob-
struction of renal tubules by precipitation as calcium oxalate.
Occasionally, chemicals acquire structural features and reactivity
by biotransformation that allows for a more efficient interaction
with specific receptors or enzymes. For example, the organophos-
phate insecticide parathion is biotransformed to paraoxon, an ac-
tive cholinestrase inhibitor; the rodenticide fluoroacetate is con-
verted in the citric acid cycle to fluorocitrate, a false substrate that
inhibits aconitase; and fialuridine, an antiviral drug withdrawn be-
cause it produced lethal hepatotoxicity in patients, is phosphory-
lated to the triphosphate, which inhibits DNA polymerase-y and
thus impairs synthesis of mitochondrial DNA (Lewis et al., 1996).
Most often, however, toxication renders xenobiotics and occasion-
ally other molecules in the body, such as oxygen and nitric oxide
(°*NO), indiscriminately reactive toward endogenous molecules
with susceptible functional groups. This increased reactivity may
be due to conversion into (1) electrophiles, (2) free radicals, (3)
nucleophiles, or (4) redox-active reactants.
Formation of Electrophiles Electrophiles are molecules contain-
ing an electron-deficient atom with a partial or full positive charge
that allows it to react by sharing electron pairs with electron-rich
atoms in nucleophiles. The formation of electrophiles is involved
in the toxication of numerous chemicals (Table 3-2) (Chap. 6). Such
reactants are often produced by insertion of an oxygen atom, which
withdraws electrons from the atom it is attached to, making that
electrophilic. This is the case when aldehydes, ketones, epoxides,
arene oxides, sulfoxides, nitroso compounds, phosphonates, and
acyl halides are formed (Table 3-2). In other instances, conjugated
double bonds are formed, which become polarized by the electron-
withdrawing effect of an oxygen, making one of the double-bonded
carbons electron-deficient (that is, electrophilic). This occurs when
o, B-unsaturated aldehydes and ketones as well as quinones and
quinoneimines are produced (Table 3-2). Formation of many of
these electrophilic metabolites is catalyzed by cytochrome P450.
Cationic electrophiles are produced as a result of heterolytic
bond cleavage. For example, methyl-substituted aromatics such as
7,12-dimethylbenzanthracene and aromatic amines (amides) such
as 2-acetylaminofluorene are hydroxylated to form benzylic alco-
hols and N-hydroxy arylamines (amides), respectively (Miller and
Surh, 1994). These substances are esterified, typically by sulfo-
transferases. Heterolytic cleavage of the C—O or N—O bonds of
these esters results in a hydrosulfate anion and the concomitant for-
mation of a benzylic carbonium ion or arylnitrenium ion, respec-
tively. The oxidation of metallic mercury to Hg*>" and the reduc-
tion of CrO,>~ to Cr’ ™" as well as that of AsO,>~ to AsO;> /As>*
are examples of the formation of electrophilic toxicants from in-
organic chemicals.
Formation of Free Radicals A free radical is a molecule or mo-
lecular fragment that contains one or more unpaired electrons in its
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outer orbital. Radicals are formed by (1) accepting an electron or (2)
losing an electron or by (3) homolytic fission of a covalent bond.

1. Xenobiotics such as paraquat, doxorubicin, and nitrofurantoin
can accept an electron from reductases to give rise to radicals
(Fig. 3-3). These radicals typically transfer the extra electron
to molecular oxygen, forming a superoxide anion radical (O, )
and regenerating the parent xenobiotic, which is ready to gain
a new electron (Kappas, 1986). Through this “redox cycling,”
one electron acceptor xenobiotic molecule can generate many
0,* molecules. There are also endogenous sources of O,*.
This radical is generated in large quantities by NAD(P)H ox-
idase in activated macrophages and granulocytes during “res-
piratory burst” and is also produced by the mitochondrial elec-
tron transport chain, especially in the “uncoupled” state. The
significance of O, stems to a large extent from the fact that
O, * is a starting compound in two toxication pathways (Fig.
3-4); one leading to formation of hydrogen peroxide (HOOH)
and then hydroxyl radical (HO®), whereas the other produces
peroxynitrite (ONOO ) and ultimately nitrogen dioxide
(°NO,), and carbonate anion radical (CO5*).

2. Nucleophilic xenobiotics such as phenols, hydroquinones,
aminophenols, amines, hydrazines, phenothiazines, and thiols
are prone to lose an electron and form free radicals in a reac-
tion catalyzed by peroxidases (Aust et al., 1993). Some of these
chemicals, such as catechols and hydroquinones, may undergo
two sequential one-electron oxidations, producing first semi-
quinone radicals and then quinones. Quinones are not only re-
active electrophiles (Table 3-2) but also electron acceptors with
the capacity to initiate redox cycling or oxidation of thiols and
NAD(P)H. Polycyclic aromatic hydrocarbons with sufficiently
low ionization potential, such as benzo[a]pyrene and 7,12-
dimethylbenzanthracene, can be converted via one-electron ox-
idation by peroxidases or cytochrome P450 to radical cations,
which may be the ultimate toxicants for these carcinogens
(Cavalieri and Rogan, 1992). Like peroxidases, oxyhemoglo-
bin (Hb-Fell-O,) can catalyze the oxidation of aminophenols
to semiquinone radicals and quinoneimines. This is another
example of toxication, because these products, in turn, oxidize
ferrohemoglobin (Hb-Fell) to methemoglobin (Hb-Felll),
which cannot carry oxygen.

3. Free radicals also are formed by homolytic bond fission, which
can be induced by electron transfer to the molecule (reductive
fission). This mechanism is involved in the conversion of CCl,
to the trichloromethyl free radical (C13C®) by an electron trans-
fer from cytochrome P450 or the mitochondrial electron trans-
port chain (reductive dehalogenation) (Recknagel et al., 1989).
The CI5C® reacts with O, to form the even more reactive
trichloromethylperoxy radical (Cl;COO®) (Hippeli and Elst-
ner, 1999).

The hydroxyl radical (HO®), a free radical of paramount
toxicologic significance, also is generated by homolytic fis-
sion. Such a process yields large amounts of HO® from water
upon ionizing radiation. Reductive homolytic fission of hy-
drogen peroxide (HOOH) to HO® and HO "~ is called the Fen-
ton reaction (Fig. 3-4). This is catalyzed by transition metal
ions, typically Fe(Il) or, Cu(I), Cr(V), Ni(I), or Mn(II), and
is a major toxication mechanism for HOOH and its precursor
O, as well as for transition metals. Moreover, the toxicity of
chemicals, such as nitrilotriacetic acid, bleomycin, and orel-
lanin (Hippeli and Elstner, 1999), that chelate transition metal
ions is also based on Fenton chemistry because chelation in-
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Table 3-2

Toxication by Formation of Electrophilic Metabolites
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ELECTROPHILIC PARENT ENZYMES CATALYZING
METABOLITE TOXICANT TOXICATION TOXIC EFFECT
Nonionic electrophiles
Aldehydes, ketones
Acetaldehyde Ethanol ADH Hepatic fibrosis(?)
Zomepirac glucuronide Zomepirac GT—isomerization Immune reaction(?)
2,5-Hexanedione Hexane P450 Axonopathy
o, 3-Unsaturated aldehydes, ketones
Acrolein Allyl alcohol ADH Hepatic necrosis
Acrolein Allyl amine MAO Vascular injury
Muconic aldehyde Benzene Multiple Bone marrow injury
4-Hydroxynonenal Fatty acids Lipid peroxidation Cellular injury(?)
Quinones, quinoneimines
DES-4,4'-quinone DES Peroxidases Carcinogenesis(?)
N-Acetyl-p-benzoquinoneimine Acetaminophen P450, peroxidases Hepatic necrosis
Epoxides, arene oxides
Aflatoxin B; 8,9-epoxide Aflatoxin B, P450 Carcinogenesis
2-Chlorooxirane Vinyl chloride P450 Carcinogenesis
Bromobenzene 3,4-oxide Bromobenzene P450 Hepatic necrosis
Benzo[a]pyrene 7,8-diol 9,10-oxide Benzo[a]pyrene P450 Carcinogenesis
Sulfoxides
Thioacetamide S-oxide Thioacetamide FMO Hepatic necrosis
Nitroso compounds
Nitroso-sulfamethoxazole Sulfamethoxazole P450 Immune reaction
Phosphonates
Paraoxon Parathion P450 ChE inhibition
Acyl halides
Phosgene Chloroform P450 Hepatic necrosis
Trifluoroacetyl chloride Halothane P450 Immune hepatitis
Thionoacyl halides
2,3,4,4-Tetrachlorothiobut- HCBD GST—-GGT Renal tubular necrosis
3-enoic acid chloride —DP—CBCL
Thioketenes
Chloro-1,2,2-trichlorovinyl- HCBD GST—-GGT Renal tubular necrosis
thioketene —DP—CCBL
Cationic Electrophiles
Carbonium ions
Benzylic carbocation 7,12-DMBA P450—ST Carcinogenesis
Carbonium cation DENA P450—s.1.
Nitrenium ions
Arylnitrenium ion AAF, DMAB, HAPP P450—ST Carcinogenesis
Sulfonium ions
Episulfonium ion 1,2-dibromoethane GST Carcinogenesis
Metal ions
Mercury(II) ion Elemental Hg Catalase Brain injury
Diaquo-diamino platinate(II) Cisplatinum S.I. Renal tubular necrosis

KEY: AAF = 2-acetylaminofluorene, ADH = alcohol dehydrogenase, CCBL = cysteine conjugate B-lyase; ChE = cholinesterase; DENA = diethylnitrosamine; DMAB = N,N-

dimethyl-4-aminoazobenzene; 7,12-DMBA = 7,12-dimethylbenzanthracene; DES = diethylstilbestrol; DP = dipeptidase; FMO = flavin-containing monooxygenase; GT =

UDP-glucuronosyltransferase; GGT = gamma-glutamyltransferase; GST = glutathione S-transferase; HAPP = heterocyclic arylamine pyrolysis products; HCBD = hexa-

chlorobutadiene; P450 = cytochrome P450; ST = sulfotransferase; s.r. = spontaneous rearrangement.

creases the catalytic efficiency of some transition metal ions.
The pulmonary toxicity of inhaled mineral particles such as
asbestos and silica is caused, at least in part, by the formation
of HO® triggered by Fe ions on the particle surface (Vallyathan
etal., 1998). Hydrogen peroxide is a direct or indirect by-prod-
uct of several enzymatic reactions, including monoamine ox-

idase, xanthine oxidase, and acyl-coenzyme A oxidase. It is
produced in large quantities by spontaneous or superoxide
dismutase-catalyzed dismutation of O, .

Homolytic cleavage is also thought to be involved in free
radical generation from ONOO ~ (Squadrito and Pryor, 1998)
(Fig. 3-4). The facile reaction of ONOO™ with the ubiquitous
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Figure 3-3. Production of superoxide anion radical (0,°) by paraquat
(PQ*™), doxorubicin (DR), and nitrofurantoin (NF).

Note that formation of (O, ) is not the final step in the toxication of these
xenobiotics, because O,* can yield the much more reactive hydroxyl rad-
ical, as depicted in Fig. 3-4.

CO, yields nitrosoperoxycarbonate (ONOOCO, ), which can
spontaneously homolyze into two radicals, the oxidant and ni-
trating agent nitrogen dioxide (*NO,) and the oxidant carbon-
ate anion radical (COs®). Thus, formation of ONOO ™~ and the
latter radicals represent a toxication mechanism for O,* and
*NO. As *NO is the product of nitric oxide synthase (NOS),
this mechanism is especially relevant in and around cells that
express NOS consitutively (i.e., neurons and endothelial cells)
as well as in and around cells that express the inducible form
of NOS in response to cytokines.

Formation of Nucleophiles The formation of nucleophiles is a
relatively uncommon mechanism for activating toxicants. Exam-

‘NO
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ples include the formation of cyanide from amygdalin, which is
catalyzed by bacterial B-glucosidase in the gut; from acrylonitrile
after epoxidation and subsequent glutathione conjugation; and from
sodium mitroprusside by thiol-induced decomposition. Carbon
monoxide is a toxic metabolite of dihalomethanes that undergo ox-
idative dehalogenation. Hydrogen selenide, a strong nucleophile
and reductant, is formed from selenite by reaction with glutathione
or other thiols.

Formation of Redox-Active Reactants There are specific mech-
anisms for the creation of redox-active reactants other than those
already mentioned. Examples include the formation of the
methemoglobin-producing nitrite from nitrate by bacterial
reduction in the intestine or from esters of nitrous or nitric acids
in reaction with glutathione. Dapsone hydroxylamine and 5-
hydroxyprimaquine, hydroxylated metabolites of the respective
drugs, produce methemoglobin by cooxidation (Fletcher et al.,
1988). Reductants such as ascorbic acid and reductases such as
NADPH-dependent flavoenzymes reduce Cr(VI) to Cr(V) (Shi and
Dalai, 1990). Xenobiotic radicals formed in redox cycling (e.g.,
those depicted in Fig. 3-3) as well as O,* and *NO can reduce
Fe(III) bound to ferritin and consequently release it as Fe(I). Cr(V)
and Fe(Il) thus formed catalyze HO® formation (Fig. 3-4).

In summary, the most reactive metabolites are electron-
deficient molecules and molecular fragments such as electrophiles
and neutral or cationic free radicals. Although some nucleophiles
are reactive (e.g., HCN, CO), many are activated by conversion to
electrophiles. Similarly, free radicals with an extra electron cause
damage by giving rise to the neutral HO® radical after the forma-
tion and subsequent homolytic cleavage of HOOH.

Detoxication Biotransformations that eliminate the ultimate tox-
icant or prevent its formation are called detoxications. In some

ONOO™ ==

2H"

co, ~

ONOOCO;

.

*NO, co;

0; 0,
/ ; \socﬂ
0; r > HOOH

Fe(ll), Cu(l), Mn(ll), Cr(V), Ni(ll)

\i:EN TON REACTION
Fe(lll), Cu(ll), Mn(lll), Cr(V1), Ni(lll)

[HOOHI

)

HO® "OH

Figure 3-4. Two pathways for toxication of superoxide anion radical (0,*) via nonradical products (ONOO~
and HOOH) to radical products ("NO,, COs* and HO").

In one pathway, conversion of (O,*) to HOOH is spontaneous or is catalyzed by superoxide dismutase (SOD).
Homolytic cleavage of HOOH to hydroxyl radical and hydroxyl ion is called the Fenton reaction and is cat-
alyzed by the transition metal ions shown. Hydroxyl radical formation is the ultimate toxication for xenobiotics
that form O,® (see Fig. 3-3) or for HOOH, the transition metal ions listed, and some chemicals that form com-
plexes with these transiton metal ions. In the other pathway, O,® reacts avidly with nitric oxide ("NO), the prod-
uct of *NO synthase (NOS), forming peroxynitrite (ONOO"). Spontaneous reaction of ONOO™ with carbon diox-
ide (CO,) yields nitrosoperoxy carbonate (ONOOCO,") that is homolytically cleaved to nitrogen dioxide ("NO,)
and carbonate anion radical (COs® ). All three radical products indicated in this figure are oxidants, whereas

*NO, is also a nitrating agent.



CHAPTER 3 MECHANISMS OF TOXICITY 43

cases, detoxication may compete with toxication for a chemical.
Detoxication can take several pathways, depending on the chemi-
cal nature of the toxic substance.
Detoxication of Toxicants with No Functional Groups In gen-
eral, chemicals without functional groups, such as benzene and
toluene, are detoxicated in two phases. Initially, a functional group
such as hydroxyl or carboxyl is introduced into the molecule, most
often by cytochrome-P450 enzymes. Subsequently, an endogenous
acid such as glucuronic acid, sulfuric acid, or an amino acid is
added to the functional group by a transferase. With some excep-
tions, the final products are inactive, highly hydrophilic organic
acids that are readily excreted.
Detoxication of Nucleophiles Nucleophiles generally are detox-
icated by conjugation at the nucleophilic functional group. Hy-
droxylated compounds are conjugated by sulfation, glucuronida-
tion, or rarely by methylation, whereas thiols are methylated or
glucuronidated and amines and hydrazines are acetylated. These
reactions prevent peroxidase-catalyzed conversion of the nucle-
ophiles to free radicals and biotransformation of phenols,
aminophenols, catechols, and hydroquinones to electrophilic
quinones and quinoneomines. An alternative mechanism for the
elimination of thiols and hydrazines is oxidation by flavin-
containing monooxygenases (Jakoby and Ziegler, 1990). Some al-
cohols, such as ethanol, are detoxicated by oxidation to carboxylic
acids by alcohol and aldehyde dehydrogenases. A specific
detoxication mechanism is the biotransformation of cyanide to thio-
cyanate by rhodanese.
Detoxication of Electrophiles A general mechanism for the
detoxication of electrophilic toxicants is conjugation with the thiol
nucleophile glutathione (Ketterer, 1988). This reaction may occur
spontaneously or can be facilitated by glutathione S-transferases.
Metal ions—such as Ag™, Cd*", Hg?", and CH;Hg* ions—read-
ily react with and are detoxicated by glutathione. Specific mecha-
nisms for the detoxication of electrophilic chemicals include epox-
ide hydrolase-catalyzed biotransformation of epoxides and arene
oxides to diols and dihydrodiols, respectively, and carboxyl-
esterase-catalyzed hydrolysis of organophosphate ester pesticides.
Others are two-electron reduction of quinones to hydroquinones by
DT-diaphorase, reduction of «,(-unsaturated aldehydes to alcohols
by alcohol dehydrogenase or oxidation to acids by aldehyde de-
hydrogenase, and complex formation of thiol-reactive metal ions
by metallothionein and the redox-active ferrous iron by ferrin. Co-
valent binding of electrophiles to proteins can also be regarded as
detoxification provided that the protein has no critical function and
does not become a neoantigen or otherwise harmful. Car-
boxylesterases, for example, inactivate organophosphates not only
by hydrolysis but also by covalent binding.
Detoxication of Free Radicals Because O, can be converted into
much more reactive compounds (Fig. 3-4), its elimination is an im-
portant detoxication mechanism. This is carried out by superoxide
dismutases (SOD), high-capacity enzymes located in the cytosol
(Cu,Zn-SOD) and the mitochondria (Mn-SOD), which convert O, *®
to HOOH (Fig. 3-5). Subsequently, HOOH is reduced to water by
the selenocysteine-containing glutathione peroxidase in the cytosol
or by catalase in the peroxisomes (Fig. 3-5) (Cotgrave et al., 1988).
No enzyme eliminates HO®. While some relatively stable
radicals, such as peroxyl radicals, can readily abstract a hydrogen
atom from glutathione, a-tocopherol (vitamin E), or ascorbic acid
(vitamin C), thus becoming nonradicals, these antioxidants are
generally ineffective in detoxifying HO® (Sies, 1993). This is due
to its extremely short half-life (10~ s), which provides little time

for the HO® to reach and react with antioxidants. Therefore the
only effective protection against HO® is to prevent its formation
by elimination of its precursor, HOOH, via conversion to water
(Fig. 3-5).

ONOO™ (which is not a free radical oxidant) is significantly
more stable than HO® (half-life of about 1 s). Nevertheless, the
small biological antioxidant molecules (glutathione, uric acid,
ascorbic acid, a-tocopherol) are relatively inefficient in intercept-
ing it because ONOO  rapidly reacts with CO, (Squadrito and
Pryor, 1998) to form reactive free radicals (Fig. 3-4). More effi-
cient is the selenocysteine-containing glutathione peroxidase,
which can reduce ONOO ™ to nitrite (ONO ) the same way it re-
duces HOOH to water (Arteel et al., 1999). Selenoprotein P, which
contains 10 selenocysteine residues and coats the surface of en-
dothelial cells, also reduces ONOO  and may serve as a protec-
tant against this oxidant in blood (Arteel et al., 1999; Burk and
Hill, 1999). In addition, ONOO™ reacts with oxyhemoglobin,
heme-containing peroxidases and albumin, all of which could be
important sinks for ONOO . Furthermore, elimination of the two
ONOO™ precursors—i.e., *°NO by reaction with oxyhemoglobin
(to yield methemoglobin and nitrate) and O, by SODs (see
above)—is a significant mechanism in preventing ONOO ™~ buildup
(Squadrito and Pryor, 1998).

Peroxidase-generated free radicals are eliminated by electron
transfer from glutathione. This results in the oxidation of
glutathione, which is reversed by NADPH-dependent glutathione
reductase (Fig. 3-6). Thus, glutathione plays an important role in
the detoxication of both electrophiles and free radicals.
Detoxication of Protein Toxins Presumably, extra- and intracel-
lular proteases are involved in the inactivation of toxic
polypeptides. Several toxins found in venoms, such as «- and
B-bungaratoxin, erabutoxin, and phospholipase, contain intramol-
ecular disulfide bonds that are required for their activity. These pro-
teins are inactivated by thioredoxin, an endogenous dithiol protein
that reduces the essential disulfide bond (Lozano et al., 1994).
When Detoxication Fails Detoxication may be insufficient for
several reasons:

1. Toxicants may overwhelm detoxication processes, leading to
exhaustion of the detoxication enzymes, consumption of the
cosubtrates, or depletion of cellular antioxidants such as glu-
tathione, ascorbic acid, and a-tocopherol. This results in the
accumulation of the ultimate toxicant.

2. Occasionally, a reactive toxicant inactivates a detoxicating en-
zyme. For example, ONOO  incapacitates Mn-SOD, which
normally would counteract ONOO ™~ formation (Murphy, 1999)
(see Fig. 3-4).

2GSH  GSSG
] soD
o} HOOH
2H CAT 2HOH
HOOH 0,

Figure 3-5. Detoxication of superoxide anion radical (0,°) by superox-
ide dismutase (SOD), glutathione peroxidase (GPO), and catalase (CAT).
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Figure 3-6. Detoxication of peroxidase (POD)—generated free radicals
such as chlorpromazine free radical (CPZ%) by glutathione (GSH).

The by-products are glutathione thiyl radical (GS®) and glutathione disul-
fide (GSSG), from which GSH is regenerated by glutathione reductase
(GR).

3. Some conjugation reactions can be reversed. For example, 2-
naphthylamine, a bladder carcinogen, is N-hydroxylated and glu-
curonidated in liver, with the glucuronide excreted into urine.
While in the bladder, the glucuronide is hydrolyzed, and the re-
leased arylhydroxylamine is converted by protonation and de-
hydration to the reactive electrophilic arylnitrenium ion (Bock
and Lilienblum, 1994). Isocyanates and isothiocyanates form la-
bile glutathione conjugates from which they can be released.
Thus, methylisocyanate readily forms a glutathione conjugate in
the lung after inhalation. From there, the conjugate is distrib-
uted to other tissues, where the reactive electrophilic parent
compound may be regenerated (Baillie and Kassahun, 1994).
Such conjugates are considered transport forms of toxicants.

4. Sometimes detoxication generates potentially harmful by-
products such as the glutathione thiyl radical and glutathione
disulfide, which are produced during the detoxication of free
radicals (Fig. 3-6). Glutathione disulfide can form mixed disul-
fides with protein thiols, whereas the thiyl radical (GS®), after
reacting with thiolate (GS ™), forms a glutathione disulfide rad-
ical anion (GSSGe®), which can reduce O, to O,°.

STEP 2—REACTION OF THE
ULTIMATE TOXICANT WITH THE
TARGET MOLECULE

Toxicity is typically mediated by a reaction of the ultimate toxicant
with a target molecule (step 2a in Fig. 3-1). Subsequently, a series
of secondary biochemical events occur, leading to dysfunction or in-
jury that is manifest at various levels of biological organization, such
as at the target molecule itself, cell organelles, cells, tissues and or-
gans, and even the whole organism. Because interaction of the ulti-
mate toxicant with the target molecule triggers the toxic effect, con-
sideration is given to (1) the attributes of target molecules, (2) the
types of reactions between ultimate toxicants and target molecules,
and (3) the effects of toxicants on the target molecules (Fig. 3-7).
Finally, consideration is given to toxicities that are initiated not by
reaction of the ultimate toxicant with target molecules but rather by
alteration of the biological (micro)environment in which critical en-
dogenous molecules, cell organelles, cells, and organs operate.

Attributes of Target Molecules

Practically all endogenous compounds are potential targets for tox-
icants. The identification and characteristics of the target molecules
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involved in toxicity constitute a major research priority, but a com-
prehensive inventory of potential target molecules is impossible.
Nevertheless, the most prevalent and toxicologically relevant tar-
gets are macromolecules such as nucleic acids (especially DNA)
and proteins. Among the small molecules, membrane lipids are fre-
quently involved, whereas cofactors such as coenzyme A and pyri-
doxal rarely are involved.

To be a target, an endogenous molecule must possess the ap-
propriate reactivity and/or steric configuration to allow the ultimate
toxicant to enter into covalent or noncovalent reactions. For these
reactions to occur, the target molecule must be accessible to a suf-
ficiently high concentration of the ultimate toxicant. Thus, endoge-
nous molecules that are in the vicinity of reactive chemicals or are
adjacent to sites where they are formed are frequently targets. The
first target for reactive metabolites is often the enzyme responsible
for their production or the adjacent intracellular structures. For ex-
ample, thyroperoxidase, the enzyme responsible for thyroid hor-
mone synthesis, converts some nucleophilic xenobiotics (such as
methimazole, amitrole, and resorcinol) into reactive free radical
metabolites that inactivate the thyroperoxidase (Engler et al., 1982).
This is the basis for the antithyroid as well as the thyroid tumor—
inducing effect of these chemicals. Carbon tetrachloride, which is
activated by cytochrome P450, destroys this enzyme as well as the
neighboring microsomal membranes (Osawa et al., 1995). Several
mitochondrial enzymes—including pyruvate dehydrogenase, suc-
cinate dehydrogenase, and cytochrome ¢ oxidase—are convenient
targets for nephrotoxic cysteine conjugates such as dichlorovinyl
cysteine, because these conjugates are converted to electrophiles in
the same organelle by mitochondrial cysteine conjugate [B-lyase
(Dekant et al., 1989). Reactive metabolites that are unable to find

ATTRIBUTES
OF TARGET:

¢ Reactivity
* Accessibility
e Critical function

TARGET
MOLECULE |

REACTION TYPES:

* Noncovalent binding
 Covalent binding

* Hydrogen abstraction
¢ Electron transfer

* Enzymatic reaction

Figure 3-7. Reaction of the ultimate toxicant with the target molecule:
the second step in the development of toxicity.



CHAPTER 3 MECHANISMS OF TOXICITY 45

appropriate endogenous molecules in close proximity to their site
of formation may diffuse until they encounter such reactants. For
example, hard electrophiles such as the arylnitrenium ion metabo-
lite of N-methyl-4-aminoazobenzene react readily with hard nucle-
ophilic atoms in nucleic acids, and thus target DNA in the nucleus
even though the electrophiles are produced in the cytoplasm.

Not all targets for chemicals contribute to the harmful effects.
Thus, while carbon monoxide causes toxicity by binding to ferro-
hemoglobin, it also associates with the iron in cytochrome P450
with little or no consequence. Covalent binding of toxicants to var-
ious intracellular proteins, including enzymes and structural pro-
teins, has been demonstrated, yet it is often uncertain which pro-
tein(s) is/are involved in binding that is toxicologically relevant
(Cohen et al., 1997; Pumford and Halmes, 1997; Rombach and
Hanzlik, 1999). Arylation of some hepatic mitochondrial proteins
by acetaminophen might be causally related to the liver injury in-
duced by this drug because the nonhepatotoxic regioisomer of acet-
aminophen does not readily bind covalently to these proteins
(Cohen et al., 1997). In contrast, arylation of a number of hepatic
cytoplasmic proteins by acetaminophen is likely to be inconse-
quential because a nonhepatotoxic regioisomer of this drug also
arylates those proteins (Nelson and Pearson, 1990). Covalent
binding to proteins without adverse consequences may even rep-
resent a form of detoxication by sparing toxicologically relevant
targets. This principle is best exemplified by covalent binding of
organophosphate insecticides to plasma cholinesterase, which is a
significant protective mechanism, as it counteracts phosphorylation
of acetylcholinesterase, the target molecule. Thus, to conclusively
identify a target molecule as being responsible for toxicity, it should
be demonstrated that the ultimate toxicant (1) reacts with the tar-
get and adversely affects its function, (2) reaches an effective con-
centration at the target site, and (3) alters the target in a way that
is mechanistically related to the observed toxicity.

Types of Reactions

The ultimate toxicant may bind to the target molecules noncova-
lently or covalently and may alter it by hydrogen abstraction, elec-
tron transfer, or enzymatically.

Noncovalent Binding This type of binding can be due to apolar
interactions or the formation of hydrogen and ionic bonds and is typ-
ically involved in the interaction of toxicants with targets such as
membrane receptors, intracellular receptors, ion channels, and some

Table 3-3
Examples of Soft and Hard Electrophiles and Nucleophiles

enzymes. For example, such interactions are responsible for the bind-
ing of strychnine to the glycine receptor on motor neurons in the
spinal cord, TCDD to the aryl hydrocarbon receptor, saxitoxin to
sodium channels, phorbol esters to protein kinase C, and warfarin to
vitamin K 2,3-epoxide reductase. Such forces also are responsible
for the intercalation of chemicals such as acridine yellow and dox-
orubicin into the double helix of DNA. These chemicals are toxic
because the steric arrangement of their atoms allows them to com-
bine with complementary sites on the endogenous molecule more or
less as a key fits into a lock. Noncovalent binding usually is re-
versible because of the comparatively low bonding energy.

Covalent Binding Being practically irreversible, covalent binding
is of great toxicologic importance because it permanently alters en-
dogenous molecules (Boelsterli, 1993). Covalent adduct formation is
common with electrophilic toxicants such as nonionic and cationic
electrophiles and radical cations. These toxicants react with nucle-
ophilic atoms that are abundant in biological macromolecules, such
as proteins and nucleic acids. Electrophilic atoms exhibit some se-
lectivity toward nucleophilic atoms, depending on their charge-to-
radius ratio. In general, soft electrophiles prefer to react with soft
nucleophiles (low charge-to-radius ratio in both), whereas hard elec-
trophiles react more readily with hard nucleophiles (high charge-to-
radius ratio in both). Examples are presented in Table 3-3. Metal ions
such as silver and mercury also are classified as soft electrophiles that
prefer to react with soft nucleophiles and hard electrophiles such as
lithium, calcium, and barium, which react preferentially with hard
nucleophiles. Metals falling between these two extremes, such as
chromium, zinc, and lead, exhibit universal reactivity with nucle-
ophiles. The reactivity of an electrophile determines which endoge-
nous nucleophiles can react with it and become a target.

Neutral free radicals such as HO®, *NO,, and CI;C* also can
bind covalently to biomolecules. The addition of C1;C* to double-
bonded carbons in lipids or to lipid radicals yields lipids contain-
ing chloromethylated fatty acids. The addition of hydroxyl radicals
to DNA bases results in the formation of numerous products,
including 8-hydroxypurines, S5-hydroxymethylpyrimidines, and
thymine and cytosine glycols (Breen and Murphy, 1995).

Nucleophilic toxicants are in principle reactive toward
electrophilic endogenous compounds. Such reactions occur infre-
quently because electrophiles are rare among biomolecules. Ex-
amples include the covalent reactions of amines and hydrazides
with the aldehyde pyridoxal, a cosubstrate for decarboxylases. Car-
bon monoxide, cyanide, hydrogen sulfide, and azide form coordi-

ELECTROPHILES

NUCLEOPHILES

Carbon in polarized double bonds (e.g., quinones, Soft

«,B-unsaturated ketones)
Carbon in epoxides, strained-ring lactones, aryl halides
Aryl carbonium ions

Benzylic carbonium ions, nitrenium ions

Alkyl carbonium ions

Hard

Sulfur in thiols (e.g., cysteinyl residues in proteins and
glutathione)

Sulfur in methionine

Nitrogen in primary and secondary amino groups of
proteins

Nitrogen in amino groups in purine bases in nucleic
acids

Oxygen of purines and pyrimidines in nucleic acids

Phosphate oxygen in nucleic acids

sourck: Based on Coles (1984).
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nate covalent bonds with iron in various hemeproteins. Other nu-
cleophiles react with hemoglobin in an electron-transfer reaction
(see below).

Hydrogen Abstraction Neutral free radicals, such as those gen-
erated in reactions depicted in Fig. 3-4, can readily abstract H atoms
from endogenous compounds, converting those compounds into
radicals. Abstraction of hydrogen from thiols (R—SH) creates thiyl
radicals (R—S°®), which are precursors of other thiol oxidation
products, such as sulfenic acids (R—SOH) and disulfides (R—S—
S—R). Radicals can remove hydrogen from CH, groups of free
amino acids or from amino acid residues in proteins and convert
them to carbonyls. These carbonyls react with amines, forming
cross-links with DNA or other proteins. Hydrogen abstraction from
deoxyribose in DNA yields the C-4'-radical, the first step to DNA
cleavage (Breen and Murphy, 1995). Abstraction of hydrogen from
fatty acids produces lipid radicals and initiates lipid peroxidation.
As depicted in Fig. 3-8, nitration of tyrosine residues in proteins
purportedly involves H abstraction followed by covalent binding
between the resultant tyrosyl radical and *NO, (Squadrito and
Pryor, 1998).

Electron Transfer Chemicals can oxidize Fe(Il) in hemoglobin
to Fe(Ill), producing methemoglobinemia. Nitrite can oxidize
hemoglobin, whereas N-hydroxyl arylamines (such as dapsone
hydroxylamine), phenolic compounds (such as 5-hydroxy pri-
maquine), and hydrazines (such as phenylhydrazine) are cooxi-
dized with oxyhemoglobin, forming methemoglobin and hydrogen
peroxide (Coleman and Jacobus, 1993).

Enzymatic Reactions A few toxins act enzymatically on spe-
cific target proteins. For example, ricin induces hydrolytic frag-
mentation of ribosomes, blocking protein synthesis. Several bac-
terial toxins catalyze the transfer for ADP-ribose from NAD™ to
specific proteins. For example, diphtheria toxin blocks the func-
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Figure 3-8. Formation of 3-nitrotyrosine residues in proteins by reaction
with nitrogen dioxide ("NO;).
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(*NO,) is the nitrating species generated from ONOO™ (Fig. 3-4). In ad-
dition, (*"NO,) is a contaminant in cigarette smoke, exhaust of gas engines
and stoves, as well as the causative agent of “silo-filler’s disease.”
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tion of elongation factor 2 in protein synthesis and cholera toxin
activates a G protein through such a mechanism. Snake venoms
contain hydrolytic enzymes that destroy biomolecules.

In summary, most ultimate toxicants act on endogenous mol-
ecules on the basis of their chemical reactivity. Those with more
than one type of reactivity may react by different mechanisms with
various target molecules. For example, quinones may act as elec-
tron acceptors and initiate thiol oxidation or free radical reactions
that lead to lipid peroxidation, buy they may also act as soft elec-
trophiles and bind covalently to protein thiols. The lead ion acts as
a soft electrophile when it forms coordinate covalent bonds with
critical thiol groups in J-aminolevulinic acid dehydratase, its
major target enzyme in heme synthesis (Goering, 1993). However,
it behaves like a hard electrophile or an ion when it binds to pro-
tein kinase C or blocks calcium channels, substituting for the nat-
ural ligand Ca®" at those target sites.

Effects of Toxicants
on Target Molecules

Reaction of the ultimate toxicant with endogenous molecules may
cause dysfunction or destruction; in the case of proteins, it may
render them foreign (i.e., an antigen) to the immune system.

Dysfunction of Target Molecules Some toxicants activate
protein target molecules, mimicking endogenous ligands. For
example, morphine activates opiate receptors, clofibrate is an ag-
onist on the peroxisome proliferator—activated receptor, and phor-
bol esters and lead ions stimulate protein kinase C.

More commonly, chemicals inhibit the function of target mol-
ecules. Several xenobiotics—such as atropine, curare, and strych-
nine—block neurotransmitter receptors by attaching to the ligand-
binding sites or by interfering with the function of ion channels.
Tetrotodoxin and saxitoxin, for example, inhibit opening of the
voltage-activated sodium channels in the neuronal membrane,
whereas DDT and the pyrethroid insecticides inhibit their closure.
Some toxicants block ion transporters, others inhibit mitochon-
drial electron transport complexes, and many inhibit enzymes.
Chemicals that bind to tubulin (e.g., vinblastine, colchicine, pacli-
taxel, trivalent arsenic) or actin (e.g., cytochalasin B, phalloidin)
impair the assembly (polymerization) and/or disassembly (depoly-
merization) of these cytoskeletal proteins.

Protein function is impaired when conformation or structure
is altered by interaction with the toxicant. Many proteins possess
critical moities, especially thiol groups, that are essential for cat-
alytic activity or assembly to macromolecular complexes. Proteins
that are sensitive to covalent and/or oxidative modification of their
thiol groups include the enzymes protein tyrosine phosphatases
(Herrlich et al., 1998), glyceraldehyde 3-phosphate dehydrogenase
(see Table 3-6), and pyruvate dehydrogenase (see Fig. 3-13), the
Ca>" pumps (see Fig. 3-14, Table 3-7), and the transcription fac-
tor AP-1, just to name a few. The activity of these and many other
proteins is impaired by thiol-reactive chemicals, triggering aber-
rant signal transduction and/or impaired maintenance of the cell’s
energy and metabolic homeostasis. Protein tyrosine nitration (see
Fig. 3-8) may alter also protein function or may interfere with sig-
naling pathways that involve tyrosine kinases and phosphatases
(Arteel et al., 1999).

Toxicants may interfere with the template function of DNA.
The covalent binding of chemicals to DNA causes nucleotide
mispairing during replication. For example, covalent binding of
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aflatoxin 8,9-oxide to N-7 of guanine results in pairing of the
adduct-bearing guanine with adenine rather than cytosine, leading
to the formation of an incorrect codon and the insertion of an in-
correct amino acid into the protein. Such events are involved in the
aflatoxin-induced mutation of the ras proto-oncogene and the p53
tumor suppressor gene (Eaton and Gallagher, 1994). 8-Hydroxy-
guanine and 8-hydroxyadenine are mutagenic bases produced by
HO® that can cause mispairing with themselves as well as with
neighboring pyrimidines, producing multiple amino acid substitu-
tions (Breen and Murphy, 1995). Chemicals such as doxorubicin,
that intercalate between stacked bases in the double-helical DNA,
push adjacent base pairs apart, causing an even greater error in the
template function of DNA by shifting the reading frame.

Destruction of Target Molecules In addition to adduct forma-
tion, toxicants alter the primary structure of endogenous mole-
cules by means of cross-linking and fragmentation. Bifunctional
electrophiles such as 2,5-hexanedione, carbon disulfide, acrolein,
4-hydroxynonenal, and nitrogen mustard alkylating agents cross-
link cytoskeletal proteins, DNA, or DNA with proteins. Hydroxyl
radicals also can induce cross-linking by converting these macro-
molecules into either reactive electrophiles (e.g., protein carbonyls),
which react with a nucleophilic site in another macromolecule, or
radicals, which react with each other. Cross-linking imposes both
structural and functional constraints on the linked molecules.

Some target molecules are susceptible to spontaneous degra-
dation after chemical attack. Free radicals such as Cl;COO° and
HO°® can initiate peroxidative degradation of lipids by hydrogen
abstraction from fatty acids (Recknagel et al., 1989). The lipid rad-
ical (L®) formed is converted successively to lipid peroxyl radical
(LOO®) by oxygen fixation, lipid hydroperoxide (LOOH) by
hydrogen abstraction, and lipid alkoxyl radical (LO®) by the
Fe(II)-catalyzed Fenton reaction. Subsequent fragmentation gives
rise to hydrocarbons such as ethane and reactive aldehydes such
as 4-hydroxynonenal and malondialdehyde (Fig. 3-9). Thus, lipid
peroxidation not only destroys lipids in cellular membranes but
also generates endogenous toxicants, both free radicals (e.g., LOO®,
LO®) and electrophiles (e.g., 4-hydroxynonenal). These substances
can readily react with adjacent molecules, such as membrane pro-
teins, or diffuse to more distant molecules such as DNA.

Apart from hydrolytic degradation by toxins and radiolysis,
toxicant-induced fragmentation of proteins is not well documented.
There are, however, examples for destruction of the prosthetic group
in enzymes. For instance, cytochrome P450 converts allyl isopropyl
acetamide into a reactive metabolite, which alkylates the heme moi-
ety of the enzyme. This leads to loss of the altered heme and to por-
phyria (De Matteis, 1987). Aconitase is attacked by ONOO ™ at its
[4Fe-4S1?* cluster, whose one Fe atom is genuinely labile (as is
complexed to an inorganic sulfur and not to enzyme-bound cys-
teines like the others). As a result of the oxidant action of ONOO ™,
the labile Fe is lost, inactivating the enzyme (Castro et al., 1994)
and compromising the citric acid cycle where aconitase functions.

Several forms of DNA fragmentation are caused by toxicants.
For instance, attack of DNA bases by HO® can result in the for-
mation of imidazole ring—opened purines or ring—contracted
pyrimidines, which block DNA replication. Formation of a bulky
adduct at guanine N-7 destabilizes the N-glycosylic bond, induc-
ing depurination. Depurination results in apurinic sites that are mu-
tagenic. Single-strand breaks typically are caused by hydroxyl rad-
icals via abstraction of H from desoxyribose in DNA yielding the
C-4' radical, followed by O,* addition, Criegee rearrangement,
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Figure 3-9. Lipid peroxidation initiated by the hydroxyl radical (HO").

Many of the products, such as the radicals and the «,B-unsaturated alde-
hydes, are reactive, whereas others, such as ethane, are nonreactive but are
indicators of lipid peroxidation.

and cleavage of the phosphodiester bond (Breen and Murphy,
1995). Multiple hydroxyl radical attacks on a short length of DNA,
which occur after ionizing radiation, cause double-strand breaks
that are typically lethal to the affected cell.

Neoantigen Formation While the covalent binding of xenobi-
otics or their metabolites is often inconsequential with respect to
the function of the immune system, in some individuals these al-
tered proteins evoke an immune response. Some chemicals (e.g.,
dinitrochlorobenzene, penicillin, nickel) may be sufficiently reac-
tive to bind to proteins spontaneously. Others may obtain reactiv-
ity by autooxidation to quinones (e.g., urushiols, the allergens in
poison ivy) or by enzymatic biotransformation (Park et al., 1998).
For example, cytochrome P450 biotransforms halothane to an elec-
trophile, trifluoroacetyl chloride, which binds as a hapten to vari-
ous microsomal and cell surface proteins in the liver, inducing
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antibody production. The immune reaction is thought to be re-
sponsible for the hepatitis-like syndrome seen in sensitive patients.
Drug-induced lupus and possibly many cases of drug-induced
agranulocytosis are mediated by immune reactions triggered by
drug-protein adducts. The causative chemicals are typically nucle-
ophiles, such as aromatic amines (e.g., aminopyrine, clozapine,
procainamide, and sulfonamides), hydrazines (e.g., hydralazine and
isoniazid), and thiols (e.g., propylthiouracil, methimazole, and cap-
topril). These substances can be oxidized by myeloperoxidase dis-
charged from activated granulocytes or by the ROS/RNS such cells
produce (HO®, ONOO ™, HOCI, see Fig. 3-22) to reactive metabo-
lites that bind to the surface proteins of these cells, making them
antigens (Uetrecht, 1992). Unfortunately, some proteins that bear
an adduct can mimic some normal proteins, which thus also can
be attacked by the antibodies.

Toxicity Not Initiated by Reaction
with Target Molecules

Some xenobiotics do not or do not only interact with a specific en-
dogenous target molecule to induce toxicity but instead alter the
biological microenvironment (see step 2b in Fig. 3-1). Included
here are (1) chemicals that alter H" ion concentrations in the aque-
ous biophase, such as acids and substances biotransformed to acids,
such as methanol and ethylene glycol, as well as protonophoric
uncouplers such as 2,4-dinitrophenol and pentachlorophenol,
which dissociate their phenolic protons in the mitochondrial ma-
trix, thus dissipating the proton gradient that drives ATP synthesis;
(2) solvents and detergents that physicochemically alter the lipid
phase of cell membranes and destroy transmembrane solute gradi-
ents that are essential to cell functions; and (3) other xenobiotics
that cause harm merely by occupying a site or space. For exam-
ple, some chemicals (e.g., ethylene glycol) form water-insoluble
precipitates in the renal tubules. By occupying bilirubin binding

GENERAL PRINCIPLES OF TOXICOLOGY

sites on albumin, compounds such as the sulfonamides induce
bilirubin toxicity (kernicterus) in neonates. Carbon dioxide dis-
places oxygen in the pulmonary alveolar space and causes
asphyxiation.

STEP 3—CELLULAR
DYSFUNCTION AND RESULTANT
TOXICITIES

The reaction of toxicants with a target molecule may result in im-
paired cellular function as the third step in the development of tox-
icity (Fig. 3-1). Each cell in a multicellular organism carries out
defined programs. Certain programs determine the destiny of
cells—that is, whether they undergo division, differentiation (i.e.,
express proteins for specialized functions), or apoptosis. Other pro-
grams control the ongoing (momentary) activity of differentiated
cells, determining whether they secrete more or less of a substance,
whether they contract or relax, and whether they transport and me-
tabolize nutrients at higher or lower rates. For regulations of these
cellular programs, cells possess signaling networks (such as those
shown in Figs. 3-11 and 3-12) that can be activated and inactivated
by external signaling molecules. To execute the programs, cells are
equipped with synthetic, metabolic, kinetic, transport, and energy-
producing system as well as structural elements, organized into
macromolecular complexes, cell membranes, and organelles, by
which they maintain their own integrity (internal functions) and
support the maintenance of other cells (external functions).

As outlined in Fig. 3-10, the nature of the primary cellular
dysfunction caused by toxicants, but not necessarily the ultimate
outcome, depends on the role of the target molecule affected. If
the target molecule is involved in cellular regulation (signaling),
dysregulation of gene expression and/or dysregulation of momen-
tary cellular function occurs primarily. However, if the target mol-
ecule is involved predominantly in the cell’s internal maintenance,

THE TARGET MOLECULE
as determinant of the effect

THE EFFECT

Dysregulation of
gene expression

Cell regulation

= o Cell division —> neoplasia, teratogenesis
* Apoptosis —> tissue involution, teratogenesis

¢ Protein synthesis —> e.g., peroxisome proliferation

Inappropriate

* Tremor, convulsion, spasm, cardiac arrythmia
* Narcosis, paralysis, paresthesia

E.g., Inappropriate neuromuscular activity

(signaling)
Dysregulation
of ongoing
cell function
Role of

the target

molecule
Impaired
internal
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¢ ATP synthesis

 Ca’' regulation Cell
* Protein synthesis

* Microtubular function
¢ Membrane function
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injury/death

Impaired
external
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e.g., hemostasis —> bleeding

Impaired function of integrated systems

Figure 3-10. The third step in the development of toxicity: alteration of the regulatory or maintenance func-

tion of the cell.
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the resultant dysfunction can ultimately compromise the survival
of the cell. The reaction of a toxicant with targets serving external
functions can influence the operation of other cells and integrated
organ systems. The following discussion deals with these conse-
quences.

Toxicant-Induced Cellular
Dysregulation

Cells are regulated by signaling molecules that activate specific
cellular receptors linked to signal transducing networks that trans-
mit the signals to the regulatory regions of genes and/or to func-
tional proteins. Receptor activation may ultimately lead to (1) al-
tered gene expression that increases or decreases the quantity of
specific proteins and/or (2) a chemical modification of specific pro-
teins, typically by phosphorylation, that activates or inhibits pro-
teins. Programs controlling the destiny of cells primarily affect gene
expression, whereas those regulating the ongoing activities prima-
rily influence the activity of functional proteins; however, one sig-
nal often evokes both responses because of branching and inter-
connection of signaling networks.

Dysregulation of Gene Expression Dysregulation of gene ex-
pression may occur at elements that are directly responsible for
transcription, at components of the intracellular signal transduction
pathway, and at the synthesis, storage, or release of the extracel-
lular signaling molecules.

Dysregulation of Transcription Transcription of genetic infor-
mation from DNA to mRNA is controlled largely by an interplay
between transcription factors (TFs) and the regulatory or promoter
region of genes. By binding to nucleotide sequences in this region,
activated TFs facilitate the formation of the preinitiation complex,
promoting transcription of the adjacent gene. Xenobiotics may in-
teract with the promoter region of the gene, the TFs, or other com-
ponents of the preinitiation complex. However, altered activation
of TFs appears to be the most common modality. Functionally, two
types of TFs are known: ligand-activated and signal-activated.

Many natural compounds, such as hormones (e.g., steroids,
thyroid hormones) and vitamins (retinoids and vitamin D),
influence gene expression by binding to and activating TFs
(Table 3-4). Xenobiotics may mimic the natural ligands. For ex-
ample, fibric acid—type lipid-lowering drugs and phthalate esters
substitute for polyunsaturated fatty acids as ligands for the perox-
isome proliferator-activated receptor (PPAR) (Poellinger et al.,
1992), and Cd*" substitutes for Zn**, the endogenous ligand of
metal-responsive element-binding transcription factor (MTF-1)
(Heuchel et al., 1994).

Natural or xenobiotic ligands may cause toxicity mediated by
ligand-activated TFs when administered at extreme doses or at crit-
ical periods during ontogenesis (Table 3-4). Glucocorticoids induce
apoptosis of lymphoid cells. While desirable in the treatment of
lymphoid malignancies, this is an unwanted response in many other
conditions. TCDD, a ligand of the aryl hydrocarbon receptor
(AHR), produces thymic atrophy by causing apoptosis of thymo-
cytes. Estrogens exert mitogenic effects in cells that express es-
trogen receptors, such as those found in the female reproductive
organs, the mammary gland, and the liver. Estrogen-induced pro-
liferation appears to be responsible for tumor formation in these
organs during prolonged estrogen exposure (Green, 1992). It has
been speculated that environmental xenoestrogens such as DDT,
polychlorinated biphenyls, bisphenol A, and atrazine contribute to

an increased incidence of breast cancer. Zearalenone, a myco-
estrogen feed contaminant, causes vulval prolapse in swine, an ex-
ample of an estrogen receptor—mediated proliferative lesion. The
mitogenic and hepatic tumor-promoting effects of peroxysome pro-
liferators is also receptor-mediated, because it is not observed in
PPARa@-null mice (Peters et al., 1998). Humans express PPAR« at
low levels and often in nonfunctional forms and thus, as opposed
to rodents, do not exhibit hepatocellular and peroxisomal prolifer-
ation. Chemicals that act on ligand-activated TFs, such as gluco-
corticoids, TCDD, and retinoids, induce fetal malformations that
may be regarded as inappropriate gene expression (Armstrong et
al., 1992). Candidate target genes are the homeobox genes that de-
termine the body plan during early ontogenesis.

Compounds that act on ligand-activated TFs can also change
the pattern of cell differentiation by overexpressing various genes.
For example, the PPAR-ligand fibric acid derivatives stimulate
genes that encode peroxisomal enzymes and induce proliferation
of peroxisomes in rodent liver (Green, 1992).

TCDD, phenobarbital, and pregnenolone 16a-carbonitrile

(PCN) activate AHR, the constitutive androstane receptor (CAR),
and the pregnane X receptor (PXR), respectively (Table 3-4),
thereby exerting their well known cytochrome P450—inducing ef-
fects. Genes of other xenobiotic metabolizing enzymes are also ac-
tivated by these chemicals. For example, TCDD increases the ex-
pression of cytochrome-P450 1Al, UDP-glucuronosyltransferase-1,
and several subunits of mouse and rat glutathione S-transferase be-
cause the promoter region of their genes contains a dioxin (or xeno-
biotic) response element that is recognized by the TCDD-activated
Ah receptor complexed with its nuclear translocator protein ARNT.
In AHR-null mice, TCDD induces neither these enzymes nor the
adverse effects listed in Table 3-4 (Gonzales and Fernandez-
Salguero, 1998).
Dysregulation of Signal Transduction Extracellular signaling
molecules, such as growth factors, cytokines, hormones, and neu-
rotransmitters, can ultimately activate TFs utilizing cell surface re-
ceptors and intracellular signal transducing networks. Figure 3-11
depicts a simplified scheme for such networks and identifies some
of the most important signal-activated TFs that control transcrip-
tional activity of genes that influence cell cycle progression and
thus determine the fate of cells. Among these TFs are the c-Fos
and c-Jun proteins, which bind in dimeric combinations (called
AP-1) to the tetradecanoylphorbol acetate (TPA) response element
(TRE), for example, in the promoter of cyclin D gene. Another is
the c-Myc protein, which, upon dimerizing with Max protein and
binding to its cognate nucleotide sequence, transactivates cyclin D
and E genes, among others. The cyclins, in turn, accelerate the cell
division cycle by activating cyclin-dependent protein kinases (see
Figs. 3-21 and 3-24). Mitogenic signaling molecules thus induce
cellular proliferation. In contrast, TGF- induces the expression of
cyclin-dependent protein kinase inhibitor proteins (e.g., p27) that
mediates its antimitotic effect (Johnson and Walker, 1999) (see
Fig. 3-24).

The signal from the cell surface receptors to the TFs is relayed
by successive protein-protein interactions and protein phosphory-
lations. Growth factor receptors (item 6 in Fig. 3-11), exposed on
the surface of all cells, are in fact phosphorylating enzymes (i.e.,
receptor protein tyrosine kinases). Their ligands induce them to
phosphorylate themselves, which, in turn, enable these receptors
to bind to adapter proteins through which they activate Ras. The
active Ras sets in motion the mitogen-activated kinase (MAPK)
cascade, involving serial phosphorylations of protein kinases,



Table 3-4

Toxicants Acting on Ligand-Activated Transcription Factors

UNIT 1
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LIGAND-ACTIVATED ENDOGENOUS EXOGENOUS
TRANSCRIPTION FACTOR LIGAND LIGAND EFFECT
Estrogen receptor Estradiol Ethynylestradiol Mammary and hepatic
(ER) Diethylstilbestrol carcinogenesis
DDT
Zeralenone Porcine vulval prolapse
Glucocorticoid receptor Cortisol Dexamethasone Apoptosis of lymphocytes

(GR)

Retinoic acid receptor
(RAR, RXR)

Aryl hydrocarbon receptor
(AHR)

Peroxisome proliferator—
activated receptor
(PPAR)

Constitutive androstane
receptor (CAR)

Pregnane X receptor
(PXR)

Metal-responsive
element-binding
transcription factor
(MTF-1)

All-trans-retinoic
acid

Unknown

Fatty acids

3a,5a-androstenol
3a,5a-androstanol
(inhibitors)

Pregnenolone
Progesterone

o
Zn>

13-cis retinoic acid

Teratogenesis (cleft palate)

Teratogenesis (craniofacial,

cardiac, thymic malformations)

TCDD Thymic atrophy
PCBs Wasting syndrome
PAHs Teratogenesis (cleft palate)

Fibrate esters
(e.g., clofibrate)
Phthalate esters

Hepatocarcinogenesis in rats
Enzyme induction
(e.g., T CYPIAI)

Hepatocarcinogenesis in rats
Peroxisome proliferation
Enzyme induction

(e.g., DEHP) (e.g., T CYP4Al,
1 acyl-CoA oxidase)

Phenobarbital Enzyme induction
DDT, PCP (e.g., CYP2B, CYP3A)
Chlorpromazine
PCN Enzyme induction
Dexamethasone (e.g., T CYP3A)
Spironolactone
Cyproterone
PCBs
Chlordane
Cd** 1 synthesis of

metallothionein

which finally reaches the TFs (Fig. 3-11). Thus, the activity of
many signaling elements, ranging from the receptors through the
kinases to the transcription factors, is affected by phosphorylation
at specific serine, threonine, or tyrosine hydroxyl groups. These
signal transducers are typically but not always activated by phos-
phorylation—that is catalyzed by protein kinases—and are usu-
ally inactivated by dephosphorylation, which is carried out by pro-
tein phosphatases.

Chemicals may cause aberrant signal transduction in a num-
ber of ways, most often by altering protein phosphorylation, oc-

casionally by interfering with the GTPase activity of G proteins
(e.g., Ras), by disrupting normal protein-protein interactions or by
establishing abnormal ones, or by altering the synthesis or degra-
dation of signaling proteins. Such interventions may ultimately in-
fluence cell cycle progression.

Chemically Altered Signal Transduction with Proliferative Ef-
fect Xenobiotics that facilitate phosphorylation of signal trans-
ducers often promote mitosis and tumor formation. Such are the
phorbol esters and fumonisin B that activate protein kinase C
(PKC). These chemicals mimic diacylglycerol (DAG), one of the



CHAPTER 3 MECHANISMS OF TOXICITY

o e 6 ©0 5] ¢ ] o O o

IL-6 TNFa  IL-1 Thrombin ECM EGF PGF,, TSH TGFB

PRL LPA NGF NE FSH LIGANDS
EPO PDGF 5HT LH

\/UV MEMBRANE
_p em RECEPTORS
As
ROS
F*SHR DAG 1Py C‘l"’”’

FB1
(PKA)
STAU
Pb2+
Ca?

+P

+P|
\> CaMK
MM
+P +P +P
Y . A ) A A SIGNAL-
STAT3 NF«B CREB m ACTIVATED
IH NUCLEAR
1 ; FACTORS
~ _

* Mediators of acute phase
protein expression

CELL CYCLE PROGRESSION
MITOSIS

CELL CYCLE ARREST
APOPTOSIS

Figure 3-11. Signal transduction pathways from cell membrane receptors to signal-activated nuclear tran-
scription factors that influence transcription of genes involved in cell-cycle regulation.

The symbols of cell membrane receptors are numbered 1-9 and some of their activating ligands are indicated.
Circles represent G proteins, oval symbols protein kinases, rectangles transcription factors, wavy lines genes,
and diamond symbols inhibitory proteins, such as protein phosphatases (PTP, PP2A), the GTPase-activating pro-
tein GAP, and the inhibitory binding protein IkB. Arrowheads indicate stimulation or formation of second mes-
sengers (e.g., DAG, IP;, cAMP, Ca®"), whereas blunt arrows indicate inhibition. Phosphorylation and dephos-
phorylation are indicated by +P and —P, respectively. Abbreviations for interfering chemicals are printed in
black (As = arsenite; CALY = calyculin A; FA = fatty acids; FB1 = fumonisin B; MC-LR = microcystin-LR;
OKA = okadaic acid; MMS = methylmethane sulfonate; PMA = phorbol miristate acetate; ROS = reactive
oxygen species; SHR = SH-reactive chemicals, such as iodoacetamide; STAU = staurosporin).

In the center of the depicted networks is the pathway activated by growth factors, such as EGF, that acts
on a tyrosine kinase receptor (#6) which uses adaptor proteins (Shc, Grb2 and SOS; not shown) to convert the
inactive GDP-bound Ras to active GTP-bound form, which in turn activates the MAP-kinase phosphorylation
cascade (Raf, MAPKK, MAPK). The phosphorylated MAPK moves into the nucleus and phosphorylates tran-
scription factors thereby enabling them to bind to cognate sequences in the promoter regions of genes to facil-
itate transcription. There are numerous interconnections between the signal transduction pathways. Some of
these connections permit the use of the growth factor receptor (#6)-MAPK “highway” for other receptors (e.g.,
4,5, 7) to send mitogenic signals. For example, receptor (#4) joins in via its G protein /7 subunits and tyro-
sine kinase Src; the integrin receptor (#5), whose ligands are constituents of the extracellular matrix (ECM),
possibly connects via G-protein Rho (not shown) and focal adhesion kinase (FAK); and the G-protein-coupled
receptor (#7) via phospholipase C (PLC)-catalyzed formation of second messengers and activation of protein-
kinase C (PKC). The mitogenic stimulus relayed along the growth factor receptor (#6)-MAPK axis can be am-
plified by, for example, the Raf-catalyzed phosphorylation of IkB, which unleashes NF-«B from this inhibitory
protein, and by the MAPK-catalyzed inhibitory phosphorylation of Smad that blocks the cell-cycle arrest sig-
nal from the TGF-f receptor (#9). Activation of protein kinases (PKC, CaMK, MAPK) by Ca*" can also trig-
ger mitogenic signaling. Several xenobiotics that are indicated in the figure may dysregulate the signaling net-
work. Some may induce cell proliferation either by activating mitogenic protein kinases (e.g., PKC), or inhibiting
inactivating proteins, such as protein phosphatases (PTP, PP2A), GAP or IkB. Others, e.g., inhibitors of PKC,
oppose mitosis and facilitate apoptosis.

This scheme is oversimplified and tentative in several details. Virtually all components of the signaling
network (e.g., G proteins, PKCs, MAPKs) are present in multiple, functionally different forms whose distribu-
tion may be cell specific. The pathways depicted are not equally relevant for all cells. In addition, these path-
ways regulating gene expression determine not only the fate of cells, but also control certain aspects of the on-
going cellular activity. For example, NF-«B induces synthesis of acute phase proteins.
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physiologic activators of PKC (Fig. 3-11). The other physiologic
PKC activator Ca>* is mimicked by Pb**, whose effect on PKCa
is concentration-dependent: stimulatory at picomolar concentra-
tion, when Pb>* occupies only high-affinity binding sites on PKC,
and inhibitory at micromolar concentration, where the low affinity
sites are also occupied (Sun et al., 1999). Lead acetate does induce
marked hepatocellular proliferation in rats. The activated PKC
promotes mitogenic signaling at least in two ways: (1) by
phosphorylating Raf, the first protein kinase in the MAPK path-
way (Fig. 3-11), and (2) by phosphorylating a protein phosphatase
that dephosphorylates the transcription factor c-Jun at specific sites
(Thr 231, Ser 234, and Ser 249), thereby permitting its binding to
DNA. Protein kinases may also be activated by interacting proteins
that had been altered by a xenobiotic. For example, the TCDD-
liganded AHR binds to MAPK. This may contribute to the TCDD-
induced overexpression of cyclins and cyclin-dependent kinases in
guinea pig liver (Ma and Babish, 1999).

Abberant phosphorylation of proteins may result not only
from increased phosphorylation by kinases but also from decreased
dephosphorylation by phosphatases. Inhibition of phosphatases ap-
pears to be the underlying mechanism of the mitogenic effect of
various chemicals, oxidative stress, and ultraviolet (UV) irradia-
tion (Herrlich et al., 1999). Protein tyrosine phosphatases and dual-
specificity phosphatases (i.e., enzymes that remove phosphate from
phosphorylated tyrosine as well as serine and threonine residues)
contain a catalytically active cysteine and are susceptible to inac-
tivation by oxidation and covalent reaction with SH-reactive chem-
icals. Indeed, xenobiotics such as the SH-reactive iodoacetamide,
the organometal compound tributyltin, arsenite, and oxidants (e.g.,
HOOH) cause phosphorylation of the epidermal growth factor
(EGF) receptor (item 6 in Fig. 3-11) by interfering with the pro-
tein tyrosine phosphatase that would dephosphorylate and thus
“silence” this receptor (Herrlich et al., 1999; Chen et al., 1998).
Arsenite may also inactivate the dual-specificity phosphatase that
dephosphorylates and “silences” certain MAPKs (JNK, p38),
whereas methylmethane sulfonate (MMS) appears to inhibit a
protein phosphatase that inactivates Src, a protein tyrosine kinase
(Herrlich et al., 1999). The thiol oxidizing agent diamide (which
increases phosphorylation of MAPKs) and phenolic antioxidants
(which form phenoxyl radicals and increase c-Fos and c-Jun ex-
pression) (Dalton et al., 1999) may also act by incapacitating pro-
tein tyrosine phosphatases. Protein phosphatase 2A (PP2A) is the
major soluble ser/thr phosphatase in cells and is likely responsi-
ble, at least in part, for reversing the growth factor—induced stim-
ulation of MAPK, thereby keeping the extent and duration of
MAPK activity under control (Goldberg, 1999). PP2A also re-
moves an activating phosphate from a mitosis-triggering protein
kinase (p34°%°?). Several natural toxins are extremely potent in-
hibitors of PP2A; including the blue-green algae poison
microcystin-LG and the dinoflagellate-derived okadaic acid
(Toivola and Eriksson, 1999), which are tumor promoters in ex-
perimental animals subjected to prolonged low-dose exposure. It
is to be noted, however, that acute high-dose exposure to micro-
cystin induces severe liver injury, whereas such exposure to okadaic
acid is the underlying cause of the diarrhetic shellfish poisoning.
In these conditions, hyperphosphorylation of proteins other than
those involved in proliferative signaling (e.g. hepatocellular mi-
crofilaments in microcystin poisoning) may be primarily responsi-
ble for the pathogenesis.

Apart from phosphatases, there are also inhibitory binding
proteins that can keep signaling under control. Such is IkB, which
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binds to NF-«B, preventing its transfer into the nucleus and its
function as a TF. Upon phosphorylation, IkB becomes degraded
and NF-kB is set free. Because phosphorylation of IkB can be cat-
alyzed by Raf, a protein kinase in the MAPK cascade (Fig. 3-11),
and because the released NF-«B can transactivate the c-Myc gene,
NF-«B is an important contributor to proliferative and prolife sig-
naling. In addition, because NF-«B also targets the genes of sev-
eral cytokines (e.g., TNF-a, IL-1B) and acute phase proteins (e.g.,
C-reactive protein, al-acid glycoprotein), and because such cy-
tokines acting on their receptors (items 2 and 3 in Fig. 3-11) also
activate NF-kB, this TF plays a leading role also in inflammatory
and acute phase reactions (Lee et al., 1998; Waddick and Uckun,
1999). IkB degradation and NF-«B activation can also be induced
by oxidative stress, and it appears that peroxides are the reactive
oxygen species (ROS) that mediate this effect (Dalson et al., 1999).
Activated NF-«B probably contributes to the proliferative and in-
flammatory response to oxidative stress. NF-«B also protects cells
from apoptosis by maintaining c-Myc transcription, which is re-
quired for survival (Waddick and Uckun, 1999), and by transacti-
vating the genes of antiapoptotic IAP proteins, which inhibit cas-
pases (Jadtteld, 1999). Another site from which abberant mitogenic
signals may originate is the GTP/GDP binding protein Ras, which
is active in GTP-bound form but inactive in GDP-bound form. The
activity of Ras is normally terminated via stimulation of its own
GTPase activity by a GTPase-activating protein (GAP) (Fig. 3-11)
that returns Ras into its inactive GDP-bound state. Fatty acids,
which may accumulate, for example, in response to phospholipase
A activation and exposure to peroxysome proliferators (Rose et al.,
1999), inhibit GAP and can delay the turning off of Ras. As dis-
cussed in more detail later in the chapter, genotoxic carcinogens
may mutate Ras, and if the mutation leads to a loss of its GTPase
activity, this would result in a permanent signaling for the MAPK
pathway—a condition that contributes to malignant transformation
of the affected cell population.

Chemically Altered Signal Transduction with Antiproliferative
Effect Downturning of increased proliferative signaling after cell
injury may compromise replacement of injured cells. This predic-
tion has been made from a recent study on cultured Hepa 1-6 cells
that exhibited the following, seemingly consequential alterations
upon exposure to acetaminophen (follow the path in Fig. 3-11): in-
hibition of Raf — diminished degradation of IkB — diminished
binding of NF-«B to DNA — diminished expression of c-Myc
mRNA (Boulares et al., 1999). Down-regulation of a normal mi-
togenic signal is a step away from survival and toward apoptosis.
Indeed, staurosporin, an inhibitor of PKC, and gliotoxin, an in-
hibitor of IkB degradation (Waddick and Uckun, 1999), are potent
apoptosis inducers. TGF-f and glucocorticoids increase I«kB syn-
thesis and, in turn, decrease NF-kB activation and c-Myc expres-
sion (Waddick and Uckun, 1999). These mechanisms may con-
tribute to the apoptotic effect of TGF- and glucocorticoids, the
latter in lymphoid cells.

Dysregulation of Extracellular Signal Production Hormones of
the anterior pituitary exert mitogenic effects on endocrine glands
in the periphery by acting on cell surface receptors. Pituitary hor-
mone production is under negative feedback control by hormones
of the peripheral glands. Perturbation of this circuit adversely af-
fects pituitary hormone secretion and, in turn, the peripheral gland.
For example, xenobiotics that inhibit thyroid hormone production
(e.g., the herbicide amitrole and the fungicide metabolite ethyl-
enethiourea) or enhance thyroid hormone elimination (e.g., phe-
nobarbital) reduce thyroid hormone levels and increase the secre-
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tion of thyroid-stimulating hormone (TSH) because of the reduced
feedback inhibition. The increased TSH secretion stimulates cell
division in the thyroid gland, which is responsible for the goiters
or thyroid tumors caused by such toxicants (Chap. 21). Decreased
secretion of pituitary hormone produces the opposite adverse af-
fect, with apoptosis followed by involution of the peripheral target
gland. For example, estrogens produce testicular atrophy in males
by means of feedback inhibition of gonadotropin secretion. The
low sperm count in workers intoxicated with the xenoestrogen
chlordecone probably results from such a mechanism.

Dysregulation of Ongoing Cellular Activity Ongoing control
of specialized cells is exerted by signaling molecules acting on
membrane receptors that transduce the signal by regulating Ca®"
entry into the cytoplasm or stimulating the enzymatic formation of
intracellular second messengers. The Ca>" or other second mes-

sengers ultimately alter the phosphorylation of functional proteins,
changing their activity and, in turn, cellular functions almost in-
stantly. Toxicants can adversely affect ongoing cellular activity by
disrupting any step in signal coupling.

Dysregulation of Electrically Excitable Cells Many xenobiotics
influence cellular activity in excitable cells, such as neurons, skele-
tal, cardiac, and smooth muscle cells. Cellular functions such as
the release of neurotransmitters and muscle contraction are con-
trolled by transmitters and modulators synthesized and released by
adjacent neurons. The major mechanisms that control such cells
are shown schematically in Fig. 3-12, and chemicals that interfere
with these mechanisms are listed in Table 3-5.

Altered regulation of neural and/or muscle activity is the ba-
sic mechanism of action of many drugs and is responsible for
toxicities associated with drug overdosage, pesticides, and micro-
bial, plant, and animal toxins (Herken and Hucho, 1992). As neu-
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Figure 3-12. Signaling mechanisms for neurotransmitters..

This simplified scheme depicts major cellular signaling mechanisms that are operational in many neurons and
muscle and exocrine cells. Chemicals acting on the numbered elements are listed in Table 3-5. Fast signaling is
initiated by the opening of ligand-gated Na*/Ca”* channels (1,2). The resultant cation influx decreases the in-
side negative potential (i.e., evokes depolarization) and thus triggers the opening of the voltage-gated Na* and
Ca*" channels (7,8). As a second messenger, the influxed Ca" activates intracellular Ca>*-binding proteins
such as calmodulin (CM) and troponin C (TC), which, in turn, enhance the phosphorylation of specific proteins,
causing activation of specific cellular functions. The signal is terminated by channels and transporters (e.g., 9,10)
that remove cations from the cells and thus reestablish the inside negative resting potential (i.e., cause repolar-
ization) and restore the resting Ca®" level. Fast signaling can be suppressed by opening the ligand-activated C1~
or K™ channels (3-6), which increases the inside negativity (i.e., induces hyperpolarization) and thus counter-
acts opening of the voltage-gated Na* and Ca®" channels (7,8). Signal transduction from other receptors (11-14)
is slower because it involves enzymatic generation of second messengers: inositol 1,4,5-trisphosphate (IP3) and
diacylglycerol (DAG) by phospholipase C (PLC) and cyclic AMP (cAMP) by adenylyl cyclase (AC). These
messengers influence cellular activities by activating protein kinases directly or by mobilizing Ca*>* from the
sarcoplasmic or endoplasmic reticulum (SR and ER), as IP; does. Ach = acetylcholine; Glu = glutamate;
GABA = y-aminobutyric acid; Gly = glycine; Op = opioid peptides; NE = norepinephrine; E = epinephrine;
SHT = 5-hydroxytryptamine; G = G protein; PIP, = phosphatidylinositol 4,5-bisphosphate. Encircled positive
and negative signs indicate activation and inhibition, respectively.



wn
e

Table 3-5
Agents Acting on Signaling Systems for Neurotransmitters and Causing Dysregulation of the Momentary Activity of Electrically Excitable Cells Such as Neurons
and Muscle Cells*

Receptor/Channel/Pump Agonist/Activator Antagonist/Inhibitor

NAME LOCATION AGENT EFFECT AGENT EFFECT

. Acetylcholine Skeletal muscle Nicotine Muscle fibrillation, Tubocurarine, lophotoxin Muscle paralysis
nicotinic Anatoxin-a then paralysis a-Bungarotoxin
receptor Cytisine a-Cobrotoxin

Ind: ChE inhibitors

a-Conotoxin
Erabutoxin b
Ind: botulinum toxin

Neurons See above Neuronal activation Pb>", general anesthetics Neuronal inhibition
. Glutamate receptor CNS neurons N-Methyl-D-aspartate Neuronal activation Phencyclidine Neuronal inhibition
Kainate, domoate — convulsion, Ketamine — anesthesia

Quinolinate
Quisqualate

Ind: hypoxia, HCN
— glutamate release

neuronal injury
(“excitotoxicity”)

General anesthetics

Protection against
“excitotoxicity”

. GABA, receptor CNS neurons Muscimol, avermectins Neuronal inhibition Bicuculline Neuronal activation
sedatives (barbiturates, — sedation, Picrotoxin — tremor, convulsion
benzodiazepines) general anaesthesia, Pentylenetetrazole
General anaesthetics coma, depression Cyclodiene insecticides
(halothane) of vital centers Lindane

Alcohols (ethanol)

Ind: isoniazid

. Glycine receptor

CNS neurons,
motor neurons

Avermectins (?)
General anesthetics

Inhibition of
motor neurons
— paralysis

Strychnine
Ind: tetanus toxin

Disinhibition of
motor neurons
— tetanic convulsion

. Acetylcholine Cardiac muscle Ind: ChE inhibitors Decreased heart rate Belladonna alkaloids Increased heart rate
M, muscarinic and contractility (e.g., atropine)
receptor atropinelike drugs
(e.g., TCAD)
. Opioid receptor CNS neurons, Morphine and Neuronal inhibition Naloxone Antidotal effects in

visceral neurons congeners — analgesia, central opiate intoxication
(e.g., heroin, respiratory depression,
meperidine) constipation,

urine retention

(continued)
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7. Voltage-gated

Neurons,

Aconitine, veratridine

Neuronal activation

Tetrodotoxin, saxitoxin

Neuronal inhibition

Na* channel muscle cells, Grayanotoxin — convulsion u-Conotoxin — paralysis,
etc. Batrachotoxin Local anaesthetics anesthesia
Scorpion toxins Phenytoin Anticonvulsive action
Ciguatoxin Quinidine

DDT, pyrethroids

8. Voltage-gated Neurons, Maitotoxin (?) Neuronal/muscular w-Conotoxin Neuronal inhibition
Ca* channel muscle cell, etc. Atrotoxin (?) activation, Pb? — paralysis
Latrotoxin (?) cell injury
9. Voltage/Ca**- Neurons, Pb>" Neuronal/muscular Ba®* Neuronal/muscular
activated muscle cells inhibition Apamin (bee venom) activation
K™ Channel Dendrotoxin — convulsion/spasm

10. Na*,K"-ATPase

Universal

Digitalis glycosides
Oleandrin
Chlordecone

Increased cardiac
contractility, excitability
Increased neuronal
excitability — tremor

11. Acetylcholine

Smooth muscle,

Ind: ChE inhibitors

Smooth muscle spasm

Belladonna alkaloids

Smooth muscle

€ YHLdVHD

M; muscarinic glands Salivation, lacrimation (e.g., atropine) relaxation — E
receptor Atropinelike intestinal paralysis, a
drugs (e.g., TCAD) decreased salivation, E
decreased perspiration Z
Acetylcholine CNS neurons Oxotremorine Neuronal activation See above %
M, muscarinic Ind: ChE inhibitors — convulsion v
receptor 91
-
12. Adrenergic alpha, Vascular (Nor)epinephrine Vasoconstriction Prazosin Antidotal effects in g
receptor smooth Ind: cocaine, tyramine — ischemia, intoxication with A
muscle amphetamine, TCAD hypertension alpha;-receptor agonists E
13. 5-HT, receptor Smooth muscle Ergot alkaloids Vasoconstriction Ketanserine Antidotal effects in
(ergotamine, — ischemia, ergot intoxication
ergonovine) hypertension
14. Adrenergic beta,; Cardiac muscle (Nor)epinephrine Increased cardiac Atenolol, Antidotal effects in
receptor Ind: cocaine, tyramine contractility and metoprolol intoxication with

amphetamine, TCAD

excitability

beta,-receptor agonists

*Numbering of the signaling elements in this table corresponds to the numbering of their symbols in Fig. 3-12. This tabulation is simplified and incomplete. Virtually all receptors and channels listed occur in multiple forms with dif-
ferent sensitivity to the agents. The reader should consult the pertinent literature for more detailed information. CNS = central nervous system; ChE = cholinesterase; /nd = indirectly acting (i.e., by altering neurotransmitter level);
TCAD = tricyclic antidepressant.
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rons are signal-transducing cells, the influence of chemicals on neu-
rons is seen not only on the neuron affected by the toxicant but
also on downstream cells influenced by the primary target. Thus,
tetrodotoxin, which blocks voltage-gated Na™ channels (item 7 in
Fig. 3-12) in motor neurons, causes skeletal muscle paralysis. In
contrast, cyclodiene insecticides, which block GABA receptors
(item 3 in Fig. 3-12) in the central nervous system, induce neu-
ronal excitation and convulsions (Narahashi, 1991).

Perturbation of ongoing cellular activity by chemicals may be
due to an alteration in (1) the concentration of neurotransmitters,
(2) receptor function, (3) intracellular signal transduction, or (4)
the signal-terminating processes.

Alteration in Neurotransmitter Levels Chemicals may alter
synaptic levels of neurotransmitters by interfering with their syn-
thesis, storage, release, or removal from the vicinity of the recep-
tor. The convulsive effect of hydrazides is due to their ability to
decrease the synthesis of the inhibitory neurotransmitter GABA
(Gale, 1992). Reserpine causes its several adverse effects by in-
hibiting the neuronal storage of norepinephrine, 5-hydroxytrypta-
mine, and dopamine, thereby depleting these transmitters. Skeletal
muscle paralysis caused by botulinum toxin is due to inhibition of
acetylcholine release from motor neurons and the lacking stimula-
tion of the acethylcholine receptors at the neuromuscular junction
(receptor 1 in Fig. 3-12). In contrast, inhibition of acetyl-
cholinesterase by organophosphate or carbamate insecticides or
chemical warfare agents (e.g., soman) prevents the hydrolysis of
acetylcholine, resulting in massive stimulation of cholinergic re-
ceptors (receptors 1, 5, and 10 in Fig. 3-12) and a cholinergic cri-
sis (Table 3-5). Inhibition of the neuronal reuptake of norepineph-
rine by cocaine or tricyclic antidepressants is responsible for
overexcitation of alpha;-adrenergic receptors on vascular smooth
muscles, resulting in nasal mucosal ulceration and myocardial in-
farction in heavy cocaine abusers, whereas overstimulation of
beta,-adrenergic receptors contributes to life-threatening arryhth-
mias. Similar cardiac complications may result from amphetamine
abuse, because amphetamine enhances the release of norepineph-
rine from adrenergic neurons and competitively inhibits neuronal
reuptake of this transmitter. A hypertensive crisis can occur with
the combined use of tricyclic antidepressants and monoamine ox-
idase inhibitors, drugs that block different mechanisms of norepi-
nephrine elimination (Hardman et al., 1995).

Toxicant—Neurotransmitter Receptor Interactions Some
chemicals interact directly with neurotransmitter receptors, in-
cluding (1) agonists that associate with the ligand-binding site on
the receptor and mimic the natural ligand, (2) antagonists that oc-
cupy the ligand-binding site but cannot activate the receptor, (3)
activators, and (4) inhibitors that bind to a site on the receptor that
is not directly involved in ligand binding. In the absence of other
actions, agonists and activators mimic, whereas antagonists and in-
hibitors block, the physiologic responses characteristic of endoge-
nous ligands. For example, muscimol, a mushroom poison, is an
agonist at the inhibitory GABA, receptor (item 3 in Fig. 3-12),
whereas barbiturates, benzodiazepines, general anaesthetics, and
alcohols are activators (Narahashi, 1991). Thus, all these agents
cause inhibition of central nervous system activity, resulting in se-
dation, general anesthesia, coma, and ultimately blockade of the
medullary respiratory center, depending on the dose administered.
There are also similarities in the responses evoked by agonist/
activators on excitatory receptors and those elicited by antagonists/
inhibitors on inhibitory sites. Thus, glutamate receptor agonists and
muscarinic receptor agonists cause neuronal hyperactivity in the
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brain and ultimately convulsions, as do inhibitors of GABA, re-
ceptor. It is also apparent that chemicals acting as agonists/
activators on inhibitory receptors and those acting as antagonists/
inhibitors on excitatory receptors may exert similar effects. More-
over, general anesthetic solvents induce general anesthesia not only
by activating the inhibitory ligand-gated chloride-ion channels (i.e.,
GABA , and glycine receptors; see items 3 and 4, respectively, in
Fig. 3-12) but also by inhibiting the excitatory ligand-gated cation
channels (i.e., neuronal nicotinic acethylcholine receptor and glu-
tamate receptors; see items 1 and 2, respectively, in Fig. 3-12)
(Franks and Lieb, 1998; Perouansky et al., 1998). Because there
are multiple types of receptors for each neurotransmitter, these re-
ceptors may be affected differentially by toxicants. For example,
the neuronal nicotinic acetylcholine receptor is extremely sensitive
to inhibition by lead ions, whereas the muscular nicotine receptor
subtype is not (Oortgiesen et al., 1993). Other chemicals that pro-
duce neurotransmitter receptor—mediated toxicity are listed in
Table 3-5.

Some sensory neurons have receptors that are stimulated by
chemicals, such as the capsaicin receptor, which is a ligand-gated
cation channel (Herken and Hucho, 1992). This receptor mediates
the burning sensation of the tongue and reflex stimulation of the
lacrimal gland associated with exposure to red pepper and other ir-
ritants. Lacrimators in tear gas, which are typically thiol-reactive
chemicals, also stimulate these neurons, though their precise mode
of action is unclear.

Toxicant—Signal Transducer Interactions Many chemicals
alter neuronal and/or muscle activity by acting on signal-trans-
duction processes. Voltage-gated Na* channels (item 7 in Fig.
3-12), which transduce and amplify excitatory signals generated
by ligand-gated cation channels (receptors 1 and 2 in Fig. 3-12),
are activated by a number of toxins derived from plants and ani-
mals (Table 3-5) as well as by synthetic chemicals such as DDT,
resulting in overexcitation (Narahashi, 1992). In contrast, agents
that block voltage-gated Na™ channels (such as tetrodotoxin and
saxitoxin) cause paralysis. The Na™ channels are also important in
signal transduction in sensory neurons; therefore, Na™-channel ac-
tivators evoke sensations and reflexes, whereas Na'-channel in-
hibitors induce anesthesia. This explains the reflex bradycardia and
burning sensation in the mouth that follow the ingestion of monks-
hood, which contains the Na*-channel activator aconitine, as well
as the use of Na*-channel inhibitors such as procaine and lido-
caine for local anesthesia.

Toxicant—Signal Terminator Interactions The cellular signal
generated by cation influx is terminated by removal of the cations
through channels or by transporters (Fig. 3-12). Inhibition of cation
export may prolong excitation, as occurs with the inhibition of
Ca®"-activated K™ channels (item 9 in Fig. 3-12) by Ba®", which
is accompanied by potentially lethal neuroexcitatory and spasmo-
genic effects. Glycosides from digitalis and other plants inhibit
Na* K*-ATPase (item 10 in Fig. 3-12) and thus increase the in-
tracellular Na* concentration, which, in turn, decreases Ca’" ex-
port by Ca®"/Na™ exchange (Fig. 3-12). The resultant rise in the
intracellular concentration of Ca®>* enhances the contractility and
excitability of cardiac muscle. Inhibition of brain Na™,K"-ATPase
by chlordecone may be responsible for the tremor observed in
chlordecone-exposed workers (Desaiah, 1982). Lithium salts, al-
though used therapeutically, have the potential to produce hyper-
reflexia, tremor, convulsions, diarrhea, and cardiac arrhythmias
(Hardman et al., 1995). Lithium also markedly potentiates cholin-
ergically mediated seizures. A possible reason for these toxic ef-
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fects is inefficient repolarization of neurons and muscle cells in the
presence of Li". Whereas Li* readily enters these cells through
Na™ channels, contributing to the signal-induced depolarization, it
is not a substrate for the Na* K" pump. Therefore, the cells fail
to repolarize properly if a fraction of intracellular Na™ is replaced
by Li".

Failure of the Na™,K™ pump also is believed to contribute to
the neuronal damage resulting from hypoxia, hypoglycemia, and
cyanide intoxication. Inasmuch as 70 percent of the ATP produced
in neurons is used to drive the Na*,K* pump; cessation of ATP
synthesis causes a cell to become or remain depolarized. The
depolarization-induced release of neurotransmitters such as gluta-
mate from such neurons is thought to be responsible for the hy-
poxic seizures and further amplification of neuronal injury by the
neurotoxic actions of glutamate (Patel et al., 1993).
Dysregulation of the Activity of Other Cells While many sig-
naling mechanisms also operate in nonexcitable cells, disturbance
of these processes is usually less consequential. For example, rat
liver cells possess alpha;-adrenergic receptors (item 12 in Fig. 3-
12) whose activation evokes metabolic changes, such as increased
glycogenolysis and glutathione export, through elevation of intra-
cellular Ca*", which may have toxicologic significance.

Many exocrine secretory cells are controlled by muscarinic
acetylcholine receptors (item 11 in Fig. 3-12). Salivation, lacrima-
tion, and bronchial hypersecretion after organophosphate insecti-
cide poisoning are due to stimulation of these receptors. In con-
trast, blockade of these receptors contributes to the hyperthermia
characteristic of atropine poisoning. Kupffer cells, resident
macrophages in the liver, secrete inflammatory mediators (see Fig.
3-22) that can harm the neighboring cells. Because Kupffer cells
possess glycine receptors, i.e., glycine-gated Cl ™~ channels (item 4
in Fig. 3-12), the secretory function of these macrophages (e.g., se-
cretion of inflammatory mediators) can be blocked by administra-
tion of glycine, which induces hyperpolarization via influx of
Cl™. Such intervention alleviates ethanol-induced liver injury (Yin
et al., 1998).

The discovery that some sulfonamides produce hypoglycemia
in experimental animals led to the development of oral hypo-
glycemic agents for diabetic patients. These drugs inhibit K™
channels in pancreatic beta cells, inducing sequentially depolar-
ization, Ca>* influx through voltage-gated Ca>" channels, and ex-
ocytosis of insulin (Hardman et al., 1995). The antihypertensive
diazoxide acts in the opposite fashion on K™ channels and im-
pairs insulin secretion. While this effect is generally undesirable,
it is exploited in the treatment of inoperable insulin-secreting pan-
creatic tumors.

Toxic Alteration of Cellular
Maintenance

Numerous toxicants interfere with cellular maintenance functions.
In a multicellular organism, cells must maintain their own struc-
tural and functional integrity as well as provide supportive func-
tions for other cells. Execution of these functions may be disrupted
by chemicals, resulting in a toxic response.

Impairment of Internal Cellular Maintenance: Mechanisms
of Toxic Cell Death For survival, all cells must synthesize en-
dogenous molecules; assemble macromolecular complexes, mem-
branes, and cell organelles; maintain the intracellular environment;

and produce energy for operation. Agents that disrupt these func-
tions, especially the energy-producing function of mitochondria
and protein synthesis controlling function of the genome, jeopard-
ize survival and may cause toxic cell death.

There are three critical biochemical disorders that chemicals

inflicting cell death may initiate, namely ATP depletion, sustained
rise in intracellular Ca>", and overproduction of ROS and RNS. In
the following discussion, these events and the chemicals that may
cause them are individually characterized. Then it is pointed out
how their concerted action may induce a bioenergetic catastrophe,
culminating in necrosis. Finally, there follows a discussion of the
circumstances under which the cell can avoid this disordered de-
cay and how it can execute death by activating catabolic processes
that bring about an ordered disassembly and removal of the cell,
called apoptosis.
Primary Metabolic Disorders Jeopardizing Cell Survival: ATP
Depletion, Ca** Accumulation, ROS/RNS Generation Deple-
tion of ATP  ATP plays a central role in cellular maintenance both
as a chemical for biosynthesis and as the major source of energy.
It is utilized in numerous biosynthetic reactions, activating en-
dogenous compounds by phosphorylation and adenylation, and is
incorporated into cofactors as well as nucleic acids. It is required
for muscle contraction and polymerization of the cytoskeleton, fu-
eling cellular motility, cell division, vesicular transport, and the
maintenance of cell morphology. ATP drives ion transporters such
as the Na® K*-ATPase in the plasma membrane, the Ca®"-ATPase
in the plasma and the endoplasmic reticulum membranes, and H*-
ATPase in the membrane of lysosomes and neurotransmitter-
containing vesicles. These pumps maintain conditions essential for
various cell functions. For example, the Na™ concentration gradi-
ent across the plasma membrane generated by the Na™, K™ pump
drives Na™-glucose and Na™-amino acid cotransporters as well as
the Na*/Ca®" antiporter, facilitating the entry of these nutrients
and the removal of Ca®".

Chemical energy is released by hydrolysis of ATP to ADP or
AMP. The ADP is rephosphorylated in the mitochondria by ATP
synthase (Fig. 3-13). Coupled to oxidation of hydrogen to water,
this process is termed oxidative phosphorylation. In addition to
ATP synthase, oxidative phosphorylation requires the (1) delivery
of hydrogen in the form of NADH to the initial electron transport
complex; (2) delivery of oxygen to the terminal electron transport
complex; (3) delivery of ADP and inorganic phosphate to ATP syn-
thase; (4) flux of electrons along the electron transport chain to O,,
accompanied by ejection of protons from the matrix space across
the inner membrane; and (5) return of protons across the inner
membrane into the matrix space down an electrochemical gradient
to drive ATP synthase (Fig. 3-13).

Several chemicals impede these processes, interfering with
mitochondrial ATP synthesis (Commandeur and Vermeuien, 1990;
Wallace and Starkow, 2000). These chemicals are divided into five
groups (Table 3-6). Substances in class A interfere with the deliv-
ery of hydrogen to the electron transport chain. For example, flu-
oroacetate inhibits the citric acid cycle and the production of re-
duced cofactors. Class B chemicals such as rotenone and cyanide
inhibit the transfer of electrons along the electron transport chain
to oxygen. Class C agents interfere with oxygen delivery to the ter-
minal electron transporter, cytochrome oxidase. All chemicals that
cause hypoxia ultimately act at this site. Chemicals in class D in-
hibit the activity of ATP synthase, the key enzyme for oxidative
phosphorylation. At this site, the synthesis of ATP may be inhib-
ited in one of four ways: (1) direct inhibition of ATP synthase, (2)
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Figure 3-13. ATP synthesis (oxidative phosphorylation) in mitochondria.

Inhibitors:

Arrows with roman numerals point to the ultimate sites of action of four
categories of agents that interfere with oxidative phosphorylation
(Table 3-6). For simplicity, this scheme does not indicate the outer mito-
chondrial membrane and that protons are extruded from the matrix space
along the electron transport chain at three sites. BOX = beta-oxidation of
fatty acids; e~ = electron; P; = inorganic phosphate; ANT = adenine nu-
cleotide translocator; ATP SYN = ATP synthase (F,F;ATPase).

interference with ADP delivery, (3) interference with inorganic
phosphate delivery, and (4) deprivation of ATP synthase from its
driving force, the controlled influx of protons into the matrix space.
Protonophoric chemicals (uncouplers) such as 2,4-dinitrophenol
and pentachlorophenol import protons into the mitochondrial ma-
trix, dissipating the proton gradient that drives the controlled in-
flux of protons into the matrix, which, in turn, drives ATP syn-
thase. Finally, chemicals causing mitochondrial DNA injury, and
thereby impairing synthesis of specific proteins encoded by the mi-
tochondrial genome (e.g., subunits of complex I and ATP synthase),
are listed in group E. These include the dideoxynucleoside antivi-
ral drugs used against AIDS, such as zidovudine. Table 3-6 lists
other chemicals that impair ATP synthesis.

Impairment of oxidative phosphorylation is detrimental to
cells because failure of ADP rephosphorylation results in the ac-
cumulation of ADP and its breakdown products as well as deple-
tion of ATP. Accordingly, hepatocytes exposed to KCN and iodoac-
etate exhibit a rapid rise in cytosolic H" and Mg?™ as a result of
the hydrolysis of adenosine di- and triphosphates (existing as Mg
salts) and the release of phosphoric acid and Mg?* (Herman et al.,
1990). The increased conversion of pyruvate to lactate also may
contribute to the acidosis. The lack of ATP compromises the op-
eration of ATP-requiring ion pumps, leading to the loss of ionic
and volume-regulatory controls (Buja et al., 1993). Shortly after
intracellular acidosis and hypermagnesemia, liver cells exposed to
KCN and iodoacetate exhibit a rise in intracellular Na™, probably
as a result of failure of the Na* pump, after which plasma mem-
brane blebs appear. The intracellular phosphoric acidosis is bene-
ficial for the cells presumably because the released phosphoric acid
forms insoluble calcium phosphate, preventing the rise of cytoso-
lic Ca®™, with its deleterious consequences (see below). In addi-
tion, a low pH also directly decreases the activity of phospholi-
pases and inhibits mitochondrial permeability transition (see later).
Terminally, the intracellular pH rises, increasing phospholipase ac-
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tivity, and this contributes to irreversible membrane damage (i.e.,
rupture of the blebs) not only by degrading phospholipids but also
by generating endogenous detergents such as lysophospholipids
and free fatty acids. The lack of ATP aggravates this condition be-
cause the reacylation of lysophospholipids with fatty acids is im-
paired.

Sustained Rise of Intracellular Ca®*  Intracellular Ca®™ lev-
els are highly regulated (Fig. 3-14). The 10,000-fold difference be-
tween extracellular and cytosolic Ca®" concentration is maintained
by the impermeability of the plasma membrane to Ca>* and by
transport mechanisms that remove Ca’* from the cytoplasm
(Richter and Kass, 1991). Ca®" is actively pumped from the cy-
tosol across the plasma membrane and is sequestered in the endo-
plasmic reticulum and mitochondria (Fig. 3-14). Because they are
equipped with a low-affinity transporter, the mitochondria play a
significant role in Ca*" sequestration only when the cytoplasmic
levels rise into the micromolar range. Under such conditions, a
large amount of Ca®" accumulates in the mitochondria, where it
is deposited as calcium phosphate.

Toxicants induce elevation of cytoplasmic Ca®* levels by pro-
moting Ca®" influx into or inhibiting Ca®* efflux from the cyto-
plasm (Table 3-7). Opening of the ligand- or voltage-gated Ca**
channels or damage to the plasma membrane causes Ca*>* to move
down its concentration gradient from extracellular fluid to the
cytoplasm. Toxicants also may increase cytosolic Ca?* inducing
its leakage from the mitochondria or the endoplasmic reticulum.
They also may diminish Ca®>" efflux through inhibition of Ca**
transporters or depletion of their driving forces. Several chemicals
that can cause a sustained rise in cytoplasmic Ca>" levels are listed
in Table 3-7. Sustained elevation of intracellular Ca®" is harmful
because it can result in (1) depletion of energy reserves, (2) dys-
function of microfilaments, (3) activation of hydrolytic enzymes,
and (4) generation of ROS and RNS.

There are at least three mechanisms by which sustained ele-
vations in intracellular Ca®" unfavorably influence the cellular en-
ergy balance. First, high cytoplasmic Ca*>* levels cause increased
mitochondrial Ca®>" uptake by the Ca®>" “uniporter,” which, like
ATP synthase, utilizes the inside negative mitochondrial mem-
brane potential (AWm) as the driving force. Consequently, mito-
chondrial Ca* uptake dissipates AWm and inhibits the synthesis
of ATP. Moreover, agents that oxidize mitochondrial NADH acti-
vate a transporter that extrudes Ca’>* from the matrix space
(Richter and Kass, 1991). The ensuing continuous Ca>* uptake
and export (“Ca®" cycling”) by the mitochondria further com-
promise oxidative phosphorylation. Second, Ca?>* may also im-
pair ATP synthesis by causing oxidative injury to the inner mem-
brane by mechanisms described later. Third, a sustained rise in
cytoplasmic Ca®" not only impairs ATP synthesis but also in-
creases ATP consumption by the Ca?*-ATPases working to elim-
inate the excess Ca”".

A second mechanism by which an uncontrolled rise in cyto-
plasmic Ca’* causes cell injury is microfilamental dissociation
(Nicotera et al., 1992; Leist and Nicotera, 1997). The cellwide net-
work of actin filaments maintains cellular morphology by attach-
ment of the filaments to actin-binding proteins in the plasma mem-
brane. An increase of cytoplasmic Ca”* causes dissociation of actin
filaments from «-actinin and fodrin, proteins that promote an-
choring of the filament to the plasma membrane. This represents
a mechanism leading to plasma membrane blebbing, a condition
that predisposes the membrane to rupture.
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Table 3-6
Agents Impairing Mitochondrial ATP Synthesis*

A. Inhibitors of hydrogen delivery to the electron transport chain acting on/as
1. Glycolysis (critical in neurons): hypoglycemia; iodoacetate and NO™" at GAPDH
2. Gluconeogenesis (critical in renal tubular cells): coenzyme A depletors (see below)
3. Fatty acid oxidation (critical in cardiac muscle): hypoglycin, 4-pentenoic acid
4
5

. Pyruvate dehydrogenase: arsenite, DCVC, p-benzoquinone

. Citrate cycle
(a) Aconitase: fluoroacetate, ONOO ™
(b) Isocitrate dehydrogenase: DCVC

(c) Succinate dehydrogenase: malonate, DCVC, PCBD-cys, 2-bromohydroquinone, 3-nitropropionic acid,

cis-crotonalide fungicides

6. Depletors of TPP (inhibit TPP-dependent PDH and a-KGDH): ethanol

=

8. Depletors of NADH
(a) See group A.V.1. in Table 3-7

. Depletors of coenzyme A: 4-(dimethylamino)phenol, p-benzoquinone

(b) Activators of poly(ADP-ribose) polymerase: agents causing DNA damage (e.g., MNNG, hydrogen peroxide,

ONOO )

B. Inhibitors of electron transport acting on/as
1. Inhibitors of electron transport complexes

(a) NADH—-coenzyme Q reductase (complex I): rotenone, amytal, MPP™, paraquat

(b) Cycotochrome Q—cytochrome ¢ reductase (complex III): antimycin-A, myxothiazole

(c) Cytochrome oxidase (complex IV): cyanide, hydrogen sulfide, azide, formate, *NO, phosphine (PH;)
(d) Multisite inhibitors: dinitroaniline and diphenylether herbicides, ONOO —

2. Electron acceptors: CCly, doxorubicin, menadione, MPP*

C. Inhibitors of oxygen delivery to the electron transport chain
1. Chemicals causing respiratory paralysis: CNS depressants, convulsants

2. Chemicals causing ischemia: ergot alkaloids, cocaine

3. Chemicals inhibiting oxygenation of Hb: carbon monoxide, methemoglobin-forming chemicals

D. Inhibitors of ADP phosphorylation acting on/as

1. ATP synthase: oligomycin, cyhexatin, DDT, chlordecone

2. Adenine nucleotide translocator: atractyloside, DDT, free fatty acids, lysophospholipids
3. Phosphate transporter: N-ethylmaleimide, mersalyl, p-benzoquinone
4. Chemicals dissipating the mitochondrial membrane potential (uncouplers)
(a) Cationophores: pentachlorophenol, dinitrophenol-, benzonitrile-, thiadiazole herbicides, salicylate, cationic
amphiphilic drugs (amiodarone, perhexiline), valinomycin, gramicidin, calcimycin (A23187)
(b) Chemicals permeabilizing the mitochondrial inner membrane: PCBD-cys, chlordecone

E. Chemicals causing mitochondrial DNA damage and impaired transcription of key mitochondrial proteins:
1. Antiviral drugs: zidovudine, zalcitabine, didanosine, fialuridine

2. Ethanol (when chronically consumed)

*The ultimate sites of action of these agents are indicated in Fig. 3-13. DCVC = dichlorovinyl-cysteine; GAPDH = glyceraldehyde 3-phosphate dehydrogenase; a-KGDH =
a-ketoglutarate dehydrogenase; MNNG = N-methyl-N'-nitro-N-nitrosoguanidine; MPP™ = 1-methyl-4-phenylpyridinium; PCBD-cys = pentachlorobutadienyl-cysteine;

PDH = pyruvate dehydrogenase; TPP = thyamine pyrophosphate.

A third event whereby high Ca®" levels are deleterious to cells
is activation of hydrolytic enzymes that degrade proteins, phos-
pholipids, and nucleic acids (Nicotera et al., 1992; Leist and
Nicotera, 1997). Many integral membrane proteins are targets for
Ca®"-activated neutral proteases, or calpains (Saido et al., 1994).
Calpain-mediated hydrolysis of actin-binding proteins also may
cause membrane blebbing. Indiscriminate activation of phospholi-
pases by Ca®" causes membrane breakdown directly and by the
generation of detergents. Activation of a Ca”>*-Mg”*-dependent

endocuclease causes fragmentation of chromatin. Elevated levels
of Ca®* can lock topoisomerase II in a form that cleaves but does
not religate DNA. In summary, intracellular hypercalcemia acti-
vates several process that interfere with the ability of cells to main-
tain their structural and functional integrity. The relative impor-
tance of these processes in vivo requires further definition.
Overproduction of ROS and RNS There are a number of
xenobiotics that can directly generate ROS and RNS, such as the
redox cyclers (Fig. 3-3) and the transition metals (Fig. 3-4). In ad-
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Figure 3-14. Four mechanisms for the elimination of Ca’™ from the cy-
toplasm: Ca®*-ATPase-mediated pumping into (1) the extracellular space
as well as (2) the endoplasmic reticulum (ER) and ion-gradient—driven
transport into (3) the extracellular space (by the Ca’*/Na™ exchanger)
as well as (4) the mitochondria (M; by the Ca’* uniporter).

Some chemicals that inhibit these mechanisms are listed in Table 3-7, group
B.
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dition, overproduction of ROS and RNS can be secondary to the
intracellular hypercalcemia, as Ca®" activates enzymes that gen-
erate ROS and/or RNS in the following ways:

1. Activation of the dehydrogenases in the citric acid cycle by
Ca’" accelerates the hydrogen output from the citrate cycle
and, in turn, the flux of electrons along the electron transport
chain (see Fig. 3-13). This, together with the suppressed ATP
synthase activity (owing to the Ca*"-induced uncoupling), in-
creases the formation of O,* by the mitochondrial electron
transport chain.

2. Ca®"-activated proteases proteolytically convert xanthine de-
hydrogenase into xanthine oxidase, whose byproducts are O, ¢
and HOOH.

3. Neurons and endothelial cells constitutively express NOS that
is activated by Ca®". Given the extremely high reactivity of
*NO with O,*, co-production of these radicals will inevitably
lead to formation of ONOO , a highly reactive oxidant
(Murphy, 1999) (Fig. 3-4). Moreover, ONOO ~ can increase
its own formation by incapacitating the highly sensitive Mn-
SOD, which would eliminate O,*, a precursor of ONOO .

Interplay between the Primary Metabolic Disorders Spells Cel-
lular Disaster The primary derailments in cellular biochemistry

discussed above do not remain isolated but interact and amplify
each other in a number of ways (Fig. 3-15):

Table 3-7
Agents Causing Sustained Elevation of Cytosolic Ca®*

A. Chemicals inducing Ca>" influx into the cytoplasm
I. Via ligand-gated channels in neurons:

1. Glutamate receptor agonists (“excitotoxins”): glutamate, kainate, domoate
2. “Capsaicin receptor” agonists: capsaicin, resiniferatoxin

II. Via voltage-gated channels: maitotoxin (?), HO®

III. Via “newly formed pores”: maitotoxin, amphotericin B, chlordecone,
methylmercury, alkyltins

IV. Across disrupted cell membrane:
1. Detergents: exogenous detergents, lysophospholipids, free fatty acids
2. Hydrolytic enzymes: phospholipases in snake venoms, endogenous

phospholipase A,

3. Lipid peroxidants: carbon tetrachloride
4. Cytoskeletal toxins (by inducing membrane blebbing): cytochalasins, phalloidin

V. From mitochondria:
1. Oxidants of intramitochondrial NADH: alloxan, --BHP, NAPBQI, divicine, fatty

acid hydroperoxides, menadione, MPP™

2. Others: phenylarsine oxide, gliotoxin, *NO, ONOO

VI. From the endoplasmic reticulum:
1. IP5 receptor activators: y-HCH (lindan), IP; formed during “excitotoxicity”
2. Ryanodine receptor activators: -HCH

B. Chemicals inhibiting Ca>* export from the cytoplasm (inhibitors of Ca*>"-ATPase
in cell membrane and/or endoplasmic reticulum)
I. Covalent binders: acetaminophen, bromobenzene, CCly, chloroform, DCE
II. Thiol oxidants: cystamine (mixed disulfide formation), diamide, ~-BHP, menadione,
diquat
III. Others: vanadate, Cd>"
IV. Chemicals impairing mitochondrial ATP synthesis (see Table 3-6)

key: DCE = 1,I-dichloroethylene; #-BHP = t-butyl hydroperoxide; HCH = hexachlorocyclohexane; MPP" = 1-methyl-4-
phenylpyridinium; NAPBQI = N-acetyl-p-benzoquinoneimine.
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Figure 3-15. Interrelationship between the primary metabolic disorders
(ATP depletion, intracellular hypercalcemia, and overproduction of
ROS/RNS) that ultimately cause necrosis or apoptosis.

See text for details. ATP-SYN = ATP synthase, MET = mitochondrial
electron transport; NOS = nitric oxide synthase; PARP = poly(ADP-
ribose) polymerase; ROS = reactive oxygen species; RNS = reactive ni-
trogen species; XO = xanthine oxidase; AWm = mitochondrial membrane
potential.

1. Depletion of cellular ATP reserves deprives the endoplasmic
and plasma membrane Ca?* pumps of fuel, causing elevation
of Ca®* in the cytoplasm. With the influx of Ca®>" into the mi-
tochondria, AWm declines, hindering ATP synthase.

2. As stated above, intracellular hypercalcemia facilitates forma-
tion of ROS and RNS, which oxidatively inactivate the thiol-
dependent Ca>* pump, which, in turn, aggravates the hyper-
calcemia.

3. The ROS and RNS can also drain the ATP reserves. *NO is a
reversible inhibitor of cytochrome oxidase, NO™ (nitrosonium
cation, a product of *°NO) S-nitrosylates and thus inactivates
glyceraldehyde 3-phosphate dehydrogenase, impairing glycol-
ysis, whereas ONOOQO ™ irreversibly inactivates respiratory
chain complexes I, II, III, and aconitase (by reacting with their
Fe-S center) (Murphy, 1999). Therefore, *°NO and ONOO ™ in-
hibit cellular ATP synthesis.

4. Furthermore, ONOO™ can induce DNA single-strand breaks,
which activate poly(ADP-ribose) polymerase (PARP) (Szabd,
1996). As part of the repair strategy, activated PARP transfers
multiple ADP-ribose moieties from NAD ™" to nuclear proteins
and PARP itself (D’Amours et al., 1999). Consumption of
NAD™ severely compromises ATP synthesis (see Fig. 3-13),
whereas resynthesis of NAD™ consumes ATP. Hence a major
consequence of DNA damage by ONOO ™ is a cellular energy
deficit (Murphy, 1999).

The chain of events and their contribution to the worsening
metabolic conditions are somewhat cell-specific. For example,
cyanide toxicity in neurons is associated with depolarization and
glutamate release (Patel et al., 1993), followed by Ca®" influx
through voltage-gated as well as glutamate-gated channels (see
items 8 and 12, respectively, in Fig. 3-12). As they express Ca>"-
activated NOS, neurons are also prone to generate “nitrosative
stress,” which affects not only themselves but perhaps more sig-
nificantly the neighboring astrocytes (Szabd, 1996). In contrast, in
cyanide- and iodoacetate-poisoned liver cells, the increase in cy-
toplasmic Ca®" is not an early event (Herman et al., 1990) and

*NO formation is less likely involved. Nevertheless, the interplay
of ATP depletion, intracellular hypercalcemia, and overproduction
of ROS and RNS, involving multiple vicious cycles (Fig. 3-15),
can progressively aggravate the biochemical disorder until it be-
comes a disaster.

Mitochondrial Permeability Transition (MPT) and the Worst Out-
come: Necrosis Mitochrondrial Ca>* uptake, decreased AWm,
generation of ROS and RNS, depletion of ATP, and consequences
of the primary metabolic disorders (e.g., accumulation of inorganic
phosphate, free fatty acids, and lysophosphatides) are all consid-
ered as causative factors of an abrupt increase in the mitochondr-
ial inner-membrane permeability, termed MPT, believed to be
caused by opening of a proteinaceous pore (“megachannel”) that
spans both mitochondrial membranes (Lemasters et al., 1998;
Kroemer et al., 1998). As this pore is permeable to solutes of
size <1500 Da, its opening permits free influx into the matrix space
of protons, causing rapid and complete dissipation of AWm and
cessation of ATP synthesis as well as osmotic influx of water, re-
sulting in mitochondrial swelling. Ca*>* that had accumulated in
the matrix space effluxes through the pore, flooding the cytoplasm.
Such mitochondria are not only incapable of synthesizing ATP but
even waste the remaining sources because depolarization of the in-
ner membrane forces the ATP synthase to operate in the reverse
mode, as an ATPase, hydrolyzing ATP. Then even glycolysis may
become compromised by the insufficient ATP supply to the ATP-
requiring glycolytic enzymes (hexokinase, phosphofructokinase).
A complete bioenergetic catastrophe ensues in the cell if the meta-
bolic disorders evoked by the toxic agent (such as one listed in
Tables 3-6 and 3-7) is so extensive that most or all mitochondria
in the cell undergo MPT, causing depletion of cellular ATP (see
Fig. 3-17). Degradative processes already outlined (e.g., oxidative
and hydrolytic degradation of macromolecules and membranes as
well as disintegration of intracellular solute and volume home-
ostasis) will go to completion, causing a complete failure in main-
tenance of cellular structure and functions and culminating in cell
lysis or necrosis.

An Alternative Qutcome of MPT: Apoptosis The chemicals that
adversely affect the cellular energy metabolism, Ca®>" homeostasis
and redox state and ultimately cause necrosis, may also induce apop-
tosis, another form of demise. While the necrotic cell swells and ly-
ses, the apoptotic cell shrinks; its nuclear and cytoplasmic materials
condense, and then it breaks into membrane-bound fragments (apop-
totic bodies) that are phagocytosed (Wyllie, 1997).

As discussed above, the multiple metabolic defects that a cell
suffers in its way to necrosis are causal yet rather random in se-
quence. In contrast, the routes to apoptosis are ordered, involving
cascade-like activation of catabolic processes that finally disas-
semble the cell. Many details of the apoptotic pathways have been
uncovered in recent years, some of which are presented schemat-
ically in Fig. 3-16.

It appears that most if not all chemical-induced cell death will
involve the mitochondria, and the resulting mitochondrial dys-
function (such as Ca®" accumulation, dissipation of AWm, over-
production of ROS/RNS) may ultimately trigger either necrosis or
apoptosis, and that MPT is a crucial event in both. Another related
event is release into the cytoplasm of cytochrome c (cyt ¢), a small
hemeprotein that normally resides in the mitochondrial intermem-
brane space attached to the surface of inner membrane.

The significance of cyt c release is twofold (Cai et al., 1998):
(1) As cyt ¢ is the penultimate link in the mitochondrial electron
transport chain, its loss will block ATP synthesis, increase forma-
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Figure 3-16. Apoptotic pathways initiated by mitochondrial insult, nuclear DNA insult and Fas or TNF re-
ceptor-1 stimulation.

The figure is a simplified scheme of three pathways to apoptosis. (1) Mitochondrial insult (see text) ultimately
opens the permeability transition pore spanning both mitochondrial membranes and/or causes release of cy-
tochrome ¢ (Cyt c) from the mitochondria. Cyt c release is facilitated by Bax or Bid proteins and opposed by
Bcl-2 protein. (2) DNA insult, especially double-strand breaks, activates pS3 protein which increases the ex-
pression of Bax (that mediates Cyt ¢ release) and the membrane receptor protein Fas. (3) Fas ligand or tumor
necrosis factor binds to and activates their respective receptor, Fas and TNF1 receptor. These ligand-bound re-
ceptors and the released Cyt ¢ interact with specific adapter proteins (i.e., FADD, RAIDD and Apaf-1) through
which they proteolytically activate procaspases (PC) to active caspases (C). The latter in turn cleave and acti-
vate other proteins (e.g., the precursor of Bid, P-Bid) and PC-3, a main effector procaspase. The active effector
caspase-3 activates other effector procaspases (PC-6, PC-7). Finally, C-3, C-6, and C-7 clip specific cellular pro-
teins, whereby apoptosis occurs. These pathways are not equally relevant in all types of cells and other path-
ways, such as those employing TGF-f as an extracellular signaling molecule, and ceramide as an intracellular
signaling molecule, also exist. DFF = DNA fragmentation factor; FAK = focal adhesion kinase; PARP =
poly(ADP-ribose) polymerase; SREBP = sterol regulatory element binding protein.
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tion of O,* (instead of O,*~ as shown in Fig. 3-13), and poten-
tially thrust the cell toward necrosis. (2) Simultaneously, the un-
leashed cyt ¢ (and perhaps other proteins set free from the mito-
chondria) represents a signal or an initial link in the chain of events
directing the cell to the apoptotic path (Fig. 3-16). Upon binding,
together with ATP, to an adapter protein (Apaf-1), cyt ¢ can induce
proteolytic cleavage of the Apaf-1-bound latent procaspase-9 to ac-
tive caspase-9.

Caspases are cysteine proteases (that is, they possess catalyt-
ically active cysteine) that clip proteins at specific asparagine
residues (Nicholson and Thornberry, 1997). They reside in the cy-
toplasm in inactive forms, as procaspases, which are proteolyti-
cally converted to the active proteases. Some caspases (e.g., 2, 8,
and 9) cleave and activate procaspases. Thereby these signaling
caspases carry the activation wave to the so-called effector cas-
pases (e.g., 3, 6, and 7), which clip specific cellular proteins, acti-
vating or inactivating them. It is the caspase-catalyzed hydrolysis
of these specific proteins that accounts directly or indirectly for the
morphologic and biochemical alterations in apoptotic cells. For ex-
ample, proteolytic inactivation of PARP prevents futile DNA re-
pair and wasting of ATP; hydrolytic activation of DNA fragmen-
tation factor induces fragmentation of nuclear DNA; clipping of
structural proteins (a-fodrin, actin, lamins) aids in disassembly of
the cell; incapacitation of focal adhesion kinase (see Fig. 3-11) per-
mits detachment of the cell from the extracellular matrix; and hy-
drolytic activation of sterol regulatory element—binding proteins
may contribute to accumulation of sterols and externalization of
phosphatidylserine in the plasma membrane that identify the apop-
totic cell to phagocytes.

The decisive mitochondrial events of cell death, i.e., MPT and
release of cyt ¢, are controlled by the Bcl-2 family of proteins,
which includes members that facilitate (e.g., Bax, Bad, Bid) and
those that inhibit (e.g., Bcl-2, Bcl-XL) these processes. While the
death-promoting members probably act directly in the mitochon-
drial membranes, their death-suppressor counterparts are thought
to act predominantly by dimerizing with the death agonists and
therefore neutralizing them. Thus, the relative amount of these an-
tagonistic proteins functions as a regulatory switch between cell
survival and death (Reed et al., 1998).

The proapoptotic Bax and Bid proteins also represent links
whereby death programs initiated extramitochondrically, e.g., by
DNA damage in the nucleus or by stimulation of Fas receptors at
the cell surface, can engage the mitochondria into the apoptotic
process (Green, 1998) (Fig. 3-16). DNA damage (evoked by
ionizing and UV radiations, alkylating chemicals, doxorubicin
(Adriamycin), and topoisomerase Il inhibitors) induces stabiliza-
tion and activation of p53 protein, a transcription factor, which
increases expression of Bax protein (Bates and Vousden, 1998) (see
also Fig. 3-25). As discussed further on, DNA damage is poten-
tially mutagenic and carcinogenic, therefore apoptosis of cells with
damaged DNA is an important self-defense of the body against
oncogenesis. Furthermore, the antitumor drugs targeting the
nuclear DNA exert their desirable toxic effects against tumor cells
(and also their undesirable cytotoxic effects against rapidly dividing
normal cells such as hematopoietic cells and small intestinal mu-
cosal cells) by inducing apoptosis primarily via a p53-dependent
mechanism. Stimulation of TNF receptor-1 or Fas can directly ac-
tivate caspases, nevertheless Fas activation can also engage the
mitochondria into the death program via caspase-mediated activa-
tion of Bid (Fig. 3-16). The Fas system is involved in cell-mediated
cytotoxicity, as cytotoxic T lymphocytes express the Fas ligand that
activates Fas in the membrane of potential target cells, such as those

of the liver, heart, and the lung. The Fas system also mediates germ
cell apoptosis in the testes of rodents exposed to mono-(2-ethyl-
hexyl)phthalate or 2,5-hexanedione, the ultimate toxicant formed
from hexane. These chemicals damage the microtubules in the Ser-
toli cells that normally nurse the germ cells. Unable to support the
germ cells, Sertoli cells overexpress the Fas ligand to limit the num-
ber of germ cells (which upregulate their Fas receptor) by deleting
them via apoptosis (Cohen et al., 1997; Lee et al., 1997).

Thus, apoptosis can be executed via multiple pathways, all in-

volving caspase activation. The route preferred will depend among
others on the initial insult (Fig. 3-16) as well as on the type and
state of the cell. For example, T lymphocytes lacking the Bax gene
can still undergo p53-dependent death in response to ionizing ra-
diation, probably by increasing Fas expression (Fig. 3-16), whereas
Bax-null fibroblasts cannot.
ATP Availability Determines the Form of Cell Death There are
several common features in the process of apoptosis and necrosis.
First of all, many xenobiotics—such as the hepatotoxin acetamin-
ophen, 1,1-dichloroethylene, thioacetamide, and cadmium as well
as the nephrotoxin ochratoxin—can cause both apoptosis and
necrosis (Corcoran et al., 1994). Toxicants tend to induce apopto-
sis at low exposure levels or early after exposure at high levels,
whereas they cause necrosis later at high exposure levels. In addi-
tion, induction of both forms of cell death by cytotoxic agents may
involve similar metabolic disturbances and most importantly MPT
(Lemasters et al., 1998; Kroemer et al., 1998; Quian et al., 1999),
and blockers of the latter (e.g., cyclosporin A, Bcl-2 overexpres-
sion) prevent both apoptosis and necrosis. What determines, then,
whether the injured cell undergoes apoptosis or necrosis—which,
as emphasized further on, may have a significant impact on the
surrounding tissue?

Recent findings suggest that the availability of ATP is critical
in determining the form of cell death. In experimental models so
different as Ca**-exposed hepatocytes, Fas-stimulated T lympho-
cytes, and HOOH-exposed endothelial cells, necrosis occurred in-
stead of apoptosis when cells were depleted of ATP, but apoptosis
took place rather than necrosis when ATP depletion was alleviated
by providing substrates for ATP generation (Leist et al., 1997;
Lemasters et al., 1998; Lelli et al., 1998).

Lemasters et al. (1998) used confocal microscopy to visual-
ize mitochondria in cells exposed to an apoptogenic stimulus and
found that MPT does not occur uniformly in all mitochondria. They
proposed a model in which the number of mitochondria undergo-
ing MPT (which probably depends on the degree of chemical ex-
posure) determines the severity of cellular ATP depletion and, in
turn, the fate of the cell. According to this model (Fig. 3-17), when
only a few mitochondria develop MPT, they, and with them the
proapoptotic signals (e.g., externalized cyt ¢), are removed by lyso-
somal autophagy. When MPT involves more mitochondria, the au-
tophagic mechanism becomes overwhelmed and the released cyt ¢
initiates caspase activation and apoptosis (Fig. 3-16). When MPT
involves virtually all mitochondria, ATP becomes severely depleted
for reasons discussed above. Lack of ATP prevents execution of
the apoptotic program, which involves ATP-requiring steps, one of
which is formation of the complex between Apaf-1, cyt ¢, and
pocaspase-9 (Fig. 3-16). Then cytolysis occurs before the caspases
come into action.

Induction of Cell Death by Unknown Mechanisms In addition
to chemicals that ultimately injure mitochondria by disrupting
oxidative phosphorylation and/or control of intracellular Ca®™,
there are toxicants that cause cell death by affecting other func-
tions or structures primarily. Included here are (1) chemicals that
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Figure 3-17. “Decision plan” on the fate of injured cell.

See the text for details. MPT = mitochondrial permeability transition;
RO(N)S = reactive oxygen or nitrogen species.

directly damage the plasma membrane, such as lipid solvents, de-
tergents, and venom-derived hydrolytic enzymes; (2) xenobiotics
that damage the lysosomal membrane, such as aminoglycoside an-
tibiotics and hydrocarbons binding to a,,-globulin; (3) toxins that
destroy the cytoskeleton, such as the microfilamental toxins phal-
loidin and cytochalasins and the microtubular toxins colchicine and
2,5-hexanedione; (4) the protein phosphatase inhibitor hepatotoxin
microcystin, which causes hyperphosphorylation of microfilaments
and other cellular proteins (Toivola and Eriksson, 1999); and
(5) toxins that disrupt protein synthesis, such as a-amanitin and
ricin.

The events leading to cell death after exposure to these
chemicals are generally unknown. It is likely that cell death
caused by these chemicals is ultimately mediated by impairment
of oxidative phosphorylation, sustained elevation of intracellu-
lar Ca®*, and/or overproduction of ROS/RNS and that it takes
the form of necrosis if these processes are abrupt but apoptosis
if they are protracted. For example, direct injury of the plasma
membrane would lead rapidly to increased intracellular Ca*™
levels. Neurofilamental toxins that block axonal transport cause
energy depletion in the distal axonal segment. More subtle
changes may also underlie the cell death. For example, pacli-
taxel, an antimicrotubule agent, purportedly causes hyperphos-
phorylation and inactivation of Bcl-2, which favors opening the
MPT pore (Fan, 1999).

Impairment of External Cellular Maintenance Toxicants also
may interfere with cells that are specialized to provide support to
other cells, tissues, or the whole organism. Chemicals acting on
the liver illustrate this type of toxicity. Hepatocytes produce and
release into the circulation a number of proteins and nutrients. They
remove cholesterol and bilirubin from the circulation, converting
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them into bile acids and bilirubin glucuronides, respectively, for
subsequent excretion into bile. Interruption of these processes may
be harmful to the organism, the liver, or both. For example, inhi-
bition of the hepatic synthesis of coagulation factors by coumarins
does not harm the liver but may cause death by hemorrhage (Hard-
man et al., 1995). This is the mechanism of the rodenticidal ac-
tion of warfarin. In the fasting state, inhibitors of hepatic gluco-
neogenesis such as hypoglycin may be lethal by limiting the supply
of glucose to the brain. Similarly, Reye’s syndrome, which is
viewed as a hepatic mitochondrial injury caused by a combination
of a viral disease (which may induce hepatic NOS) and intake of
salicylate (which provokes MPT) (Fromenty and Pessayre, 1997;
Lemasters et al., 1998), causes not only hepatocellular injury but
also severe metabolic disturbances (hypoglycemia, hyperam-
monemia) that affect other organs as well. Chemical interference
with the B-oxidation of fatty acids or the synthesis, assembly, and
secretion of lipoproteins overloads the hepatocytes with lipids,
causing hepatic dysfunction (Fromenty and Pessayre, 1997). a-
Naphthylisothiocyanate causes separation of the intercellular tight
junctions that seal bile canaliculi (Knell et al., 1987), impairing
biliary secretion and leading to the retention of bile acids and
bilirubin; this adversely affects the liver as well as the entire
organism.

STEP 4 —REPAIR OR DYSREPAIR

The fourth step in the development of toxicity is inappropriate
repair (Fig. 3-1). As noted previously, many toxicants alter
macromolecules, which, if not repaired, cause damage at higher
levels of the biological hierarchy in the organism. Because re-
pair influences the progression of toxic lesions, mechanisms of
repair are categorized in Fig. 3-18 and discussed below in
detail.

Molecular Repair

Damaged molecules may be repaired in different ways. Some
chemical alterations, such as oxidation of protein thiols and methy-
lation of DNA, are simply reversed. Hydrolytic removal of the mol-
ecule’s damaged unit or units and insertion of a newly synthesized
unit or units often occur with chemically altered DNA and perox-
idized lipids. In some instances, the damaged molecule is totally
degraded and resynthesized. This process is time-consuming but

REPAIR

Figure 3-18. Repair mechanisms.

Dysfunction of these mechanisms results in dysrepair, the fourth step in
the development of numerous toxic injuries. ECM = extracellular matrix.
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THIOREDOXIN GLUTAREDOXIN
PATHWAY PATHWAY
Prot-SS Prot-[SH],
Prot,-SS-Prot ‘'Y Prot;-SH + Prot,-SH -
Prot-SOH d  ProtsH+H,0 Prot-SSG
Prot-Met=0 Prot-Met + H,0

TR-[SH], TR-SS GRO-[SH], GRO-SS

TRR-SS TRR-[S8H], GSSG 2GSH
NADPH + H* NADP* GR-[SH], GR-SS

NADP* NADPH + H*

Figure 3-19. Repair of proteins oxidized at their thiol groups.

Protein disulfides (Prot-SS, Prot;-SS-Prot,), protein sulfenic acids (Prot-SOH) and protein methionine sulfox-
ides (Prot-Met=0) are reduced by thioredoxin (TR-[SH],) with methionine sulfoxide reductase catalyzing the
latter process. Protein-glutathione mixed disulfides (Prot-SSG) are reduced by glutaredoxin (GRO-[SH],), which
is also called thioltransferase. The figure also indicates how TR-[SH], and GRO-[SH], are regenerated from
their disulfides (TR-SS and GRO-SS, respectively). In the mitochondria, TR-SS also can be regenerated by the
dithiol dihydrolipoic acid, a component of the pyruvate- and a-ketoglutarate dehydrogenase complexes. GSH =
glutathione; GSSG = glutathione disulfide; GR-[SH], and GR-SS = glutathione reductase (dithiol and disulfide
forms, respectively); TRR-[SH], and TRR-SS = thioredoxin reductase (dithiol and disulfide forms, respectively).

unavoidable in cases such as the regeneration of cholinesterases af-
ter organophosphate intoxication.

Repair of Proteins Thiol groups are essential for the function of
numerous proteins, such as receptors, enzymes, cytoskeletal pro-
teins, and TFs. Oxidation of protein thiols (Prot-SHs) to protein
disulfides (Prot-SS, Prot;-SS-Prot,), protein-glutathione mixed
disulfides, and protein sulfenic acids (Prot-SOH) as well as oxi-
dation of methionine in proteins to methionine sulfoxide can be re-
versed by enzymatic reduction (Fernando et al., 1992; Gravina and
Mieyal, 1993; Maskovitz et al., 1999) (Fig. 3-19). The endogenous
reductants are thioredoxin and glutaredoxin, small, ubiquitous pro-
teins with two redox-active cysteines in their active centers.
Because the catalytic thiol groups in these proteins are oxidized,
they are recycled by reduction with NADPH generated by glucose-
6-phosphate dehydrogenase and 6-phosphogluconate dehydroge-
nase in the pentose phosphate pathway.

Repair of oxidized hemoglobin (methemoglobin) occurs by
means of electron transfer from cytochrome bs, which is then re-
generated by a NADH-dependent cytochrome b5 reductase (also
called methemoglobin reductase). Soluble intracellular proteins are
susceptible to denaturation by physical or chemical insults. Mole-
cular chaperones such as the heat-shock proteins are synthesized
in large quantities in response to protein denaturation and are im-
portant in the refolding of altered proteins (Morimoto, 1993). Dam-
aged proteins can be eliminated also by proteolytic degradation.
For example, the immunogenic trifluoroactylated proteins that are
formed in the liver during halothane anesthesia are degraded by
lysosomal proteases (Cohen et al., 1997). Although the ATP/ubiq-

uitin—dependent proteolytic system is specialized in controlling the
level of regulatory proteins (e.g., pS3, IkB, cyclins), it can also
eliminate damaged or mutated intracellular proteins (Hershko and
Ciechanover, 1998). These proteins are first conjugated with ubiq-
uitin, allowing their recognition by proteasomes—large protease
complexes in the cytosol that proteolytically degrade them. Re-
moval of damaged and aggregated proteins is especially critical
in the eye lens for maintenance of its transparency. Erythrocytes
have ATP-independent, nonlysosomal proteolytic enzymes that rap-
idly and selectively degrade proteins denatured by HO® (Davies,
1987).

Repair of Lipids Peroxidized lipids are repaired by a complex
process that operates in concert with a series of reductants as well
as with glutathione peroxidase and reductase (Fig. 3-20).
Phospholipids containing fatty acid hydroperoxides are preferen-
tially hydrolyzed by phospholipase A2, with the peroxidized fatty
acids replaced by normal fatty acids (van Kuijk et al., 1987). Again,
NADPH is needed to “repair” the reductants that are oxidized in
the process.

Repair of DNA  Despite its high reactivity with electrophiles and
free radicals, nuclear DNA is remarkably stable, in part because it
is packaged in chromatin and because several repair mechanisms
are available to correct alterations (Sancar and Sancar, 1988). The
mitochondrial DNA, however, lacks histones and efficient repair
mechanisms and therefore is more prone to damage.

Direct Repair Certain covalent DNA modifications are directly
reversed by enzymes such as DNA photolyase, which cleaves ad-
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Figure 3-20. Repair of peroxidized lipids.
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Phospholipid peroxyl radicals (PL-OO®) formed as a result of lipid peroxidation (Fig. 3-9) may abstract hydro-
gen from alpha-tocopherol (TOC-OH) and yield phospholipid hydroperoxide (PL-OOH). From the latter, the
fatty acid carrying the hydroperoxide group is eliminated via hydrolysis catalyzed by phospholipase (PLase),
yielding a fatty acid hydroperoxide (FA-OOH) and a lysophospholipid (LPL). The former is reduced to a hydroxy-
fatty acid (FA-OH) by glutathione peroxidase (GPX), utilizing glutathione (GSH), whereas the latter is reacy-
lated to phospholipid (PL) by lysophosphatide fatty acyl-coenzyme A transferase (LFTF), utilizing long-chain
fatty acid-coenzyme A (FA-CoA). The figure also indicates regeneration of TOC-OH by ascorbic acid (HO-
ASC-OH), regeneration of ascorbic acid from dehydroascorbic acid (O=ASC=0) by glutaredoxin (GRO-[SH]>),
and reduction of the oxidized glutaredoxin (GRO-SS) by GSH. Oxidized glutathione (GSSG) is reduced by glu-
tathione reductase (GR-[SH],), which is regenerated from its oxidized form (GR-SS) by NADPH, the ultimate
reductant. Most NADPH is produced during metabolism of glucose via the pentose phosphate shunt. TOC-O° =

tocopheroxyl radical; *0-ASC-OH = ascorbyl radical.

jacent pyrimidines dimerized by UV light. Inasmuch as this
chromophore-equipped enzyme uses the energy of visible light to
correct damage, its use is restricted to light-exposed cells. Minor
adducts, such as methyl groups, attached to the O° position of gua-
nine are removed by O%-alkylguanine-DNA-alkyltransferase (Pegg
and Byers, 1992). While repairing the DNA, this alkyltransferase
destroys itself, transferring the adduct onto one of its cysteine
residues. This results in its inactivation and eventual degradation.
Thus, like glutathione, which is depleted during detoxication of
electrophiles, 0%-alkylguanine-DNA-alkyltransferase is consumed
during the repair of DNA.

Excision Repair Base excision and nucleotide excision are two
mechanisms for removing damaged bases from DNA (Chaps. 8
and 9). Lesions that do not cause major distortion of the helix typ-
ically are removed by base excision, in which the altered base is
recognized by a relatively substrate-specific DNA-glycosylase that
hydrolyzes the N-glycosidic bond, releasing the modified base and
creating an apurinic or apyrimidinic (AP) site in the DNA. For
example, 8-hydroxyguanine (8-OH-Gua), a major mutagenic
product of oxidative stress, is removed from the DNA by specific
8-OH-Gua DNA glycosylase. The AP site is recognized by the AP
endonuclease, which hydrolyzes the phosphodiester bond adjacent
to the abasic site. After its removal, the abasic sugar is replaced

with the correct nucleotide by a DNA polymerase and is sealed in
place by a DNA ligase.

Bulky lesions such as adducts produced by aflatoxins or
aminofluorene derivatives and dimers caused by UV radiation are
removed by nucleotide-excision repair. An ATP-dependent nucle-
ase recognizes the distorted double helix and excises a number of
intact nucleotides on both sides of the lesion together with the one
containing the adduct. The excised section of the strand is restored
by insertion of nucleotides into the gap by DNA polymerase and
ligase, using the complementary strand as a template. This phe-
nomenon, designated “unscheduled DNA synthesis,” can be de-
tected by the appearance of altered deoxynucleosides in urine. Ex-
cision repair has a remarkably low error rate of less than 1 mistake
in 10” bases repaired.

Poly(ADP-ribose)polymerase (PARP) appears to be an im-
portant contributor in excision repair. Upon base damage or single-
strand break, PARP binds to the injured DNA and becomes acti-
vated. The active PARP cleaves NAD™ to use the ADP-ribose
moiety of this cofactor for attaching long chains of polymeric ADP-
ribose to nuclear proteins, such as histones. Because one ADP-
ribose unit contains two negative charges, the poly(ADP-
ribosyl)ated proteins accrue negativity and the resultant electrore-
pulsive force between the negatively charged proteins and DNA
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causes decondensation of the chromatin structure. It is hypothe-
sized that PARP-mediated opening of the tightly packed chromatin
allows the repair enzymes to access the broken DNA and fix it.
Thereafter, poly(ADP-ribose) glycohydrolase gains access to the
nucleus from its perinuclear localization and reverses the PARP-
mediated modification of nuclear proteins (D’ Amours et al., 1999).
Other features of PARP that are relevant in toxicity—such as de-
struction of PARP by caspases during apoptosis as well as the sig-
nificance of NAD™ (and consequently ATP) wasting by PARP in
necrosis—have been discussed earlier in this chapter.

Surveillance for damage by repair systems is not equally vig-
ilant on the two DNA strands, and repair rates are not uniform for
all genes (Scicchitano and Hanawalt, 1992). Actively transcribed
genes are more rapidly repaired than are nontranscribed genes, and
lesions in the transcribed strand that block RNA polymerase are
more rapidly repaired than are lesions in the nontranscribed or cod-
ing strand. A protein termed transcription-repair coupling factor
in Escherichia coli recognizes and displaces the RNA polymerase
that has stalled at a DNA lesion, allowing access by the excision
repair enzymes to the damage (Selby and Sancar, 1993).
Recombinational (or Postreplication) Repair Recombinational
repair occurs when the excision of a bulky adduct or an intrastrand
pyrimidine dimer fails to occur before DNA replication begins
(Sancar and Sancar, 1988). At replication, such a lesion prevents
DNA polymerase from polymerizing a daughter strand along a siz-
able stretch of the parent strand that carries the damage. The repli-
cation results in two homologous (“sister”) yet dissimilar DNA du-
plexes: one that has a large postreplication gap in its daughter strand
and an intact duplex synthesized at the opposite leg of the repli-
cation fork. This intact sister duplex is utilized to complete the
postreplication gap in the damaged sister duplex. This is accom-
plished by recombination (“‘crossover”) of the appropriate strands
of the two homologous duplexes. After separation, the sister du-
plex that originally contained the gap carries in its daughter strand
a section originating from the parent strand of the intact sister,
which in turn carries in its parent strand a section originating from
the daughter strand of the damaged sister. This strand recombina-
tion explains the phenomenon of “sister chromatid exchange,”
which is indicative of DNA damage corrected by recombinational
repair. This process also repairs double breaks, which can also be
repaired by the so-called DNA nonhomologous end-joining sys-
tem that ligates DNA ends and employs several proteins including
DNA-dependent protein kinase. A combination of excision and re-
combinational repairs occurs in restoration of DNA with interstrand
cross-links. The process of recombinational repair at the molecu-
lar level has been partially characterized in E. coli. Much less is
known about this process in eukaryotes.

Cellular Repair: A Strategy
in Peripheral Neurons

Repair of damaged cells is not a widely applied strategy in over-
coming cellular injuries. In most tissues, injured cells die, with the
survivors dividing to replace the lost cells. A notable exception is
nerve tissue, because mature neurons have lost their ability to mul-
tiply. In peripheral neurons with axonal damage, repair does occur
and requires macrophages and Schwann cells. Macrophages re-
move debris by phagocytosis and produce cytokines and growth
factors, which activate Schnwann cells to proliferate and transdif-
ferentiate from myelinating operation mode into a growth-
supporting mode. Schwann cells play an indispensable role in pro-
moting axonal regeneration by increasing their synthesis of cell

adhesion molecules (e.g., N-CAM), by elaborating extracellular
matrix proteins for base membrane construction, and by producing
an array of neurotrophic factors (e.g., nerve growth factor, glial—
cell line—derived growth factor) and their receptors (Fu and
Gordon, 1997). While comigrating with the regrowing axon,
Schwann cells physically guide as well as chemically lure the axon
to reinnervate the target cell.

In the mammalian central nervous system, axonal regrowth is
prevented by growth inhibitory glycoproteins (e.g., NI 35, myelin-
associated glycoprotein) and chondroitin sulfate proteoglycans
produced by the oligodendrocytes and by the scar produced by as-
trocytes (Johnson, 1993). Thus, damage to central neurons is irre-
versible but is compensated for in part by the large number of re-
serve nerve cells that can take over the functions of lost neurons.
For example, in Parkinson’s disease, symptoms are not observed
until there is at least an 80 percent loss of nigrostriatal neurons.

Tissue Repair

In tissues with cells capable of multiplying, damage is reversed by
deletion of the injured cells and regeneration of the tissue by
proliferation. The damaged cells are eliminated by apoptosis or
necrosis.

Apoptosis: An Active Deletion of Damaged Cells Apoptosis
initiated by cell injury can be regarded as tissue repair for two rea-
sons, the first of which is that it may intercept the process leading
to necrosis, as discussed earlier (see Fig. 3-17). Necrosis is a more
harmful sequala than apoptosis for the tissue in which the injured
cell resides. A cell destined for apoptosis shrinks; its nuclear and
cytoplasmic materials condense, and then it breaks into membrane-
bound fragments (apoptotic bodies) that are phagocytosed (Bursch
et al., 1992). During necrosis, cells and intracellular organelles
swell and disintegrate with membrane lysis. While apoptosis is or-
derly, necrosis is a disorderly process that ends with cell debris in
the extracellular environment. The constituents of the necrotic cells
attract aggressive inflammatory cells, and the ensuing inflamma-
tion amplifies cell injury (see further on). With apoptosis, dead
cells are removed without inflammation. Second, apoptosis may
intercept the process leading to neoplasia by eliminating the cells
with potentially mutagenic DNA damage. This function of apopto-
sis is discussed in more detail in the final section of this chapter.

It must be emphasized, however, that apoptosis of damaged
cells has a full value as a tissue repair process only for tissues that
are made up of constantly renewing cells (e.g., the bone marrow,
the respiratory and gastrointestinal epithelium, and the epidermis
of the skin), or of conditionally dividing cells (e.g., hepatic and re-
nal parenchymal cells), because in these tissues the apoptotic cells
are readily replaced. The value of apoptosis as a tissue repair strat-
egy is markedly lessened in organs containing nonreplicating and
nonreplaceable cells, such as the neurons, cardiac muscle cells, and
female germ cells, because deletion of such cells, if extensive, can
cause a deficit in the organ’s function.

Proliferation: Regeneration of Tissue Tissues are composed of
various cells and the extracellular matrix. Tissue elements are an-
chored to each other by transmembrane proteins. Cadherins allow
adjacent cells to adhere to one other, whereas connexins connect
neighboring cells internally by association of these proteins into
tubular structures (gap junctions). Integrins link cells to the extra-
cellular matrix. Therefore, repair of injured tissues involves not
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only regeneration of lost cells and the extracellular matrix but also
reintegration of the newly formed elements. In parenchymal organs
such as liver, kidney, and lung, various types of cells are involved
in the process of tissue restoration. Nonparenchymal cells of
mesenchymal origin residing in the tissue, such as resident
macrophages and endothelial cells, and those migrating to the site
of injury, such as blood monocytes, produce factors that stimulate
parenchymal cells to divide and stimulate some specialized cells
(e.g., the stellate cells in the liver) to synthesize extracellular ma-
trix molecules.

Replacement of Lost Cells by Mitosis Soon after injury, cells ad-
jacent to the damaged area enter the cell division cycle (Fig. 3-21).
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Figure 3-21. The cell division cycle and the participating cyclins and
cyclin-dependent protein kinases.

Phase

Areas representing phases of the cycle are meant to be proportional to the
number of cells in each phase. Normally, most cells are in G, phase, a dif-
ferentiated and quiescent state. After receiving signals to divide, they
progress into the G, phase of the cell division cycle. G,/G; transition in-
volves activation of immediate early genes so that cells acquire replicative
competence. Now increasingly responsive to growth factors, these cells
progress to the phase of DNA synthesis (S). If this progression is blocked
(e.g., by the accumulated p53 protein), the cells may undergo apoptosis
(A). After DNA replication, the cells prepare further for mitosis in the G,
phase. Mitosis (M) is the shortest phase of the cell cycle (approximately
40 min out of the 40-h-long cycle of hepatocytes) and most likely requires
the largest energy expenditure per unit of time. The daughter cells produced
may differentiate and enter into the pool of quiescent cells (Gy), substitut-
ing for those which had been lost. During the cycle, the levels of various
cyclins surge (see figure). These proteins bind to and activate specific cy-
clin-dependent protein kinases (Cdk, see figure), which, in turn, phospho-
rylate and thus activate enzymes and other proteins required for DNA repli-
cation and cell division (Johnson and Walker, 1999) (see Fig. 3-24). After
tissue necrosis, the number of cells entering the cell division cycle markedly
increases at areas adjacent to the injury. The proportion of cells that are in
S phase in a given period is reflected by the labeling index, whereas the
percentage of cells under going mitosis is the mitotic index (see text).
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Enhanced DNA synthesis is detected experimentally as an increase
in the labeling index, which is the proportion of cells that incor-
porate administered *H-thymidine or bromodeoxyuridine into their
nuclear DNA during the S phase of the cycle. Also, mitotic cells
can be observed microscopically. As early as 2 to 4 h after ad-
ministration of a low dose of carbon tetrachloride to rats, the mi-
totic index in the liver increases dramatically, indicating that cells
already in the G, phase progress rapidly to the M phase. The mi-
totic activity of the hepatocytes culminates at 36 to 48 h, after a
full transit through the cycle, indicating that quiescent cells resid-
ing in Gy enter and progress to mitosis (M). Peak mitosis of non-
parenchymal cells occurs later, after activation and replication of
parenchymal cells (Burt, 1993). In some tissues, such as intestinal
mucosa and bone marrow, stem cells first divide to provide self-
renewal and then differentiate to replace more mature cells lost
through injury. Stem cells are also located in the liver, in the bile
ductules. In toxic liver injury, when hepatocyte replication is im-
paired, the stem cells proliferate to form the so-called oval cells,
which can differentiate into both hepatocytes and biliary epithelial
cells (Fausto, 2000). In an ozone-exposed lung, the nonciliated
Clara cells and type II pneumocytes undergo mitosis and terminal
differentiation to replace, respectively, the damaged ciliated
bronchial epithelial cells and type I pneumocytes (Mustafa 1990).

Sequential changes in gene expression occur in the cells that
are destined to divide. Early after injury, intracellular signaling
turns on, as indicated by activation of protein kinases (e.g., the
MAP kinase homolog JNK) as well as transcription factors (e.g.,
NF-«B, AP-1, C/EBP; see Fig. 3-11), and expression of numerous
genes are increased (Fausto, 2000). Among these so-called
immediate-early genes are those that code for transcription factors
such as c-fos, c-jun and c-myc as well as cytokine-like secreted
proteins (Mohn et al., 1991; Zawaski et al., 1993). These primary
gene products amplify the initial gene-activation process by stim-
ulating other genes directly or through cell surface receptors and
the coupled transducing networks (Fausto and Webber, 1993). A
few hours later the so-called delayed-early genes are expressed,
such as the Bcl-X; ,which encodes an antiapoptotic protein from
the Bcl-2 family (see Fig. 3-16), followed by the genes whose prod-
ucts regulate the cell-division cycle (Fausto, 2000). Not only genes
for the cell cycle accelerator proteins (e.g., cyclin D and mdm?2;
see Fig. 3-24), but also genes whose products decelerate the cell
cycle (e.g., p53 and p21; see Fig. 3-24) become temporarily over-
expressed, suggesting that this duality keeps tissue regeneration
precisely regulated. Thus, genetic expression is reprogrammed so
that DNA synthesis and mitosis gain priority over specialized cel-
lular activities. For example, as a result of dedifferentiation, re-
generating hepatocytes underexpress cytochrome P450 and hepatic
stellate cells cease to accumulate fat and vitamin A.

It has been speculated that the regenerative process is initi-
ated by the release of chemical mediators from damaged cells. The
nonparenchymal cells, such as resident macrophages and endothe-
lial cells, are receptive to these chemical signals and produce a host
of secondary signaling molecules, cytokines, and growth factors
that promote and propagate the regenerative process (Fig. 3-22).
The cytokines TNF-a and IL-6 purportedly promote transition of
the quiescent cells into cell cycle (“priming”), whereas the growth
factors, especially the hepatocyte growth factor (HGF) and trans-
forming growth factor-a (TGF-«), initiate the progression of the
“primed” cells in the cycle toward mitosis (Fausto, 2000). Despite
its name, neither the formation nor the action of HGF is restricted
to the liver. It is produced by resident macrophages and endothe-
lial cells of various organs—including liver, lung, and kidney—
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Figure 3-22. Mediators of tissue repair and side reactions to tissue in-
Jury in liver: (1) growth factors promoting replacement of cells and the
extracellular matrix; (2) mediators of inflammation, acute-phase protein
(AAP) synthesis, and fever; and (3) cytotoxic mediators of inflammatory
cells.

HGF = hepatocyte growth factor; PDGR = platelet-derived growth factor;
TGF-a = transforming growth factor-alpha, TGF-B = transforming
growth factor-beta; NO® = nitric oxide; PGI, = prostacyclin; LTC, =
leukotriene C,4; IL = interleukin; LTB, = leukotriene B,; PAF = platelet-
activating factor; CINC (the rat homolog of IL-8) = cytokine-induced neu-
trophil chemoattractant; MCP-1 = monocyte chemotactic protein; TNF =
tumor necrosis factor. Cells presented are E = endothelial cells; G = gran-
ulocyte; H = hepatocyte; M = macrophage (Kupffer cell); S = stellate cell
(also called perisinusoidal, Ito or fat-storing cell). *Rather than the en-
dothelial cells, other stromal cells are the main sources of chemokines (e.g.,
stellate cells for MCP-1). Solid arrows represent effects of growth factors
on cell division, whereas the dashed arrow shows the effect on extracellu-
lar matrix formation. Positive and negative signs indicate stimulation and
inhibition, respectively. See text for further details.

and in a paracrine manner activates receptors on neighboring
parenchymal cells (Fig. 3-22). In rats intoxicated with carbon tetra-
chloride, the synthesis of HGF in hepatic and renal nonparenchy-
mal cells increases markedly (Noji et al., 1990) and HGF levels in
blood rise rapidly (Lindroos et al., 1991). The communication be-
tween parenchymal and nonparenchymal cells during tissue repair
is mutual. For example, TGF-«, a potent mitogen produced by re-
generating hepatocytes, acts both as an autocrine and a paracrine
mediator on liver cells as well as on adjacent nonparenchymal cells
(Fig. 3-22).

Besides mitosis, cell migration also significantly contributes
to restitution of certain tissues. The mucosa of the gastrointestinal

tract is an important barrier; therefore replacement of mortally in-
jured epithelial cells is an urgent need. Cells of the residual ep-
ithelium rapidly migrate to the site of injury as well as elongate
and thin to reestablish the continuity of the surface even before this
could be achieved by cell replication. Mucosal repair is dictated
not only by growth factors and cytokines operative in tissue repair
elsewhere but also by specific factors such as trefoil peptides that
are associated with the mucous layer of the gastrointestinal tract
and become overexpressed at sites of mucosal injury (Podolsky,
1999).
Replacement of the Extracellular Matrix The extracellular ma-
trix is composed of proteins, glycosaminoglycans, and the glyco-
protein and proteoglycan glycoconjugates (Gressner, 1992). In
liver, these molecules are synthesized by stellate or fat storing cells
located in the space of Disse, between the hepatic sinusoid and the
hepatocytes (Fig. 3-22). The stellate cells become activated during
liver regeneration, undergoing mitosis and major phenotypic
changes. The latter changes include not only increased synthesis
and secretion of extracellular matrix constituents but also loss of
fat and vitamin A content and expression of actin. Thus, resting
stellate cells become transdifferentiated into myofibroblast-like
contractile and secretory cells. Activation of stellate cells is medi-
ated chiefly by two growth factors—platelet-derived growth fac-
tor (PDGF) and transforming growth factor-8 (TGF-p) (Fig. 3-22).
Both may be released from platelets (that accumulate and degran-
ulate at sites of injury) and later from the activated stellate cells
themselves. The main sources of TGF-f, however, are the neigh-
boring tissue macrophages residing in the hepatic sinusoids (Gress-
ner, 1992). A dramatic increase in TGF-8 mRNA levels in Kupf-
fer cells is observed with in situ hybridization after carbon
tetrachloride—induced hepatic necrosis (Burt, 1993). Proliferation
of stellate cells is induced by the potent mitogen PDGF, whereas
TGF-p acts on the stellate cells to stimulate the synthesis of ex-
tracellular matrix components, including collagens, fibronectin,
tenascin, and proteoglycans. This effect of TGF-8 is mediated
through activation of JNK (a MAPK homolog) and not through the
transcription factor Smad proteins, that relay the signal for the anti-
proliferative and pro-apoptotic effects of TGF-S (see Fig. 3-11).
TGEF-f also plays a central role in extracellular matrix formation
in other tissues. In the kidney and the lung, for example, TGF-3
targets the mesangial cells and the septal fibroblasts, respectively
(Border and Ruoslahti, 1992). Remodeling of the extracellular ma-
trix is aided by matrix metalloproteinases, which hydrolyase spe-
cific components of the matrix, as well as by tissue inhibitors of
matrix metalloproteinases. The former group of these proteins orig-
inates from various types of nonparenchymal cells, including in-
flammatory cells; however, their inhibitors are mainly produced by
stellate cells (Arthur et al., 1999).

The way in which tissue regeneration is terminated after re-
pair is unclear, but the gradual dominance of TGF-p, which is a
potent antimitogen and apoptogen, over mitogens is a contributing
factor in the termination of cell proliferation. Extracellular matrix
production may be halted by products of the proliferative response
that bind and inactivate TGF-. The proteoglycan decorin and the
positive acute phase protein alpha,-macroglobulin are examples of
such products (Gressner, 1992).

Side Reactions to Tissue Injury In addition to mediators that
aid in the replacement of lost cells and the extracellular matrix,
resident macrophages and endothelial cells activated by cell injury
also produce other mediators that induce ancillary reactions with
uncertain benefit or harm tissues (Fig. 3-22). Such reactions in-
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clude inflammation, altered production of acute-phase protein, and
generalized reactions such as fever.

Inflammation Cells and Mediators Alteration of the microcir-
culation and accumulation of inflammatory cells are the hallmarks
of inflammation. These processes are largely initiated by resident
macrophages secreting cytokines such as TNF-« and interleukin-1
(IL-1) in response to tissue damage (Baumann and Gauldie, 1994)
(Fig. 3-22). These cytokines, in turn, stimulate neighboring stro-
mal cells, such as the endothelial cells and fibroblasts, to release
mediators that induce dilation of the local microvasculature and
cause permeabilization of capillaries. Activated endothelial cells
also facilitate the egress of circulating leukocytes into the injured
tissue by releasing chemoattractants and expressing cell-adhesion
molecules, which are cell surface glycoproteins (Jaeschke, 1997).
One group of cell-adhesion molecules, called selectins, located on
the membrane of endothelial cells, interact with their ligands on
the surface of leukocytes, thereby slowing down the flow of these
cells and causing them to “roll” on the capillary surface. Subse-
quently a stronger interaction (adhesion) is established between the
endothelial cells and leukocytes with participation of intercellular
adhesion molecules (e.g., ICAM-1) expressed on the endothelial
cell membrane and integrins expressed on the membrane of leuko-
cytes. This interaction is also essential for the subsequent
transendothelial migration of leukocytes. This is facilitated by gra-
dients of chemoattractants that induce expression of leukocyte in-
tegrins. Chemoattractants originate from various stromal cells and
include chemotactic cytokines (or chemokines), such as the mono-
cyte chemotactic protein-1 (MCP-1) and IL-8 (whose rat homolog
is the cytokine-induced neutrophil chemoattractant or CINC), as
well as lipid-derived compounds, such as platelet-activating factor
(PAF) and leukotriene B, (LTB,). Ultimately all types of cells in
the vicinity of injury express ICAM-1, thus promoting leukocyte
invasion; the invading leukocytes also synthesize mediators, thus
propagating the inflammatory response. Production of most in-
flammatory mediators is induced by signaling, turned on by
TNF-« and IL-1, which results in activation of transcription fac-
tors, notably NF-«B and C/EBP (Poli, 1998) (see Fig. 3-11). Genes
of many of the proteins mentioned above (e.g., selectins, ICAM-
1, MCP-1, IL-8) and below (e.g., inducible nitric oxide synthase,
acute phase proteins) as well as the genes of TNF-« and IL-1 them-
selves contain binding sites for the NF-«kB (Lee and Burckart,
1998).

Inflammation Produces Reactive Oxygen and Nitrogen
Species Macrophages, as well as leukocytes, recruited to the site
of injury undergo a respiratory burst, producing free radicals and
enzymes (Weiss and LoBuglio, 1982) (Fig. 3-22). Free radical are
produced in the inflamed tissue in three ways, each of which in-
volves a specific enzyme: NAD(P)H oxidase, nitric oxide synthase,
or myeloperoxidase.

During the respiratory burst, membrane-bound NAD(P)H ox-
idase is activated in both macrophages and granulocytes and pro-
duces superoxide anion radical (O,*) from molecular oxygen:

NAD(P)H + 20, — NAD(P)* + H* + 20,%

The O,° can give rise to the hydroxyl radical (HO®) in two
sequential steps: The first is spontaneous or is catalyzed by super-
oxide dismutase, and the second, the Fenton reaction, is catalyzed
by transition metal ions (see also Fig. 3-4):

202: + 2HJr — Oz + HOOH
HOOH + Fe?" — Fe** + HO™ + HO®

GENERAL PRINCIPLES OF TOXICOLOGY

Macrophages, but not granulocytes, generate another cyto-
toxic free radical, nitric oxide (*°NO). This radical is produced from
arginine by nitric oxide synthase (Wang et al., 1993), which is in-
ducible in macrophages by bacterial endotoxin and the cytokines
IL-1 and TNF:

L-arginine + O, — L-citrulline + *NO

Subsequently, O,* and *NO, both of which are products of acti-
vated macrophages, can react with each other, yielding peroxyni-
trite anion; upon reaction with carbon dioxide, this decays into two
radicals, nitrogen dioxide and carbonate anion radical (Fig. 3-4):

0O,* + °NO — ONOO™
ONOO™ + CO, — ONOOCO, ™
ONOOCO,  — °NO, + CO;*

Granulocytes, but not macrophages, discharge the lysosomal
enzyme myeloperoxidase into engulfed extracellular spaces, the
phagocytic vacuoles (Wang et al., 1993). Myeloperoxidase cat-
alyzes the formation of hypochlorous acid (HOCI), a powerful ox-
idizing agent, from hydrogen peroxide (HOOH) and chloride ion:

HOOH + H" + CI~ — HOH + HOCI

Like HOOH, HOCI can form HO® as a result of electron trans-
fer from Fe?" or from O,* to HOCI:

HOCI + 0, — 0, + CI~ + HO®

All these reactive chemicals, as well as the discharged lysosomal
proteases, are destructive products of inflammatory cells. Although
these chemicals exert antimicrobial activity at the site of microbial
invasion, at the site of toxic injury they can damage the adjacent
healthy tissues and thus contribute to propagation of tissue injury
(see “Tissue Necrosis,” below). Moreover, in some chemically in-
duced injuries, inflammation plays the leading role. For example,
a-naphthyl-isothiocyanate (ANIT), a cholestatic chemical, causes
neutrophil- dependent hepatocellular damage. ANIT apparently
acts on bile duct epithelial cells, causing them to release chemoat-
tractants for neutrophil cells, which upon invading the liver, injure
hepatocytes (Hill et al., 1999). Kupffer cell activation, TNF-« re-
lease, and subsequent inflammation are also prominent and
causative events in galactosamine-induced liver injury in rats
(Stachlewitz et al., 1999).
Altered Protein Synthesis: Acute-Phase Proteins Cytokines re-
leased from macrophages and endothelial cells of injured tissues
also alter protein synthesis, predominantly in the liver (Baumann
and Gauldie, 1994) (Fig. 3-18). Mainly IL-6 but also IL-1 and TNF
act on cell surface receptors and increase or decrease the tran-
scriptional activity of genes encoding certain proteins called posi-
tive and negative acute-phase proteins, respectively, utilizing pri-
marily the transcription factors NF-«B, C/EBP, and STAT (Poli,
1998; see Fig. 3-12). Many of the hepatic acute-phase proteins,
such as C-reactive protein, are secreted into the circulation, and
their elevated levels in serum are diagnostic of tissue injury, in-
flammation, or neoplasm. Increased sedimentation of red blood
cells, which is also indicative of these conditions, is due to en-
richment of blood plasma with positive acute-phase proteins such
as fibrinogen.

Apart from their diagnostic value, positive acute-phase pro-
teins may play roles in minimizing tissue injury and facilitating re-
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pair. For example, many of them, such as alpha,-macroglobulin and
alpha,-antiprotease, inhibit lysosomal proteases released from the
injured cells and recruited leukocytes. Haptoglobin binds hemo-
globin in blood, metallothionein complexes metals in the cells, heme
oxygenase oxidizes heme to biliverdin, and opsonins facilitate
phagocytosis. Thus, these positive acute-phase proteins may be in-
volved in the clearance of substances released upon tissue injury.

Negative acute-phase proteins include some plasma proteins,
such as albumin, transthyretin, and transferrin, as well as several
forms of cytochrome P450 and glutathione S-transferase (Buetler,
1998). Because the latter enzymes play important roles in the tox-
ication and detoxication of xenobiotics, the disposition and toxic-
ity of chemicals may be altered markedly during the acute phase
of tissue injury.

Although the acute-phase response is phylogenetically pre-
served, some of the acute-phase proteins are somewhat species-
specific. For example, during the acute phase of tissue injury or
inflammation, C-reactive protein and serum amyloid A levels dra-
matically increase in humans but not in rats, whereas the concen-
trations of alpha;-acid glycoprotein and alpha,-macroglobulin in-
crease markedly in rats but only moderately in humans.
Generalized Reactions Cytokines released from activated
macrophages and endothelial cells at the site of injury also may
evoke neurohormonal responses. Thus IL-1, TNF, and IL-6 alter
the temperature set point of the hypothalamus, triggering fever.
IL-1 possibly also mediates other generalized reactions to tissue
injury, such as hypophagia, sleep, and ‘“sickness behavior”
(Rothwell, 1991). In addition, IL-1 and IL-6 act on the pituitary to
induce the release of ACTH, which in turn stimulates the secretion
of cortisol from the adrenals. This represents a negative feedback
loop because corticosteroids inhibit cytokine gene expression.

When Repair Fails

Although repair mechanisms operate at molecular, cellular, and tis-
sue levels, for various reasons they often fail to provide protection
against injury. First, the fidelity of the repair mechanisms is not
absolute, making it possible for some lesions to be overlooked.
However, repair fails most typically when the damage overwhelms
the repair mechanisms, as when protein thiols are oxidized faster
than they can be reduced. In other instances, the capacity of repair
may become exhausted when necessary enzymes or cofactors are
consumed. For example, alkylation of DNA may lead to con-
sumption of O°-alkylguanine-DNA-alkyltransferase (Pegg and
Byers, 1992), and lipid peroxidation can deplete alpha-tocopherol.
Sometimes the toxicant-induced injury adversely affects the repair
process itself. Thus, after exposure to necrogenic chemicals, mito-
sis of surviving cells may be blocked and restoration of the tissue
becomes impossible (Soni and Mehendale, 1998). Finally, some
types of toxic injuries cannot be repaired effectively, as occurs
when xenobiotics are covalently bound to proteins. Thus, toxicity
is manifested when repair of the initial injury fails because the re-
pair mechanisms become overwhelmed, exhausted, or impaired or
are genuinely inefficient.

It is also possible that repair contributes to toxicity. This may
occur in a passive manner, for example, if excessive amounts of
NAD™ are cleaved by PARP when this enzyme assists in repair-
ing broken DNA strands, or when too much NAD(P)H is consumed
for the repair of oxidized proteins and endogenous reductants. Ei-
ther event can compromise oxidative phosphorylation, which is also
dependent on the supply of reduced cofactors (see Fig. 3-13), thus
causing or aggravating ATP depletion that contributes to cell in-

jury. Excision repair of DNA and reacylation of lipids also con-
tribute to cellular deenergization and injury by consuming signif-
icant amounts of ATP. However, repair also may play an active role
in toxicity. This is observed after chronic tissue injury, when the
repair process goes astray and leads to uncontrolled proliferation
instead of tissue remodeling. Such proliferation of cells may yield
neoplasia whereas overproduction of extracellular matrix results in
fibrosis.

Toxicity Resulting from Dysrepair

Like repair, dysrepair occurs at the molecular, cellular, and tissue
levels. Some toxicities involve dysrepair at an isolated level. For
example, hypoxemia develops after exposure to methemoglobin-
forming chemicals if the amount of methemoglobin produced over-
whelms the capacity of methemoglobin reductase. Because this re-
pair enzyme is deficient at early ages, neonates are especially
sensitive to chemicals that cause methemoglobinemia. Formation
of cataracts purportedly involves inefficiency or impairment of
lenticular repair enzyme, such as the endo- and exopeptidases,
which normally reduce oxidized crystalline and hydrolyze dam-
aged proteins to their constituent amino acids. Dysrepair also is
thought to contribute to the formation of Heinz bodies, which are
protein aggregates formed in oxidatively stressed and aged red
blood cells. Defective proteolytic degradation of the immunogenic
trifluoroacetylated proteins may make halothane-anesthetized pa-
tients victims of halothane hepatitis.

Several types of toxicity involve failed and/or derailed repairs
at different levels before they become apparent. This is true for the
most severe toxic injuries, such as tissue necrosis, fibrosis, and
chemical carcinogenesis.

Tissue Necrosis As discussed above, several mechanisms may
lead to cell death. Most or all involve molecular damage that is po-
tentially reversible by repair mechanisms. If repair mechanisms op-
erate effectively, they may prevent cell injury or at least retard its
progression. For example, prooxidant toxicants cause no lipid frag-
mentation in microsomal membranes until alpha-tocopherol is de-
pleted in those membranes. Membrane damage ensues when this
endogenous antioxidant, which can repair lipids containing peroxyl
radical groups (Fig 3-20), becomes unavailable (Scheschonka et
al., 1990). This suggests that cell injury progresses toward cell
necrosis if molecular repair mechanisms are inefficient or the mo-
lecular damage is not readily reversible.

Progression of cell injury to tissue necrosis can be intercepted
by two repair mechanisms working in concert: apoptosis and cell
proliferation. As discussed above, injured cells can initiate apop-
tosis, which counteracts the progression of the toxic injury. Apop-
tosis does this by preventing necrosis of injured cells and the con-
sequent inflammatory response, which may cause injury by
releasing cytotoxic mediators. Indeed, the activation of Kupffer
cells, the source of such mediators in the liver, by the administra-
tion of bacterial lipopolysaccharide (endotoxin) greatly aggravates
the hepatotoxicity of galactosamine. In contrast, when the Kupffer
cells are selectively eliminated by pretreatment of rats with gadolin-
ium chloride, the necrotic effect of carbon tetrachloride is markedly
alleviated (Edwards et, al., 1993). Blockade of Kupffer cell func-
tion with glycine (via the inhibitory glycine receptor; see item 4
in Fig. 3-12) also protects the liver from alcohol-induced injury
(Yin et al., 1998).

Another important repair process that can halt the propaga-
tion of toxic injury is proliferation of cells adjacent to the injured
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cells. This response is initiated soon after cellular injury. A surge
in mitosis in the liver of rats administered a low (nonnecrogenic)
dose of carbon tetrachloride is detectable within a few hours. This
early cell division is thought to be instrumental in the rapid and
complete restoration of the injured tissue and the prevention of
necrosis. This hypothesis is corroborated by the finding that in rats
pretreated with chlordecone, which blocks the early cell prolifer-
ation in response to carbon tetrachloride, a normally nonnecrogenic
dose of carbon tetrachloride causes hepatic necrosis (Soni and
Mehendale, 1998). The sensitivity of a tissue to injury and the ca-
pacity of the tissue for repair are apparently two independent vari-
ables, both influencing the final outcome of the effect of injurious
chemical—that is, whether tissue restitution ensues with survival
or tissue necrosis occurs with death. For example, variations in tis-
sue repair capacity among species and strains of animals appear to
be responsible for certain variations in the lethality of hepatotoxi-
cants (Soni and Mehandale, 1998).

It appears that the efficiency of repair is an important deter-
minant of the dose-response relationship for toxicants that cause
tissue necrosis. Following chemically induced liver injury, the in-
tensity of tissue repair increases up to a threshold dose, restraining
injury, whereupon it is inhibited, allowing unrestrained progression
of injury (Soni and Mehendale, 1998). Impaired signaling to mi-
tosis (see Fig. 3-11) caused by high concentrations of acetamino-
phen may account for lagging repair of the liver damaged by this
drug (Boulares et al., 1999), but maintenance of DNA synthesis,
mitotic machinery, and energy supply may also be impaired at high-
dose chemical exposures. That is, tissue necrosis is caused by a
certain dose of a toxicant not only because that dose ensures suf-
ficient concentration of the ultimate toxicant at the target site to
initiate injury but also because that quantity of toxicant causes a
degree of damage sufficient to compromise repair, allowing for pro-
gression of the injury. Experimental observations with hepatotox-
icants indicate that apoptosis and cell proliferation are operative
with latent tissue injury caused by low (nonnecrogenic) doses of
toxicants but are inhibited with severe injury induced by high
(necrogenic) doses. For example, 1,1-dichloroethylene, carbon
tetrachloride, and thioacetamide all induce apoptosis in the liver at
low doses but cause hepatic necrosis after high-dose exposure (Cor-
coran et al., 1994). Similarly, there is an early mitotic response in
the liver to low-dose carbon tetrachloride, but this response is ab-
sent after administration of the solvent at necrogenic doses (Soni
and Mehendale, 1998). This suggests that tissue necrosis occurs
because the injury overwhelms and disables the repair mechanisms,
including (1) repair of damaged molecules, (2) elimination of dam-
aged cells by apoptosis, and (3) replacement of lost cells by cell
division.

Fibrosis Fibrosis is a pathologic condition characterized by ex-
cessive deposition of an extracellular matrix of abnormal compo-
sition. Hepatic fibrosis, or cirrhosis, results from chronic con-
sumption of ethanol or intoxication with hepatic necrogens such
as carbon tetrachloride and iron. Pulmonary fibrosis is induced by
drugs such as bleomycin and amiodarone and prolonged inhalation
of oxygen or mineral particles. Doxorubicin may cause cardiac fi-
brosis, whereas exposure to ionizing radiation induces fibrosis in
many organs. Most of these agents generate free radicals and cause
chronic cell injury.

Fibrosis is a specific manifestation of dysrepair of the injured
tissue. As discussed above, cellular injury initiates a surge in cel-
lular proliferation and extracellular matrix production, which nor-
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mally ceases when the injured tissue is remodeled. If increased pro-
duction of extracellular matrix is not halted, fibrosis develops.

The cells that manufacture the extracellular matrix during tis-
sue repair (e.g., stellate cells in liver, fibroblasts-like cells in lungs
and skin) are the ones that overproduce the matrix in fibrosis. These
cells are controlled and phenotypically altered (“activated”) by cy-
tokines and growth factors secreted by nonparenchymal cells, in-
cluding themselves (see Fig. 3-22). TGF-S appears to be the ma-
jor mediator of fibrogenesis, although other factors, such as TNF
and platelet-derived growth factor, are also involved (Border and
Ruoslahti, 1992). Indeed, subcutaneous injection of TGF-f in-
duces local fibrosis, whereas TGF-f antagonists such as anti-TGF-
B immunoglobulin and decorin ameliorate experimental fibrogen-
esis. In several types of experimental fibrosis and in patients with
active liver cirrhosis, overexpression of TGF-f in affected tissues
has been demonstrated. The increased expression of TGF-S is a
common response mediating regeneration of the extracellular ma-
trix after an acute injury. However, while TGF-B production
ceases when repair is complete, this does not occur when tissue
injury leads to fibrosis. Failure to halt TGF- B overproduction could
be caused by continuous injury or a defect in the regulation of
TGF-B.

The fibrotic action of TGF-f is due to (1) stimulation of the
synthesis of individual matrix components by specific target cells
and (2) inhibition of matrix degradation by decreasing the synthe-
sis of matrix metalloproteinases and increasing the level of tissue
inhibitors of metalloproteinases (Burt, 1993; Arthur et al., 1999).
Interestingly, TGF-B induces transcription of its own gene in tar-
get cells, suggesting that the TGF-f produced by these cells can
amplify in an autocrine manner the production of the extracellular
matrix. This positive feedback may facilitate fibrogenesis (Border
and Ruoslahti, 1992).

Fibrosis involves not only excessive accumulation of the ex-
tracellular matrix but also changes in its composition. The base-
ment membrane components, such as collagen IV and laminin, as
well as the fibrillar type collagens (collagen I and III), which con-
fer rigidity to tissues, increase disproportionately, during fibroge-
nesis (Gressner, 1992).

Fibrosis is detrimental in a number of ways:

1. The scar compresses and may ultimately obliterate the
parenchymal cells and blood vessels.

2. Deposition of basement membrane components between the
capillary endothelial cells and the parenchymal cells presents
a diffusional barrier which contributes to malnutrition of the
tissue cells.

3. An increased amount and rigidity of the extracellular matrix
unfavorably affect the elasticity and flexibility of the whole
tissue, compromising the mechanical function of organs such
as the heart and lungs.

4. Furthermore, the altered extracellular environment is sensed
by integrins. Through these transmembrane proteins and the
coupled intracellular signal transducing networks (see Fig.
3-11) fibrosis may modulate several aspects of cell behavior,
including polarity, motility, and gene expression (Burt, 1993;
Raghow, 1994).

Carcinogenesis Chemical carcinogenesis involves insufficient
function of various repair mechanisms, including (1) failure of
DNA repair, (2) failure of apoptosis, and (3) failure to terminate
cell proliferation.
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Failure of DNA Repair: Mutation, the Initiating Event in Car-
cinogenesis. Chemical and physical insults may induce neoplas-
tic transformation of cells by genotoxic and nongenotoxic
mechanisms. Chemicals that react with DNA may cause damage
such as adduct formation, oxidative alteration, and strand break-
age (Fig. 3-23). In most cases, these lesions are repaired or injured
cells are eliminated. If neither event occurs, a lesion in the parental
DNA strand may induce a heritable alteration, or mutation, in the
daughter strand during replication. The mutation may remain silent
if it does not alter the protein encoded by the mutant gene or if the
mutation causes an amino acid substitution that does not affect the
function of the protein. Alternatively, the genetic alteration may be
incompatible with cell survival. The most unfortunate scenario for
the organism occurs when the altered genes express mutant pro-
teins that reprogram cells for multiplication. When such cells un-
dergo mitosis, their descendants also have a similar propensity for
proliferation. Moreover, because enhanced cell division increases
the likelihood of mutations, these cells eventually acquire addi-
tional mutations that may further increase their growth advantage
over their normal counterparts. The final outcome of this process
is a nodule, followed by a tumor consisting of transformed, rap-
idly proliferating cells (Fig. 3-23).

The critical role of DNA repair in preventing carcinogenesis
is attested by the human heritable disease xeroderma pigmento-
sum. Affected individuals exhibit deficient excision repair and a
greatly increased incidence of sunlight-induced skin cancers. Cells
from these patients are also hypersensitive to DNA-reactive chem-
icals, including aflatoxin B;, aromatic amines, polycyclic hydro-
carbons, and 4-nitroquinoline-1-oxide (Lehmann and Dean, 1990).
Also, mice with ablated PARP gene are extremely sensitive to
y-rays and N-methylnitrosourea and show genomic instability, as
indicated by increases in the levels of both sister chromatid ex-
changes and chromatid breaks following DNA damage (D’ Amours
et al., 1999).

A small set of cellular genes are the targets for genetic alter-
ations that initiate neoplastic transformations. Included are proto-
oncogenes and tumor-suppressor genes (Barrett, 1992).

Mutation of Proto-oncogenes Proto-oncogenes are highly
conserved genes encoding proteins that stimulate the progression
of cells through the cell cycle (Smith et al., 1993). The products
of proto-oncogenes include (1) growth factors; (2) growth factor
receptors; (3) intracellular signal transducers such as G proteins,
protein kinases, cyclins, and cyclin-dependent protein kinases; and
(4) nuclear transcription factors. Figure 3-24 depicts several proto-
oncogene products that are closely involved in initiating the cell-
division cycle. The legend of that figure outlines some important
details on the function of these proteins and their interaction with
tumor suppressor proteins (to be discussed below). Transient in-
creases in the production or activity of proto-oncogene proteins are
required for regulated growth, as during embryogenesis, tissue re-
generation, and stimulation of cells by growth factors or hormones.
In contrast, permanent activation and/or overexpression of these
proteins favors neoplastic transformation. One mechanism whereby
genotoxic carcinogens induce neoplastic cell transformation is by
producing an activating mutation of a proto-oncogene. Such a mu-
tation is so named because the altered gene (then called an onco-
gene) encodes a permanently active protein that forces the cell into
the division cycle. An example of mutational activation of an onco-
gene protein is that of the Ras proteins.

Ras proteins represent a family of G-proteins with GTP/GDP
binding capacity as well as GTPase activity (Anderson et al., 1992).
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Figure 3-23. The process of carcinogenesis initiated by genotoxic car-
cinogens (see text for explanation).
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They are localized on the inner surface of the plasma membrane
and function as crucial mediators in responses initiated by growth
factors (see Figs. 3-11 and 3-24). Ras is located downstream from
growth factor receptors and nonreceptor protein tyrosine kinases
and upstream from mitogen-activated protein kinase (MAPK) cas-
cade whose activation finally upregulates the expression of cyclin
D and initiates the mitotic cycle (Fig. 3-24). In this pathway, Ras
serves as a molecular switch, being active in the GTP-bound form
and inactive in the GDP-bound form. Some mutations of the ras
gene (e.g., a point mutation in codon 12) dramatically lowers the
GTPase activity of the protein. This in turn locks Ras in the per-
manently active GTP-bound form. Continual rather than signal-de-
pendent activation of Ras can lead eventually to uncontrolled pro-
liferation and transformation. Indeed, microinjection of
Ras-neutralizing monoclonal antibodies into cells blocks the mi-
togenic action of growth factors as well as cell transformation by
several oncogenes. Numerous carcinogenic chemicals induce mu-
tations of ras proto-oncogenes that lead to constitutive activation
of Ras proteins (Anderson et al., 1992). These include N-methyl-
N-nitrosourea, polycyclic aromatic hydrocarbons, benzidine, afla-
toxin B, and ionizing radiation. Most of these agents induce point
mutations by transversion of Gss to T in codon 12.

While mutation-induced constitutive activation of oncogene
proteins is a common mechanism in chemical carcinogenesis, over-
expression of such proteins also can contribute to neoplastic cell
transformation. This may result from (1) sustained transactivation
of the promoter region of a proto-oncogene (e.g., the promoter of
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Figure 3-24. Key regulatory proteins controlling the cell division cycle with some signaling pathways and
xenobiotics affecting them.

Proteins on the left, represented by gray symbols, accelerate the cell cycle and are oncogenic if permanently ac-
tive or expressed at high level. In contrast, proteins on the right, represented by blue symbols, decelerate or ar-
rest the cell cycle and thus suppress oncogenesis, unless they are inactivated (e.g., by mutation).

Accumulation of cyclin D (cD) is a crucial event in initating the cell division cycle. cD activates cyclin-
dependent protein kinases 4 and 6 (cdk4/6), which in turn phosphorylate the retinoblastoma protein (pRb) caus-
ing dissociation of pRb from transcription factor E2F (Johnson and Walker, 1999). Then the unleashed E2F is
able to bind to and transactivate genes whose products are essential for DNA synthesis, such as dihydrofolate
reductase (DHFR), thymidine kinase (TK), thymidylate synthetase (TS), and DNA polymerase (POL), or are
regulatory proteins, such as cyclin E (cE), cyclin A (cA) and cyclin-dependent protein kinase 1 (cdkl), that pro-
mote further progression of the cell cycle. Expression of ¢D is increased, for example, by signals evoked by
growth factors (GFs) via ras proteins and by transcription factors, such as myc and -catenin (3-cat). Some car-
cinogens, e.g., benzpyrene (BP) and reactive oxygen species (ROS), may cause mutation of the ras gene that
results in permanently active mutant ras protein, but BP as well as TCDD may also induce simple overexpres-
sion of normal ras protein.

Cell cycle progression is counteracted, for example, by pRb (which inhibits the function of E2F), by cy-
clin-dependent protein kinase inhibitors (such as p16, p21, and p27), by p53 (that transactivates the p21 gene),
and by ARF (also called p19 that binds to mdm2, thereby neutralizing the antagonistic effect of mdm2 on p53).
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ras gene by TCDD- or benzpyrene-ligated Ah receptor; Ramos et
al., 1998), (2) an alteration of the regulatory region of proto-
oncogenes (e.g., by hypomethylation or translocation) and (3) am-
plification of the proto-oncogene (Anderson et al., 1992). Gene am-
plification (i.e., the formation more than one copy) may be initiated
by DNA strand breaks, and therefore often observed after expo-
sure to ionizing radiation

Mutation of Tumor-Suppressor Genes Tumor-suppressor
genes encode proteins that inhibit the progression of cells in the
division cycle. Figure 3-24 depicts such proteins, which include,
for example, cyclin-dependent protein kinase inhibitors (e.g., p16,
p21, and p27), transcription factors (e.g., p53) that transactivate
genes encoding cyclin-dependent protein kinase inhibitors, and
proteins (e.g., pRb) that block transcription factors involved in
DNA synthesis and cell division. Uncontrolled proliferation can
occur when the mutant tumor-suppressor gene encodes a protein
that cannot suppress cell division. Inactivating mutations of spe-
cific tumor suppressor genes in germ cells are responsible for the
inherited predisposition to cancer, as in familial retinoblastoma,
Wilms’ tumor, familial polyposis, and Li-Fraumeni syndrome
(Gennett et al., 1999). Mutations of tumor-suppressor genes in so-
matic cells contribute to nonhereditary cancers. The best-known
tumor suppressor gene involved in both spontaneous and chemi-
cally induced carcinogenesis is p53.

The p53 tumor suppressor gene encodes a 53,000-dalton pro-
tein with multiple functions (Fig. 3-25). Acting as a transcription
factor, the p53 protein (1) transactivates genes whose products ar-
rest the cell cycle (e.g., p21 and gadd 45) or promote apoptosis
(e.g., bax and fas receptor) and (2) represses genes that encode an-
tiapoptotic proteins (e.g., bcl-2 and IGF1 receptor) (Asker et al.,
1999; Bennett et al., 1999). DNA damage and illegitimate expres-
sion of oncogenes (e.g., c-myc) stabilizes the pS3 protein, causing
its accumulation (Fig. 3-25). The accumulated p53 induces cell cy-
cle arrest (permitting DNA repair) or even apoptosis of the affected
cells. Thus, p53 eliminates cancer-prone cells from the replicative
pool, counteracting neoplastic transformation (Fig. 3-23); therefore
it is commonly designated as guardian of the genome.

Indeed, cells that have no p53 are a million times more likely
to permit DNA amplification than are cells with a normal level of
the suppressor gene. Furthermore, genetically engineered mice
with the p53 gene deleted develop cancer by 6 to 9 months of age.
These observations attest to the crucial role of the pS3 tumor-sup-
pressor gene in preventing carcinogenesis.

Mutations in the p53 gene are found in 50 percent of human
tumors and in a variety of induced cancers. The majority are “mis-
sense mutations” that change an amino acid and result in a faulty
or altered protein (Bennett et al., 1999). The faulty p53 protein
forms a complex with endogenous wild-type p53 protein and in-
activates it. Thus, the mutant p53 not only is unable to function as
a tumor suppressor protein but also prevents tumor suppression by
the wild-type p53. Moreover, some observations suggest that the
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Signals evoked by DNA damage and TGF-gB will ultimately result in ac-
cumulation of p53 and p27 proteins, respectively, and deceleration of the
cell cycle. In contrast, mutations that disable the tumor suppressor proteins
facilitate cell cycle progression and neoplastic conversion and are common
in human tumors. Aflatoxin B; (ATX), BP and UV light cause such muta-
tions of the p53 gene (Bennet et al., 1999), whereas pRb mutations occur
invariably in methylcholanthrene (MC)-induced transplacental lung tumors
in mice (Miller, 1999).
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Figure 3-25. The guardian of the genome: p53 tumor suppressor pro-
tein—its role and regulation.

The p53 protein is chiefly a gene transcription modulator. For example, it
transactivates p2/ (or waf1) and gadd45 genes whose products are inhibitors
of cyclin—cyclin-dependent protein kinase complexes and arrest the cell cy-
cle in G; and G, phases, respectively. p53 also transactivates the genes of
pro-apoptotic proteins (e.g., bax and fas; see Fig. 3-16) and transrepresses
the genes of anti-apoptotic proteins (e.g., bcl-2 and insulin-like growth fac-
tor-1 [IGF-1] receptor), whereby it promotes apoptosis. These (and other)
p53-induced pro-apoptotic mechanisms may be cell specific, i.e., all are
not necessarily occurring in the same cell at the same time.

The intracellular level and activity of p53 depends primarily on the
presence of mdm?2 protein, which inactivates p53 and promotes its proteo-
somal degradation. The influence of mdm2 on p53 may be disrupted by
DNA damage (possibly via phosphorylation of p53) and by “illegitimate”
oncogene activation. The latter results in overexpression of the ARF (or
pl9) protein, which in turn, binds to mdm?2, releasing p53 from its inacti-
vator mdm?2. Both mechanisms thus stabilize p53 protein, thereby greatly
increasing its abundance and activity.

By arresting division of cells with potentially mutagenic DNA dam-
age and eliminating such cells, p53 protein counteracts neoplastic devel-
opment. p53-null mice, like ARF-null mice, develop tumors with high in-
cidence. Mutational inactivation of the p53 protein is thought to contribute
to the carcinogenic effect of aflatoxin B;, sunlight and cigarette smoke in
humans. Overexpression of mdm?2 can lead to constitutive inhibition of p53
and thereby promotes oncogenesis even if the p53 gene is unaltered. See
the text for more details.

mutant p53 can actively promote cell proliferation, much as an
oncogene protein does.

Different carcinogens cause different mutations in the p53
tumor-suppressor gene. An example is the point mutation in codon
249 from AGG to AGT, which changes amino acid 249 in the p53
protein from arginine to serine. This mutation predominates in
hepatocellular carcinomas in individuals in regions where food is
contaminated with aflatoxin B; (Bennett et al., 1999). Because afla-
toxin B, induces the transversion of G to T in codon 249 of the
p53 tumor-suppressor gene in human hepatocytes (Aguilar et al.,
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1993), it appears likely that this mutation is indeed induced by this
mycotoxin. Although the detected mutation in patients presumably
contributes to the hepatocarcinogenicity of aflatoxin B in humans,
it is not required for aflatoxin B;—induced hepatocarcinogenesis in
rats, as rats do not show this aberration in the transformed liver
cells.

Cooperation of Proto-oncogenes and Tumor-Suppressor
Genes in Carcinogenesis The accumulation of genetic damage in
the form of (1) mutant proto-oncogenes (which encode activated
proteins) and (2) mutant tumor-suppressor genes (which encode in-
activated proteins) is the main driving force in the transformation
of normal cells with controlled proliferative activity to malignant
cells with uncontrolled proliferative activity. Because the number
of cells in a tissue is regulated by a balance between mitosis and
apoptosis, the uncontrolled proliferation results from perturbation
of this balance (Fig. 3-26).

Failure of Apoptosis: Promotion of Mutation and Clonal
Growth In response to DNA damage caused by UV or gamma
irradiation or genotoxic chemicals, the levels of pS3 protein in cells
increase dramatically (5- to 60-fold) (Levine et al., 1994). As dis-
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cussed above, the high p53 protein levels block the progression of
cells in the G1 phase and allow DNA repair to occur before repli-
cation or induce cell death by apoptosis (Fig. 3-25). Consequently,
apoptosis eliminates cells with DNA damage, preventing mutation,
the initiating event in carcinogenesis.

Preneoplastic cells, or cells with mutations, have much
higher apoptotic activity than do normal cells (Bursch et al.,
1992). Therefore apoptosis counteracts clonal expansion of the
initiated cells and tumor cells. In fact, facilitation of apoptosis
can induce tumor regression. This occurs when hormone-
dependent tumors are deprived of the hormone that promotes
growth and suppresses apoptosis. This is the rationale for the use
of tamoxifen, an antiestrogen, and gonadotropin-releasing hor-
mone analogs to combat hormone-dependent tumors of the mam-
mary gland and the prostate gland, respectively (Bursch et al.,
1992).

Thus, the inhibition of apoptosis is detrimental because it fa-
cilitates both mutations and clonal expansion of preneoplastic cells.
Indeed, inhibition of apoptosis plays a role in the pathogenesis of
human B-cell lymphomas. In this malignancy, chromosomal
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Figure 3-26. A model of cooperation between a proto-oncogene (1) and a tumor suppressor gene (2) before

and after mutation.

The model shows that the normal proteins encoded by the cellular proto-oncogenes and the tumor suppressor
genes [(3) and (4), respectively] reciprocally influence mitosis and apoptosis (5) and thus ensure controlled cell
proliferation (6). However, the balance between the effects of these two types of proteins is offset by a toxicant-
induced mutation of their genes (7) if the mutant prot-oncogene (oncogene) (8) encodes a constitutively (i.e.,
permanently) active oncogene protein (9) and the mutant tumor suppressor gene (10) encodes an inactive tumor
suppressor protein (11). Under this condition, the effect of the oncogene protein on mitosis and apoptosis is un-
opposed (12), resulting in uncontrolled proliferation. Such a scenario may underlie the carcinogenicity of afla-
toxin B, which can induce mutations in ras proto-oncogenes and the p53 tumor suppressor gene (see text for
details). Positive and negative signs represent stimulation and inhibition, respectively; J means “no effect.”
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translocation brings together the bcl-2 gene and the immunoglob-
ulin heavy-chain locus, resulting in aberrantly increased bcl-2 gene
expression. The overexpressed bcl-2 protein, after binding to and
inactivating the proapoptotic bax protein (see Fig. 3-16), overrides
programmed cell death. Increased levels of bcl-2 are not limited to
B-cell lymphoma but are detected in half of the human cancers,
and a high bcl-2/bax ratio in a tumor is a marker for poor prog-
nosis (Jaitteld, 1999). Besides bcl-2, other antiapoptotic proteins
may also contribute to progression of neoplasia. These include spe-
cific heat-shock proteins (Hsp), such as Hsp 70 and 27, as well as
a family of “inhibitor of apoptosis proteins” (IAP) that inhibit ef-
fector caspases 3 and 7 (see Fig. 3-16). Survivin, a member of the
IAP family, is expressed in all cancer cells but not in adult differ-
entiated cells (Jaatteld, 1999).

Inhibition of apoptosis is one mechanism by which pheno-

barbital, a tumor promoter, promotes clonal expansion of preneo-
plastic cells. This has been demonstrated in rats given a single dose
of N-nitrosomorpholine followed by daily treatments with pheno-
barbital for 12 months to initiate and promote, respectively, neo-
plastic transformation in liver (Schulte-Hermann et al., 1990). From
6 months onward, phenobarbital did not increase DNA synthesis
and cell division in the preneoplastic foci, yet it accelerated foci
enlargement. The foci grow because phenobarbital lowers apop-
totic activity, allowing the high cell replicative activity to manifest
itself. The peroxisome proliferator nafenopin, a nongenotoxic he-
patocarcinogen, also suppresses apoptosis in primary rat hepato-
cyte cultures (Bayly et al., 1994), supporting the hypothesis that
this mechanism may play a role in the hepatocarcinogenicity of
peroxisome proliferators in rodents.
Failure to Terminate Proliferation: Promotion of Mutation,
Proto-Oncogene Expression, and Clonal Growth Enhanced mi-
totic activity, whether it is induced by oncogenes inside the cell or
by external factors such as xenobiotic or endogenous mitogens,
promotes carcinogenesis for a number of reasons.

1. First, the enhanced mitotic activity increases the probability of
mutations. This is due to activation of the cell-division cycle,
which invokes a substantial shortening of the Gl phase. Thus,
less time is available for the repair of injured DNA before repli-
cation, increasing the chance that the damage will yield a mu-
tation. Although repair still may be feasible after replication,
postreplication repair is error-prone. In addition, activation of
the cell-division cycle increases the proportion of cells that
replicate their DNA at any given time. During replication, the
amount of DNA doubles and the DNA becomes unpacked,
greatly increasing the effective target size for DNA-reactive
mutagenic chemicals.

2. During increased proliferation, proto-oncogenes are overex-
pressed. These overproduced proto-oncogene proteins may co-
operate with oncogene proteins to facilitate the neoplastic
transformation of cells. In addition, enhanced mitotic activity
indirectly enhances the transcriptional activity of proto-
oncogenes and oncogenes by allowing less time for DNA
methylation, which occurs in the early postreplication period.
Methylation takes place at Cs of specific cytosine residues in
the promoter region of genes and decreases the transcription
of genes by inhibiting the interaction of transcription factors
with the promoter region. Nonexpressed genes are fully methy-
lated. Hypomethylation of DNA, in contrast, enhances gene
expression and may result in overexpression of proto-onco-

genes and oncogenes. A “methyl-deficient diet” and ethionine,
which deplete S-adenosyl-methionine, induce hypomethyla-
tion of DNA and cancer, confirming the role of DNA hy-
pomethylation in carcinogenesis (Poirier, 1994).

3. Another mechanism by which proliferation promotes the car-
cinogenic process is through clonal expansion of the initiated
cells to form nodules (foci) and tumors.

4. Finally, cell-to-cell communication through gap junctions and
intercellular adhesion through cadherins are temporarily dis-
rupted during proliferation (Yamasaki et al., 1993). Lack of
these junctions contributes to the invasiveness of tumor cells.
Several tumor promoters, such as phenobarbital, phorbol
esters, and peroxisome proliferators, decrease gap junctional
intercellular communication. It has been hypothesized that this
contributes to neoplastic transformation. It is unclear, however,
whether diminished gap junctional communication plays a
significant causative role in carcinogenesis or is merely a
symptom of cell proliferation.

Nongenotoxic Carcinogens: Promoters of Mitosis and Inhibitors
of Apoptosis A number of chemicals cause cancer by altering
DNA and inducing a mutation. However, other chemicals do not
alter DNA or induce mutations yet induce cancer after chronic ad-
ministration (Barrett, 1992). These chemicals are designated
nongenotoxic or epigenetic carcinogens and include (1) xenobiotic
mitogens (e.g., phenobarbital, phorbol esters, DDT, peroxisomal
proliferators, and some other chemicals that promote mitogenic sig-
naling (see Fig. 3-11); (2) endogenous mitogens such as growth
factors (e.g., TGF-«) and hormones with mitogenic action on
specific cells [e.g., estrogens on mammary gland or liver cells, TSH
on the follicular cells of the thyroid gland, and luteinizing hormone
(LH) on Leydig cells in testes]; and (3) chemicals that, when given
chronically, cause sustained cell injury (such as chloroform and
d-limonene). Because several of these chemicals promote the de-
velopment of tumors after neoplastic transformation has been ini-
tiated by a genotoxic carcinogen, they are referred to as fumor pro-
moters. Despite the initial belief that promoters are unable to induce
tumors by themselves, studies suggest that they can do so after pro-
longed exposure.

Nongenotoxic carcinogens cause cancer by promoting car-
cinogenesis initiated by genotoxic agents or spontaneous DNA
damage (Fig. 3-27). Spontaneous DNA damage, some of which
gives rise to mutation, commonly occurs in normal cells (Barrett,
1992). It is estimated that in human cells, 1 out of 10% to 10'° base
pairs suffers spontaneous mutation. Genotoxic carcinogens in-
crease the frequency 10- to 1000-fold. Nongenotoxic carcinogens
also increase the frequency of spontaneous mutations through a mi-
togenic effect and by the mechanisms discussed earlier. In addi-
tion, nongenotoxic carcinogens, by inhibiting apoptosis, increase
the number of cells with DNA damage and mutations. Both en-
hanced mitotic activity and decreased apoptotic activity brought
about by nongenotoxic carcinogens expand the population of trans-
formed cells, promoting cancer development. In summary,
nongenotoxic carcinogens appear to act by enhancing cell division
and/or inhibiting apoptosis.

It is easy to recognize that even epigenetic carcinogens of the
cytotoxic type act in this manner. As discussed in the section on
tissue repair, cell injury evokes the release of mitogenic growth
factors such as HGF and TGF-a from tissue macrophages and en-
dothelial cells. Thus, cells in chronically injured tissues are ex-
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posed continuously to endogenous mitogens. Although these
growth factors are instrumental in tissue repair after acute cell in-
jury, their continuous presence is potentially harmful because they
may ultimately transform the affected cells into neoplastic cells.
This view is supported by findings with transgenic mice that over-
express TGF-a. These animals exhibit hepatomegaly at a young
age, and 80 percent develop tumors by 12 months (Fausto and
Webber, 1993). Mitogenic cytokines secreted by Kupffer cells are
apparently involved in hepatocyte proliferation and, possibly, tu-
mor formation induced by peroxysome proliferators in rats (Rose
et al., 1999).

It is important to realize that even epigenetic carcinogens can
exert a genotoxic effect, although indirectly. For example, chemi-
cals causing chronic cell injury evoke a prolonged inflammatory
response, with the free radicals produced by the inflammatory cells
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causing DNA injury in adjacent cells. Similarly, phorbol esters are
not only potent mitogens but also activators of leukocytes, which
release DNA-reactive free radicals during their respiratory burst
(Weiss and LoBuglio, 1982).

CONCLUSIONS

This overview systematically surveys the mechanisms of the po-
tential events that follow toxicant exposure and contribute to tox-
icity. This approach is also useful in the search for mechanisms re-
sponsible for (1) selective toxicity, that is, differences in the
sensitivity to toxicants of various organisms, such as different
species and strains of animals, organs, and cells, and (2) alteration
of toxicity by exogenous factors such as chemicals and food and
physiologic or pathologic conditions such as aging and disease. To
identify the mechanisms that underlie selective toxicity or alter-
ations in toxicity, all steps where variations might occur must be
considered systematically. Selective or altered toxicity may be due
to different or altered (1) exposure; (2) delivery, thus resulting in
a different concentration of the ultimate toxicant at the target site;
(3) target molecules; (4) biochemical processes triggered by the re-
action of the chemical with the target molecules; (5) repair at the
molecular, cellular, or tissue level; or (6) mechanisms such as cir-
culatory and thermoregulatory reflexes by which the affected or-
ganism can adapt to some of the toxic effects.

In this chapter, a simplified scheme has been used to give an
overview of the development of toxicity (Fig. 3-1). In reality, the
route to toxicity can be considerably more diverse and complicated.
For example, one chemical may yield several ultimate toxicants,
one ultimate toxicant may react with several types of target mole-
cules, and reaction with one type of target molecule may have a
number of consequences. Thus, the toxicity of one chemical may
involve several mechanisms which can interact with and influence
each other in an intricate manner.

This chapter has emphasized the significance of the chemistry
of a toxicant in governing its delivery to and reaction with the tar-
get molecule as well as the importance of the biochemistry, mo-
lecular and cell biology, immunology, and physiology of the af-
fected organism in its response to the action of the toxicant. An
organism has mechanisms that (1) counteract the delivery of toxi-
cants, such as detoxication; (2) reverse the toxic injury, such as re-
pair mechanisms; and (3) offset some dysfunctions, such as adap-
tive responses. Thus, toxicity is not an inevitable consequence of
toxicant exposure because it may be prevented, reversed, or com-
pensated for by such mechanisms. Toxicity develops if the toxi-
cant exhausts or impairs the protective mechanisms and/or over-
rides the adaptability of biological systems.
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INTRODUCTION AND HISTORICAL
CONTEXT

Toxicologic research and toxicity testing conducted and interpreted
by toxicologists constitute the scientific core of an important
activity known as risk assessment for chemical exposures. For
decades, the American Conference of Governmental Industrial
Hygienists (ACGIH) has set threshold limit values for occupational
exposures and the U.S. Food and Drug Administration (FDA) has
established acceptable daily intakes for pesticide residues and food
additives. In 1958, the U.S. Congress instructed the FDA in the
Delaney clause to prohibit the addition to the food supply of
all substances found to cause cancer in animals or humans.
Pragmatically, this policy allowed food sources that had nonde-
tectable levels of these additives to be declared “safe.” As advances
in analytic chemistry revealed that “nondetects” were not equiva-
lent to “not present,” regulatory agencies were forced to develop
“tolerance levels” and “acceptable risk levels.” Risk assessment
methodologies blossomed in the 1970s (Albert, 1994).

Together with the federal regulatory agencies, the White
House Office of Science and Technology Policy developed a
framework for regulatory decision making (Calkins et al., 1980;
ILRG, 1979). The National Research Council then detailed the
steps of hazard identification, dose-response assessment, exposure
analysis, and characterization of risks (NRC, 1983) in Risk
Assessment in the Federal Government: Managing the Process
(widely known as “The Red Book™). This framework has evolved
into the scheme shown in Fig. 4-1, providing a consistent frame-
work for risk assessment across agencies. Figure 4-1 now shows a
modified risk framework with bidirectional arrows showing an
ideal situation where mechanistic research feeds directly into risk
assessments and critical data uncertainty drives research. Initially,
attention was focused on cancer risks; in recent years, noncancer
endpoints have been examined with similar methods. Continuing
advances in toxicology, epidemiology, exposure assessment,
biologically based modeling of adverse responses, and modeling
of variability and uncertainty have led to improvements in risk
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assessment. Nevertheless, public policy objectives often require
extrapolations that go far beyond the observation of actual effects
and reflect different tolerance for risks, generating controversy.

The 1990 Amendments to the U.S. Clean Air Act led to two
far-reaching reports triggered by Congressional action to force
action on section 112, “Hazardous Air Pollutants.” During the
previous 20 years only seven substances had been regulated under
this section of the law (vinyl chloride, asbestos, benzene, radionu-
clides, mercury, arsenic, and beryllium), using chemical-by-chemi-
cal risk-based analyses, largely because the statute required that
the exposure standard provide an “ample margin of safety” below
a no-effect level, which was widely agreed to be zero for carcino-
gens. Congress mandated an entirely new program to control 189
named hazardous air pollutants from point sources with maximum
available control technology during the 1990s, to be followed over
the next decade with determination of any unacceptable residual
risks by methods informed by the mandated reports.

In 1994, the National Academy of Sciences report entitled
Science and Judgment in Risk Assessment captured in its title the
combination of qualitative and quantitative approaches essential
to effective assessment of risks (NRC, 1994). This report discusses
in detail the challenges and provides approaches for incorporating
new scientific findings into the risk assessment process. It also
highlights approaches to deal with uncertainty when insufficient
scientific information is available. Following up on many of the
challenges, the Presidential/Congressional Commission on Risk
Assessment and Risk Management (Risk Commission, 1997)
formulated a comprehensive framework that is being applied
widely. The two crucial concepts are (1) putting each environmental
problem or issue into public health and/or ecological context and
(2) proactively engaging the relevant stakeholders, often affected
or potentially affected community groups, from the very beginning
of the six-stage process shown in Fig. 4-2. Particular exposures and
potential health effects must be evaluated across sources and
exposure pathways and in light of multiple endpoints, not just one
chemical, in one environmental medium (air, water, soil, food,
products), for one health effect at a time—the general approach up



84 UNIT 1

GENERAL PRINCIPLES OF TOXICOLOGY

Research

Risk Assessment

Risk Management

|
|
1
|
Laboratory and Field Hazard
Observatic})ln of Identification | geveiopmenot o
Adverse Effects from| Does the agent cause ) /l A
Particular Agents adverse effects? « Control
* Structure Activity Analysis Risk . I Substitute
1 « In Vitro Tests Characterization | o Inform
Research « Animal Bioessays What is the nature )
Needs * Epidemiology and estimated
incidence of adverse| |
New Mechanistic | Dose-Response Assessment ;gfgﬁiztlig:?gwen |
Understandings of I What is the relationship between | % |
Toxicity | dose and response? How robust is the
* Susceptibility evidence? :
Research How ce_rtaf)n is the | | Evaluation of Public
] Exposure evaluation? Health, Economic
Assessment — || Social. Political
Field M ) | What types, levels and | C?,T,l::,;(t 1?0; ;Qisk
;CE CREHERENS duration of exposures Management Options
E xpodsxi)res, ati | are experienced or - I
ZERSEUIHCRILAULIE | anticipated? 1
U J
Y
Policy Decisions
and Actions
Figure 4-1. Risk nt/risk manag t framework.

This framework shows in blue the four key steps of risk assessment: hazard identification, dose-response
assessment, exposure assessment, and risk characterization. It shows an interactive, two-way process where
research needs from the risk assessment process drive new research, and new research findings modify risk
assessment outcomes. (Adapted from NRC, 1983; 1994; Calkins, 1980; Faustman, 1996; Gargas, 1999.)

to the present. A similar framework has been utilized by the Health
and Safety Executive Risk Assessment Policy Unit of the United
Kingdom (HSE, 2000).

DEFINITIONS

Risk assessment is the systematic scientific characterization of
potential adverse health effects resulting from human exposures to
hazardous agents or situations (NRC, 1983, 1994; Omenn and
Faustman, 2000). Risk is defined as the probability of an adverse
outcome. The term hazard is used in the United States and Canada
to refer to intrinsic toxic properties, whereas internationally this
term is defined as the probability of an adverse outcome. Risk
assessment requires qualitative information about the strength of
the evidence and the nature of the outcomes—as well as quantita-
tive assessment of the exposures, host susceptibility factors, and
potential magnitude of the risk—and then a description of the
uncertainties in the estimates and conclusions. The objectives of
risk assessment are outlined in Table 4-1. Analogous approaches
are applied to ecologic risks (NRC, 1993a).

The phrase characterization of risk may better reflect the
combination of qualitative and quantitative analysis. Unfortunately,
many toxicologists, public health practitioners, environmentalists,
and regulators tend to equate risk assessment with quantitative risk
assessment, generating a number (or a number with uncertainty
bounds) for an overly precise risk estimate and then ignoring
crucial information about the mechanism of effect across species,
inconsistent findings across studies, multiple variable health
effects, and means of avoiding or reversing the effects of exposures.

Risk management refers to the process by which policy actions
are chosen to control hazards identified in the risk assessment/risk
characterization stage of the six-stage framework (Fig. 4-2). Risk
managers consider scientific evidence and risk estimates—along
with statutory, engineering, economic, social, and political
factors—in evaluating alternative options and choosing among
those options (Risk Commission, 1997). (Chapter 34 discusses
approaches to regulatory options.)

Risk communication is the challenging process of making risk
assessment and risk management information comprehensible to
community groups, lawyers, local elected officials, judges,
business people, labor, and environmentalists (Morgan, 1993;

Table 4-1
Objectives of Risk Assessment

1. Balance risks and benefits.
Drugs
Pesticides
2. Set target levels of risk.
Food contaminants
Water pollutants
3. Set priorities for program activities.
Regulatory agencies
Manufacturers
Environmental/consumer organizations
4. Estimate residual risks and extent of risk reduction after
steps are taken to reduce risks.
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Figure 4-2. Risk management framework for environmental health from
the U.S. Commission on Risk Assessment and Risk Management,
“Omenn Commission.”

The framework comprises six stages: (1) formulating the problem in a broad
public health context; (2) analyzing the risks; (3) defining the options; (4)
making risk-reduction decisions; (5) implementing those actions; and (6)
evaluating the effectiveness of the actions taken. Interactions with
stakeholders are critical and thus have been put at the center of the
framework. (Omenn 1996; Risk Commission, 1997; Charnley, 1997;
Ohanian, 1997.)

Sandman, 1993; NRC, 1996; Fischhoff et al., 1996). A crucial, too-
often neglected requirement for communication is listening to the
fears, perceptions, priorities, and proposed remedies of these
“stakeholders.” Often these people have important inputs for
various stages of the process, as illustrated in volume 1 of the Risk
Commission reports (1997). Sometimes the decision makers and
stakeholders simply want to know the “bottom line”: is a substance
or a situation “safe” or not? Others will be keenly interested in
knowing why the risk estimates are uncertain and may be well
prepared to challenge underlying assumptions about context and
methodology. Risk perception is discussed at the end of this chapter.

DECISION MAKING

Risk management decisions are reached under diverse statutes in
the United States (Table 4-2).

Some statutes specify reliance on risk alone, while others
require a balancing of risks and benefits of the product or activity
(Table 4-1). Risk assessments provide a valuable framework for
priority setting within regulatory and health agencies, in the chemi-
cal development process within companies, and in resource allo-
cation by environmental organizations. Similar statutes and reg-
ulatory regimes have been developed in many other countries and

through such international organizations as the International
Programme for Chemical Safety (IPCS) of the World Health
Organization (WHO). Currently, there are significant efforts toward
the harmonization of testing protocols and then the assessment of
risks and standards.

A major challenge for risk assessment, risk communication,
and risk management is to work across disciplines to demonstrate
the biological plausibility and clinical significance of the
conclusions from epidemiologic, lifetime animal, short-term in
vitro and in vivo, and structure-activity studies of chemicals
thought to have potential adverse effects. Biomarkers of exposure,
effect, or individual susceptibility can link the presence of a
chemical in various environmental compartments to specific sites
of action in target organs and to host responses (NRC, 1989a,
1989b, 1992a, 1992b). Mechanistic investigations of the actions of
specific chemicals can help us penetrate the “black box™ approach
of simply counting tumors, for example, in exposed animals in
routine bioassays. Greater appreciation of the mechanisms and
extent of individual variation in susceptibility among humans can
improve protection of subgroups of susceptible people and better
relate findings in animals to the characterization of risk for humans.
Individual behavioral and social risk factors may be critically
important both to the risk and the reduction of risk. Finally, public
and media attitudes toward local polluters, other responsible
parties, and relevant government agencies may lead to what has
been labeled “the outrage factor” (Sandman, 1993), greatly influ-
encing the communication process and the choices for risk
management.

HAZARD IDENTIFICATION

Assessing Toxicity of Chemicals—
Introduction

In many cases, toxicity information for chemicals is limited. For
example, the Environmental Protection Agency (EPA) recently
evaluated high-production-volume (HPV) chemicals (those pro-
duced in excess of 1 million Ib/year) to ascertain the availability
of chemical hazard data. Their study found that for 43 percent of
these HPV chemicals, there were no publicly available studies for
any of the basic toxicity endpoints (acute and chronic systemic
toxicity, developmental/reproductive toxicity, genotoxicity/muta-
genicity, ecotoxicity, and environmental fate). Only 7 percent of
the HPV chemicals had a complete set of publicly available studies
for these endpoints (EPA, 1998a). International efforts such as the
Organization for Economic Development’s screening information
data set (OECD/SIDS) program are addressing many of these data
needs, highlighted by the Environment Defense Fund in the book
Toxic Ignorance (Roe et al., 1997). Data requirements for specific
agents can vary greatly by compound type and applicable regu-
latory statutes. Table 4-3 shows requirements and 1997 costs for
one example class of agents, pesticides (Stevens, 1997; 40 CFR
158.340; EPA, 1998c, 2000b). It also illustrates current internation-
al efforts to harmonize these testing guidelines by listing the new
harmonized 870 test guidelines (EPA, 2000b). Increasing attention
has been focused on this class of chemicals and reviews of available
toxicity tests have shown the need for additional developmental
neurobehavioral assessments (Makris et al., 1998). In summary,
these critical data gaps in evaluating compounds have refocused
attention on identifying new approaches that are both informative
and cost and time efficient (NRC, 2000).
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Major Toxic Chemical Laws in the United States by Responsible Agency

EPA Air pollutants

Water pollutants

Drinking water

Pesticides

Ocean dumping

Toxic chemicals

Hazardous wastes

Abandoned hazardous wastes
CEQ Environmental impacts
OSHA  Workplace
FDA Foods, drugs, and cosmetics
CPSC  Dangerous consumer products
DOT Transport of hazardous materials

Clean Air Act 1970, 1977, 1990

Federal Water Pollution Control Act 1972,
1977

Safe Drinking Water Act 1974, 1996

Fungicides, Insecticides, & Rodenticides Act
(FIFRA) 1972, Food Quality Protection Act
(FQPA) 1996

Marine Protection Research, Sanctuaries
Act 1995

Ocean Radioactive Dumping Ban Act 1995

Toxic Substances Control Act (TSCA) 1976

Resource  Conservation and Recovery
Act (RCRA) 1976

Superfund (CERCLA) 1980, 1986

National  Environmental  Policy
(NEPA) 1969

Occupational Safety and Health (OSH)
Act 1970

FDC Acts 1906, 1938, 1962, 1977

FDA Modernization Act 1997

Consumer Product Safety Act 1972

THM Act 1975, 1976, 1978, 1979, 1984,
1990 (X2)

Act

KEY: EPA, Environmental Protection Agency; CEQ, Council for Environmental Quality (now Office of Environmental Policy);
OSHA, Occupational Safety and Health Administration; FDA, Food and Drug Administration; CPSC, Consumer Product

Safety Commission; DOT, Department of Transportation.

Assessing Toxicity of Chemicals—
Methods

Structure/Activity Relationships Given the cost of $1 to $2 mil-
lion and the 3 to 5 years required for testing a single chemical in
a lifetime rodent carcinogenicity bioassay, initial decisions on
whether to continue development of a chemical, to submit pre-
manufacturing notice (PMN), or to require additional testing may
be based largely on structure/activity relationships (SARs) and lim-
ited short-term assays.

An agent’s structure, solubility, stability, pH sensitivity,
electrophilicity, volatility, and chemical reactivity can be important
information for hazard identification. Historically, certain key
molecular structures have provided regulators with some of the
most readily available information on the basis of which to assess
hazard potential. For example, 8 of the first 14 occupational car-
cinogens were regulated together by the Occupational Safety and
Health Administration (OSHA) as belonging to the aromatic amine
chemical class. The EPA Office of Toxic Substances relies on
structure/activity relationships to meet deadlines to respond to
premanufacturing notice for new chemical manufacture under the
Toxic Substances Control Act (TSCA). Structural alerts such as
N-nitroso or aromatic amine groups, amino azo dye structures, or
phenanthrene nuclei are clues to prioritize agents for additional
evaluation as potential carcinogens. The limited database of known
developmental toxicants limits SARs to a few chemical classes,
including chemicals with structures related to those of valproic
acid, retinoic acid, and glycol ethers (NRC, 2000). For example, a
report on developmentally toxic valproic acid derivatives relates

their toxicity to activation of peroxisomal proliferation (Lampen et
al., 1999).

Structure-activity relationships have been used for assessment
of complex mixtures. A prominent application has been EPA’s
reassessment of risks associated with 2,3,7,8-tetrachlorodibenzo-
p-dioxin (TCDD) and related chlorinated and brominated dibenzo-
p-dioxins, dibenzofurans, and planar biphenyls, using toxicity
equivalence factors (TEFs), based on induction of the aryl-
hydrocarbon (Ah) receptor (EPA, 1994b). The estimated toxicity
of environmental mixtures containing these chemicals was calcu-
lated as the sum of the product of the concentration of each multi-
plied by its TEF value. The World Health Organization has organ-
ized efforts to reach international consensus on TEFs used for
polychlorinated biphenyls (PCBs), polychlorinated dibenzo-p-
dioxins (PCDDs), and polychlorinated dibenzofurans (PCDFs) for
both humans and wildlife (Van den Berg et al., 1998). EPA has
issued new nomenclature for TEFs as part of their dioxin
reassessment (wWww.epa.gov/ncea/dioxin.htm). However, it is
difficult to predict activity across chemical classes and especially
across multiple toxic endpoints using a single biological response.
For these TEFs to be valid, all of the endpoints of toxicity must be
mediated by the Ah receptor, yet direct measurement of activated
Ah receptors in target human tissues is not currently feasible.
Compounds within these complex mixtures can compete for the
same receptor; thus, TEFs can be overly conservative. Many
complex chemical/physical interactions are not easily understood
and may be over-simplified. In draft proposals from EPA,
cytochrome P450-1A2 (CYP1A2) activity or epidermal growth
factor (EGF) receptor concentrations are proposed as activity
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Table 4-3
EPA/FIFRA Requirement for Hazard Evaluation of Pesticides

APPROXIMATE
GUIDELINE  REVISED 870 COST/STUDY
NO. GUIDELINE TYPE OF TOXICITY STUDY TEST SYSTEM OBJECTIVE (US$)
81-1 1100 Acute oral Rats Define toxic dose by ingestion 2000
81-2 1200 Acute dermal Rabbits Define toxic dose by absorption 1500
through skin
81-3 1300 Acute inhalation Rats Define toxic dose by inhalation 5000
81-4 2400 Ocular Rabbits Assess eye irritation/injury 1500
81-5 2500 Skin irritation Rabbits Assess skin irritation/injury 1000
81-6 2600 Sensitization Guinea pigs Assess allergic potential 3000
81-7 6100- Neurotoxicity* Hens/rats Assess nervous system injury 25,0007
6855
84-2 5100- Mutagenicityi: In vivo/ Determine genotoxic potential; 5,0008
5915 in vitro screen for carcinogenicity
82-1 3050- Range-finding: Rats Determine effects following 70,000
3465 Subacute (28- to 90-day§)  Mice repeated doses; set dose level 70,000
Dogs for longer studies 100,000
Rabbits 75,000
Rats Identify target organs; set dose 190,000
Mice levels for chronic studies 190,000
83-5 4200- Carcinogenicity/ Rats Determine potential to induce 1, 400,000
83-2 4300 Chronic toxicity Mice tumors; define dose-response 800,000
relationships (lifetime)
83-1 Dogs Determine long-term toxic effects 400,000
(1 year)
83-3 3550- Reproduction and Rats Determine potential to cause fetal 505,000
83-4 3800 teratogenicity Rabbits abnormalities and effects on
development, fertility,
pregnancy, and development of
offspring over at least two
generations
85-1 7485 Toxicokinetics Rats Determine and quantitate the 100,000
Mice metabolic fate of a pesticide

*Required for organophosphate insecticides only.

FAdditional neurotoxicity tests 81-7, 81-8, 82-6, 82-7, and 83-6 have been added to requirements for certain materials and can include tests such as functional observational bat-
tery, motor activity, developmental landmarks, and learning and memory assessments (Sette, 1991). Costs listed for this type of study are only those for the initial study, not
additional testing.

FRange-finding studies are not required but provide justification for setting dose levels in required studies. EPA-required studies can include reverse mutation assays in Salmonella,
forward mutation assays in mammalian cells—e.g., Chinese hamster ovary cells, mouse lymphoma L5178Y (the locus cells)—and in vivo cytogenetics (Dearfield, 1990).

§Indicates per assay cost and represent 1997 estimates using guideline 81 series.

souRrcE: Adapted from Stevens, 1997, and updated with newly revised EPA 870 guideline information (EPA, 2000b). For details on changes in the Health Effects test guidelines
reflective of the harmonization of the toxicology guidelines between the Office of Pollution Prevention and Toxics (OPPT) and the Office of Pesticide Programs (OPP) with-
in the EPA and with the Organization for Economic Cooperation and Development (OECD) guidelines, see EPA, 2000b (http://www.epa.gov/
OPPTS_Harmonized/870_Health_Effects_Test_Guidelines).

In Vitro and Short-Term Tests

surrogates across structurally related dioxin-like compounds for
modeling mutation and growth rates.

Computerized SAR methods have given disappointing results
in the National Toxicology Program (NTP) 44-chemical rodent
carcinogenicity prediction challenge (Ashby and Tennant, 1994;
Omenn et al., 1995). Much more focused efforts are those of
pharmaceutical companies successfully using three-dimensional
(3D) molecular modeling approaches to design ligands (new drugs)
that can sterically fit into “receptors of interest.” The basis for this
strategy is pharmacophore mapping, 3D searching and molecular
design, and establishment of 3D quantitative structure— activity
relationships (Diener, 1997; Martin, 1993).

The next approach for hazard
identification comprises in vitro or short-term tests, ranging from
bacterial mutation assays performed entirely in vitro to more elab-
orate short-term tests such as skin-painting studies in mice or al-
tered rat liver—foci assays conducted in vivo. For example, EPA
mutagenicity guidelines call for assessment of reverse mutations
using the Ames Salmonella typhimurium assay; forward mutations
using mammalian cells, mouse lymphoma L5178Y, Chinese ham-
ster ovary, or Chinese hamster lung fibroblasts; and in vivo cyto-
genetics assessment (bone marrow metaphase analysis or mi-
cronucleus tests). Chapter 8 discusses uses of these assays for
identifying chemical carcinogens and Chap. 9 describes in detail
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various assays of genetic and mutagenic endpoints. Other assays
evaluate developmental toxicity (NRC, 2000; Lewandowski et al.,
2000; Brown et al., 1995; Whittaker and Faustman, 1994; Schwetz,
1993; Faustman, 1988), reproductive toxicity (Shelby et al., 1993;
Harris et al., 1992; Gray, 1988), neurotoxicity (Costa, 2000; Atter-
will et al., 1992), and immunotoxicity (Chap. 12). Less informa-
tion is available on the extrapolation of these tests results for non-
cancer risk assessment than for the mutagenicity or carcinogenicity
endpoints; however, mechanistic information obtained in these sys-
tems has been applied to risk assessment (NRC, 2000; Abbott et
al., 1992; EPA, 1994a; Leroux et al., 1996). Overall, progress in
developing new in vitro assays has been slow and frustrating.

The Interagency Coordinating Committee on the Validation of
Alternative Methods (ICCVAM) of the National Toxicology
Program (NTP) has reinvigorated the validation process in the
United States as a result of Public Law 103-43 and has put forth
recommendations for various short-term/in vitro assays, such as
the cell-free corrosivity test, and recommendations for the mouse
local lymph node assay for assessing chemical potential to elicit
allergic contact dermatitis (NIEHS, 1999). A current review of the
frog embryo teratogenicity assay in Xenopus (FETAX) by this
group is under way.

The validation and application of short-term assays is
particularly important to risk assessment because such assays can
be designed to provide information about mechanisms of effects;
moreover, they are fast and inexpensive compared with lifetime
bioassays (McGregor et al., 1999). The NTP rodent carcinogenicity
prediction challenge gave promising results for at least the
prediction of genotoxic carcinogens; a second round with the next
30 chemicals that entered NTP rodent bioassays has been less
successful (Ashby and Tennant, 1994). Validation of in vitro assays,
like other kinds of tests, requires determination of their sensitivity
(ability to identify true carcinogens), specificity (ability to recog-
nize noncarcinogens as noncarcinogens), and predictive value for
the toxic endpoint under evaluation. The societal costs of relying
on such tests, with false positives (noncarcinogens classified as
carcinogens) and false negatives (true carcinogens not detected) are
the subject of a value-of-information model for the testing aspects
of risk assessment and risk management (Lave and Omenn, 1986;
Omenn and Lave, 1988). (See section below on linking information
from hazard identification assessments.)

Current efforts to improve our ability to utilize short-term tests
for carcinogenicity prediction include use of multivariate analysis
with logistic regression (Kodell et al., 1999) and increased attention
to improving the mechanistic basis of short-term testing. Examples
of this approach include the several knockout transgenic mouse
models proposed for use as shorter-term in vivo assays to identify
carcinogens and currently under evaluation by NTP (Nebert and
Duffy, 1997; Tennant et al., 1999). A TG.AC transgenic mouse
carrying a V-Ha-ras gene construct has been shown to develop
papillomas and malignant tumors in response to carcinogens and
tumor-promoting compounds but is nonresponsive to noncar-
cinogens. A heterozygous p53 (+/—) mouse with one inactivated
allele for pS3 gene has been reported to have high sensitivity and
specificity. Multiple transgenic assays are under evaluation
(Robinson, 1998).

The primary use of short-term tests continues to be for
mechanistic evaluations. In that context, results from short-term
assays have impacted risk assessments. For example, evidence of
nonmutagenicity in both in vitro and in vivo short-term assays
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continues to play an essential role, allowing regulators to consider
nonlinear cancer risk assessment paradigms (EPA, 1999b).

New assay methods from molecular and developmental
biology for developmental toxicity risk assessment that acknowl-
edge the highly conserved nature of developmental pathways across
species should accelerate use of a broader range of model
organisms and assay approaches for noncancer risk assessments
(NRC, 2000).

Animal Bioassays The use of animal bioassay data is a key com-
ponent of the hazard identification process. A basic premise of risk
assessment is that chemicals that cause tumors in animals can cause
tumors in humans. All human carcinogens that have been ade-
quately tested in animals produce positive results in at least one
animal model. Thus, “although this association cannot establish
that all agents and mixtures that cause cancer in experimental an-
imals also cause cancer in humans, nevertheless, in the absence of
adequate data on humans, it is biologically plausible and prudent
to regard agents and mixtures for which there is sufficient evidence
of carcinogenicity in experimental animals as if they presented a
carcinogenic risk to humans” (IARC, 1994; 2000)—a reflection of
the “precautionary principle.” In general, the most appropriate ro-
dent bioassays are those that test exposure pathways of most rele-
vance to predicted or known human exposure pathways. Bioassays
for reproductive and developmental toxicity and other noncancer
endpoints have a similar rationale.

Consistent features in the design of standard cancer bioassays
include testing in two species and both sexes, with 50 animals per
dose group and near lifetime exposure. Important choices include
the strains of rats and mice, the number of doses, and dose levels
[typically 90, 50, and 10 to 25 percent of the maximally tolerated
dose (MTD)], and the details of the required histopathology
(number of organs to be examined, choice of interim sacrifice
pathology, etc.). Positive evidence of chemical carcinogenicity can
include increases in number of tumors at a particular organ site,
induction of rare tumors, earlier induction (shorter latency) of
commonly observed tumors, and/or increases in the total number
of observed tumors.

However, there are serious problems with the rodent bioassay
as a “gold standard” for prediction of human carcinogenicity risk
(Risk Commission, 1997; Rodericks et al., 1997; McClain, 1994;
Rice et al., 1999; Capen et al., 1999). Tumors may be increased
only at the highest dose tested, which is usually at or near a dose
that causes systemic toxicity (Ames and Gold, 1990). Second, even
without toxicity, the high dose may trigger different events than do
low-dose exposures. Table 4-4 presents some mechanistic details
about rodent tumor responses that are no longer thought to be
directly predictive of cancer risk for humans. Table 4-4 gives
examples of both qualitative and quantitative considerations useful
for determining relevance of rodent tumor responses for human
risk evaluations. An example of qualitative considerations is the
male rat kidney tumor observed following exposure to chemicals
that bind to a,,-globulin (e.g., unleaded gasoline, 1,4-dichloroben-
zene, D-limonene). The a,,-globulin is a male rat-specific low-
molecular-weight protein not found in female rats, humans, or other
species, including mice and monkeys.

Table 4-4 also illustrates quantitative considerations important
for determining human relevance of animal bioassay information.
For example, doses of compounds so high as to exceed solubility
in the urinary tract outflow lead to tumors of the urinary bladder
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Table 4-4
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Examples of Mechanistic Considerations for Carcinogens: Explanation for Special Cases of
Rodent Bioassay Data Lacking Relevance for Human Risk Evaluation
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TARGET
ORGAN

MECHANISM FOR

SYSTEM SUSCEPTIBLE SPECIES

SPECIES DIFFERENCES

ILLUSTRATIVE
CHEMICAL AGENTS

Chemicals bind to
ay-globulin

Accumulation in
target kidney cells

Increased necrosis

Increased regenerative
hyperplasia

Renal tubular
calcification
neoplasia

Reactive hyperplasia
from cytotoxic
precipitated chemicals

Direct oral gavage

Renal tumors
in male rats

Urinary tract

Bladder

Gastric Forestomach
Local cytotoxicity
Hyperplasia
Alteration in thyroid
homeostasis
Decreased thyroid
hormone production
Sustained increase in
thyroid stimulating
hormone (TSH)
Thyroid tumors
Overwhelming clearance
mechanisms

Endocrine Thyroid gland

tumors

Respiratory Rat lung

a,y-globulin male rat
specific low-molecular
weight protein not found
in female rats, humans,
mice, monkeys

Rodent exposure levels
exceed solubility, not
relevant for human exposure

Rodent gavage treatment,
exposure conditions
not relevant for human
exposure

Lack of thyroid-binding
protein in rodents
versus humans

Decreased t;/, for Ty;

Unleaded gasoline
1,4-Dichlorobenzene
D-limonene
Isophorons
Dimethyl-methylphos-
phonate
Perchloroethylene
Pentachloroethane
Hexachloroethane

Saccharin, melamine,
nitrilotriacetic acid,
fosetyl-Al

BHA, propionic acid,
ethyl acrylate

Ethylene bisdithio-
carbamate, fungicides,
amitrol, goitrogens,
sulfamethazine

increased TSH levels
in rodents

High dose effects seen
with rodent models

Various particles,
titanium dioxide

soURCES: Neumann, 1995; Oberdorster, 1995; Omenn, 1995; McClain, 1994; Risk Commission, 1997; Rodericks, 1997.

in male rats following crystal precipitation and local irritation
leading to hyperplasia. Such precipitates are known to occur
following saccharin or nitriloacetic acid exposure. The decision to
exclude saccharin from the NTP list of suspected human carcino-
gens reaffirms the nonrelevance of such high-dose responses for
likely human exposure considerations (Neumann and Olin, 1995;
NTP, 2000). A gross overloading of the particle clearance mecha-
nism of rat lungs via directly administered particles, as was seen
in titanium dioxide (TDO) exposures, resulted in EPA’s delisting
TDO as a reportable toxicant for the Clean Air Act Toxic Release
Inventory (Oberdorster, 1995; EPA, 1988).

Other rodent responses not likely to be predictive for humans
include localized forestomach tumors after gavage. Ethyl acrylate,
which produces such tumors, was delisted on the basis of extensive
mechanistic studies (NTP, 2000). In general, for risk assessment,
it is desirable to use the same route of administration as the likely
exposure pathway in humans to avoid such extrapolation issues.
Despite the example of forestomach tumors, tumors in unusual
sites—like the pituitary gland, the eighth cranial nerve, or the
Zymbal gland—should not be dismissed as irrelevant, since organ-
organ correlation is often lacking (NRC, 1994).

Rats and mice give concordant positive or negative results in
only 70 percent of bioassays, so it is unlikely that rodent/human

concordance would be higher (Lave et al., 1988). Haseman and
Lockhart (1993) concluded that most target sites in cancer
bioassays showed a strong correlation (65 percent) between males
and females—especially for forestomach, liver, and thyroid
tumors—so they suggested, for efficiency, that bioassays could rely
on a combination of male rats and female mice. Even when
concordant positive results are observed, there can still be very
great differences in potency, as is observed in aflatoxin-induced
tumors in rats and mice. In this example, an almost 100,000-fold
difference in susceptibility to aflatoxin B; (AFB;)-induced liver
tumors is seen between the sensitive rat and trout species versus
the more resistant mouse strains. Genetic differences in the expres-
sion of cytochrome P450 and glutathione-S-transferases explain
most of these species differences and suggest that humans may
be as sensitive to AFB;-induced liver tumors as rats (Eaton and
Gallagher, 1994).

Critical problems exist in using the hazard identification data
from rodent bioassays for quantitative risk assessments. This is
because of the limited dose-response data available from these
rodent bioassays and nonexistent response information for
environmentally relevant exposures. Results thus have traditionally
been extrapolated from a dose-response curve in the 10 to 100
percent biologically observable tumor response range down to 10~°
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risk estimates (upper confidence limit) or to a benchmark or refere-
nce dose-related risk.

Addition of investigations of mechanisms and assessment of
multiple noncancer endpoints into the bioassay design represent
important enhancements of lifetime bioassays. It is feasible and
desirable to tie these bioassays together with mechanistically
oriented short-term tests and biomarker and genetic studies in
epidemiology (Perera et al., 1991; Perera and Weinstein, 2000). In
the example of AFB, induced liver tumors, AFB;-DNA adducts
have proved to be an extremely useful biomarker. A highly linear
relationship was observed between liver tumor incidence (in rats,
mice, and trout) and AFB;-DNA adduct formation over a dose
range of 5 orders of magnitude (Eaton and Gallagher, 1994). Such
approaches may allow for an extension of biologically observable
phenomena to doses lower than those leading to frank tumor
development and help to address the issues of extrapolation over
multiple orders of magnitude to predict response at environmen-
tally relevant doses.

Use of Epidemiologic Data in Risk Assessment The most con-
vincing line of evidence for human risk is a well-conducted epi-
demiologic study in which a positive association between exposure
and disease has been observed (NRC, 1983). Epidemiologic stud-
ies are essentially opportunistic. Studies begin with known or pre-
sumed exposures, comparing exposed versus nonexposed individ-
uals, or with known cases, compared with persons lacking the
particular diagnosis. Table 4-5 shows examples of epidemiologic
study designs and provides clues on types of outcomes and expo-
sures evaluated. There are important limitations. When the study
is exploratory, hypotheses are often weak. Exposure estimates are
often crude and retrospective, especially for conditions with long
latency before clinical manifestations appear. Generally, there are
multiple exposures, especially when a full week or a lifetime is
considered. There is always a trade-off between detailed informa-
tion on relatively few persons and very limited information on large
numbers of persons. Contributions from lifestyle factors, such as
smoking and diet, are a challenge to sort out. Humans are highly

Table 4-5
Example of Three Types of Epidemiological Study Designs
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outbred, so the method must consider variation in susceptibility
among those who are exposed. The expression of results in terms
of odds ratios, relative risks, and confidence intervals may be un-
familiar to nonepidemiologists. Finally, the caveats self-effacing
epidemiologists often cite may discourage risk managers and tox-
icologists!

Nevertheless, human epidemiology studies provide very
useful information for hazard identification and sometimes quanti-
tative information for data characterization. Several good illus-
trations of types of epidemiological studies and their interpretation
for toxicological evaluation are given in Checkoway (1994) and
Gamble and Battigelli (1991). Three major types of epidemiology
study designs are available: cross-sectional studies, cohort studies
and case-control studies, as detailed in Table 4-5. Cross sectional
studies survey groups of humans to identify risk factors (exposure)
and disease but are not useful for establishing cause and effect.
Cohort studies evaluate individuals selected on the basis of their
exposure to an agent under study. Thus, based on exposure status,
these individuals are monitored for development of disease. These
prospective studies monitor over time individuals who initially are
disease-free to determine the rates at which they develop disease.
In case-control studies subjects are selected on the basis of disease
status: disease cases and matched cases of disease free individuals.
Exposure histories of the two groups are compared to determine
key consistent features in their exposure histories. All case-control
studies are retrospective studies.

Epidemiologic findings are judged by the following criteria:
strength of association, consistency of observations (reproducibility
in time and space), specificity (uniqueness in quality or quantity
of response), appropriateness of temporal relationship (did the
exposure precede responses?), dose—responsiveness, biological
plausibility and coherence, verification, and analogy (biological
extrapolation) (Hill, 1965). In addition, epidemiologic study
designs should be evaluated for their power of detection, appro-
priateness of outcomes, verification of exposure assessments,
completeness of assessing confounding factors, and general
applicability of the outcomes to other populations at risk. Power

Type of Study

METHODOLOGICAL
ATTRIBUTES COHORT CASE-CONTROL CROSS-SECTIONAL
Initial classification Exposure—nonexposure Disease—nondisease Either one
Time sequence Prospective Retrospective Present time
Sample composition Nondiseased individuals Cases and controls Survivors
Comparison Proportion of exposed with disease ~ Proportion of cases with exposure Either one
Rates Incidence Fractional (%) Prevalence
Risk index Relative risk—attributable risk Relative odds Prevalence
Advantages Lack of bias in exposure; yields Inexpensive, small number of Quick results
incidence and risk rates subjects, rapid results, suitable
for rare diseases, no attrition
Disadvantages Large number of subjects required,  Incomplete information, biased Cannot establish causation

long follow-up, attrition, change
in time of criteria and methods,
costly, inadequate for rare
diseases

recall, problem in selecting control
and matching, yields only relative
risk—cannot establish causation,
population of survivors

(antecedent consequence);
population of survivors;
inadequate for rare diseases

SOURCES: Gamble and Battigelli, 1978, 1991.



CHAPTER 4

of detection is calculated using study size, variability, accepted
detection limits for endpoints under study, and a specified sig-
nificance level. (See Healey, 1987, for calculation formulas or
computer programs such as EPI-INFO; Dean et al., 1995; or
EGRET, 1994, for determination of experimental power of
detection.)

Recent advances from the human genome project, increased
sophistication and molecular biomarkers, and improved mechani-
stic bases for epidemiologic hypotheses have allowed epidemiolo-
gists to get within the “black box™ of statistical associations and
move forward our understanding of biological plausibility and
clinical relevance. “Molecular epidemiology” is a new focus of
human studies where improved molecular biomarkers of exposure,
effect, and susceptibility have allowed investigators to more
effectively link molecular events in the causative disease pathway.
Implications of these improvements for risk assessment are tremen-
dous, as they provide an improved biological basis for extrapola-
tion across the diversity of human populations and allow for
improved cross-species comparisons with rodent bioassay infor-
mation. The biological plausibility of epidemiologic associations
will be increased remarkably by the use of biomarkers of exposure,
effects, and susceptibility (Perera, et al., 1991; Perera and
Weinstein, 2000; Omenn, 2000).

Integrating Qualitative Aspects
of Risk Assessment

Qualitative assessment of hazard information should include a
consideration of the consistency and concordance of findings. Such
assessment should include a determination of the consistency of
the toxicologic findings across species and target organs, an evalu-
ation of consistency across duplicate experimental conditions, and
the adequacy of the experiments to detect the adverse endpoints of
interest.

The National Toxicology Program uses several categories to
classify bioassay results, with the category clear evidence of car-
cinogenicity describing bioassays where dose-related increases in
malignant or combined malignant and benign neoplasms are seen
across all doses, or at least significant increases in two of the four
species/sex test groups. NTP’s evaluation guidelines specify the
additional categories of some, equivocal, no evidence, and inade-
quate study.

Qualitative assessment of animal or human evidence is done
by many agencies, including the EPA and International Agency for
Research on Cancer (IARC). Similar evidence classifications have
been used for both the animal and human evidence categories by
both agencies. These evidence classifications have included levels
of sufficient, limited, inadequate, and no evidence (EPA, 1994a) or
evidence suggesting lack of carcinogenicity (IARC, 1994; 2000).
EPA has also included a specific no data category.

These evidence classifications are used for overall weight-of-
evidence carcinogenicity classification schemes. Although dif-
fering group number or letter categories are used, striking simi-
larities exist between these approaches. EPA’s newly proposed
changes to their risk assessment guidelines for carcinogenic
substances include changes in how likelihood categories are used,
with references to categories described as known, likely, or not
likely to be carcinogenic to humans. A category representing a
cannot evaluate level includes inadequate data, incomplete or
inconclusive data, and no data categories.
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In this section we have discussed approaches for evaluating
cancer endpoints. Similar weight-of-evidence approaches have
been proposed for reproductive risk assessment (refer to sufficient
and insufficient evidence categories in EPA proposed guidelines for
reproductive risk in EPA, 1996c). The Institute for Evaluating
Health Risks defined an “evaluation process” by which reproduc-
tive and developmental toxicity data can be consistently evaluated
and integrated to ascertain their relevance for human health risk
assessment (Moore et al., 1995). Application of such carefully
deliberated approaches for assessing noncancer endpoints should
help avoid the tendency to list chemicals as yes or no (positive or
negative) without human relevancy information.

For many years there has been an information-sharing process
aimed at harmonization of chemical testing regimes and clinical
trials methodologies, so that data might be accepted in multiple
countries that are members of the Organization for Economic
Cooperation and Development (OECD). The United Nations
Conference on the Environment in Rio de Janeiro, Brazil, in 1992,
established harmonization of risk assessment as one of its goals,
with a coordinating role for the International Programme on
Chemical Safety. The negotiation in 1994 of the General Agreement
on Trade and Tariffs (GATT) and establishment of the World Trade
Organization makes harmonization of various aspects of testing,
risk assessment, labeling, registration, and standards important
elements in trade, not just in regulatory science. Moolenaar (1994)
summarized the carcinogen risk assessment methodologies used by
various countries as a basis for regulatory actions. He tabulated the
risk characterization, carcinogen identification, risk extrapolation,
and chemical classification schemes of EPA, U.S. Department of
Health and Human Services (DHHS), IARC, ACGIH, Australia,
the European Economic Community (EEC), Germany,
Netherlands, Norway, and Sweden. The approach of EPA to
estimate an upper bound to human risk is unique; all other countries
estimate human risk values based on expected incidence of cancer
from the exposures under review. The United Kingdom follows a
case-by-case approach to risk evaluations for both genotoxic and
nongenotoxic carcinogens, with no generic procedures. Denmark,
EEC, the United Kingdom (UK), and the Netherlands all divide
carcinogens into genotoxic and nongenotoxic agents and use
different extrapolation procedures for each. Norway does not
extrapolate data to low doses, using instead the TDsq to divide
category I carcinogens into tertiles by potency. The UK, EEC, and
Netherlands all treat nongenotoxic chemical carcinogens as
threshold toxicants. A “no observed adverse effect level” (NOAEL)
and safety factor are used to set acceptable daily intakes (ADIs).
The revised EPA guidelines for cancer risk assessment now propose
applying benchmark dose-like methods and consideration of mode-
of-action data, which will move the United States toward a more
harmonized approach for risk approaches (EPA, 1999).

RISK CHARACTERIZATION

Quantitative considerations in risk assessment include dose—
response assessment, exposure assessment, variation in suscepti-
bility, and characterization of uncertainty. For dose-response
assessment, varying approaches have been proposed for threshold
versus nonthreshold endpoints. Traditionally, threshold approaches
have been applied for assessment of noncancer endpoints, and
nonthreshold approaches have been used for cancer endpoints.
Each approach and its inherent assumptions is discussed below, as
are recent efforts to harmonize these approaches.
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In general, human exposure data for prediction of human
response are quite limited; thus, animal bioassay data have
primarily served as the basis for most quantitative risk assessments.
However, the risk assessor is normally interested in low environ-
mental exposures of humans, which are well below the experi-
mentally observable range of responses from animal assays. Thus,
methods of extrapolation from high dose to low dose and animal
risk to human risk are required and make up a major aspect of
dose-response assessment.

Dose—Response Assessment

The fundamental basis of the quantitative relationships between
exposure to an agent and the incidence of an adverse response is
the dose-response assessment. Analysis of dose-response rela-
tionships must start with the determination of the critical effects to
be quantitatively evaluated. EPA has issued toxicity specific guide-
lines that are useful in identifying such critical effects (for develop-
mental toxicity, see EPA, 1991b; reproductive toxicity, EPA, 1996c;
neurotoxicity, EPA, 1995; cancer, EPA, 1994b, 1996a, 1999). It is
usual practice to choose the data sets with adverse effects occurring
at the lowest levels of exposure; the “critical” adverse effect is
defined as the significant adverse biological effect that occurs at
the lowest exposure level (Barnes and Dourson, 1988). Approaches
for characterizing threshold dose-response relationships include
identification of NOAELs or “lowest observed adverse effect
levels” (LOAELs). On the dose-response curve illustrated in
Fig. 4-3, the threshold, indicated with a T, represents the dose below
which no additional increase in response is observed. The NOAEL
is identified as the highest non-statistically significant dose tested;
in this example it is point E, at 2 mg/kg body weight. Point F is
the LOAEL (2.5 mg/kg body weight), as it is the lowest dose tested
with a statistically significant effect.

In general, animal bioassays are constructed with sufficient
numbers of animals to detect low-level biological responses at the
10 percent response range. The risk assessor should always
understand the biological significance of the responses being
evaluated in order to put such statistical observations in context.
Significance thus usually refers to both biological and statistical
criteria (Faustman et al., 1994) and is dependent upon the number
of dose levels tested, the number of animals tested at each dose,
and background incidence of the adverse response in the
nonexposed control groups. The NOAEL should not be perceived
as risk-free, as several reports have shown that the response of
NOAELs for continuous endpoints averages 5 percent risk, and
NOAELSs based on quantal endpoints can be associated with risk
of greater than 10 percent (Faustman, et al., 1994, Allen et al.,
1994a, 1994b).

As described in Chap. 2, approaches for characterizing
dose-response relationships include identification of effect levels
such as LDsq (dose producing 50 percent lethality), LCs (concen-
tration producing 50 percent lethality), ED;, (dose producing 10
percent response), as well as NOAELs (no observed adverse effect
levels).

NOAELs have traditionally served as the basis for risk
assessment calculations, such as reference doses or acceptable daily
intake values. References doses (RfDs) or concentrations (RfCs)
are estimates of a daily exposure to an agent that is assumed to be
without adverse health impact on the human population. The ADIs
are acceptable daily intake values used by WHO for pesticides and
food additives to define “the daily intake of chemical, which during
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Figure 4-3. Dose-response curve.

This figure is designed to illustrate a typical dose-response curve with “e’s”
indicating the biologically determined responses. Statistical significance of
these responses is indicated with a * symbol. The threshold dose is shown
by T, a dose below which no change in biological response occurs. Point
E represents the highest non-statistically significant response point, hence
it is the “no observed adverse effect level” (NOAEL) for this example. Point
F is the “lowest observed adverse response level” (LOAEL). Curves A to
D show possible options for extrapolating the dose-response relationship
below the lowest biologically observed data point, E.

an entire lifetime appears to be without appreciable risk on the
basis of all known facts at that time” (WHO, 1962) (Dourson et
al., 1985). Reference doses (first introduced in Chap. 2) and ADI
values typically are calculated from NOAEL values by dividing by
uncertainty (UF) and/or modifying factors (MF) (EPA, 1991a;
(Dourson and DeRosa, 1991; Dourson and Stara, 1983).

RfD = NOAEL / (UF * MF)
ADI = NOAEL / (UF * MF)

In principle, dividing by these factors allows for interspecies
(animal-to-human) and intraspecies (human-to-human) variability
with default values of 10 each. An additional uncertainty factor can
be used to account for experimental inadequacies—for example,
to extrapolate from short-exposure-duration studies to a situation
more relevant for chronic study or to account for inadequate
numbers of animals or other experimental limitations. If only a
LOAEL value is available, then an additional 10-fold factor
commonly is used to arrive at a value more comparable to a
NOAEL. Allen et al. (1994) have shown for developmental toxicity
endpoints that application of the 10-fold factor for LOAEL-to-
NOAEL conversion is too large. Traditionally, a safety factor of
100 would be used for RfD calculations to extrapolate from a well-
conducted animal bioassay (10-fold factor animal to human) and
to account for human variability in response (10-fold factor human-
to-human variability).
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Modifying factors can be used to adjust the uncertainty factors
if data on mechanisms, pharmacokinetics, or relevance of the
animal response to human risk justify such modification. For
example, if there is kinetic information suggesting that rat and
human metabolism are very similar for a particular compound,
producing the same active target metabolite, then—rather than
using a 10-fold uncertainty factor to divide the NOAEL from the
animal toxicity study to obtain a human relevant RfD—a factor of
3 for that uncertainty factor might be used. Of particular recent
interest is the new extra 10-fold Food Quality and Protection Act
(FQPA) factor, added to ensure protection of infants and children
(EPA, 1996b). Under this law an additional uncertainty factor is
added to ensure protection of children’s health; it is currently being
used for determining allowable pesticide chemical residues. This
factor is designed to take into account potential pre- and postnatal
toxicity and to overcome the incompleteness of toxicity and
exposure data (FQPA; PL 104-170). Illustrative discussions on how
such a legislatively mandated uncertainty factor might be applied
are available from EPA (1999) and from Schardein and Scialli
(1999) for chlorpyrifos as an example compound.

Recent efforts have focused on using data-derived factors to
replace the 10-fold uncertainty factors traditionally used in
calculating RfDs and ADIs. Such efforts have included reviewing
the human pharmacologic literature from published clinical trials
(Silverman et al., 1999) and developing human variability data-
bases for a large range of exposures and clinical conditions (Hattis
et al., 1999a, 1999b; Hattis and Silver, 1994). Toward this goal,
Renwick has separated the intra-and interspecies uncertainty
factors into two components: toxicokinetic (TK) and toxicodynamic
(TD) aspects (Renwick, 1991; 1999; Johnson et al., 1997).
Figure 4-4 shows these distinctions. A key advantage of this
approach is that it provides a structure for incorporating scientific
information on specific aspects of the overall toxicologic process
into the reference dose calculations; thus, relevant data can replace
a portion of the overall “uncertainty” surrounding these extrapo-
lations. Initially Renwick proposed a factor of 4 for the TK and a
factor of 2.5 for the TD component for both the interspecies and
inter-individual factors (Renwick and Walker, 1993). However,
subsequent evaluations have supported the revised WHO (1994)
guidance, which retains the 4.0- and 2.5-fold factors for the TK
and TD interspecies components but changes both the inter-
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individual TK and TD factors to 3.2. Such changes highlight the
flexibility of this approach to incorporate new conclusions and even
compound-specific data (Renwick and Lazarus, 1998).

This overall approach has important implications for how we
utilize new toxicologic research. Most efforts to modity the uncer-
tainty factors have focused on more effective use of toxicokinetic
information, yet there is also a need to focus on the toxicodynamic
aspects of this uncertainty. For example, a Nuclear Regulatory
Commission (NRC) report that reviewed how new advances in
developmental biology can improve the research relevant for
developmental toxicology risk assessment has identified highly
conserved cell signaling pathways essential for all development
processes across all species (NRC, 2000). Such “dynamic”
information is not yet being considered following chemical
impacts, but such data on known similarities in comparison of
critical pathways across species may be useful in reducing the
uncertainty in the TD components of the interspecies portion of
the equation. This is one example of how new information may
enhance the scientific basis of our approaches for risk assessment.

NOAEL values have also been utilized for risk assessment by
evaluating a “margin of exposure” (MOE), where the ratio of the
NOAEL determined in animals and expressed as mg/kg/day is
compared with the level to which a human may be exposed. For
example, human exposures to a specific chemical agent are
calculated to be solely via drinking water, and the total daily intake
of the compound is 0.04 mg/kg/day. If the NOAEL for neuroto-
xicity is 100 mg/kg/day, then the MOE would be 2500 for the oral
exposure route for neurotoxicity. Such a large value is reassuring
to public health officials. Low values of MOE indicate that the
human levels of exposure are close to levels for the NOAEL in
animals. There is usually no factor included in this calculation for
differences in human or animal susceptibility or animal-to-human
extrapolation; thus, MOE values of less than 100 have been used
by regulatory agencies as flags for requiring further evaluation. A
“margin of safety” (MOS) can also be calculated and is frequently
utilized in evaluating pharmaceutical agents where an effective
therapeutic dose is compared with a dose causing toxicity (see
Chap. 2).

The NOAEL approach has been criticized on several points,
including that (1) the NOAEL must, by definition, be one of the
experimental doses tested; (2) once this is identified, the rest of the

HUMAN
VARIABILITY

)

Figure 4-4. Toxicokinetic (TK) and toxicodynamic (TD) considerations inherent in interspecies and inter-in-

dividual extrapolations.

Toxicokinetics refers to the processes of absorption, distribution, elimination, and metabolism of a toxicant.
Toxicodynamics refers to the actions and interactions of the toxicant within the organism and describes processes
at organ, tissue, cellular, and molecular levels. This figure shows how uncertainty in extrapolation both across
and within species can be considered as being due to two key factors: a kinetic component and a dynamic
component. Refer to the text for detailed explanations. (Adapted from Renwick, 1999, 1998.)
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dose-response curve is ignored; (3) experiments that test fewer
animals result in larger NOAELSs and thus larger reference doses,
rewarding testing procedures that produce less certain rather than
more certain NOAEL values; and (4) the NOAEL approach does
not identify the actual responses at the NOAEL and will vary based
on experimental design, leading to setting of regulatory limits at
varying levels of risk. Because of these limitations, an alternative
to the NOAEL approach, the benchmark dose (BMD) method, was
first proposed by Crump (1984) and extended by Kimmel and
Gaylor (1988). In this approach, the dose response is modeled and
the lower confidence bound for a dose at a specified response level
[benchmark response (BMR)] is calculated. The BMR is usually
specified at 1, 5, or 10 percent. Figure 4-5 shows how a BMD is
calculated using a 10 percent benchmark response and a 95 percent
lower confidence bound on dose. The BMDx (with x representing
the percent benchmark response) is used as an alternative to
the NOAEL value for reference dose calculations. Thus, the RfD
would be

RfD = BMDx/UF * MF

The proposed values to be used for the uncertainty factors and
modifying factors for BMDs can range from the same factors as
for the NOAEL to lower values due to increased confidence in the
response level and increased recognition of experimental variability
due to use of a lower confidence bound on dose (Barnes et al.,
1995). EPA has developed software for the application of bench-
mark dose methods (http://www.epa.gov/ncea/bmds.htm) and is
developing a technical guidance document to provide guidelines
for application of BMDs (EPA, 2000c). These guidelines will
address issues of appropriate response levels to be used for various
endpoints and how to utilize the LED, versus ED, in RfD
calculations.

The benchmark dose approach has been applied to study
several non-cancer endpoints, including developmental (Allen et
al., 1994a, 1994b) and reproductive toxicity (Auton, 1994). The
most extensive studies with developmental toxicity have shown that
BMDys values were similar to a statistically derived NOAEL for
a wide range of developmental toxicity endpoints and that results
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from using generalized dose—response models were similar to
statistical models designed specifically to represent unique features
of developmental toxicity testing. A generalized log logistic dose
response model offered other advantages in dealing with litter size
and intralitter correlations (Allen et al., 1994b).

Advantages of the benchmark dose approach can include (1)
the ability to take into account the full dose-response curve, as
opposed to focusing on a single test dose as is done in the NOAEL
approach; (2) the inclusion of a measure of variability (confidence
limit); (3) the use of responses within the experimental range versus
extrapolation of responses to low doses not tested experimentally;
and (4) the use of a consistent benchmark response level for RfD
calculations across studies. Obviously, limitations in the animal
bioassays in regard to minimal test doses for evaluation, shallow
dose responses, and use of study designs with widely spaced test
doses will limit the utility of these assays for any type of quan-
titative assessments, whether NOAEL- or BMD-based approaches.

Some common environmental exposures—such as those for
lead and other criteria air pollutants—are so close to LOAELS that
the regulatory agencies use an informal margin-of-safety approach
heavily weighted with consideration of technical feasibility (see
Risk Commission, 1997).

Nonthreshold Approaches

As Fig. 4-3 shows, numerous dose-response curves can be
proposed in the low-dose region of the dose-response curve if a
threshold assumption is not made. Because the risk assessor
generally needs to extrapolate beyond the region of the
dose-response curve for which experimentally observed data are
available, the choice of models to generate curves in this region
has received lots of attention. For nonthreshold responses, methods
for dose-response assessments have also utilized models for
extrapolation to de minimus (10~* — 10~°) risk levels at very low
doses, far below the biologically observed response range and far
below the effect levels evaluated for threshold responses. Two
general types of dose-response models exist: statistical (or
probability distribution models) and mechanistic models (Krewski
and Van Ryzin, 1981).
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Figure 4-5. Illustration of benchmark dose (BMD) approach.

The LED is the lower confidence limit of the dose (ED;() associated with a 10 percent incidence of adverse

effect. (Based on Kavlock, 1995.)
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The distribution models are based on the assumption that each
individual has a tolerance level for a test agent and that this
response level is a variable following a specific probability
distribution function. These responses can be modeled using a
cumulative dose-response function. Chapter 2 discusses the
common normal distribution pattern (see Fig. 2-3). A log probit
model estimates the probability of response at a specified dose (d);
thus, P(d) = ®[a + B log d], where @ is the cumulative function
for a standard normal distribution of the log tolerances with
standard deviations o and mean u, a equals u/o, and B equals the
slope of the probit line (—1/0). The probit curve at low doses
usually assumes an S -shape. Chapter 2 discusses determination of
the LDs, value from such a curve. However, extrapolation of the
experimental data from 50 percent response levels to a: “safe”,
“acceptable,” or “de minimus” level of exposure—e.g., one in a
million risk above background—illustrates the huge gap between
scientific observations and highly protective risk limits (sometimes
called virtually safe doses, or those corresponding to a 95 percent
upper confidence limit on adverse response rates).

The log logistic model was derived from chemical kinetic
theory. The probability of response at dose d is defined as P(d) =
[1-exp(a + Blogd)]™". Like the probit model, this model defines
sigmoidal curves that are symmetrical around the 50 percent
response level; however, the log logistic curves approach the 0 and
100 percent response levels with a more shallow curve shape. The
logit and probit curves are indistinguishable in fitting the data in
the region of the response curve where experimentally derived data
are present (Brown, 1984; Hartung, 1987).

Models Derived from Mechanistic
Assumptions

This modeling approach designs a mathematical equation to
describe dose-response relationships that are consistent with
postulated biological mechanisms of response. These models are
based on the idea that a response (toxic effect) in a particular
biological unit (animal, human, pup, etc.) is the result of the random
occurrence of one or more biological events (stochastic events).

Radiation research has spawned a series of such “hit models”
for cancer modeling, where a hit is defined as a critical cellular
event that must occur before a toxic effect is produced. These
models assume that (1) an infinitely large number of targets exists,
for example in the DNA; (2) the organism responds with a toxic
response only after a minimum number of targets has been
modified; (3) a critical target is altered if a sufficient number of
hits occurs; and (4) the probability of a hit in the low dose range
of the dose-response curve is proportional to the dose of the
toxicant (Brown, 1984).

The simplest mechanistic model is the one-hit (one-stage)
linear model in which only one hit or critical cellular interaction
is required for a cell to be altered. For example, based on somatic
mutation theory, a single mutational change would be sufficient for
a cell to become cancerous through a transformational event and
dose-independent clonal expansion. The probability statement for
these models is P(d) = 1 — exp(f)‘d), where \d equals the number
of hits occurring during a time period. A single molecule of a
genotoxic carcinogen would have a minute but finite chance of
causing a mutational event.

As theories of cancer have grown in complexity, so too have
these hit-based mechanistic models. Multihit models have been
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developed that can describe hypothesized single-target multihit
events, as well as multitarget, multihit events in carcinogenesis.
The probability statements for these models is P(d) = [ okt
exp(—x)/I(k) dx, where I(k) denotes the gamma function with
k = critical number of hits for the adverse response. The Weibull
model has a dose—response function with characteristics similar to
those of the multihit models, where the response equation is
P(d) =1 — exp [—Nd¥]. Here again, k = critical number of hits
for the toxic cellular response.

Armitage and Doll (1957) developed a multistage model for
carcinogenesis that was based on these equations and on the
hypothesis that a series of ordered stages was required before a cell
could undergo mutation, initiation, transformation, and progression
to form a tumor. This relationship was generalized by Crump
(1980) by maximizing the likelihood function over polynomials,
so that the probability statement is:

Pd) =1 —exp [~ + Md" + Md? + .. Md9)]

If the true value of A; is replaced with \;* (the upper
confidence limit of \,), then a linearized multistage model can be
derived where the expression is dominated by (Ad*)d at low doses.
The slope on this confidence interval, q,*, is used by EPA for
quantitative cancer assessment. To obtain an upper 95 percent
confidence interval on risk, the q,* value ( risk/A dose in mg/kg/
day) is multiplied by the amount of exposure (mg/kg/day). Thus,
the upper-bound estimate on risk (R) is calculated as:

R = q* [risk(mg/kg/day) '] X exposure (mg/kg/day)

This relationship has been used to calculate a “virtually safe dose”
(VSD), which represents the lower 95 percent confidence limit on
a dose that gives an “acceptable level” of risk (e.g., upper confi-
dence limit for 10 excess risk). The integrated risk information
system (IRIS) developed by EPA gives q* values for many environ-
mental carcinogens (EPA, 2000a). Because both the q;* and VSD
values are calculated using 95 percent confidence intervals, the
values are believed to represent conservative, protective estimates.
The use of the maximum likelihood estimates (MLE values) from
the linearized multistage models has not been accepted due to
problems in the stability of MLE estimates at low dose using the
linearized multistage (LMS) model.

The EPA has utilized the LMS model to calculate “unit risk
estimates” in which the upper confidence limit on increased
individual lifetime risk of cancer for a 70-kg human breathing 1
ug/m* of contaminated air or drinking 2 L/day of water containing
1 ppm (Img/L) is estimated over a 70-year life span. The example
given in Fig. 4-7 shows calculation of incremental lifetime cancer
risk (ILCR) of skin cancer using soil exposure and q* values for
inorganic arsenic.

Toxicologic Enhancements
of the Models

Three exemplary areas of research that have improved the models
used in risk extrapolation are time to tumor information, physio-
logically based toxicokinetic modeling, and biologically based
dose-response modeling (Albert, 1994). Chapter 7 discusses in
detail improvements in our estimation of exposure and offers
approaches on how to model “target internal effective dose” in risk
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assessment rather than just using single-value “external exposure
doses.” In this chapter we discuss the biologically based dose—
response (BBDR) modeling.

BBDR modeling aims to make the generalized mechanistic
models discussed in the previous section more clearly reflect
specific biological processes. Measured rates are incorporated into
the mechanistic equations to replace default or computer-generated
values. For example, the Moolgavkar-Venson-Knudson (MVK)
model is based on a two-stage model for carcinogenesis, where
two mutations are required for carcinogenesis and birth and death
rates of cells are modeled through clonal expansion and tumor
formation. This model has been applied effectively to human
epidemiologic data on retinoblastoma. In animal studies, kidney
and liver tumors in the 2-acetylaminofluorene (2-AAF) “mega
mouse” study, bladder cancer in saccharin-exposed rats, rat lung
tumors following radiation exposure, rat liver tumors following N-
nitrosomorpholine exposure, respiratory tract tumors following
benzo[a]pyrene exposure, and mouse liver tumors following
chlordane exposure have been modeled (NRC, 1993a; Cohen and
Ellwein, 1990; Moolgavkar and Luebeck, 1990). Additional
applications are needed to continue validation of the model (NRC,
1993a). EPA relied on receptor binding theory in its 1994 dioxin
risk reassessment (EPA, 1994b) and is currently considering
expanded mechanism-based cancer modeling approaches where
cytochrome P450 1A2 (CYP1A2) or epidermal growth factor
(EGF) receptor concentrations are used as surrogate dose metrics
within these two-stage cancer models. Kohn et al. (1993) and
Anderson et al. (1993) have used physiologically based
toxicokinetics (PBTK) and BBDR information to improve dioxin
risk assessment.

Development of biologically based dose-response models for
endpoints other than cancer are limited; however, several
approaches have been explored in developmental toxicity, utilizing
cell cycle kinetics, enzyme activity, litter effects, and cytotoxicity
as critical endpoints (Rai and Van Ryzin, 1985; Faustman et al.,
1989; Shuey et al., 1994; Leroux et al., 1996, 2000). Of particular
interest are approaches that link pregnancy-specific toxicokinetic
models with temporally sensitive toxicodynamic models for
developmental impacts (Faustman et al., 1999). Unfortunately,
there is a lack of specific, quantitative biological information for
most toxicants and for most endpoints (NRC, 2000).

In the absence of detailed mechanistic information, EPA has
proposed, in their revised cancer guidelines, use of “mode of
action” (MOA) information (EPA, 1999). MOA information
describes key events and processes leading to molecular and
functional effects that would in general explain the overall process
of cancer development. In many cases these could be plausible
hypothesized MOAs for both cancer and other toxicity endpoints,
but the detailed mechanistic nuances might not be fully
investigated. EPA has proposed using such MOA information to
suggest specific, nondefault approaches for cancer risk assessments
and for evaluating toxicity of compounds with common MOAs in
cumulative risk assessments (EPA, 1996b, 1998b). For cancer risk
assessments, this means using benchmark-like “points of
departure” at the EDy; or LEDy; and using a slope from that point
that could represent linear or nonlinear options. This would bring
quantitative approaches for carcinogens into a similar construct as
what is proposed for quantitation of noncancer endpoints. Such
approaches are being discussed in EPA’s new draft cancer
guidelines (EPA, 1999). These build upon guidance developed by
the WHO’s International Programme on Chemical Safety
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Harmonization Project (WHO, 2000). Critical to the MOA develop-
ment is the use of “criteria of causality” considerations, which build
on Hill criteria used in epidemiology (Hill, 1965; Faustman et al.,
1996; EPA 1999). MOA-based approaches should facilitate incor-
poration of new scientific information and hence be responsive to
the challenges outlined in the 1994 NRC report (NRC, 1994).

One of the key challenges over the next decade for toxicolo-
gists doing risk assessments will be interpretation and linking of
observations from highly sensitive molecular and genome-based
methods with the overall process of toxicity (NRC, 2000; Iyers et
al., 1999; Andersen and Barton, 1999; Eisen et al., 1998; Limbird
and Taylor, 1998). The basic need for linkage of observations was
highlighted in early biomarker work. NRC reports on biomarkers
(NRC, 1989a, 1989b, 1992a, 1992b) drew distinctions for biomark-
ers of effect, exposure, and susceptibility across a continuum of
exposure, effect, and disease/toxicity. Biomarkers of early effects,
like frank clinical pathology, arise as a function of exposure,
response, and time. Early, subtle, and possibly reversible effects
can generally be distinguished from irreversible disease states.

Nowhere is the challenge for interpretation of early and highly
sensitive responses (biomarkers) made clearer than in the compli-
cated data from gene expression arrays. Because our relatively
routine ability to monitor gene responses—up to tens of thousands
of them simultaneously—has grown exponentially in the last 5
years, the need for toxicologists to interpret such observations for
risk assessment and for the overall process of toxicity has been
magnified with equal or greater intensity. Figure 4-6 provides a
simplified but illustrative example of multiple biomarker responses
with dose or time. For microarray data, each gene response or
cluster of genes can have its own pattern of response (peak and
overall duration of response). For this to be meaningful for the
overall process of toxicity, such responses (e.g., responses B2, B3,
and B4) need to be examined in relationship to toxicity. In this
example, developmental toxicity could be modeled as response B1
and lethality as B6. In order to describe these responses as relevant
for either endpoint of toxicity, the strength, consistency, and
coherence of both the temporal and dose relationships would need
to be established (Faustman et al., 1999).

Microarray analysis for risk assessment will require much
more sophisticated analyses than the cluster analysis techniques
currently described in the literature (Eisen et al.,, 1998).
Semiparametric likelihood models and Bayesian inference
approaches are promising (Griffith and Brutlage, 2000), as are
support vector machine methods (Brown et al., 2000). Because of
the vast number of measured responses with gene expression
arrays, pattern analysis techniques are being used. However, the
extensive databases across chemical classes, pathological
conditions, and stages of disease progression that are essential for
these analyses are only now being developed through federal
funding (NCI Cancer Genome Anatomy Project and NIEHS
Environmental Genome Project) and by pharmaceutical agencies
and trade organizations. For toxicologists and risk assessors, it will
be both exciting and challenging to be faced with interpretation of
results from such amazingly sensitive tools (NRC, 2000).

Exposure Assessment

The primary objectives of exposure assessment are to determine
source, type, magnitude, and duration of contact with the agent of
interest. Obviously, this is a key element of the risk assessment
process, as hazard does not occur in the absence of exposure.
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Time or Dose Scale
Figure 4-6. Hypothetical biomarker response relationships.

This figure illustrates a variety of dose-related biomarker responses shown as biomarker intensity (B) plotted
against dose or time. The text expands upon the potentially complex relationships between biomarkers of early
effect versus toxicity that can occur when very sensitive molecular biomarkers are utilized for toxicity assessment.
(Adapted from Waterfield and Timbrell, 1999, and Depledge, 1993.)

However, it is also frequently identified as the key area of uncer-
tainty in the overall risk determination. Here, the primary focus is
on uses of exposure information in quantitative risk assessment.

Obviously, the primary goal of such calculations is to
determine not only the type and amount of total exposure but also
to find out specifically how much may be reaching target tissues.
A key step in making an exposure assessment is determining what
exposure pathways are relevant for the risk scenario under
development. The subsequent steps entail quantitation of each
pathway identified as a potentially relevant exposure and then
summarizing these pathway-specific exposures for calculation of
overall exposure. The EPA has published numerous documents
which provide guidelines for determining such exposures (EPA,
1992, 1989a). Such calculations can include an estimation of total
exposures for a specified population as well as calculation of
exposure for highly exposed individuals. The use of a hypothetical
maximally exposed individual (MEI) is no longer favored in
exposure assessment due to its extremely conservative assumptions
at each step of the estimation. However, point estimates of exposure
continue to utilize high-end and theoretical upper-bound exposure
estimates.

Conceptually such calculations are designed to represent “a
plausible estimate” of exposure of individuals in the upper 90th
percentile of the exposure distribution. Upper-bound estimations
would be “bounding calculations” designed to represent exposures
at levels that exceed the exposures experienced by all individuals
in the exposure distribution and are calculated by assuming limits
for all exposure variables. A calculation for individuals exposed at
levels near the middle of the exposure distribution is a central
estimate. Figure 4-7 gives example risk calculations using two
types of exposure estimation procedures (EPA, 1989a, 1989b,
1992). Part A shows a point estimation method for the calculation
of arsenic (As) exposure via a soil ingestion route. In this
hypothetical scenario, As exposure is calculated using point esti-
mates, and a lifetime average daily dose (LADD) is calculated as
follows:

concentration of the X contact X contact X exposure
toxicant in the rate fraction  duration
exposure media
LADD =

(body weight) (lifetime)

Many exposures are now estimated using exposure factors
probability distributions rather than single point estimates for the
factors within the LADD equation (Finley et al., 1994; Cullen and
Frey, 1999). Such approaches can provide a reality check and can
be useful for generating more realistic exposure profiles. Part B of
Fig. 4-7 shows how this is done using an example arsenic risk
scenario with soil As concentration, ingestion rate, exposure
duration, frequency, body weight, and bioavailability modeled as
distributed variables. Using Monte Carlo simulation techniques, an
overall incremental lifetime cancer risk (ILCR) distribution can be
generated and a 95th percentile for population risk obtained. The
EPA Exposure Factors Handbook, which is on-line (http://www.
epa.gov/nceawww l/exposure.htm), provides useful information
about exposure distributions (EPA, 1989b). This handbook also
provides exposure information for specific populations of interest;
for example, see Table 4-6 for an example of age-specific exposure
information for infants and children for drinking water intake.
Exposure data for drinking water, food consumption, soil ingestion,
inhalation rates, dermal absorption, product use, and human activity
patterns are included on this database.

Additional considerations for exposure assessments include
how time and duration of exposures are evaluated in risk assess-
ments. In general, estimates for cancer risk use averages over a
lifetime. In a few cases, short-term exposure limits (STELSs) are
required (for example, ethylene oxide) and characterization of brief
but high levels of exposure is required. In these cases exposures
are not averaged over the lifetime. With developmental toxicity, a
single exposure can be sufficient to produce an adverse develop-
mental effect; thus, daily doses are used, rather than lifetime
weighted averages. This is also important due to the time-dependent
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A. Ingestion of arsenic from soil-Point Estimation Method

Soil concentration x Ingestion rate x Exposure duration x Exposure frequency

= Incremental

] - Bioavailability x q* Lifetime Cancer
Body weight x Averaging time Risk(ILCR) from Skin Cancer
2,300 mg/kg x 100 mg/d x 30 yrx 350 d/yr
X 0.09 x 1.50 (mg/kg-d)! = 1.8x10*
70 kg x 25,550d
B. Ingestion of arsenic from soil- Probabilistic Methods
Soil concentration Ingestion rate Exposure duration Exposure frequency
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Figure 4-7. Example of risk calculations for incremental lifetime cancer risk (ILCR) of skin cancer due to
ingestion of arsenic in soil.

A. Point exposure estimation method for calculation of ILCR. Point estimates for arsenic exposure input
parameters are used in this example to calculate the ILCR. This exposure estimate is multiplied by the
bioavailability of arsenic in soil to calculate the dose. Multiplication of the dose by the slope factor (q*) yields
the lifetime risk. B. Probabilistic exposure methods for calculating the incremental lifetime cancer risk (ILCR)
from arsenic ingestion. In this example, the soil concentration, ingestion rate, exposure duration and frequency,
body weight, and bioavailability are modeled as distributions. Note that q* and averaging time (years) are given
as single-point estimations. This method yields a distribution of ILCR, with a 95th percentile upper confidence
interval of 2.3 X 107>, (From Calabrese, 1989; Davis, 1990; EPA, 1989a, 1989b, 1992, 1999; Israeli, 1992;
Brorby, 1993; ATSDR, 1998.)

specificity of many adverse developmental outcomes and invalida-
tion of Haber’s law seen with developmental toxicity (Weller et al.,
1999; EPA, 1991a).

The Food Quality Protection Act of 1996 has highlighted the
need for several additional exposure and risk considerations (EPA,
1996b). These include the need to evaluate total exposures by
determining aggregate exposure measures for all exposures to a

Table 4-6

single substance. Cross-media exposure analyses such as those
conducted for lead and mercury are good examples of the value of
looking at such total exposures in evaluating human risks.
Cumulative exposures and cumulative risk refer to the total expo-
sure to a group of compounds with similar modes of toxicity. For
example, EPA is identifying and categorizing pesticides that act by
a common mode of action, and such discussions of cumulative

Example Exposure Factor Handbook Information: Drinking Water Intake

INTAKE (mL/day)
10"-90™ PERCENTILES

INTAKE (mL/kg-day)
10"-90™ PERCENTILES

AGE GROUP MEAN MEAN
Infants (<1 year) 302 0-649 43.5 0-101.8
Children (1-10 years) 736 2861294 35.5 12.5-64.4
Teens (11-19 years) 965 353-1701 18.2 6.5-32.3
Adults (20-64 years) 1366 559-2268 19.9 8.0-33.7
Adults (64+ years) 1459 7512287 21.8 10.9-34.7
All ages 1193 423-2092 22.6 8.2-39.8

source: EPA, 1997; Ershow and Cantor, 1989.
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exposures to classes of organophosphates with similar modes of
toxic action have been used as examples of classes of pesticides
for which cumulative exposure and cumulative risk estimates are
needed (EPA, 1998b; ILSI, 1999).

Variation in Susceptibility

Toxicology has been slow to recognize the marked variation among
humans. Generally, assay results and toxicokinetic modeling utilize
means and standard deviations to measure variation, or even
standard errors of the mean, to make the range as small as possible.
Outliers are seldom investigated. However, in occupational and
environmental medicine, physicians are often asked, “Why me,
Doc?” when they inform the patient that exposures on the job might
explain a clinical problem. The patient insists that he or she is “no
less careful than the next person.” So it is important to know
whether and how this patient might be at higher risk than others.
Furthermore, EPA and OSHA are expected under the Clean Air
Act and the Occupational Safety and Health Act to promulgate
standards that protect the most susceptible subgroups or individuals
in the population. By focusing investigators on the most susceptible
individuals, there might also be a better chance of recognizing and
elucidating underlying mechanisms (Omenn et al., 1990).

Host factors that influence susceptibility to environmental
exposures include genetic traits, sex and age, preexisting diseases,
behavioral traits (most importantly, smoking), coexisting expo-
sures, medications, vitamins, and protective measures. Genetic
studies are of two kinds: (1) investigations of the effects of
chemicals and radiation on the genes and chromosomes, which are
termed genetic toxicology (Chap. 9)—these tests measure evidence
and rates of mutations, adduct formation, chromosomal aberrations,
sister chromatid exchange, DNA repair and oncogene activation;
and (2) ecogenetic studies, identifying inherited variation in
susceptibility (predisposition and resistance) to specific exposures,
ranging across pharmaceuticals (“pharmacogenetics”), pesticides,
inhaled pollutants, foods, food additives, sensory stimuli, allergic
and sensitizing agents, and infectious agents. Inherited variation in
susceptibility has been demonstrated for all these kinds of external
agents. In turn, the ecogenetic variation may affect either the
biotransformation systems that activate and detoxify chemicals or
the sites of action in target tissues.

Ecogenetics is still in its infancy; development of new methods
and specific biomarkers of biotransformation and sites of action of
chemicals may permit rapid advances (Nebert, 1999). With the
rapid progress on the human genome project, identification of
human polymorphisms has greatly expanded. A database of par-
ticular interest is the Human DNA Polymorphisms database
(http://192.236.17.70:80/genetics), which contains significant
information of Human DNA polymorphisms and their analysis.
Cytochrome P450 polymorphisms are discussed at http://www.
imm.ki.se/CYPalleles.

INFORMATION RESOURCES

The Toxicology Data Network (TOXNET) (http://sis.nlm.nih.gov/
sis1/) from the National Library of Medicine provides access to a
cluster of databases on toxicology, hazardous chemicals, and
related areas including EPA’s Integrated Risk Information System
(IRIS) (EPA, 2000a), Hazardous Substances Data Bank, the
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National Cancer Institute’s Chemical Carcinogenesis Research
Information System, and EPA’s Gene-Tox peer-reviewed muta-
genicity test database. These information sources vary in the level
of assessment included in the database, ranging from just listings
of scientific references without comment to extensive peer-
reviewed risk assessment information.

The World Health Organization (http://www.who.int) pro-
vides chemical-specific information through the International
Programme on Chemical Safety (http://www.who.int/pcs/IPCS/
index.htm) criteria documents and health and safety documents
(WHO, 2000). The International Agency for Research on Cancer
(IARC) provides information on specific classes of carcinogens as
well as individual agents. The National Institutes for Environmental
Health Sciences (NIEHS) National Toxicology Program provides
technical reports on the compounds tested as a part of this national
program and in its report on carcinogens (ninth report released in
year 2000) also provides carcinogen-specific information
(http://ehis.niehs.nih.gov/roc/toc9.html).

RISK PERCEPTION AND
COMPARATIVE ANALYSES OF RISK

Individuals respond very differently to information about haz-
ardous situations and products, as do communities and whole
societies (Fischhoff, 1981, 1993, 1996; Sandman, 1993; NRC,
1996; Risk Commission, 1997; Institute of Medicine, 1999).
Understanding these behavioral responses is critical in stimulating
constructive risk communication and evaluating potential risk
management options. In a classic study, students, League of Women
Voters members, active club members, and scientific experts were
asked to rank 30 activities or agents in order of their annual
contribution to deaths (Slovic et al., 1979). Club members ranked
pesticides, spray cans, and nuclear power as safer than did other
lay persons. Students ranked contraceptives and food preservatives
as riskier and mountain climbing as safer than did others. Experts
ranked electric power, surgery, swimming, and x-rays as more risky
and nuclear power and police work as less risky than did lay
persons. There are also group differences in perceptions of risk
from chemicals among toxicologists, correlated with their
employment in industry, academia, or government (Neal et al.,
1994).

Psychological factors such as dread, perceived uncontrollabi-
lity, and involuntary exposure interact with factors that represent
the extent to which a hazard is familiar, observable, and “essential”
for daily living (Lowrance, 1976; Morgan, 1993). Figure 4-8
presents a grid on the parameters controllable/ uncontrollable and
observable/not observable for a large number of risky activities;
for each of the two paired main factors, highly correlated factors
are described in the boxes.

Public demand for government regulations often focuses on
involuntary exposures (especially in the food supply, drinking
water, and air) and unfamiliar hazards, such as radioactive waste,
electromagnetic fields, asbestos insulation, and genetically
modified crops and foods. Many people respond very negatively
when they perceive that information about hazards or even about
new technologies without reported hazards has been withheld by
the manufacturers (genetically modified foods) or by government
agencies (HIV-contaminated blood transfusions in the 1980s;
extent of hazardous chemical or radioactive wastes).
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Figure 4-8. Perceptions of risk illustrated using a “risk space” axis diagram.

Risk space has axes that correspond roughly to a hazard’s perceived “dreadedness” and to the degree to which
it is familiar or observable. Risks in the upper right quadrant of this space are most likely to provoke calls for

government regulation. (Morgan, 1993; Slovic, 1988.)

Perceptions of risk led to the addition of an extra safety factor
(default value 10) for children in the Food Quality Protection Act
of 1996. Engineering-based “as low as reasonably achievable”
(ALARA) approaches also reflect the general “precautionary
principle,” which is strongly favored by those who, justifiably,
believe we are far from knowing all risks given the limited toxicity
testing (Roe et al., 1997).

A politically controversial matter has been the introduction of
organized comparative risk assessment projects. Comparative risk
analysis is a planning and decision-influencing tool that ranks
various kinds of environmental problems to establish their relative
significance and priority for action. Many states have mounted
explicit programs. EPA Science Advisory Board reports entitled
Unfinished Business (EPA, 1987) and Reducing Risk (EPA, 1990)
were significant priority-setting exercises. This approach is so
logical that it may be surprising to learn that comparisons of risks
are so controversial. Public health and environmental agency
officials routinely practice comparative risk assessment, at least
intuitively, in deciding how to allocate their own time, their staff’s
time, and other resources. They must make judgments about what
and how to advise their local communities about potential and
definite risks. They must anticipate the question “Compared to
what?”

Most people, of course, regularly compare risks of alternative
activities—on the job, in recreational pursuits, in interpersonal
interactions, and in investments. Since 1993, members of Congress

have pressed for the systematic use by federal regulatory agencies
of comparisons of similar and dissimilar risks. The aim was to
make the benefits and costs of health, safety, and environmental
protection more explicit and more comprehensible, with more cost-
effective decisions. However, determining how best to conduct
comparative risk analyses has proved difficult due to the great
variety of health and environmental benefits, the gross uncertainties
of dollar estimates of benefits and costs, and the different
distributions of benefits and costs across the population. Even more
important than these technical challenges was the highly partisan
nature of the debate during 1994-1995, as these analytical schemes
were linked with strong antiregulatory proposals and characterized
by opponents as tactics for avoiding necessary actions.

From the other side of the political spectrum a broad concept
called “environmental justice” has emerged, reflecting the ethical
guidance that poor, disenfranchised neighborhoods should be
protected as much as well-to-do neighborhoods (Rios et al., 1993;
Institute of Medicine, 1999). In fact, the poor may need greater
protection due to coexisting higher risk factors for poor pregnancy
outcomes, impaired growth and development, smoking-related
cancers, asthma, lead toxicity, and other health problems. On the
other hand, the compelling needs to overcome low rates of prenatal
care and childhood immunization, acute lead toxicity from bullets,
poor housing, lack of education, and joblessness or low-wage jobs
often make hypothetical or long-term relatively low-level estimated
risks from chemical pollutant exposures less salient to these
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communities. One approach to a comprehensive assessment of
priorities is the preparation of specific “community risk profiles”
(Wernick, 1995).

SUMMARY

The National Research Council and Risk Commission frameworks
for risk assessment and risk management provide a consistent
databased approach for evaluating risks and taking action to reduce
risks. The objectives of risk assessments vary with the issues, risk
management needs, and statutory requirements. However, the
frameworks are sufficiently flexible to address these various

RISK ASSESSMENT 101

objectives and to accommodate new knowledge while also
providing guidance for priority setting in industry, environmental
organizations, and government regulatory and public health
agencies. Toxicology, epidemiology, exposure assessment, and
clinical observations can be linked with biomarkers, cross-species
investigations of mechanisms of effects, and systematic approaches
to risk assessment, risk communication, and risk management.
Advances in toxicology are certain to improve the quality of risk
assessments for a broad array of health endpoints as scientific
findings substitute data for assumptions and help to describe and
model uncertainty more credibly.
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INTRODUCTION

As was noted in Chaps. 2 and 3, the toxicity of a substance de-
pends on the dose; that is, the greater the amount of a chemical
taken up by an organism, the greater the toxic response. This con-
cept, which is known as dose response, requires elaboration, be-
cause ultimately it is not the dose but the concentration of a toxi-
cant at the site or sites of action (target organ or tissue) that
determines toxicity. It should be noted that the words foxicant,
drug, xenobiotic (foreign compound), and chemical are used in-
terchangeably throughout this chapter, since all chemical entities,
whether endogenous or exogenous in origin, can cause toxicity at
some dose. The concentration of a chemical at the site of action is
proportional to the dose, but the same dose of two or more chem-
icals may lead to vastly different concentrations in a particular tar-
get organ of toxicity. This differential pattern is due to differences
in the disposition of chemicals. Disposition may be conceptualized
as consisting of absorption, distribution, biotransformation, and ex-
cretion. It should be noted, however, that these processes may oc-
cur simultaneously. The various factors affecting disposition are
depicted in Fig. 5-1. They are discussed in detail in this chapter
and Chap. 6. Any or all of these factors may have a minor or ma-
jor impact on the concentration and thus the toxicity of a chemi-
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cal in a target organ. For example, (1) if the fraction absorbed or
the rate of absorption is low, a chemical may never attain a suffi-
ciently high concentration at a potential site of action to cause tox-
icity, (2) the distribution of a toxicant may be such that it is con-
centrated in a tissue other than the target organ, thus decreasing
the toxicity, (3) biotransformation of a chemical may result in the
formation of less toxic or more toxic metabolites at a fast or slow
rate with obvious consequences for the concentration and thus the
toxicity at the target site, and (4) the more rapidly a chemical is
eliminated from an organism, the lower will be its concentration
and hence its toxicity in a target tissue or tissues. Furthermore, all
these processes are interrelated and thus influence each other. For
example, the rate of excretion of a chemical may depend to a large
extent on its distribution and/or biotransformation. If a chemical is
distributed to and stored in fat, its elimination is likely to be slow
because very low plasma levels preclude rapid renal clearance
or other clearances. Some lipid-soluble chemicals are very resist-
ant to biotransformation. Their rate of excretion depends on bio-
transformation to water-soluble products and/or slow intestinal
excretion of the parent compounds. As this brief introduction il-
lustrates, the disposition of xenobiotics is very important in deter-
mining the concentration and thus the toxicity of chemicals in
organisms.
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Figure 5-1. Routes of absorption, distribution, and excretion of toxicants in the body.

The quantitation and determination of the time course of ab-
sorption, distribution, biotransformation, and excretion of chemi-
cals are referred to as pharmacokinetics or toxicokinetics (see
Chap. 7). Mathematical models are used to describe parts or the
whole process of the disposition of a chemical. Calculations based
on these models allow a numerical characterization of disposition
(half-life, elimination rate constants, tissue profiles, etc.), which is
essential for the assessment of the toxicity of a compound. Exam-
ination of species differences combined with knowledge of species-
specific pathways of handling chemicals often provides the tools
that allow toxicologists to predict disposition and its role in the
toxicity of a compound for human exposure.

The skin, lungs, and alimentary canal are the main barriers
that separate higher organisms from an environment containing a
large number of chemicals. Toxicants have to cross one or several
of these incomplete barriers to exert their deleterious effects at one
site or several sites in the body. Exceptions are caustic and corro-
sive agents (acids, bases, salts, oxidizers), which act topically. A
chemical absorbed into the bloodstream through any of these three
barriers is distributed, at least to some extent, throughout the body,
including the site where it produces damage. This site is often
called the target organ or target tissue. A chemical may have one
or several target organs, and, in turn, several chemicals may have
the same target organ or organs. For example, benzene affects the
hematopoietic system and carbon tetrachloride injures the liver.
Lead and mercury both damage the central nervous system, the
kidneys, and the hematopoietic system. It is self-evident that to
produce a direct toxic effect in an organ, a chemical must reach
that organ. However, indirect toxic responses may be precipitated
at distant sites if a toxicant alters regulatory functions. For exam-
ple, cholestyramine, a nonabsorbable resin, may trap certain acidic

vitamins in the intestinal lumen and cause systemic toxicity in the
form of various vitamin deficiency syndromes. Several factors
other than the concentration influence the susceptibility of organs
to toxicants. Therefore, the organ or tissue with the highest con-
centration of a toxicant is not necessarily the site where toxicity is
exerted. For example, chlorinated hydrocarbon insecticides such as
dichlorodiphenyltrichloroethane (DDT) attain their highest con-
centrations in fat depots of the body but produce no known toxic
effect in that tissue. A toxicant may also exert its adverse effect di-
rectly on the bloodstream, as with arsine gas, which causes he-
molysis.

Toxicants are removed from the systemic circulation by bio-
transformation, excretion, and storage at various sites in the body.
The relative contribution of these processes to total elimination de-
pends on the physical and chemical properties of the chemical. The
kidney plays a major role in the elimination of most toxicants, but
other organs may be of critical importance with some toxic agents.
Examples include the elimination of a volatile agent such as car-
bon monoxide by the lungs and that of lead in the bile. Although
the liver is the most active organ in the biotransformation of toxi-
cants, other organs or tissues [enzymes in plasma, kidney, lungs,
gastrointestinal (GI) tract, etc.] may also contribute to overall bio-
transformation. Biotransformation is often a prerequisite for renal
excretion, because many toxicants are lipid-soluble and are there-
fore reabsorbed from the renal tubules after glomerular filtration.
After a toxicant is biotransformed, its metabolites may be excreted
preferentially into bile, as are the metabolites of DDT, or may be
excreted into urine, as are the metabolites of organophosphate in-
secticides.

In this chapter, the qualitative aspects of absorption, distribu-
tion, and excretion are outlined, whereas their quantitative aspects
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are treated in Chap. 7. The fourth aspect of disposition—the bio-
transformation of chemicals—is dealt with in Chap. 6. As most
toxic agents have to pass several membranes before exerting tox-
icity, we start with a discussion of some general characteristics of
this ubiquitous barrier in the body.

CELL MEMBRANES

Toxicants usually pass through a number of cells, such as the strat-
ified epithelium of the skin, the thin cell layers of the lungs or the
gastrointestinal tract, the capillary endothelium, and the cells of the
target organ or tissue. The plasma membranes surrounding all these
cells are remarkably similar. The thickness of the cell membrane
is about 7 to 9 nm. Biochemical, physiologic, and morphologic
(electron microscopy) studies have provided strong evidence that
membranes consist of a phospholipid bilayer, with polar head
groups (phosphatidylcholine, phosphatidylethanolamine) predom-
inating on both the outer and inner surfaces of the membrane and
more or less perpendicularly directed fatty acids filling out the in-
ner space. It is also well established that proteins are inserted in
the bilayer, and some proteins even cross it, allowing the forma-
tion of aqueous pores (Fig. 5-2). Some cell membranes (eukary-
otic) have an outer coat or glycocalyx consisting of glycoproteins
and glycolipids. The fatty acids of the membrane do not have a
rigid crystalline structure but are semifluid at physiologic temper-
atures. The fluid character of membranes is determined largely by
the structure and relative abundance of unsaturated fatty acids. The
more unsaturated fatty acids membranes contain, the more fluid-
like they are, facilitating more rapid active or passive transport.

A toxicant may pass through a membrane by one of two gen-
eral processes: (1) passive transport (diffusion according to Fick’s
law), in which the cell expends no energy, and (2) specialized trans-
port, in which the cell provides energy to translocate the toxicant
across its membrane.

Passive Transport

Simple Diffusion Most toxicants cross membranes by simple dif-
fusion. Small hydrophilic molecules (up to a molecular weight of
about 600) presumably permeate membranes through aqueous
pores (Benz et al., 1980), whereas hydrophobic molecules diffuse
across the lipid domain of membranes. The smaller a hydrophilic
molecule is, the more readily it traverses membranes by simple dif-
fusion through aqueous pores. Consequently, ethanol is absorbed

Figure 5-2. Schematic model of a biological brane.

Table 5-1
Octanol/Water Partition Coefficients (P) of Different
Molecules Expressed as LogP

COMPOUND LogP
Paraquat Charged molecule
Sulfobromophthalein Charged molecule
Cephalosporin C —4.72
Cystine —4.45
Glycine —3.21
Glutathione —3.05
Gluconic acid —2.89
Cysteine —2.35
Glucose —2.21
Edetic acid —1.93
Ethylene glycol —1.37
Lead acetate —0.63
Ouabain —0.35
P-aminohippuric acid —0.25
Dimercaprol 0.18
Scopolamine 0.30
Sarin 0.45
Aspirin 1.02
Colchicine 1.19
Atropine 1.32
Benzoic acid 1.88
Benzene 2.14
Salicylic acid 2.19
Digoxin 2.27
Methyl salicylate 2.34
2,4-D 2.73
Warfarin 2.89
Digitoxin 3.05
Parathion 3.47
DDT 6.76
TCDD 7.05

rapidly from the stomach and intestine and is distributed equally
rapidly throughout the body by simple diffusion from blood into
all tissues. The majority of toxicants consist of larger organic mol-
ecules with differing degrees of lipid solubility. Their rate of trans-
port across membranes correlates with their lipid solubility, which
is frequently expressed as octanol/water partition coefficients of
the uncharged molecules, or LogP as depicted in Table 5-1. Thus,
the amino acids (negative logP) are water-soluble, whereas the en-
vironmental contaminants DDT and TCDD are very lipid soluble
(high positive logP).

Many chemicals are weak organic acids or bases. In solution,
they are ionized according to Arrhenius’s theory. The ionized form
usually has low lipid solubility and thus does not permeate read-
ily through the lipid domain of a membrane. Some transport of or-
ganic anions and cations (depending on their molecular weight)
may occur through the aqueous pores, but this is a slow process
(except for compounds of very low molecular weight), as the to-
tal surface area of aqueous pores is small compared with the total
surface area of the lipid domain of a membrane. In general, the
nonionized form of weak organic acids and bases is to some ex-
tent lipid-soluble, resulting in diffusion across the lipid domain of
a membrane. The rate of transport of the nonionized form is pro-
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portional to its lipid solubility. The molar ratio of ionized to non-
ionized molecules of a weak organic acid or base in solution de-
pends on the ionization constant. The ionization constant provides
a measure for the weakness of organic acids and bases. The pH at
which a weak organic acid or base is 50 percent ionized is called
its pK, or pKy. Like pH, both pK, and pK,, are defined as the neg-
ative logarithm of the ionization constant of a weak organic acid
or base. With the equation pK, = 14 — pKy, pK, can also be cal-
culated for weak organic bases. An organic acid with a low pK, is
a relatively strong acid, and one with a high pK, is a weak acid.
The opposite is true for bases. The numerical value of pK, does
not indicate whether a chemical is an organic acid or a base. Knowl-
edge of the chemical structure is required to distinguish between
organic acids and bases.

The degree of ionization of a chemical depends on its pK, and
on the pH of the solution. The relationship between pK, and pH is
described by the Henderson-Hasselbalch equations.

For acids: pK, — pH = lo M
[ionized]

For bases: pK, — pH = log M

[nonionized]

The effect of pH on the degree of ionization of an organic
acid (benzoic acid) and an organic base (aniline) is shown in
Fig. 5-3. According to the Bronsted-Lowry acid-base theory, an
acid is a proton (H™) donor and a base is a proton acceptor. Thus,
the ionized and nonionized forms of an organic acid represent an
acid-base pair, with the nonionized moiety being the acid and the
ionized moiety being the base. At a low pH, a weak organic acid
such as benzoic acid is largely nonionized. At pH 4, exactly 50
percent of benzoic acid is ionized and 50 percent is nonionized,
because this is the pK, of the compound. As the pH increases, more
and more protons are neutralized by hydroxyl groups, and benzoic
acid continues to dissociate until almost all of it is in the ionized
form. For an organic base such as aniline, the obverse is true. At
a low pH, when protons are abundant, almost all of aniline is pro-
tonated, that is, ionized. This form of aniline is an acid because it
can donate protons. As the pH increases, anilinium ions continue
to dissociate until almost all the aniline is in the nonionized form,
which is the aniline base. As transmembrane passage is largely re-
stricted to the nonionized form, benzoic acid is more readily
translocated through a membrane from an acidic environment,
whereas more aniline is transferred from an alkaline environment.

Filtration When water flows in bulk across a porous membrane,
any solute small enough to pass through the pores flows with it.

Benzoic % %
pH Acid Nonionized Aniline Nonionized
T
1 OOH 09.9 NH,
2 99 0.1
3 90 1
4 50 10
5 10 ! 50
6 Co0~ 1 NH, 90
7

5o

Figure 5-3. Effect of pH on the ionization of benzoic acid (pK, 4) and
aniline (pK, = 5).

Passage through these channels is called filtration, as it involves
bulk flow of water caused by hydrostatic or osmotic force. One of
the main differences between various membranes is the size of
these channels. In the kidney glomeruli, these pores are relatively
large (about 70 nm), allowing molecules smaller than albumin (mo-
lecular weight 60,000) to pass through. The channels in most cells
are much smaller (<4 nm), permitting substantial passage of mol-
ecules with molecular weights of no more than a few hundred
(Schanker, 1961, 1962).

Special Transport

There are numerous compounds whose movement across mem-
branes cannot be explained by simple diffusion or filtration. Some
compounds are too large to pass through aqueous pores or too in-
soluble in lipids to diffuse across the lipid domains of membranes.
Nevertheless, they are often transported very rapidly across mem-
branes, even against concentration gradients. To explain these phe-
nomena, the existence of specialized transport systems has been
postulated. These systems are responsible for the transport across
cell membranes of many nutrients, such as sugars and amino and
nucleic acids, and also those of some foreign compounds.

Active Transport The following properties characterize an ac-
tive transport system: (1) chemicals are moved against electro-
chemical or concentration gradients, (2) the transport system is sat-
urated at high substrate concentrations and thus exhibits a transport
maximum (T,,), (3) the transport system is selective for certain
structural features of chemicals and has the potential for competi-
tive inhibition between compounds that are transported by the same
transporter, and (4) the system requires expenditure of energy, so
that metabolic inhibitors block the transport process.

Substances actively transported across cell membranes pre-
sumably form a complex with a membrane-bound macromolecu-
lar carrier on one side of the membrane. The complex subsequently
traverses to the other side of the membrane, where the substance
is released. Afterward, the carrier returns to the original surface to
repeat the transport cycle.

Significant advances in the understanding of active transport
systems for xenobiotics have been made in the last few years. The
table below indicates that there are a number of families of xeno-
biotic transporters. The first family of transporters identified were
the multidrug-resistant (mdr) proteins or p-glycoproteins. The gene
for this protein was identified in tumor cells resistant to chemother-
apeutic anticancer drugs. It was determined that this transporter ex-
udes chemotherapeutic drugs out of the tumor cells, and thus con-
tributes to their resistance. Subsequently, it has been determined
that mdr also protects the intact animal from chemicals by exud-
ing chemicals out of intestinal cells, brain endothelial cells, liver
cells, and kidney cells as well as protecting the fetus from some
chemicals. Another family of proteins are the multi-resistant drug
proteins. This family also exudes chemicals out of cells; however,
phase II metabolites (glucuronides and glutathione conjugates) ap-
pear to be their preferred substrates. The name organic-anion
transporting peptide (oatp) family is a misnomer because this trans-
porter family transports not only acids, but also bases, and neutral
compounds. They appear to be especially important in the hepatic
uptake of xenobiotics. In contrast, the organic anion transporter
(oat) family is especially important in the renal uptake of anions,
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NAME ABBREVIATION FUNCTION
Multi-drug—resistant protein mdr Decrease GI absorption
or p-glycoprotein
Blood-brain barrier
Biliary excretion
Placental barrier
Multi-resistant drug protein mrp Urinary excretion
Biliary excretion
Organic-anion transporting oatp Hepatic uptake
polypeptide
Organic-anion transporter oat Kidney uptake
Organic-cation transporter oct Kidney uptake

Nucleotide transporter
Divalent-metal ion transporter
Peptide transporter

Liver uptake

Placental barrier
nt GI absorption
dmt GI absorption
pept GI absorption

whereas the organic cation transporter (oct) family is important in
both the renal and hepatic uptake of xenobiotics. The nucleotide
transporter (nt) family, the divalent-metal ion transporter (dmt), and
the peptide transporter (pept) aid in gastrointestinal absorption of
nucleotides, metals, and di- and tri-peptides.

Facilitated Diffusion Facilitated diffusion applies to carrier-
mediated transport that exhibits the properties of active transport
except that the substrate is not moved against an electrochemical
or concentration gradient and the transport process does not require
the input of energy; that is, metabolic poisons do not interfere with
this transport. The transport of glucose from the GI tract across the
basolateral membrane of the intestinal epithelium, from plasma into
red blood cells, and from blood into the central nervous system
(CNS) occurs by facilitated diffusion.

Additional Transport Processes Other forms of specialized
transport have been proposed, but their overall importance is not
as well established as that of active transport and facilitated diffu-
sion. Phagocytosis and pinocytosis are proposed mechanisms for
cell membranes flowing around and engulfing particles. This type
of transfer has been shown to be important for the removal of par-
ticulate matter from the alveoli by phagocytes and from blood by
the reticuloendothelial system of the liver and spleen.

ABSORPTION

The process by which toxicants cross body membranes and enter
the bloodstream is referred to as absorption. There are no specific
systems or pathways for the sole purpose of absorbing toxicants.
Xenobiotics penetrate membranes during absorption by the same
processes as do biologically essential substances such as oxygen,
foodstuffs, and other nutrients. The main sites of absorption are the
GI tract, lungs, and skin. However, absorption may also occur from
other sites, such as the subcutis, peritoneum, or muscle if a chem-
ical is administered by special routes. Experimentalists and med-
ical professionals often distinguish between parenteral and enteral

administration of drugs and other xenobiotics. It is important to
know that enteral administration includes all routes pertaining to
the alimentary canal (sublingual, oral, and rectal), whereas par-
enteral administration involves all other routes (intravenous, in-
traperitoneal, intramuscular, subcutaneous, etc.).

Absorption of Toxicants by the
Gastrointestinal Tract

The GI tract is one of the most important sites where toxicants are
absorbed. Many environmental toxicants enter the food chain and
are absorbed together with food from the GI tract. This site of ab-
sorption is of particular interest to toxicologists because suicide at-
tempts frequently involve an overdose of an orally ingested drug.
Oral intake is also the most common route by which children are
accidentally exposed to poisons.

The GI tract may be viewed as a tube traversing the body. Al-
though it is within the body, its contents can be considered exte-
rior to the body. Therefore, unless a noxious agent has caustic or
irritating properties, poisons in the GI tract usually do not produce
systemic injury to an individual until they are absorbed.

Absorption of toxicants can take place along the entire GI
tract, even in the mouth and rectum. Therefore, drugs such as ni-
troglycerin are administered sublingually and others are adminis-
tered rectally, whereas the majority of drugs are given orally. If a
toxicant is an organic acid or base, it tends to be absorbed by sim-
ple diffusion in the part of the GI tract in which it exists in the
most lipid-soluble (nonionized) form. Because gastric juice is
acidic and the intestinal contents are nearly neutral, the lipid sol-
ubility of weak organic acids or bases can differ markedly in these
two areas of the GI tract. One can determine by the Henderson-
Hasselbalch equations the fraction of a toxicant that is in the non-
ionized (lipid-soluble) form and estimate the rate of absorption
from the stomach or intestine. According to this equation, a weak
organic acid is present mainly in the nonionized (lipid-soluble)
form in the stomach and predominantly in the ionized form in the
intestine. Therefore, one would expect that weak organic acids are
absorbed more readily from the stomach than from the intestine.
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In contrast, organic bases (except very weak organic bases) are not
in the lipid-soluble form in the stomach but are in that form in the
intestine, suggesting that the absorption of such compounds occurs
predominantly in the intestine rather than in the stomach. How-
ever, the Henderson-Hasselbalch equations have to be interpreted
with some qualifications because other factors—such as the mass
action law, surface area, and blood flow rate—have to be taken into
consideration in examining the absorption of weak organic acids
or bases. For example, only 1 percent of benzoic acid is present in
the lipid-soluble form in the intestine. Therefore, one might con-
clude that the intestine has little capacity to absorb this organic
acid. However, absorption is a dynamic process. The blood keeps
removing benzoic acid from the lamina propria of the intestine,
and according to the mass action law, the equilibrium will always
be maintained at 1 percent in the nonionized form, providing con-
tinuous availability of benzoic acid for absorption. Moreover, ab-
sorption by simple diffusion is also proportional to the surface area.
Because the small intestine has a very large surface (the villi and
microvilli increase the surface area approximately 600-fold), the
overall capacity of the intestine for absorption of benzoic acid is
quite large. Similar considerations are valid for the absorption of
all weak organic acids from the intestine.

The mammalian GI tract has specialized transport systems
(carrier-mediated) for the absorption of nutrients and electrolytes
(Table 5-2). The absorption of some of these substances is com-
plex and depends on a number of factors. The absorption of iron,
for example, depends on the need for iron and takes place in two
steps: Iron first enters the mucosal cells and then moves into the
blood. The first step is relatively rapid, whereas the second is slow.
Consequently, iron accumulates within the mucosal cells as a
protein-iron complex termed ferritin. When the concentration of-
iron in blood drops below normal values, some iron is liberated
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from the mucosal stores of ferritin and transported into the blood.
As a consequence, the absorption of more iron from the intestine
is triggered to replenish these stores. Calcium is also absorbed by
a two-step process: first absorption from the lumen and then exu-
dation into the interstitial fluid. The first step is faster than the sec-
ond, and therefore intracellular calcium rises in mucosal cells dur-
ing absorption. Vitamin D is required for both steps of calcium
transport.

The GI tract also has at least one active transport system that
decreases the absorption of xenobiotics. The multi-drug-resistance
transporter (mdr, also termed p-glycoprotein) is localized in ente-
rocytes. When chemicals that are substrates for mdr enter the en-
terocyte, they are exuded back into the intestinal lumen. Thus, the
immunosuppressive drug cyclosporine and the chemotherapeutic
anticancer drugs paclitaxel (taxol), colchicine, and vincristine are
not readily absorbed from the GI tract for this reason.

Some xenobiotics can be absorbed by the same specialized
transport systems. For example, 5-fluorouracil is absorbed by the
pyrimidine transport system (Schanker and Jeffrey, 1961), thallium
by the system that normally absorbs iron (Leopold et al., 1969),
and lead by the calcium transporter (Sobel et al., 1938). Cobalt and
manganese compete for the iron transport system (Schade et al.,
1970; Thomson et al., 1971a, 1971b). Some dipeptide and
oligopeptide transporters have been well characterized and have
been shown to play an important role in the active absorption of
drugs containing a S-lactam structure (Tsuji et al., 1993; Dantzig
et al., 1994). Transepithelial absorption of dipeptides (e.g., glycyl-
sarcosine) and B-lactam antibiotics at low concentrations occurs
predominantly by active carrier-mediated mechanisms at both api-
cal and basolateral membranes (Thwaites et al., 1993).

The number of toxicants actively absorbed by the GI tract is
low; most enter the body by simple diffusion. Although lipid-
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Table 5-2

Site Distribution of Specialized Transport Systems in the Intestine of Man and Animals

Location of Absorptive Capacity

Small Intestine

SUBSTRATES UPPER MIDDLE LOWER COLON
Sugar (glucose, galactose, etc.) Sl I ¢ dF S 0
Neutral amino acids + P+ 4 IF aF 0
Basic amino acids W Ak G AR + 4 ?
Gamma globulin (newborn animals) 4 aF AR 4F 4R AR ?
Pyrimidines (thymine and uracil) S aF ? ?
Triglycerides S 4 4R S ?
Fatty acid absorption and conversion SR 4F AR i3 0

to triglyceride

Bile salts 0 4F 4+ 4 4k
Vitamin B, 0 IF + + + 0
Na™* + + 4+ o+ + + + + + 4+
H" (and/or HCO3 secretion) 0 + + + + +
Ca’* + + + o+ + + ?
Fe* + + + o+ + + ?
Cl™ + + + + + + 0

sourcke: Adapted from Wilson TH: Mechanisms of Absorption. Saunders, Philadelphia, 1962, pp 40-68.

soluble substances are absorbed by this process more rapidly and
extensively than are water-soluble substances, the latter may also
be absorbed to some degree. After oral ingestion, about 10 percent
of lead, 4 percent of manganese, 1.5 percent of cadmium, and 1 per-
cent of chromium salts are absorbed. If a compound is very toxic,
even small amounts of absorbed material produce serious systemic
effects. An organic compound that would not be expected to be ab-
sorbed on the basis of the pH-partition hypothesis is the fully ion-
ized quaternary ammonium compound pralidoxime chloride (2-
PAM; molecular weight 137), yet it is absorbed almost entirely
from the GI tract (Levine and Steinberg, 1966). The mechanism
by which some lipid-insoluble compounds are absorbed is not en-
tirely clear. It appears that organic ions of low molecular weight
(122 to 188) can be transported across the mucosal barrier by para-
cellular transport, that is, passive penetration through aqueous
pores at the tight junctions (Aungst and Shen, 1986), or by active
transport as discussed above.

It is interesting to note that even particulate matter can be ab-
sorbed by the GI epithelium. Particles of an azo dye, variable in
size but averaging several thousand nanometers in diameter, have
been shown to be taken up by the duodenum (Barnett, 1959). Emul-
sions of polystyrene latex particles 22 wm in diameter have been
demonstrated to be carried through the cytoplasm of the intestinal
epithelium in intact vesicles and discharged into the interstices of
the lamina propria, followed by absorption into the lymphatics of
the mucosa (Sanders and Ashworth, 1961). Particles appear to en-
ter intestinal cells by pinocytosis, a process that is much more promi-
nent in newborns than in adults (Williams and Beck, 1969). These
examples demonstrate some of the principles and the variety of tox-
icants that can be absorbed at least to some extent by the GI tract.

The resistance or lack of resistance of chemicals to alteration
by the acidic pH of the stomach, enzymes of the stomach or intes-
tine, or the intestinal flora is of extreme importance. A toxicant may

be hydrolyzed by stomach acid or biotransformed by enzymes of the
microflora of the intestine to new compounds with a toxicity greatly
different from that of the parent compound. For example, snake
venom is much less toxic when administered orally rather than in-
travenously because it is broken down by digestive enzymes of the
GI tract. Ingestion of well water with a high nitrate content produces
methemoglobinemia much more frequently in infants than in adults.
This is due to the higher pH of the GI tract in newborns, with the
consequence of greater abundance of certain bacteria, especially Es-
cherichia coli, which convert nitrate to nitrite. Nitrite formed by bac-
terial action produces methemoglobinemia (Rosenfield and Huston,
1950). Nitrite is also used as a food additive in meats and smoked
fish. Some fish, vegetables, and fruit juices contain secondary
amines. The acidic environment of the stomach facilitates a chemi-
cal reaction between nitrite and secondary amines, leading to the for-
mation of carcinogenic nitrosamines (Chap. 8). Also, the intestinal
flora can reduce aromatic nitro groups to aromatic amines that may
be goitrogenic or carcinogenic (Thompson et al., 1954). Intestinal
bacteria, specifically Aerobacter aerogenes, have been shown to de-
grade DDT to DDE (Mendel and Walton, 1966).

Many factors alter the GI absorption of toxicants. For exam-
ple, editic acid [ethylenediaminetetraacetic acid (EDTA)] increases
the absorption of some toxicants by increasing intestinal perme-
ability. Simple diffusion is proportional not only to surface area
and permeability but also to residency time in various segments of
the alimentary canal. Therefore, the rate of absorption of a toxi-
cant remaining for longer periods in the intestine increases, whereas
that with a shorter residency time decreases. The residency time of
a chemical in the intestine depends on intestinal motility. Some
agents used as laxatives are known to exert effects on the absorp-
tion of xenobiotics by altering intestinal motility (Levine, 1970).

Experiments have shown that the oral toxicity of some chem-
icals is increased by diluting the dose (Ferguson, 1962; Borowitz
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et al., 1971). This phenomenon may be explained by more rapid
stomach emptying induced by increased dosage volume, which in
turn leads to more rapid absorption in the duodenum because of
the larger surface area there.

The absorption of a toxicant from the GI tract also depends
on the physical properties of a compound, such as lipid solubility,
and the dissolution rate. Although it is often generalized that an in-
crease in lipid solubility increases the absorption of chemicals, an
extremely lipid-soluble chemical does not dissolve in the GI flu-
ids, and absorption is low (Houston et al., 1974). If the toxicant is
a solid and is relatively insoluble in GI fluids, it will have limited
contact with the GI mucosa; therefore its rate of absorption will be
low. Also, the larger the particle size is, the less will be absorbed,
as the dissolution rate is inversely proportional to particle size
(Gorringe and Sproston 1964; Bates and Gibaldi, 1970). This ex-
plains why metallic mercury is relatively nontoxic when ingested
orally and why powdered arsenic is significantly more toxic than
its coarse granular form (Schwartze, 1923).

The amount of a chemical entering the systemic circulation
after oral administration depends on several factors. First, it de-
pends on the amount absorbed into the GI cells. Further, before a
chemical enters the systemic circulation, it can be biotransformed
by the GI cells or extracted by the liver and excreted into bile with
or without prior biotransformation. The lung can also contribute to
the biotransformation or elimination of chemicals before their en-
trance into the systemic circulation, although its role is less well
defined than that of the intestine and liver. This phenomenon of
the removal of chemicals before entrance into the systemic circu-
lation is referred to as presystemic elimination, or first-pass effect.

A number of other factors have been shown to alter absorp-
tion. For example, one ion can alter the absorption of another: Cad-
mium decreases the absorption of zinc and copper, and calcium
that of cadmium; zinc decreases the absorption of copper, and mag-
nesium that of fluoride (Pfeiffer, 1977). Milk has been found to in-
crease lead absorption (Kelly and Kostial, 1973), and starvation en-
hances the absorption of dieldrin (Heath and Vandekar, 1964). The
age of animals also appears to affect absorption: Newborn rats ab-
sorbed 12 percent of a dose of cadmium, whereas adult rats ab-
sorbed only 0.5 percent (Sasser and Jarboe, 1977). While lead and
many other heavy metal ions are not absorbed readily from the GI
tract, EDTA and other chelators increase the lipid solubility and
thus the absorption of complexed ions. Thus, it is important not to
give a chelator orally when excess metal is still present in the GI
tract after oral ingestion.

The principles of GI absorption may be summarized in the fol-
lowing way. Penetration of amphophilic (having both lipophilic and

Table 5-3

hydrophilic molecular characteristics) substances across the GI wall
occurs according to the basic principles of physicochemistry, with
the unstirred water layer representing the rate-determining barrier
for the more lipophilic molecules and the epithelial cell membrane
representing that for the more hydrophilic compounds. Unlike the
skin, which is virtually impenetrable to molecules at the extreme
ends of the lipophilicity/hydrophilicity scale, the GI tract can also
absorb such compounds. Some extremely hydrophilic compounds
are absorbed by active processes, whereas extremely lipophilic com-
pounds [2, 3, 7, 8-tetrachlorodibenzo-p-dioxin (TCCD), DDT, poly-
chlorinated biphenyls (PCBs), etc.] ride in on the “coattails” of lipids
via the micelles and subsequent biological processes related to lipid
metabolism.

In general, gastrointestinal absorption of xenobiotics was
thought to be similar between species. The work of Dreyfuss and
colleagues illustrates the fallacy of this assumption (Dreyfuss et
al., 1978). Absorption of nadolol (calculated from AUC after ip and
oral dosing) was essentially complete in the dog, substantially less
in humans, and quite limited in the rat (Table 5-3). Urinary and fe-
cal excretion of nadolol support the bioavailability data. However,
excretory data further indicate that in addition to the nonabsorbed
portion of this compound, biliary and possibly nonbiliary sources
also contribute to the fecal excretion of this compound. Calabrese
(1984) reported evidence for species differences in the absorption
of at least 38 compounds, indicating that nadolol is not an excep-
tional case.

The rate-limiting barrier in the absorption of most xenobiotics
is the unstirred water layer along the intestinal mucosa (Hayton,
1980). The effect of the unstirred water layer as a possible cause
of species differences in absorption of xenobiotics has not been in-
vestigated. However, Thomson et al. (1983) studied the effect of
the unstirred water layer on the absorption of fatty acids and cho-
lesterol. These authors concluded that the thickness of the unstirred
water layer may contribute to species differences in the absorption
of lipophilic compounds, but other tissue-specific differences must
also exist because species differences persisted when the unstirred
water layer was diminished as a barrier for hydrophobic compounds
by stirring.

Anatomical (allometric) considerations are another likely rea-
son for species differences in intestinal absorption. The relative
length of intestinal segments is quite variable (Iatropoulos, 1986),
and substantial functional differences exist between such species
as ruminants and omnivores (Smith, 1986). Because most xenobi-
otics are transported across the gastrointestinal mucosa by passive
diffusion, and because this transport is surface area— and site-
dependent, it can be expected that these factors will be responsi-

Absorption and Excretion of Radioactivity in Rats, Dogs, and Man after Nadolol Dosages*

PERCENT OF DOSE EXCRETED

DOSE
SPECIES (mg/kg) ROUTE URINE FECES PERCENT OF DOSE ABSORBED
Rat 20 po 11 84 18
20 ip 62 31 (100)
Dog 25 po 76 28 102
25 ip 75 12 (100)
Man 2 po 25 77 34
2 ip 73 23 (100)

*Modified from Dreyfus et al. (1978).
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Table 5-4
pH of the Gastrointestinal Contents of Various Species*
pH

SPECIES STOMACH JEJUNUM CECUM COLON FECES
Monkey 2.8 6.0 5.0 5.1 5.5
Dog 34 6.6 6.4 6.5 6.2
Rat 3.8 6.8 6.8 6.6 6.9
Rabbit 1.9 7.5 6.6 7.2 7.2

*Modified from Smith (1965).

ble for species differences in some instances. Many xenobiotics are
weak organic acids or bases. For such compounds, gastrointestinal
absorption is dependent on the pH along the gastrointestinal tract.
Table 5-4, shows that each segment of the gut reveals considerable
species specificity, with differences of up to 2 pH units. This can
translate into two orders of magnitude difference in concentration
of the undissociated versus dissociated moiety of a weak organic
acid or base.

An additional factor that may result in species-dependent ab-
sorption of xenobiotics is the gastrointestinal flora. In general, the
microflora in animals is remarkably similar, although qualitative
and quantitative differences have been reported (Smith, 1965). No-
table deviations to this generalization do exist, such as the rabbit
and human (Table 5-5). In contrast to other species, the microflora
in these two species is very low in the upper gastrointestinal tract.
Because absorption of some xenobiotics requires prior bacterial hy-
drolysis, some species differences may be due to differences in mi-
croflora. As an example, cycasin (Rozman and latropoulos, 1987)
is poorly absorbed by gnotobiotic animals; however, the aglycone
of cycasin is readily absorbed. Therefore, species with bacterial
B-glucosidase activity in the upper small intestine readily absorb
the aglycone (methylazoxymethanol), but species like human, with
very low levels of microflora in the upper gastrointestinal tract,
may not absorb this compound to any major extent.

Absorption of Toxicants by the Lungs

It is well known that toxic responses to chemicals can result from
their absorption after inhalation. The most frequent cause of death
from poisoning—carbon monoxide—and probably the most
important occupational disease—silicosis—are both due to the
absorption or deposition of airborne poisons in the lungs. This site
of absorption has been employed in chemical warfare (chlorine and

Table 5-5

phosgene gas, lewisite, mustard gas) and in the execution of crim-
inals in the gas chamber (hydrogen cyanide).

Toxicants absorbed by the lungs are usually gases (e.g., car-
bon monoxide, nitrogen dioxide, and sulfur dioxide), vapors of
volatile or volatilizable liquids (e.g., benzene and carbon tetra-
chloride), and aerosols. Because the absorption of inhaled gases
and vapor differs from that of aerosols, aerosols are discussed sep-
arately below. However, the absorption of gases and vapors is gov-
erned by the same principles, and therefore the word gas is used
to represent both in this section.

Gases and Vapors The absorption of inhaled gases takes place
mainly in the lungs. However, before a gas reaches the lungs, it
passes through the nose, with its turbinates, which increase the sur-
face area. Because the mucosa of the nose is covered by a film of
fluid, gas molecules can be retained by the nose and not reach the
lungs if they are very water soluble or react with cell surface com-
ponents. Therefore, the nose acts as a “scrubber” for water-soluble
gases and highly reactive gases, partially protecting the lungs from
potentially injurious insults. A case in point is formaldehyde. The
drawback of this protective mechanism for the lungs is that a typ-
ical nose breather such as a rat develops tumors of the nasal
turbinates when chronically exposed to high levels of formalde-
hyde by inhalation.

Absorption of gases in the lungs differs from intestinal and
percutaneous absorption of compounds in that the dissociation of
acids and bases and the lipid solubility of molecules are less im-
portant factors in pulmonary absorption because diffusion through
cell membranes is not rate-limiting in the pulmonary absorption of
gases. There are at least three reasons for this. First, ionized mol-
ecules are of very low volatility, and consequently their concen-
tration in normal ambient air is insignificant. Second, the epithe-
lial cells lining the alveoli—that is, type I pneumocytes—are very
thin and the capillaries are in close contact with the pneumocytes,

Number of Microbes and their Distribution along the Gastrointestinal Tract

of Various Species*

SPECIES STOMACH JEJUNUM COLON FECES
Monkey 23 24 41 38
Dog 19 20 40 43
Rat 18 23 37 38
Rabbit 4 5 13 13
Man 2 4 10 —

*Modified from Smith (1965) and Hallikainen and Salminen (1986). Expressed as log;, of viable counts.
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so that the distance for a chemical to diffuse is very short. Third,
chemicals absorbed by the lungs are removed rapidly by the blood,
as it takes only about three-fourths of a second for the blood to go
through the extensive capillary network in the lungs.

When a gas is inhaled into the lungs, gas molecules diffuse
from the alveolar space into the blood and then dissolve. Except
for some gases with a special affinity for certain body components
(e.g., the binding of carbon monoxide to hemoglobin), the uptake
of a gas by a tissue usually involves a simple physical process of
dissolving. The end result is that gas molecules partition between
the two media: air and blood during the absorptive phase and blood
and other tissues during the distributive phase. As the contact of
the inspired gas with blood continues in the alveoli, more mole-
cules dissolve in blood until gas molecules in blood are in equi-
librium with gas molecules in the alveolar space. At equilibrium,
the ratio of the concentration of chemical in the blood and chem-
ical in the gas phase is constant. This solubility ratio is called the
blood-to-gas partition coefficient. This constant is unique for each
gas. Note that only the ratio is constant, not the concentrations, as,
according to Henry’s law, the amount of gas dissolved in a liquid
is proportional to the partial pressure of the gas in the gas phase
at any given concentration before or at saturation. Thus, the higher
the inhaled concentration of a gas (i.e., the higher the partial pres-
sure), the higher the gas concentration in blood, but the ratio does
not change unless saturation has occurred. When equilibrium is
reached, the rate of transfer of gas molecules from the alveolar
space to blood equals the rate of removal by blood from the alve-
olar space. For example, chloroform has a high (15) and ethylene
a low (0.14) blood/gas phase solubility ratio. For a substance with
a low solubility ratio, such as ethylene, only a small percentage of
the total gas in the lungs is removed by blood during each circu-
lation because blood is soon saturated with the gas. Therefore, an
increase in the respiratory rate or minute volume does not change
the transfer of such a gas to blood. In contrast, an increase in the
rate of blood flow markedly increases the rate of uptake of a com-
pound with a low solubility ratio because of more rapid removal
from the site of equilibrium, that is, the alveolar membranes. It has
been calculated that the time to equilibrate between the blood and
the gas phase for a relatively insoluble gas is about 8 to 21 min.

Most of a gas with a high solubility ratio, such as chloroform,
is transferred to blood during each respiratory cycle so that little
if any remains in the alveoli just before the next inhalation. The
more soluble a toxic agent is in blood, the more of it will be dis-
solved in blood by the time equilibrium is reached. Consequently,
the time required to equilibrate with blood is very much longer for
a gas with a high solubility ratio than for a gas with a low ratio.
This has been calculated to take a minimum of 1 h for compounds
with a high solubility ratio, although it may take even longer if the
gas also has high tissue affinity (i.e., high fat solubility). With these
highly soluble gases, the principal factor limiting the rate of ab-
sorption is respiration. Because the blood is already removing vir-
tually all of a gas with a high solubility ratio from the lungs, in-
creasing the blood flow rate does not substantially increase the rate
of absorption. However, the rate can be accelerated greatly by in-
creasing the rate of respiration, or the minute volume.

Thus, the rate of absorption of gases in the lungs is variable
and depends on a toxicant’s solubility ratio (concentration in
blood/concentration in gas phase before or at saturation) at equi-
librium. For gases with a very low solubility ratio, the rate of trans-
fer depends mainly on blood flow through the lungs (perfusion-
limited), whereas for gases with a high solubility ratio, it is

primarily a function of the rate and depth of respiration (ventilation-
limited). Of course, there is a wide spectrum of intermediate be-
havior between the two extremes, with the median being a
blood/gas concentration ratio of about 1.2.

The blood carries the dissolved gas molecules to the rest of
the body. In each tissue, the gas molecules are transferred from the
blood to the tissue until equilibrium is reached at a tissue concen-
tration dictated by the tissue-to-blood partition coefficient. After
releasing part of the gas to tissues, blood returns to the lungs to
take up more of the gas. The process continues until a gas reaches
equilibrium between blood and each tissue according to the tissue-
to-blood partition coefficients characteristic of each tissue. At this
time, no net absorption of gas takes place as long as the exposure
concentration remains constant, because a steady state has been
reached. Of course, if biotransformation and excretion occur, alve-
olar absorption will continue until a corresponding steady state is
established.

Aerosols and Particles The degree of ionization and the lipid
solubility of chemicals are very important for oral and percuta-
neous exposures, whereas water solubility, tissue reactivity, and
blood to gas phase partition coefficients are important after expo-
sure to gases and vapors. The important characteristics that affect
absorption after exposure to aerosols are the aerosol size and wa-
ter solubility of a chemical present in the aerosol.

The site of deposition of aerosols depends largely on the size
of the particles. This relationship is discussed in detail in Chap.
15. Particles 5 wm or larger usually are deposited in the nasopha-
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