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Preface

Bioelectromagnetics is a relatively new area of science that deals with the interac-
tion of electromagnetic energy with biological systems. Therefore, studies usually
are carried out jointly by researchers from both biological/medical sciences and en-
gineering/physical sciences: expertise in both areas is necessary.

Given the complexity and newness of the discipline, it is no surprise that the
results of published studies often appear to be inconsistent. Efforts to replicate are
few, and they often involve differences from the original study; furthermore, the cur-
rent knowledge is insufficient to know if the methodological differences among stud-
ies are critical or trivial. Often a phenomenon becomes “hot” for a few years, and
different investigators try different experiments broadly related to the phenomenon
of interest. As the situation becomes complicated, another hot effect emerges, and
investigators chase what is believed to finally be the robust, unambiguous effect
that will establish bioelectromagnetics. Examples of this pattern have included cal-
cium efflux, neurite outgrowth, cellular proliferation, ornithine decarboxylase, re-
duced melatonin, and magnetic field blockage of melatonin’s inhibition of MCF7
cell growth. Effect sizes often are small relative to the noise, and ability to replicate
between and within labs, although not well documented, appears limited. Thus, the
sad result often is inability to determine if an effect is real, limited to very unique
circumstances, or otherwise.

There are many books attempting to provide comprehensive literature reviews.
Examples include two books. One is Research on Power-Frequency Fields Com-
pleted Under the Energy Policy Act of 1992, by the National Research Council (NRC,
1997), and the other is Health Effects from Exposure to Power-Line Frequency Elec-
tric and Magnetic Fields, by the National Institute of Environmental Health Sciences
(NIEHS, 1998). These sources include topical reviews of the published literature. For
this book, papers published in peer-reviewed journals were scrutinized. Those papers
with insufficient description of methodology, both biological/medical and/or physi-
cal/engineering, were not accepted when preparing this book. If the authors have a
bias, it is slightly on the side that believes power-frequency and radiofrequency elec-
tromagnetic fields might have biological effects. If there are no effects, consideration
of mechanism of action, which is the major objective of this book, is irrelevant. It is



VI Preface

much clearer that radiofrequency fields, if of sufficient magnitude, can have biologi-
cal effects.

The extensive epidemiological literature is covered in the books cited above and
thus is not reviewed here. The authors, who are engineers and scientists, lack the
expertise needed for a critical review of the epidemiology. More fundamentally, epi-
demiology at best provides evidence only for association, i.e., correlation, not causa-
tion. The authors are most interested in what “is”, not what “might be”.

This book is intended for upper-level undergraduate students and/or lower-level
graduate students with a beginning interest in bioelectromagnetics.

The authors are most grateful to Dr. Walter R. Rogers of San Antonio, our long-
term friend, who made a painstaking effort to edit the manuscript. Without his kind-
ness, this book would have never been published. Finally, I thank my wife Hisako
for her understanding and patience for my writing the manuscript. This book has cost
her something by distracting me from her for many, many hours over the years.

M. Kato, representing the authors.
2006
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Part 1

Overview, Endpoints, and Methodologies



1

Introduction

Masamichi Kato, Tsukasa Shigemitsu

1.1 A Brief History of Research on Electromagnetic Field Effects
on Organisms

All living organisms evolved on a giant magnet, the one called “Earth”. The strength
of the geomagnetic field is about 40 uT(see section 1.3.2.4.). The earth’s magnetic
field is quasi-static, varying only slightly with time and location. Natural static elec-
tric fields, under clear sky conditions, are about 0.1 kV/m on the earth’s surface; field
strengths of up to 30 kV/m are reached under clouds producing lightning.

In addition to these naturally existing electromagnetic fields, we live in an artifi-
cially created electromagnetic environment. Most commercial electrical systems op-
erate at either 50 or 60 Hz. Electrical and electronic devices operating at this “power
frequency”-such as hair dryers and refrigerators - are in everyday use. Furthermore,
many of our daily activities are conducted near, and sometimes under, high-voltage
transmission lines and lower-voltage distribution lines.

Even though the use of electricity began more than 100 years ago, the possibil-
ity that exposure in our daily activities to the electric and magnetic fields produced
by various types of electrical equipment and facilities might have previously unrec-
ognized adverse health effects. This topic has been a subject of concern, beginning
about 1975.

At low frequencies, the electric and magnetic field components are independent,
meaning there is no true electromagnetic field, as occurs at much higher frequencies.
At these high frequencies, the electric and magnetic fields are coupled to each other,
so there truly is an electromagnetic field. However, it has become the practice to
talk about extremely low frequency (ELF, < 300 Hz) “electromagnetic fields”. This
phrase often is used indiscriminately to mean electric field, magnetic field, or electric
plus magnetic field. Reluctantly, this text will follow the conventional practice and
will, on occasion, use the phrase electromagnetic field in an ELF context.

Research on possible electromagnetic field effects on biological systems orig-
inated primarily from four different ‘sources’. One focus was an interest in basic
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neurophysiological function: the nervous system is fundamentally an electrical sys-
tem. This area began with Galvani and Volta in the early 19" century, when they had
their famous controversy about electrical stimulation and contraction of the frog legs.
The second focus began in the 1930s among scientists interested in the effects of mi-
crowave irradiation on plant cells, animal sarcoma cells, and other targets. The third
area was clinical and therapeutic study of the application of electric and magnetic
fields to bone fractures: sometimes fractures do not heal properly, and application of
currents or fields appears to promote healing. This success has led to an interest in
other therapeutic applications. The fourth motivation was based on public concern
about and scientific interest in possible adverse health effects. This area was triggered
largely by the Soviet Union’s governmental decree on electric workers in 1973. Be-
cause of concern about ill defined health effects, an occupational exposure standard
was promulgated at a field strength far lower than what was considered hazardous in
Western countries. Both public concern and scientific interest were strengthened by
the epidemiological work of Wertheimer and Leeper (1979), who reported a possible
association of power-frequency magnetic fields and childhood leukemia.

Although the former three research areas have been continued steadfastly by sci-
entists and clinicians in each area, the fourth area has been studied most energet-
ically in the last three decades, involving epidemiologist, engineers and scientists
from around the world. Furthermore, as cell phones were adopted world-wide in the
1990s, similar concerns and research approaches were applied with these devices,
which have much higher frequencies, such as 2 GHz in the newest phones.

1.1.1 Basic neurophysiologic research

Since the Braun tube oscilloscope was introduced to the study of neurophysiology
(Gasser 1921), electrical stimulation of one point of the nervous system and record-
ing of responses from a relevant area, either very close or distant, has been a very
powerful research technique during the following decades. Surface electrical stimu-
lation (cathodal) of the cerebral cortex was widely used, in animal and some human
research, until about 1950. However, with this method, only tissues, such as den-
drites and/or axons of neurons which are located near the surface and run parallel to
the surface are excited; cell bodies and fibers which are located at some depth are not
stimulated directly.

In order to overcome this drawback of this technique, magnetic stimulation tech-
niques have been developed since 1985 in order to study human brain function. The
technique was first proposed by Barker et al. (1985). Single coils were placed over
the human head, and the motor cortex was stimulated by transcranial pulsed magnetic
stimulation. Electromyographic responses were recorded from appropriate muscles.
For example, if the motor area of the cortex controlling the arm and hand was stimu-
lated, activity in the muscles, including gross movements, of the arm and hand could
be induced. With this technique a wide area of the brain is stimulated. In order to
stimulate a localized area of the brain Ueno et al. (1988; 1990) proposed to position
a figure-eight coil over the head so as to produce a convergent eddy current so that
only localized portion of the motor cortex is stimulated. This method now is used
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widely for the study of brain function (e.g., Day and Brown 2001). Magnetic stimu-
lation of other areas of the human brain also has been utilized in an effort to improve
mental status (Pascual-Leone et al. 1996).

1.1.2 Biological research with microwave energy

During and after World War II, microwave technology was studied not only for mil-
itary use, but also for civilian use. Communication technologies (e.g., wireless tele-
phony) have advanced rapidly in recent years; hence, microwave energy now is ubig-
uitous in the atmosphere. In late 1940s, it was reported that clicking sounds could be
heard near a radar station. The radiofrequency hearing effect was systematically stud-
ied about 15 years later (Frey 1961), concomitant with other studies of microwave
effects on other organs and tissues, such as the eye and the nervous system.

1.1.3 ELF electric fields and bone healing

Since Yasuda (1954) measured piezoelectricity (pressure applied to bone produces
a current) of bone, clinical attempts have been made to apply electric fields for
the purpose of promotion of healing fractured bone, particularly tibia. Many clin-
ical therapeutic studies have been published since then (e.g., Bassett et al. 1981).
However, until the mid-1980s, most clinical studies did not use double-blind, ran-
domized, placebo-controlled studies. Barker et al. (1984) first published a series of
double-blind, randomized, placebo-controlled studies on bone healing. The results
were generally positive. Since then, many clinical and laboratory animal experiments
have been published, and it appears that the efficacy of electric and magnetic field
therapy for this purpose has been established. Recently research interest has shifted
to explore possible mechanisms for the bone healing induced by magnetic field ex-
posure.

1.1.4 Public concern about exposure to electromagnetic fields

Up until the early 1970s, it was assumed that exposure to electromagnetic fields, at
environmentally relevant field strengths, produced no harmful effect on human be-
ings. The results of the few scientific studies completed on the question and the ex-
perience of nearly 100 years of successful use of electricity were reassuring. Rather
electromagnetic field exposure had been thought to have some favorable effects on
some kinds of plants. However, the report by researchers from the Soviet Union at the
1972 CIGRE Meeting, which indicated that workers exposed to high-voltage electric
fields showed possible harmful effects, drew much attention worldwide. Apart from
the studies of the Soviet investigators, there were almost no reports of harmful effects
related to electric field exposure.

Published reports of negative outcomes from this early period included medical
studies of ten workers exposed to energized 350 kV lines (Singewald et al.1973),
medical studies of fifty-six maintenance workers at 735 kV substations (Roberge
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1976), and medical studies of 53 workers over 5 years at 400 kV substations (Knave
and Gamberale 1979).

Wertheimer and Leeper (1979) compared the incidence of childhood leukemia
and brain tumor in case- and control-children living in the Denver area. Wertheimer
and Leeper concluded that an association existed between cancer and exposure to
magnetic fields, as their findings appeared to relate high current rather than voltages.
The incidence of leukemia was roughly doubled in the exposed cases as compared
to the control cases. Actual exposure was not measured; it was estimated based on
a wire code classification scheme. After publication of this epidemiological study,
many new research efforts related to the safety of ELF fields emerged in both epi-
demiological and biological areas.

1.1.5 The Bioelectromagnetics Society

The Bioelectromagnetics Society was founded in the United States in 1979, at a time
when much of bioelectromagnetic study was motivated by concerns that exposure to
anthropogenic electromagnetic fields or radiation might be a human hazard. (Since
World War II, most of the bioelectromagnetic research had focused on microwaves.)
The purpose of the Society, which now has world-wide membership, is to promote
scientific study of the interaction of electromagnetic energy (at frequencies ranging
from zero hertz through those of visible light) and acoustic energy with biological
systems (Constitution of the Bioelectromagnetic Society, Article II - Purpose).

Although slightly deviant from this Article, however, it has been noted recently
that “The history of The Bioelectromagnetics Society is a double-edged sword in
that there is still a perception of The Society being focused on and concerned only
with a biological threat from electromagnetic fields and waves” (BEMS Newsletter,
No. 165, 2002). Under the changing situation in the last several years, particularly
after the publication of National Research Council:NRC (1997) and completion of
the NIEHS EMF-RAPID Program (1999), the Newsletter continues “For the long
term health of The Society, however, emphasis should assume on important areas,
such as understanding fundamental mechanisms and efforts to develop tools that can
be applied by clinicians to improve human health”.

1.1.6 Models used and topics investigated

A number of experimental animals have been used to investigate a variety of pos-
sible effects: animals used include chicks, cows, dogs, honey bees, mice, monkeys,
pigs, rabbits, and rats. Human subjects also have been recruited for some specific ex-
perimental purposes. Experimental areas studied include behavior, development and
growth, endocrinology, hematology, immunology, nervous system, and reproduction,
along with a range of other areas. Besides these in vivo experiments, numerous in
vitro experiments have been performed. Many of these studies have been published
in Bioelectromagnetics, the official journal of the Bioelectromagnetics Society; oth-
ers have been published in many other journals.
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1.2 Bioelectricity and Biomagnetism

Bioelectricity is the study of electrical phenomena generated by living organisms and
the effects of external electromagnetic fields on the living body. The electrical phe-
nomena include inherent properties of the cells, such as membrane potential, action
potential, and propagation of the potentials. Here the word “effects” of external elec-
tromagnetic field means how the cells in the body respond to the applied or exposed
fields.

Because the brain is so important to human behavior, and because the function
of the brain inherently involves a great deal of electrical activity, from the beginning
of bioelectromagnetics it has been important to look for effects of electric fields and
currents (and magnetic fields, which induce electric fields and currents) on the brain.
Therefore, to understand this major research area, it is necessary to have a mini-
mum background in electrophysiology. The following sections provide this needed
overview. For advanced study readers are recommended to consult with textbook of
neurophysiology (e.g., Kandel et al. 2000)

1.2.1 Bioelectricity

A difference in electrical potential exists between the inside of a cell and the ex-
tracellular fluid surrounding it, and this difference is called the membrane potential.
The specialized function of the nervous system is to propagate changes in membrane
potential within a cell (neuron) and to transmit them to other cells. Transmission
of these changes in potential helps the body to coordinate the activity of all of the
body’s systems. The body can feed the information impinging on it from both the ex-
ternal and internal environments to the central nervous system, where it is processed,
enabling the body to adapt in a suitable manner to both of its environments.

1.2.1.1 Membrane potential

The potential difference between the interior of a cell and the fluid surrounding the
cell can be measured by connecting one pole of a voltmeter through a fine intra-
cellular electrode inserted into the cell and the other pole to the extracellular fluid.
Usually glass capillaries filled with a conducting solution are used as the intracellular
electrodes. At the start of the measurement, both electrodes are located outside of the
cell, and no potential difference exists between them. When the tip of the glass cap-
illary is pushed through the membrane of the cell, the potential suddenly changes to
approximately —75 mV (Fig. 1.1). Because this potential difference is recorded when
the membrane is penetrated, it is called the membrane potential; it also is called the
resting potential, because it is the potential recorded when the cell is at rest and not
being stimulated.

1.2.1.2 Origin of the membrane potential

Both the intra- and the extra-cellular spaces are filled with aqueous salt solutions. In
dilute salt solutions, the majority of the molecules dissociate into ions. In aqueous
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Fig. 1.1. Measuring the intracellular membrane potential.
A diagram of the measuring setup is shown at the left. When an intracellular microelectrode
is inserted into the cell, the resting membrane potential is recorded.

solutions, the ions are the sole carriers of charge. Consequently, charge disequilib-
rium, which is expressed by the resting potential, indicates a certain excess of anions
inside the cell and a corresponding excess of cations outside the cell. This disequi-
librium is actively maintained by the cells, which use energy to pump ions against
their concentration gradients. Thus, the electrical phenomena of the living body are
generated by movement of ions, not by the movement of electrons. The source of
the resting potential is the unequal distribution of several ions, particularly K* ions,
inside and outside the cell. Na* and C1~ also are important. The potassium concen-
tration inside the cell is about 40 times higher than in the extracellular space, and the
sodium concentration is about 12 times higher outside than inside.

1.2.1.3 The action potential

It is the task of nerve cells to receive, process, and transmit information throughout
the nervous system, thereby coordinating, integrating and regulating body functions.
When a nerve cell fires, a short (about 1 msec), positive change in the membrane
potential develops. These changes are called “action potentials”

Once generated, the action potential is propagated, i.e., conducted, along the
nerve. It is characteristic of action potential conduction that the amplitude of the
action potential remains constant along the propagation path, because the action po-
tential is generated at every point on the membrane, obeying an “all-or-none” law.



1.2 Bioelectricity and Biomagnetism 9

microtubulus \.\

mitochondria

presynapse

postsynapse

Fig. 1.2. Synapses and release of synaptic transmitter.

Synaptic transmitter is contained in the synaptic vesicles of synaptic knob, which is the tip
of the axon. Synaptic vesicles are connected with microtubules and/or actin through synapcin
1. With increased intracellular Ca** concentration synaptic vesicles are freed from the micro-
tubules and/or actin. They then dock and fuse with the presynaptic membrane, from where the
transmitter is released by exocytosis.

1.2.1.4 Synaptic transmission

The junction of an axonal ending with a neuron, a muscle fiber, or a glandular cell is
called a synapse (Fig. 1.2). At a synapse, the propagated action potential is transmit-
ted to the next cell or cells. There are two types of synapses. In one type of synapse
the axonal ending releases a chemical substance that produces either an excitatory or
inhibitory effect on the subsynaptic (i.e., post-synaptic; see below) membrane: this
type of synapse is called a chemical synapse. The other type of synapse is called an
electrical synapse (see below).
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1.2.1.5 Structural elements of chemical synapses

Light and electron microscopic investigations have revealed that synaptic junctions
contain a variety of elements. Functionally however, all the elements of the chemical
synapses can be related to the basic elements illustrated in Figure, 1.2.

Light microscopy indicates that axons end in the presynaptic terminal, form-
ing a spherical enlargement called a “synaptic knob”. Electron microscopy shows
the presynaptic terminal is separated from the postsynaptic side by a narrow cleft
(space) that is, on the average, 10 to 20 nm wide. The subsynaptic membrane under
a synaptic knob appears somewhat thicker than the other parts of the postsynaptic
membrane, indicating it has a different function from the rest of the postsynaptic
membrane.

The presynaptic terminal contains a large number of synaptic vesicles. They are
about 50 nm in diameter and contain the transmitter substance that is released into
the synaptic cleft upon arrival of an action potential. The transmitter binds to its spe-
cific type of receptor located in the external surface of the subsynaptic membrane,
triggering responses of the subsynaptic membrane. Central neurons usually possess
many dozens to several thousands of synapses. However, these synapses are classi-
fied into only two categories, excitatory and inhibitory. The continual integration of
a huge number of excitatory and inhibitory signals is the basis of brain function.

1.2.1.6 Excitatory synapses

Stimulation of excitatory afferents to the neuron generates an excitatory postsynaptic
potential (EPSP). EPSPs tend to reduce the membrane potential of the postsynaptic
neuron. A change in this direction is called excitatory, because it increases the prob-
ability that the postsynaptic neuron will fire. The amplitude of the EPSP depends on
the number of activated synapses: if this number is sufficiently large, the neuron is
depolarized to the threshold, producing an action potential that propagates along the
axon.

1.2.1.7 Inhibitory synapses

When inhibitory neurons are excited by some sources, a hyperpolarizing potential
change can be recorded from a subsynaptic neuron. With hyperpolarization, the
membrane potential is shifted away from the threshold for initiating action potential.
For example, the membrane potential might be changed from —70 mV to —75 mV.
Consequently the neuron is inhibited, i.e., the probability of firing is reduced. Such
hyperpolarization recorded in a neuron is called an inhibitory postsynaptic potential
(IPSP).

1.2.1.8 Synaptic receptors

The transmitter substances released from presynaptic terminals combine with recep-
tors located on the surface of the postsynaptic membrane. Synaptic receptors have
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Fig. 1.3. Two types of synaptic receptors.

Transmitters and hormones are called first messenger. When the first messenger coupled with
G-protein coupled receptor, second messengers such as cyclic AMP, GMP, Ca?* or NO appear
in the cytoplasma, triggering signal transduction pathways, eventually leading to changes of
the cell.

two major functions: recognition of specific transmitter substances, and activation
of effectors. The receptor first recognizes and binds a transmitter on the external
surface of the cell; then as a consequence of binding, the receptor alters the cell’s
biochemical state.

Receptors for neurotransmitters can be divided into two major groups accord-
ing to how the receptor and effector functions are coupled (Fig. 1.3). In one group
— ionotropic receptors, i.e., those in which the receptors “gate” ion channels di-
rectly — the two functions are carried out by different domains of a single macro-
molecule (Fig. 1.3 A). In the second group — metabotropic receptors — recognition
of the transmitter and activation of effectors are carried out by distinct and separate
molecules (Fig. 1.3 B).

Activation of the effector component requires the participation of several dis-
tinct proteins. Typically the effector is an enzyme that produces a diffusible “sec-
ond messenger”, for example, cyclic adenosine monophosphate (cAMP) or inositol
polyphosphate. The second messenger in turn triggers a biochemical cascade - either
activating specific protein kinases that phosphorylate a variety of the cell’s proteins
or mobilizing Ca** ions from intracellular stores - thus initiating the reactions that
change the cell’s biochemical state.
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There are perhaps 100 substances that act as transmitters, each of which activates
its own specific receptors on the cell surface. As to transmitters more description is
found in Chapter. 2.

1.2.1.9 Electrical synapses

The electrical synapses are the gap (or bridged junctions) where the zone of appo-
sition is bridged by channels that run from the cytoplasm of the presynaptic neuron
to that of the postsynaptic neuron. These junctions mediate electrical transmission,
typically bidirectionally.

1.2.2 Biomagnetism

Biomagnetism deals with magnetic phenomena of the living body, which can be
observed at different intensities and frequencies. For example, the so-called magne-
tophosphene is a visual sensation elicited by exposing the head to a low frequency
(around 10-70 Hz) magnetic field at around 10-20 mT. The signal is generated in the
retina. Magnetic stimulation of human brain and heart has been used for the purpose
of both research and clinical treatment. Using SQUID (superconductive quantum in-
terference devices) techniques, the weak magnetic fields from the brain, heart and
lung can be measured from outside the body. Relation of biological organisms with
the geomagnetic fields is discussed in 1.3.2.4. Geomagnetic fields and biological
system in this chapter.

1.3 Environmental Electromagnetic Fields and Biosystems

We are exposed daily to electromagnetic fields, both from natural and human-made
sources. The naturally occurring electromagnetic fields originate from properties
of the earth’s molten liquid core, electric discharges in the atmosphere (terrestrial
sources), and solar and lunar activities (extraterrestrial sources). Anthropogenic elec-
tromagnetic fields come mainly from 50 or 60 Hz power transmission and distribu-
tion lines and from the electrical appliances driven at the power-line frequency and
thus are classified as extremely low frequency (ELF).

1.3.1 Natural background fields

The natural sources of electromagnetic fields are associated with lightning dis-
charges, and the resultant signals are called “atmospherics” or “sferics”. They vary
with time and location, and they have waves in ELF and very low frequency (VLF)
ranges (ending at 300 kHz). The quasi-static (i.e., relatively constant or invariant)
field consists of a negatively charged earth and a positively charged atmosphere. The
ground-level electric field is about 0.1kV/m, but electric fields above 100 kV/m have
been observed during thunderstorms. Atmospherics exhibit considerable amplitude
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over a wide frequency band. Ground lightning with duration of few microseconds
can generate global-scale, alternating-current electric fields.

Lightning discharges are considered as a source of electric currents, and it is
believed that lightning discharges can generate to several kA to several hundred kA.
The path of a lightning stroke (Fig. 1.4), which can be of various lengths, acts as a
huge antenna. Electromagnetic waves, of frequencies determined by the length of the
lightning stroke path, are emitted. The length of the discharge path can exceed several
kilometers, and the frequencies range from several Hz to the GHz band. These are
naturally emitted electromagnetic fields. The frequency spectrum of an electric field
can be measured at a considerable distance from a cloud-to-ground lightning strike
(Fig. 1.5).

Fig. 1.4. Photographic example of a typical lightning stroke (Courtesy of T. Shindo, CRIEPI).
The lightning stroke in the upper was captured during summer season at Akagi Test Center,
CRIEPI. The lower photo shows the upward lightning stroke occurred in the winter season,
Hokuriku, Japan.



14 1 Introduction

@

RANGE 50 km

I i
w -~
w w

T T

=5

=135 +

STEPPED
- LEADERS

'
o
o

| & 50 ns/div dE/dt .
= 2 us/div E

-I75

ELECTRIC FIELD SPECTRUM (dB)

L i I i
104 10° 108 107 io®
FREQUENCY  (Hz)

i
]
o

2

Fig. 1.5. Frequency spectrum of the electric field of cloud-to-ground lightning obtained from
9 leader steps between 20 and 50 km normalized to 50 km (Uman 1984).

The wave forms observed vary with the distance — which can be from 50 to
15,000 km — from the lightning strike (Fig. 1.6). When the distance is short, the wave-
form is a single pulse. However, at distances greater than 1,000 km, the waveform
approaches an oscillating form with a definite periodicity. The changing of the wave-
form originates from the electromagnetic wave emitted by lightning, which propa-
gates by reflecting between the ionosphere and the earth’s surface, which acts as a
perfect conductor. This phenomenon exhibits resonance at specific frequencies. The
space between the earth and ionosphere serves as a large waveguide for atmospher-
ics. Of the signals propagating from lightning discharges, low-frequency components
have low attenuation and can circle the earth several times. Standing waves develop
from the excitation of the spherical, surface-cavity resonator between the earth’s sur-
face and the lower boundary of the ionosphere. The fundamental frequency of this
resonance is near 7.5 Hz, which is determined by dividing the propagation speed of
the electromagnetic wave (3 x 10° km/sec) by the diameter of the earth (4 x 10* km).

More rigorously, as the electrical conductivity of ionosphere’s boundary layer are
finite and the special structure and form of the ionosphere, the fundamental resonant
frequency is about 7.8 Hz. The harmonic resonant frequency can be obtained from
following equation.

vn(n+1)

f=18"

Hz, n=1,2,3

Power spectrum of measured electric fields of natural signals has been described
(Polk 1974). There is a fundamental resonant frequency at about 8 Hz (Fig. 1.7), and
harmonic resonant frequencies are observed around 14, 20 and 26 Hz.

In 1952, Schumann theorized that the space between the earth and ionosphere
forms a cavity, predicting that its resonant frequency was about 10 Hz (Schumann
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Fig. 1.6. Waveforms of atmospheric signals at various distances, between 50 and 15,000 km,
from a lightning contact with the earth (Ko6nig et al. 1981).

1952). This resonance phenomenon is called Schumann resonance. In 1954, Konig
first reported the measurement of the resonance phenomena (Konig et al. 1981). In
Figure 1.8, type I shows the Schumann resonance waveform. Type Il is the wave form
of naturally occurred electric fields at 3—6 Hz, and type III shows local variation at
0.7 Hz. In nature, ELF electromagnetic fields are mainly divided into these three
variations.

When ELF electromagnetic fields are produced by lightning discharge, the elec-
tric field causes electric current flow in the atmosphere. Magnetic fields of the same
frequency as the result of current flow are produced. The higher the frequency of
the electromagnetic waves, the greater the attenuation and the lesser the propagation
range. As described by Oehrl and Konig (1968), the electric field and the magnetic
field intensity and frequency range 0-50 kHz measured at one point are inversely
proportional in log-log plot (Fig. 1.9). This shows a relationship between electric
and magnetic field and frequency. Natural electric and magnetic field strengths de-
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Fig. 1.7. Power spectrum of the naturally-generated electric field in the ELF ranges (Schumann
resonance). (Konig et al, 1981).

creases rapidly with increasing frequency. The strength of the ultra low frequency
electric and magnetic fields over a broad frequency range are about 103~107> V/m
and 107'2~107!* T, respectively.

1.3.2 ELF electromagnetic fields and biological systems
1.3.2.1 Circadian rhythms

Various periodicities in biological processes are coupled, to a certain extent, to geo-
physical cycles. Animals have 23~25 hour periods, and plants have 23~28 hour
periods. However, the period lengths and phases of these internally generated (en-
dogenous) daily rthythms of biological organisms are readily controlled by external
environmental factors, such as the 24 hour day-night cycle produced by the earth’s
rotation. Biological organisms can adjust their rhythms (Entrainment) based on ex-
ternal environmental conditions, which are called synchronizing factors (a Zeitge-
ber): visible light is a very important Zeitgeber.

Among the natural conditions on the earth that could serve as a Zeitgeber, light-
ning and other electromagnetic phenomena are possible synchronizing factors. Hu-
man body temperature and activity have 24-hour periods and are synchronized by
external environmental factors. If external environmental stimuli are removed, the
free running cycle rhythm becomes 25.3 hours. During the 1960s, research using un-
derground rooms or caves to isolate subjects from external information to investigate
human circadian rhythms was popular (Fig. 1.10) (Wever 1974).

To investigate the effect of natural electric fields on the circadian rhythm of hu-
man activity, Wever (1968) conducted an experiment focusing on the effects of 10 Hz
electric fields. To provide isolation from external sound, light, and other cues, two
underground rooms were installed. One room was shielded from electromagnetic
fields, while the other was not. The free-running circadian rhythms of activity and
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Fig. 1.8. An electromagnetic process of natural origins in the ELF ranges. (I) Schumann reso-
nance, about 8 Hz, (II) Local variation of the electric fields, 3—6 Hz, and (III) Local variation
of the electric fields, about 0.7 Hz, (IV) Electric field during thunderstorm, (V) Sunrise effect,
electric field (Konig et al. 1981).

sleep, body temperature, urination and other rhythms of subjects living in the two
rooms were studied. The results of the measurements showed that for subjects living
in the shielded room, the circadian rhythm of activity was “split” into two rhythms,
with periods of 25.3 and 33.4 hours; this is called internal desynchronization. The
lengthening of the period for subjects in the shielded room was statistically signifi-
cant (Fig. 1.11). During first 14 days, measured variables run synchronously to each
other. After that time, the two rhythms ran separately, internal desynchronization oc-
curred spontaneously. In about 20% of the experiments, internal desynchronization
occurred. This phenomenon was not observed for subjects living in the unshielded
room.

Next, a low frequency electric field of 10 Hz, 2.5 V-,/m (square wave), which
was equivalent to that in the natural environment (Schumann Resonance signal) was
applied to the shielded room, and the same experiment was repeated (Wever 1968).
The period of the free-running circadian rhythm became shorter and returned to its
original length, when the electric field was terminated. As an example, Figure 1.12
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Fig. 1.10. Cross-section and floor plan of the isolated experimental room (Wever, 1974). 1
and II: experimental units (a: kitchen; b: bath; c: lock); III: control room, I'V: experimental
chamber.

demonstrated the change of free-running circadian rhythm. The 10 Hz field was off
during first and third period in Figure. 1.12. When the field was turned on during
second period, the period of free-running rhythm shortened. During third period with
turn off, the period of rhythm lengthened and internal desynchronization occurred.
Total 10 experiments shows that the period was shorter with the 10 Hz field than
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Fig. 1.12. Effect of presence or absence of 10 Hz electric field on changes in free-running
circadian rhythms of experimental subjects (Wever 1968). The hatched areas are the period of
field exposure. Activity rhythm is shown by bars (black filled: active period, white filled: rest-
ing period), body temperature rhythm, (A) represent max and (¥) minimum. A represents the
temporal repetition of the maximum and minimum. Period (7) represents the various phases
of the experiment.

without it, with highly significance level (p < 0.001). The internal desynchronization
was not observed when the electric field was applied. The application of the 10 Hz
electric field reduced the length of the period by 1.3 hours. This showed that a 10
Hz electric field can affect circadian rhythms, including shortening the period and
minimizing internal desynchronization.

Issues raised with regard to these results include (1) the lack of a clear cause and
effect of the periodicity relationship between electromagnetic fields and organisms,
(2) uncertainty regarding the mechanisms, (3) absence of measurements of electric
field, and (4) inadequate explanation of the data analysis. However, Wever (1974)
concluded that electromagnetic fields in the ELF range influence human circadian
rhythms. Replicable data are not shown.

Since this pioneering report, effects of DC electric fields on circadian rhythm
of mice (Dowse and Palmer 1969), effects of 10 Hz electric fields on activity of
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green finches (Carduelis chloris) and other experimental results have been reported
(Lintzen et al. 1989). Recent results reported for effects of exposure of fruit flies to
10 Hz, 1 and 10 kV/m electric fields on circadian locomotor activity (Engelmann et
al. 1996). This experiment used 10Hz square-wave fields with 10,000 times stronger
that natural generating field in the 8-14 Hz range. This provided support for the
concept that electric fields can affect circadian rhythms and act as a weak Zeitgeber.

1.3.2.2 Similarity between EEG rhythms and Schumann resonance

When healthy adults relax with their eyes closed, brain waves of 8—12 Hz frequency
and about 5-100 ¢V can be measured (@ waves). @ waves are the main component of
brain waves of humans with 8 waves (13-30 Hz, 5-30 xV) being another component.
0 wave activity declines during sleepiness, and 4—7 Hz low voltage slow waves (6
waves) appear. Under similar conditions, brain waves in the same frequency ranges
are spontaneously observed for all vertebrates.

It has been noted that the form of brain waves are similar to the Schumann res-
onance waves. If one compares @ and 6 waves with the record obtained the electric
field in ELF range, there are very similarity between @ wave and type I signal, and
between ¢ waves and type II signal (Konig et al. 1981).

1.3.2.3 Influences of natural electromagnetic processes on humans

As shown in Figure 1.8, there are three types of naturally occurring ELF electric
fields, (1) Schumann resonance variation (type 1) at 8 Hz, (2) local variation at about
3-6 Hz (type II) and (3) other local variation at about 0.5-2 Hz (type II). As these
frequencies are in the same region as those of human brain waves, the possibility of
correlation between these ELF electromagnetic phenomena and human activity has
been considered. Konig et al. conducted an interesting experiment during an auto-
mobile traffic exhibition in Munich in 1953 (Konig et al. 1981). Using visitors as
subjects, the correlation between naturally occurred ELF electric field and reaction
time to light signal was investigated. The results showed that when type I signals
were present, reaction time became shorter. When type II signals were present, reac-
tion times became longer. These results were confirmed in experiments (Kénig 1986)
using artificially produced 8§—10 Hz and 3 Hz (1 V/m). Although there are issues re-
lated to statistical analysis of the results, this was the first experiment to shown some
type of relationship between atmospheric signals and human response.

1.3.2.4 Geomagnetic fields and biological systems

The earth is a huge magnet: its magnetic field is called the geomagnetic field. The
intensity of geomagnetic field ranges from about 70 T at the north and south poles to
about 30 uT on the equator. The intensity in Japan is around 50 uT. The geomagnetic
field is described by three components, (1) total magnetic intensity, (2) declination,
and (3) inclination. There are solar and lunar diurnal variations of the geomagnetic
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field. The diurnal variations may be pronounced during the day. Irregular pulsations
and magnetic storms can be recorded in addition to these periodic variations.

It has been hypothesized that during the course of evolution, which has occurred
within the earth’s geomagnetic fields, organisms have used the geomagnetic field
as a cue for directional orientation and migration. Magnetite (Fe,0O3) that could be
used as a sensor for the earth’s geomagnetic field has been found in homing pigeons,
migratory birds, honey bees and magnetotactic bacteria.

Kalmijin (1974) showed that fish use the geomagnetic field to maintain their ori-
entation while swimming. Sharks and rays have the ampullae of Lorenzini, which
are located near the front of their brains, that detect the extremely weak electric field
induced by the geomagnetic field, i.e., earth currents (Matthes et al. 2000). There
are various mechanisms for detecting electromagnetic fields (Fig. 1.13). In (a) the
situation when a shark approaches the vicinity of a dipole field (0.2-0.5 xV/m) used
to simulate prey is shown. As the shark swims through the geomagnetic field, in
accordance with Faraday’s Induction Law, a vertical electromotive force is induced.
This induced electric field allows selection of direction relative to the direction of the
geomagnetic field to be obtained. It has been conjectured that this is used to judge
the direction that the fish is swimming. In (b) of Figure 1.13, the vector product of
the flow of velocity (v) of the ocean stream (i.e., water current) and the geomagnetic
field’s vertical component (B, ) is equivalent to the electrical gradient created: cur-
rent flow (ion flow) occurs, and detection of this current flow allows perception of
the direction (up vs. down stream) of the flowing water; this provides a means of pas-
sive electro-orientation. In a slow ocean current, surface electric fields are 0.05-0.5
#V/cm. In a tidal current level, using a cross section of the Gulf Stream an example,
total electric fields up to 0.5 4V/cm were predicted (Rommel and McCleave 1973).

In (c) of Figure 1.13, the shark is moving through the geomagnetic field: the elec-
tric field resulting from motion of the shark through the geomagnetic field gives it
a magnetic compass heading; this is active electro-orientation. For a fish swimming
at velocity (v) through the horizontal geomagnetic field component (By,), an electric
gradient is induced by the vector product. For example, a fish swimming at the speed
of 1 m/sec through the geomagnetic field horizontal component of 25 uT will induce
an electric field of 0.25 uV/cm. This electrical gradient passes through the ampul-
lae of Lorenzini. Because sharks and rays can detect electric fields of 0.01 ¢V/cm,
they can readily detect this field. Thus, the aquatic animal might perceive an electric
voltage induced by water current or by its own motion in the geomagnetic fields.

Blakemore (1975) first found that bacteria change their swimming direction in
muddy water by responding to magnetic fields (Fig 1.13(d)). Later, in marine and
freshwater sediments from the southern hemisphere, bacteria that oriented towards
the geomagnetic south were found. Where the magnetic-sensing capability of these
bacteria was located was clarified, and the presence of magnetite was confirmed. The
magnetic force lines of the earth’s magnetic field are horizontal near the equator.
However, as the north and south magnetic poles are approached, the vertical com-
ponents become larger, and magnetic dip, the downward slant towards the earth’s
surface, increases. If the magnetic force lines are followed, northward in the north-
ern hemisphere and southward in the southern hemisphere, it is possible to move in a
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Fig. 1.13. Behavioral responses of organisms to electromagnetic fields in the aquatic environ-
ment (Matthes et al. 2000). (a) Behavior of a shark near a dipole imitating prey buried in the
sand. (b) Sharks in a situation like a tidal current with the geomagnetic field. Electric field in-
duction in fish oriented upstream and downstream in the flow is shown. (c) Sharks swimming
in earth’s geomagnetic field. (d) As magnetic bacteria are anaerobic, movement is toward the
bottom, where conditions are most anaerobic, as directed by earth’s geomagnetic field.

controlled direction within the low-oxygen environment of sediments. These bacteria
are anaerobic.

When honey bees communicate the direction and distance to food to their com-
panions, when food source is very close (within about 50 meters), they make a simple
circular movement of the whole body while they also make a figure-8 movement with
their posteriors. The direction of the wagging dance of honey bee shows the angle
between the location of the food and the sun, and the angle is transposed with respect
to gravity. The speed of turning is said to represent the distance to the food.

Lindauer and Martin, (1968) showed that this honeybee dance was affected by
geomagnetic field. When the geomagnetic field is compensated to + 4%, misdirec-
tion disappears. Later, it was found that there was magnetite in the abdomen of honey
bees that was strongly magnetized laterally. But this visible iron-containing granule
cells are in the form of magnetite. They are formed in hydrous iron oxides. The av-
erage magnetic moment is 1.7 x 107 emu (1.7 X 1072 A-cm?). It is thought that the
magnetite is formed during the growth from larva to adult, with the magnetism be-
ing oriented with the geomagnetic field. Honeybees use this magnetite as a sensor



1.3 Environmental Electromagnetic Fields and Biosystems 23

for geomagnetic field, and they are thought to use this to determine direction (angle)
even when it is cloudy and the sun cannot be seen. However, this angle is affected by
the magnetic field of 1077 T (0.1uT)to 10°T (0.001pT).

The effects of geomagnetic field on bird migration have been investigated
(Wiltschko and Wiltschko 1995). Tiny transmitters were attached to homing pigeons
which were released 100 to 150 km from their home coops and tracked on their
return. When first released, pigeons fly in circles, seemingly confused about which
direction to fly, but they eventually accurately select the homeward direction. How-
ever, in areas with abnormal geomagnetic field, the selection is made erroneously.

It has been reported that the number of pigeons that do not return increases on
cloudy days. On sunny days, the pigeons can use the sun compass, but it has been
speculated that on a cloudy day pigeons fly while detecting geomagnetism. Thus, if a
tiny magnet is attached to the head of a pigeon, on sunny days it is able to accurately
return to its coop. The amount of magnetic material in the heads of pigeons is about
1073 to 107® emu. It is thought that the iron-containing proteins are synthesized in
their bodies.

A number of experiments have reported that geomagnetic field was being used
for migration and orientation (Wiltschko and Wiltschko 1995). There have been (1)
reports that the activity of gerbils is associated with changes in geomagnetic field,
(2) experiments showing that mice have the ability to detect geomagnetic field, and
(3) that the pineal gland of marmots and pigeons and some of the cells of pineal
glands of rats respond to geomagnetic fields. Also, the sensitivity to geomagnetic
field differs among rat species, and Planaria and Paramecia are thought to be able
to distinguish between magnetic fields parallel and perpendicular to the long axis of
their bodies.

The geomagnetic field has some effects on the growth of roots and leaves of
plants (Phirke et al.1996). It has been reported that germination and growth is faster
when seeds and rootlets of plants — including wheat, cucumbers, sunflowers and peas
— are oriented in the geomagnetic north-south direction. It has also been reported that
wheat seeds sprout faster when seeds oriented parallel to geomagnetic field south
and north. In general, although many reports on the effect of magnetic fields on the
growth enhancement of plants have been published, the consistent results were lack-
ing. It is necessary in further research to specify the special environmental conditions
for understanding the mechanism of magnetic field response in plants.

1.3.3 Anthropogenic electromagnetic fields

As stated in the previous section, the natural electromagnetic fields originate from the
properties of the earth and the process of atmospherics. Sources can be divided into
those that are natural in origin and those that artificial, i.e., anthropogenic. As briefly
reviewed above, the possibility that effects in biological systems are influenced by the
geophysical ELF electric and magnetic fields has been shown. However, in addition
to the naturally produced ELF electric and magnetic fields in our environment, the
extensive use of electrical equipment operating at a power frequency of 50 or 60Hz
also produces ELF electric and magnetic fields. These anthropogenic electric and
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Table 1.1. Representative Power Frequency Electric Field Values from Common Household
Electrical Appliances (Miller 1974)

Electric fields (60Hz) measured 30cm from various electrical appliances, V/m

Iacandescent light bulb 2 Toaster 40
Electric range 4 Phonograph 40
Clock 15 Hand Mixer 50
Vacuum Cleaner 16 Iron 60
Cofee pot 30 Refrigerator 60
Color TV 30 Stereo 90
Hair Dryer 40 Broiler 130
Vaporizer 40 Electric Blanket 250

magnetic fields are both ubiquitous and stronger, by many magnitudes, than those of
natural origin.

1.3.3.1 Power-frequency electric fields in the environment

Artificial sources of ELF electric and magnetic fields are divided mainly into two
types, DC and AC. Although DC power supply systems are not common, there
are a few systems, such as high voltage DC transmission lines and DC-operated
transportation systems. These systems produce small DC electric and magnetic field
around them. Maglev systems use a high magnetic field, which produces a stray
magnetic field inside the train. As a medical diagnostic tool, MRI uses strong DC
magnetic fields. The magnets have field strength of 1-3 T, with the increasing use of
higher magnetic fields to improve imaging capability a consistent tend.

Relatively strong electromagnetic field sources in the environments in which peo-
ple live and work include electric equipment in homes, workplace, public facilities,
etc, and transmission and distribution lines. Electric field sources in the home en-
vironment include indoor wiring and household electrical appliances. Electric fields
from outdoor distribution lines and transmission lines are shielded by buildings. Be-
cause the voltage used by common appliances typically is c. 100 or c. 200 V, the
electric field cannot become very large (Table 1.1). These values were measured ex-
tremely close to the sources, and the field strength decreases rapidly with distance
from the source. At a few meters from the sources, the levels become equivalent to
the background electric field.

For transmission line electric fields, which typically are measured near ground
level, are the standard, the strength varies greatly with transmission voltage, conduc-
tor configuration, distance from the transmission, and other factors (Fig. 1.14). This
gives a typical profile of electric field distribution at 1 m above ground beneath 500
kV vertical double-circuit transmission line in Japan. Japanese electrical equipment
standards were established to prevent electrostatic induction perception, meaning
electric field levels must be less than 3 kV/m underneath transmission lines (except
for locations where humans are not usually present). Transmission lines with high
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Fig. 1.14. Electric field distributions at 1 m above the ground beneath a 500 kV vertical double-
circuit transmission line in Japan. Conductor height is 20 m above the ground and its arrange-
ment is shown. Conductor used is 410 mm?x4 and the load condition is low reactance phasing.

operating voltage are designed with the wires high above the ground to meet the 3
kV/m near the ground standard. Also, because of the shielding effect of buildings,
plants, trees, etc., the actual ground-level electric field strengths are even smaller. For
substations, the actual electric field strength is reduced by the shielding effect of the
equipment.

1.3.3.2 Power-frequency magnetic fields in the environment

The main sources of power frequency magnetic fields include household electri-
cal appliances, industrial machine tools, and transmission lines. Transmission line
magnetic fields, as with electric fields, generally are described by the ground-level
field strength, which varies greatly depending on the current flowing through the
conductors, configuration of the transmission line, and distance from the line. Also,
magnetic field strength varies daily with the changes in electric current flow associ-
ated with the varying demand for electric power. Magnetic fields differ from electric
fields in that (1) shielding by objects (other than large metallic devices) can almost
be ignored, (2) changes with ground conditions do not occur, and (3) they have both
horizontal and vertical components. Table 1.2 shows examples of U.S. measurement
results (NRC 1997). The change in magnetic field strength with distance from the
transmission line is shown. A transmission line’s contribution to the ambient mag-
netic field disappears at distances greater than 100 meters from the transmission
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Table 1.2. Magnetic Fields from Transmission Line (NRC 1997)

Representative Magnetic Fields at Different
Distances from Lines, uT(mG)
Transmission =~ Maximum Magnetic Field  15.24m  30.48m 60.96m 91.4m

Lines, kV on Right-of-Way, uT(mG) (50ft) (100ft) (200ft) (300ft)

115 3.0(30) 0.7(7) 0.2(2) 0.04(0.4)  0.02(0.2)
230 5.8(58) 2.0(20) 0.7(7) 0.18(1.8)  0.08(0.8)
500 8.7(87) 2.9(29) 1.3(13) 0.32(3.2) 0.14(1.4)

Source EPA 1992
mG values = 10 X uT values

line, meaning the environmental level becomes the same as the background mag-
netic field.

The level of magnetic field from various electric equipments is shown in Table
1.3. These values rapidly decline with distance from the source, meaning that they
become the same as the background magnetic field within a few meters.

An example of magnetic fields profile under typical double circuit transmission
line is shown in Figure. 1.15 (Yasui 1994). Figure. 1.15 shows the cross section
of a 500 kV transmission line in Japan. This shows the magnetic field magnitude
at 1 m above ground. Also shown are a number of magnetic field vector ellipses
at each point 1 m above ground. Magnetic fields 1 m above the ground level was
calculated by Bio-Savart’s law and measured by Gaussmeter. The magnetic field of
three phase-transmission line is a rotating field in a vertical plane at and near ground
level. The degree of the ellipticity depends on the distance from each conductor as
shown in Figure. 1.15. The values of voltage and current, number of conductors, are
indicated. Gauger (1985), NRC (1997), NIEHS (1998), IARC (2002) and ICNIRP
(2003) provide more information about the sources and levels of ELF electric and
magnetic fields.

1.4 Summary

Research in bioelectromagnetics began nearly 200 years ago. In the 20" century, the
“drivers” have been basic research in neurophysiology, basic and applied research
with microwaves, medical applications directed primarily at enhancement of bone
healing, and concern about possible adverse health effects from environmental expo-
sures.

This chapter provides an initial background in three general areas: (1) basic neu-
rophysiology, (2) the natural and artificial electromagnetic fields found in the en-
vironment, and (3) the biological effects of these fields. Because the function of the
body, and much of the electric and magnetic field exposure from natural and artificial
sources falls have frequencies of < 300 Hz, the emphasis is on ELF fields.

Portions of the chapter briefly describe the biological activity of organisms when
they are exposed to naturally originated electromagnetic fields in the ELF ranges.
Biological systems, including human beings, are exposed continually to naturally
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Table 1.3. Representative Power Frequency Magnetic Fields from Common Household Ap-
pliances (NRC 1997)

Location and Appliance Type Magnetic Field (uT) Magnetic Field (uT)

at 61in (0.15 m) at 1 ft (0.3 m)

Bath room
Hair dryers 0.1-70.0 Bkg®to 7
Electric shavers 0.4-60.0 Bkg to 10
Kitchen sources
Blenders 3-10 0.5-2
Can openers 50-150 4-30
Coffee makers 0.4-1 Bkgto 0.1
Dishwashers 1-10 0.6-3
Food processors 2-13 0.5-2
Garbage disposals 6-10 0.8-2
Microwave ovens 10-30 0.1-20
Mixers 3.0-60 0.5-10
Electric ovens 0.4-2 0.1-0.5
Electric ranges 2.0-20 Bkgto3
Refrigerators Bkgto 4 Bkgto 2
Toasters 0.5-2 Bkg to 0.7
Laundry and utility-room sources
Electric clothes dryers 0.2-1 Bkgto 0.3
Washing machines 0.4-10 0.1-3
Irons 0.6-2 0.1-0.3
Portable heaters 0.5-15 0.1-4
Vacuum cleaners 10-70 2.20
Office sources
Air cleaners 11-25 2-5
Copy machines 0.4-20 0.2-4
Fax machines 0.4-0.9 Bkg to 0.2
Fluorescent lights 2-10 Bkgto3
Electric pencil sharpeners 2-30 0.8-9
Video-display terminals 0.7-2 0.2-0.6
Workshop sources
Battery chargers 0.3-5 0.2-0.4
Drills 10-20 2-4
Power saws 5-100 0.9-30

The magnetic field of the device producing the lowest level could not be distinguished from
background (Bkg) levels.
SOURCE: EPA 1992

originated electromagnetic fields. A modest number of experiments with animals and
people indicate that these naturally occur fields can affect humans. In addition, ELF
electric and magnetic fields from the generation and distribution of electric power
exist commonly in nearly all human environments. Furthermore, the increased use
of electricity accompanying new technologies, such as the superconductive magnet,
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Fig. 1.15. An example of magnetic fields profile under double circuit transmission line. Mag-
netic fields 1 m above the ground level was calculated by Bio-Savart’s law and measured by
Gaussmeter. The magnetic field is a rotating field in a vertical plane at and near ground level.
The degree of the ellipticity depends on the distance from the center of transmission line as
shown. The values of voltage and current, number of conductors, are indicated. (Courtesy of
M.Yasui, Tokyo Electric Power Company.)

energy storage systems (SMES), magnetic levitation (MAGLEV) systems, etc. have
created many new sources of electromagnetic fields.

Thus, the possibility that biological effects might occur as a result of exposure
to ELF electric and magnetic fields has increasingly become a subject of concern. In
particular, the question of whether the electromagnetic fields in humankind’s envi-
ronment, both from natural and artificial sources, might cause previously unrecog-
nized adverse health and biological effects continues to be raised. It should be noted
that electrical power has been used widely for more than a century, with recogni-
tion of any significant adverse public health effects, other than well recognized and
carefully controlled danger of electrocution.
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Endpoints and Methodologies

Osamu Fujiwara, Jianqing Wang,
Masamichi Kato, Junji Miyakoshi

Several research topics and endpoints are studied in both ELF and RF bioeffects
research. This chapter describes the fundamental attributes and relationships of elec-
tric field, magnetic field, and electromagnetic wave. Then, the following sections
provide a brief background explanations of nomenclature and methods used during
performance of in vivo or in vitro experiments so as to aid understanding of the re-
views of the experimental results given in Parts II (ELF) and III (RF). In vivo, i.e.,
in life, research refers to experiments conducted with whole organisms, and in vitro,
i.e., in glass, research refers to experiments conducted with cells, tissues or isolated
organs in tissue culture.

2.1 Definition and Equations of Electric and Magnetic Fields

2.1.1 Electric field

An electric field is a region of space over which an electric charge exerts a force on
charged objects in its vicinity. The units of the electric field are Newton/Coulomb
(N/C) or Volt/Meter (V/m), both of which are equivalent. In a conductive material
current density, which is defined as an electric current flowing at a particular point
through a unit cross-section area of the material taken perpendicular to the current
flow at that point, is often used in place of the electric field. The unit of the current
density is Ampere/Squared-Meter (A/m?). Let E and J be the electric field and the
current density, respectively, in a conductive material such as a biological body we
have

J=0F (2.1)

where o is the conductivity in unit of Siemens/Meter (S/m) of material.

2.1.2 Magnetic field

A magnetic field is a region of space over which an electric force acts on mov-
ing charges. The units of the magnetic field are Newton/Weber (N/Wb) or Am-
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peter/Meter (A/m), both of which are equivalent. Magnetic flux density, being de-
fined as the amount of flux passing through a unit cross-section area, is often used in
place of the magnetic field. The unit of the magnetic flux density is Wb/m or Tesla
(T) which is equal to 10,000 Gauss (G). Let H and B be the magnetic field and the
magnetic flux density, we have

B =uH 2.2)

where y is the permeability in unit of Henry/Meter (H/m). In biological materials u
is equal to the free-space’s value, i.e., to = 4m x 1077 H/m.

2.1.3 Electromagnetic wave

Electromagnetic wave is a wave motion consisting of oscillating electric and mag-
netic fields. It is characterized by the wavelength A in meter (m), the frequency f in
Hertz (H), the photon energy U in Joule (J), and the absolute temperature 7 in Kelvin
(K). Among them the following relationships hold
c U hf

/l—f, U = hf, T—k—k (2.3)
where ¢ (= 3x 10% m/s) is the speed of light, & (= 6.626 x 10734 Js) is the Planck con-
stant, and k (= 1.381 x 1023 J/K) is the Boltzmann constant. With the increase of the
frequency or the decrease of the wavelength, the photon energy and the temperature
increase.

The spectrum is the distribution produced when the electromagnetic wave is de-
composed into various frequency components. Fig. 2.1 shows the spectrum of elec-
tromagnetic wave. An electromagnetic wave is usually divided into ionizing and non-
ionizing radiation. The former is the radiation when its frequency is higher than 3000
THz (1 THz = 10'?> Hz), and the latter is the radiation when its frequency is lower
than 3000 THz. This frequency corresponds to a wave with a wavelength of 100
nm (1 nm = 10~ m), a photon energy of 12.4 eV (1 eV = 1.60 x 107 J), and a
temperature of 143,666 °C.

The electromagnetic wave below 300 GHz (above 1 mm in wavelength) is usu-
ally called radio frequency (RF) wave. For RF wave the power density S in unit of
watt/squared-meter (W/m?) is often used in place of the electric or magnetic fields.
The power density is defined in the far-field region where the ratio of the electric
field E and the magnetic field H is equal to the free-space intrinsic impedance of &
(= 377Q). In that region, we have

1 1 E? 1

S=-E-H=-— = -¢H". 2.4
3 2% 250 (2.4

2.2 Endpoints and Methodologies for In vivo Research

Because it reflects the nature of bioelectromagnetics, studies relating to the nervous
system, are given the greatest emphasis. In addition to the nervous system, the body



2.2 Endpoints and Methodologies for In vivo Research 33

1m 1km Im 1mm Tpm lam Wavelength A
| | | ! | | | | | | | | | | | | |
‘} Electromagnehc wave Light
e
[ & | RE Tnfrared Vigible
I Microwave radiation | *] r?ﬁtla,lc-nl
1 I raviolet
ELF VLF LF | MF | BF |ypp|ups] sy |ear radiation
I | | | | I | \ | |
0.3Hz 30H:z 3kHe 300kH:  30bhH: 3GH: 300GH= Frequency
10+ W 1o 10w 10 104 104 02 100 102 Photon energy
] ] | ] | 1 | | ] ] | | | hET
. i 1 1 TiNg
E( Men-ienizing radiation rg:ﬂ:;fﬂ ((
| | | | | | | | | ) | | | I | | I
1012 10 -0 10 10 104 102 10e 102 104 T:mpera:u.'t
P

Planck constant, A=6.626x10™ [Ts] Boltzmann constant. 4=1.381x10" [JE]
Phaton energy: =124[eV) Body temperature. Ty =300 [E]

Fig. 2.1. The electromagnetic frequency spectrum. Energy can be described in terms of wave-
length or frequency (top portion); it also can be described in terms of photon energy or tem-
perature (bottom portion).

has two other great regulatory systems, the endocrine and the immune systems. Both
interact with each other and with the nervous system; this is especially true for the
endocrine system. Thus, these systems are described as well. Bioelectromagnetics
is more extensive than these topics, but covering all bioelectromagnetics research is
impossible, so the text in this chapter is focused on the most important parts.

2.2.1 Nervous system

The nervous system is the master regulatory system for the body. If it can cope suc-
cessfully with an environmental agent, the organism will be successful. If an envi-
ronmental agent degrades the performance of the nervous system, adverse effects are
likely to result. Thus, research in bioelectromagnetics has placed great emphasis on
the nervous system. The nervous system is the final common path for life or death.

2.2.1.1 Nervous system and behavior

Because the nervous system is so important, and because nervous system function is
basically electrical, many studies of electromagnetic fields have focused on the ner-
vous system. Because behavior is controlled by the nervous system, experiments us-
ing behavior as a dependent variable can provide information about nervous system
function. Some scientists call this behavioral toxicology. The approach has been used
frequently to study the effects of chemicals, drugs, and physical agents, and electro-
magnetic fields. Given the importance of behavioral studies in bioelectromagnetics,
the following section provides a basic overview of behavioral research methods.

2.2.1.1.1 Outline of behavioral science

Living creatures can survive only by coexisting with many diverse environmental
conditions. However, to do this, an individual must maintain relationships to interact
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with other creatures and with the environment. Behavior can be defined as the mutual
interaction of the individual and the surrounding environment. There are three main
variables which affect behavior: (1) genetically determined variables, such as eating,
locomotion, respiration, and the sexual drive; (2) variables developed from earlier
environmental conditions, such as emotion, learning, memory, and others; and (3)
variables relating to the present situation, like attention, perception, discrimination,
decision-making, etc.

In a simplified view, the cerebrum consists of the neocortex and the limbic sys-
tem. The cerebrum generates goal-directed behavior. In this process, the neocortex
tends to regulate the precise spatiotemporal communication with the environment
and the formal-intellectual and stereognostic activities. On the other hand, the lim-
bic system, the phylogenetically old cortex surrounding the lateral ventricle, is more
concerned with moods and incentives to action — that is, a motivational interactions
and emotions — and the process of learning and memory. The limbic system en-
dows the information derived from the internal and external worlds with its particular
significance, and thus determines their characteristic purposeful behavior (Schmidt
and Thews 1989). The limbic system consists of the hippocampus, parahipocampal
gyrus, cingulate gyrus and old elements of the olfactory brain.

Learning is the process by which we acquire knowledge about the world, while
memory is the process by which that knowledge is encoded, consolidated, stored,
and later retrieved. Many important behaviors are learned. Molecular mechanisms
of memory storage are highly conserved throughout evolution, and complex forms
of learning and memory depend on many of the same molecular mechanisms used
in the simplest forms. These molecular mechanisms contribute to our individuality
by changing the connectivity of neurons in our brain (Kandel et al. 2000). Memory
consolidation involves three processes (1) gene expression, (2) new protein synthesis,
and (3) growth or pruning of synaptic connections.

Spatial working memory involves the hippocampus. The hippocampus contains
a cognitive map of the spatial environment in which an animal moves (O’Keefe and
Dostrovsky 1971). The location of an animal in a particular space is encoded in
the firing pattern of individual pyramidal neurons, the very neurons that undergo
long-term potentiation (LTP) when their afferent pathways are stimulated electri-
cally. Long term potentiation is important for the formation and maintenance of place
fields, and defects in long term potentiation interfere with spatial memory.

Maguire et al. (1996) describe a positron emission tomography (PET) study de-
signed to investigate the regional cerebral blood flow changes associated with to-
pographical memory formation in humans, i.e. the formation of representations of
large-scale environments necessary for way-finding. Topographical learning of an ur-
ban environment, from viewing movies depicting navigation, was associated with ac-
tivation of the right parahippocampal gyrus and hippocampus, with activation also of
the left parahippocampal gyrus. In contrast, the encoding of non-navigation episodic
memory in a similar real world context was not associated with activity in the hip-
pocampus. These results shed light on the neural basis of the human representation
of large-scale space, pinpointing a particular role for the human hippocampus in
learning to find one’s way.
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Another aspect of memory was studied by Henke et al. (1999). Although the hip-
pocampus is recognized as a crucial brain area subserving human long-term mem-
ory, its specific functions in memory are controversial. By measuring the regional
cerebral blood flow by PET while healthy volunteers learned pairs of words with dif-
ferent learning strategies, the following functions were revealed; (1) the process of
semantically associating items significantly activates the hippocampal formation, (2)
associating originally unrelated items challenges the hippocampal formation more
than does deep, single-item encoding and novelty detection, and (3) this effect is
independent of the kind of stimulus material used.

One can infer functional changes in the brain by observing behavioral changes
(output) following application of stimuli with chemical and/or physical agents (in-
put). Behavioral changes include either inhibition or stimulation of normal behaviors,
and/or induction of abnormal pathological behaviors. Stereotypy, for example, is an
abnormal serial repetition of a behavior; it often occurs once a voluntary movement
has occurred. Stereotypy (or stereotypical behavior) is evoked following administra-
tion of various pharmacological agents, and in many instances it appears dopamine
is related to the development of stereotypy. Stereotypy which was evoked by ad-
ministration of @-amphetamine or apomorphine is inhibited following destruction of
bilateral neostriatum (Stolk and Rech 1970; Costall and Naylor 1973). From these
and many other studies, it is believed that pathways from substantia nigra to striatum
(i.e., the nigro-striatal, dopaminergic system in basal ganglia) play an important role
in the development of stereotypy.

Once behavioral change is confirmed, further research is required to determine
relevant neuronal system(s), including transmitter(s) and receptors. Altered behavior
can occur as a result of environmental changes, alterations in motor or motor capabil-
ity, disruption of motivation or memory, etc. Measurement of regional cerebral blood
flow (rCBF) has recently been employed in bioelectromagnetic research on various
topics, particularly on human subjects.

Several laboratories have used this approach, behavioral toxicology, to examine
whether magnetic field exposure at ELF or electromagnetic field exposure at RF
affects any brain function.

2.2.1.1.2 Activity and attention, learning and memory, and task performance

The most basic way to examine behavior is to measure the presence or absence, or
the amount and pattern of, activity. Most often, general locomotor behavior is deter-
mined, usually with automatic systems. A slightly more sophisticated approach is to
assess the ability of a subject to attend to stimuli in the environment and to respond
appropriately. In some cases, the ability of a subject to perform a previous learned
task, acquired prior to field exposure, is assessed during or after field exposure. This
is an examination of effects on task performance. However, in the study of electro-
magnetic field (EMF), effects of exposure on learning of — and memory for — a new
task have received the most attention.

In animal experiments, the memory system is considered to be composed of
two components: (1) reference memory (or long-term memory), which measures
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the transfer of information over trials, and (2) working memory, which is one form
of short-term memory, which refers to coping with intra-trial information (Olton,
1977). The term ‘working memory’ is defined differently in the area of clinical neu-
ropsychology (Baddeley 2000). Therefore, one must be cautious when evaluating
experiments on the topic of working memory.

2.2.1.1.3 Behavioral methodologies employed in bioelectromagnetics

Innate behavior, or genetically determined behavior, is a naturally emitted response
of a particular animal species. It is ‘hard-wired’, occurring automatically when the
appropriate environment occurs, rather than acquired, through some form of learn-
ing, by interacting with the environment. Rodents, such as mice, rats and hamsters,
and non-human primates often are used for studying the effects of EMF exposure.
Many kinds of motor activity — including grooming, locomotion, nest building, rear-
ing, scratching, and sniffing — are innate behaviors. Motor activities that occur indi-
vidually or in combination comprise an animal’s normal and spontaneous behavioral
repertoire.

For many years, two methods have been used to assess such behavior, both in
the laboratory and in the field. One is direct observation of individual and well de-
fined components of behavior; typically a variety of basic behavioral units are scored
over time by one or more observers. Typically the animals are in a naturalistic envi-
ronment. The second approach, involving automated techniques, quantifies behavior
with the help of mechanical or electronic devices designed to record certain behav-
ioral components, which typically are artificial behaviors learned in the laboratory.

Learned behaviors involve the strengthening of particular behavioral responses
by scheduled (delivered by an automatic rule) rewards, i.e., reinforcements. Two
paradigms traditionally have been used to characterize learned behavior: respondent,
and operant conditioning. Pavlov’s dogs are a famous example of respondent con-
ditioning. When a tone is repeatedly paired with food, the dog eventually learns, or
becomes conditioned, to salivate to the sound of the tone alone. This type of learning
is variously called respondent, classical, or Pavlovian conditioning. The response it-
self, e.g., salivation at sight of food, is unlearned; what is learned is the relationship
of the unconditioned response and the conditioned stimulus. Before repeated pairing
of the stimuli, dogs not salivate when they hear a buzzer.

Operant behavior operates on the environment to produce an effect, such as de-
livery of a food reward. When a reinforcer — something desirable to the animal, such
as food or water, or access to nesting material or the opposite sex — is delivered close
in time after an emitted behavior, the probability of a subsequent emission of the be-
havior will increase. If this occurs repeatedly, the probability that the behavior will
reoccur increases considerably; the animal has learned that if does X, a reward will
follow. This type of learning is called operant or instrumental conditioning. A large
variety of operant behaviors have been conditioned, including lever pressing, chain
and rope pulling, key pecking, and breaking a photocell beam with the nose. When
emitted at the appropriate time, which often is signaled by the presence of a cuing
stimulus, the operant response changes the animal’s environment by producing a re-
inforcer such as food or water (positive reinforcement), or absence of electric shock



2.2 Endpoints and Methodologies for In vivo Research 37

(negative reinforcement). A stimulus, often visual or auditory, used to signal that the
reinforcement contingency is in effect, is called a discriminative stimulus.

The temporal or numerical rule by which rewards are delivered for the desired
behavior sequence of stimuli is called a reinforcement schedule. For example, a fixed
interval (FI) refers to delivering a reinforcer for the first response that occurs after
fixed temporal interval; for example, on an FI10 sec schedule, the first barpress made
more than 10 seconds after the previous response produces a reward. Responses that
are “too soon” are not rewarded, meaning total number of responses does not matter.
A fixed ratio (FR) schedule refers to delivery of reinforcement after a fixed number
of responses is emitted. On an FR10, the reward occurs after 10 responses. The 10
responses can be made over a period of 2 seconds or 2 minutes; time does not matter.

A key point is that use of a given schedule produces a certain pattern of respond-
ing; these patterns are remarkably similar across species. If the pattern of responding
to a given schedule is altered, it means that some aspect of brain function has been
altered. Thus, operant behavioral approaches are used often to study the effects of
chemical, drugs and physical agents.

FI schedules can produce high rates of responding if the interval is small (e.g.,
FR 1 sec) or slow rates of responding if the interval is long (e.g., FR 1 min). FR
schedules produce rapid rates of responding. Variable interval (VI) and variable ratio
(VR) schedules produce more steady patterns of responses that are distributed around
the schedule parameter. On a VI 10 sec, for example, some response will occur 1 sec
apart and some will occur 30 sec apart, but most will occur at 9-11 second intervals.

For investigating a working memory task, the maze paradigm is commonly used
in animal studies, especially with rodents because running through tunnels is a part
of these animals normal behavioral repertoire. Although the T-maze and water-maze
devices differ, spatial learning in a Morris water-maze and reversal learning in a T-
maze both require a common memory component. In a T-maze, the subject learns
to run left (or right) to find food. This behavior is learned rapidly, e.g., in 10 trials,
or less. The location of the food can be reversed to the right side, meaning that the
subject must ‘unlearn’ the old behavior (this is relatively difficult) and learn a new
behavior.

In the Morris water-maze, which is regarded as a spatial reference memory task,
the subject swims in a tank of opaque water. Hidden just below the surface is a
platform on which the subject can rest. Visual cues placed in the device allow the
subject orient towards and locate the platform. Rats and mice also learn this task in a
small number of trials. Once again, the platform can be moved, forcing the subject to
extinguish the old response (swim towards back left corner) and learn a new response
(e.g., swim to front right center area).

Liu and Bilkey (1998) reported that perirhinal cortex contributes to storing in-
formation regarding the cue-platform relationship during Morris water-maze perfor-
mance and transfers this information to related structures. They carried out exper-
iments to compare initial acquisition in the Morris water-maze between rats with
bilaterally lesioned perirhinal cortex and sham-control rats. Creation of brain lesions
typically involves placing an electrode into a specific area of the brain and applying
an electrical current to destroy some brain tissue by heating. Because this procedure
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involves surgery, the control group receives a “sham” operation in which the proce-
dure is conducted, but the current is not applied. When the performance of sham-
and perirhinal cortex-lesioned rats was tested with variable memory delays inserted
between training and probe trials, lesioned rats displayed an increase in the rate of
forgetting for information made available during the training trial.

Besides mazes, shuttle boxes also are used to study learned behavior. Here the
learned response is locomotor, rather than manipulative. The paradigms are some-
what different in their details, but the general idea is to present a warning stimulus,
e.g., a light or a buzzer, a few seconds before an electrical shock is applied to the
floor grid. The subject soon learns to rapidly jump to the other side of the shuttle
box to escape (shock has started) or avoid (jumps before shock starts) the shock.
Measurement of response include response time, correct responses, and errors made.

The radial arm-maze is widely used for studying the effects of electromagnetic
field on learning and memory. This maze consists of a central start box and a set of
8—12 alleys (i.e., arms) extending outward from the center. A cup is located at the
end of each arm, and food is placed in some of these food cups. The test animal,
usually a rat, is allowed to explore the maze to acquire the food. They soon learn to
rapidly run to for example, arms 3, 6, 7, and 10, to get the food and to avoid the other
arms where food is not present. This mimics the natural foraging behavior of a rat.
An error is scored whenever the rat enters a wrong arm, or a given arm more than
once, within a prescribed time period.

2.2.1.2 Electroencephalogram

The electroencephalogram (EEG) is a recording of fluctuating electrical potentials
acquired from electrodes placed outside the intact skull and scalp. The waveforms
and amplitudes of this electrical activity vary from second to second. Its frequency
components cover 0-60 Hz, and the amplitudes are from several ¢V to about 200 uV.
Based on frequency analysis, the EEG is usually classified to four classic frequency
bands: & wave (04 Hz), 8 wave (4-8 Hz), @ wave (8—12 Hz), and S wave (13-60
Hz). Typically about 20 EEG electrodes (metal discs 8 mm in diameter, which are
filled with a conductive paste) are placed over the top and side of the scalp accord-
ing to an internationally standardized location scheme. Each electrode records the
total activity of a large number of neurons, say about 10° neurons, located near the
electrode.

Substantial fluctuation in the mass potentials can occur when a major fraction
of the neurons beneath an electrode is activated synchronously. Therefore, the EEG
reflects the mass potentials of neuronal activities beneath the recording electrodes.
Synaptic potentials of cortical pyramidal neurons also are considered to contribute
to the waveform. However, the most basic question - which nuclei’s or pathway’s
neuronal activities are reflected in the waveform? - is still unanswered, more than 70
years after Hans Berger (1929) first popularized the EEG. Thus the EEG is of limited
value as an analytical tool.

However, the EEG is used widely because of its advantages, which include the
fact that its noninvasive character makes long-term recording possible, with animal
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or human subjects. Furthermore, with modern computers, data collection and anal-
ysis is convenient and relatively inexpensive. The importance of the EEG has been
evaluated from empirical, experimental and statistical viewpoints, and the method
has been widely applied for diagnosis of epilepsy, determination of level of con-
sciousness and depth of anesthesia, study of sleep, development of childhood ner-
vous system, etc.

D’ Arsonval reported in1896 that a human could see ‘light’” when the head was
exposed to a strong magnetic field; he called this phenomenon a magnetophosphene.
Data from animal experiments indicates that this phenomenon is triggered by stim-
ulation of the retina (Lovsund et al. 1981). The retina is a part of brain, because it
develops from neural tissue.

Primarily for two reasons, it long has been assumed that the brain is suscepti-
ble to magnetic fields through the induction of electric fields or currents: the brain’s
function is inherently electrical, and it can be stimulated by strong magnetic fields.
However, the site of action and the mechanisms of action of magnetic fields on the
living body are not known. The intrinsic electrical activity of neurons and the oc-
currence of magnetophosphenes suggest that the nervous system is a good candidate
for the site of interaction. Therefore, one might be able to detect changes in EEG in
association with exposure to magnetic or electromagnetic field exposure. Based on
this assumption, several EEG studies have been performed.

The human EEG changes according to a circadian (24 h) rhythm of behavior in
response to the 24 h day-night cycle. Sleep states, lasting approximately 8 h during
the night, form the unconscious part of that cycle. A basic principle of sleep cycle
control in human is articulated in Borbely (2001): In the two-Process model, sleep-
wake state transitions result from the combined effects of circadian factors (process
C) and homeostatic factors (process S). During sleep, a third regulator, the ultradian,
REM-NREM oscillator comes into play (Pace-Schott and Hobson, 2002). (REM in-
dicates “rapid eye movement sleep” and NREM indicates “non rapid eye movement
sleep. Dreaming occurs, and bodily movement is suppressed during REM sleep.) The
90 min REM-NREM cycle of adult human sleep is an ultradian rhythm.

2.2.1.3 Evoked potentials

Several types of evoked potentials, electrical responses elicited by various kinds of
external or internal stimuli, can be recorded from the scalp. They are classified into
two groups. The first one is the potentials evoked from the relevant cortical area
following external sensory stimulation, such as visual or auditory; these are called
a sensory evoked potential (SEP). The other type of evoked potential is called the
event-related potential (ERP). For example, if a subject viewing a screen is asked
to press a button every time a given symbol appears, a specific pattern of potential
changes occurs with the event of recognizing the event of seeing the symbol. This
electrical response is different from a motor potential recorded in association with
movement of a subject’s hand or finger to push a button.
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2.2.1.3.1 Sensory-evoked potential

The SEP is the electrical activity recorded from the brain as it processes sensory
input. A visual evoked potential (VEP) is obtained when the EEG recorded from the
occipital region (over the visual cortex) is measured for about half a second following
a brief flash of light directed to the eyes. Because the response to a single flash is
small and buried in the ongoing - and therefore random with respect to the flash,
activity is computer-averaged for 1,000 to 3,000 repetitions. Through this process,
the regularly occurring aspects of the signal tend to ‘add up’ so they can be separated
from the varying, and thus self-canceling background parts of the signal. Other SEPs
can be obtained from the corresponding cortical areas by applying physiological
stimulation to auditory or somatic receptors or by applying electrical stimulation
to the peripheral sensory nerves.

An SEP is composed of several potentials that are designated according to the
polarity and latency of their peak voltages. Thus, Njg is a negative potential that
is maximum in amplitude, i.e., its peak, occurs with latency of 100 msec, and P3¢
is positive potential with a peak amplitude occurring with a latency of 300 msec.
Because the analysis of recorded waveforms has advanced greatly during the last
several decades, some information on the meaning of these peaks is available. For
example, the N o9 wave is evoked by nervous impulses traveling through the shortest
route from the periphery to the cortical area; the long-latency P is associated with
higher brain functions involving additional signal processing, such as decision mak-
ing. Inability to record the Ny potential indicates the shortest relay pathway from
the periphery is not functioning. In the visual system, for example, the short-latency
components reflect the brain’s electrical activity as the optic nerve and subcortically
located lateral geniculate nucleus relays the signal to the visual cortex; the long-
latency components reflect cortical receipt and processing, often involving some sort
of decision making, of the sensory input.

2.2.1.3.2 Event-related potential

ERPs reveal intracerebral information processing following sensory or other forms
of stimuli. The latency of ERP characteristically is long; it can be several hundred
milliseconds or a few seconds, depending on the situation being studied. The con-
tingent negative variation (CNV) is a slow negative shift after a warning stimulus
(S1) which prepares the subject to a second stimulus (S2). CNV has a widespread
anteroposterior and bilateral distribution over the scalp.

2.2.1.4 Neurotransmitters

Neurotransmitters can be classified into four major groups: (1) cholinergic, i.e.,
using acetylcholine, (2) amino acid, (3) monoamine and (4) peptides. Important
amino acid neurotransmitters are glutamate, gamma amino butyric acid (GABA), and
glycine. Monoamine neurotransmitters include dopamine, noradrenaline, adrenaline,
and serotonin; these often are referred to as adrenergic neurotransmitters. Some pep-
tides, e.g., substance P and opioid peptides, like enkephaline, that exist in the nervous
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system function as transmitters. The former three groups are sometimes called clas-
sical transmitter substances.

Upon arrival of an action potential to the nerve terminal, Ca** channels at the
terminal open and Ca?* flows into the terminal from outside; hence intracellular
calcium concentration [Ca®*]; increases. Increased [Ca”*]; induce exocytosis of the
transmitter substance. The released transmitter combines with the receptors located
on the surface of the postsynaptic membrane, as illustrated in Figs 1.2 and 1.3.

The binding of a transmitter to the receptor dissociates sometime during the
process of channel activity or the second-messenger action. Then the transmitter
molecule is removed from the synaptic cleft to terminate synaptic transmission. The
way in which a neuron disposes of transmitter to end the signal is critical to synaptic
transmission, because if a released transmitter persisted for a long period of time, the
next signal could not get through.

There are three mechanisms by which nervous tissue disposes of transmitter
substances: 1) diffusion, 2) enzymatic degradation, and 3) reuptake. By diffusion
some fraction of all chemical transmitters will be removed. Enzymatic degradation
of transmitter substance is used primarily by the cholinergic system, and the extracel-
lular enzyme involved is cholinesterase. There are many other enzymatic pathways
that degrade transmitter substance within both neurons and in non-neuronal tissues.
These enzymes can be important for controlling the concentration of the transmitter
within the neuron or in detoxifying transmitters that have escaped.

The slow rate of removal is another synaptic feature that distinguishes neuroac-
tive peptides from classical transmitters. Their relatively slow removal contributes to
the long duration of the action of the peptides and makes their metabolism seem more
akin to that of hormones. For example, the ultra-slow EPSPs evoked by luteinizing
hormone releasing hormone (LHRH) hormone can be recorded from certain neurons
in sympathetic ganglia for 10 min.

Reuptake of the transmitter substance from the synaptic cleft is probably the most
common mechanism used for inactivation. At nerve endings, there are high-affinity
uptake mechanisms for the released transmitter. Choline, for example, is taken up
specifically. Biogenic amines also are taken up into the presynaptic terminal by spe-
cific concentrating mechanisms.

2.2.1.5 Receptors for neurotransmitters

The cell membrane is composed of a lipid bilayer through which are folded intra-
membrane proteins (IMP) that function as ion channels, enzymes, and receptors.
Under electron microscopic observation, the distribution of IMP shows some regular
patterns.

Receptors are often classified as fast and slow. This distinction refers to the speed
of onset of the postsynaptic effect. The opening of ion channels is usually a rapid pro-
cess. Therefore, ionotropic receptors usually act rapidly - on the order of tens of mil-
liseconds. The effects of some receptors for small molecules and for most peptides
typically are slow in onset - hundreds of milliseconds to seconds, even though the
action mediated is a conductance change in the postsynaptic membrane. This group
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Table 2.1. Classification of Some of the Major Neurotransmitter Receptor Types

Transmitter Ionotropic Receptor Metabotropic Receptor

Acetylcholine nicotinic type Muscarinic type
neuron, muscle type MI1MS5

Glutamate AMPA, NMDA, Kianate | mGluR1mGIluR8

GABA GABAA GABAg

Glycine al-a3, 5

Dopamine D1D5

Noradrenaline

Adrenaline al, a2B1B83

Serotonin (SHT) 5HT; SHT,, SHT,, SHT,

Opioid U, 0, K

(enkephaline et al.)

Tachiquinin NKRI1, NKR3

(Substance P et al.)

contains all of the receptors that the recognition domain directly gates an ion chan-
nels. It includes nicotinic acetylcholine (ACh), gamma amino butyric acid (GABA),
glycine, AMPA, and the NMDA class of glutamate receptors. In contrast, receptors
that bring about biochemical changes in the postsynaptic cell typically are slow: this
might be expected, because the several molecular steps involved each take time. This
group includes (1) a- and B-adrenergic receptors, (2) serotonin, (3) dopamine, (4)
muscarinic ACh receptors, and (5) receptors for neuropeptides. In each member of
this group, the receptor molecule is coupled to its effector molecule by a guanosine
nucleotide-binding protein (G-protein).

Some transmitters such as ACh and GABA can couple with both ionotropic and
metabotropic receptors, and some other transmitters, like dopamine and glycine, ap-
pear to combine with either type of receptor (Table 2.1).

2.2.1.6 Opioid system

Opioids are transmitters, and three types of receptors have been identified (Table 2.1).
However, the present author deems it necessary to describe opioid system separately,
because EMF effects on opioid system are discussed frequently by several research
groups.

Ever since discovery of the opium poppy, it has been known that opiates, such as
morphine, are potent analgesic agents. This finding suggested that the brain contains
specific receptors for opiate. Three major classes of opioid receptors have been iden-
tified: y, & and k. These receptors originally were defined on the basis of their affinity
for binding agonists. Opiate alkaloids, such as morphine, are potent agonists at the
u receptor. The p-receptors are highly concentrated in areas which are important in
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the regulation of pain. Three major classes of endogenous opioid peptides that in-
teract with the opioid receptors have been identified: enkephalins, S-endorphine, and
dynorphins.

Opioid receptors also are located in regions of the nervous system other than
those mediating pain, and their high density in regions not associated with analge-
sia suggest that the endogenous opioids operate in a variety of physiological roles
in addition to pain modulation. For example, opioids in amygdala are involved in
emotional behavior and fear, and those in caudate or putamen play roles in motor
coordination.

2.2.2 Endocrine system

The classical definition of hormone is a chemical substance that is synthesized and
released from a specifically developed endocrine gland, conveyed throughout the
body in the blood stream, and acts on specific target organs with extremely small dose
to modulate the physiological functions of the target cells. However, recent studies
have revealed that some hormones, such as digestive hormones or hypothalamic hor-
mones, are released from tissues without specific endocrine structures. Noradrenaline
is released not only from the adrenal medulla, which is a classical endocrine gland,
but also from sympathetic nerve terminals, where it acts as a neurotransmitter. A
parahormone is released from diffuse endocrine cells that do not form a clear gland
structure, and act on nearby cells. This is called paracrine secretion.

Neuronal information originating from either the external or internal environ-
ments of an organism is processed via appropriate pathways and nuclei in the central
nervous system, and then necessary messages can be sent to the hypothalamus. From
there, there are two main routes by which the neuroendocrine control system can
manifest hormonal actions. The first is via the small neurosecretory cells in the tu-
ber cinereum and infundibulum of the hypothalamus, which excrete neurohormones
into the hypophyseal portal vein system and thereby modulate anterior pituitary hor-
mones. The anterior pituitary hormones control the hormonal actions of the thyroid,
adrenal cortex, etc.

The second route is via large neurosecretory cells in the supraoptic and paraven-
tricular nuclei which produce vasopressin and oxytocin, which are secreted from
their axon terminals into the posterior pituitary lobe from which the hormones are
released into the blood stream. Target cells that receive the hormones react, and their
functions are modulated, thus completing the long-chain reactions that were trig-
gered from the nerve impulses (Fig. 2.2).

In addition to these ‘classical’ routes, research on melatonin, which is secreted
from the pineal gland, has made considerable progress in the last three decades (see
below).

2.2.2.1 Pineal gland

The pineal gland synthesizes and secretes melatonin. Other tissues, such as brain,
retina, Harderian gland, and intestine also produce melatonin, although the amounts
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Fig. 2.2. When a hormone molecule arrives at a target cell, it initiates a series of steps that
produce specific cellular actions. Receptors are located on cell membrane, in cytoplasm, and
in the nucleus. When the receptor is an ionic-channel, the membrane potential of the cell
is changed by hormone binding. Receptors for peptide-type hormones and catecholamines,
which cannot penetrate the cell membrane, are located at the cell membrane. When these hor-
mones combine with their membrane receptors, they activate signal transduction pathways, a
long series of steps resulting in modulation of cellular functions. Lipid-soluble steroid hor-
mones can penetrate the cell membrane and combine with cytoplasmic receptors; these affect
nuclear receptors, causing DNA transcription, a process that eventually results in modulation
of protein synthesis. The new proteins change the functions of the cell itself, which can, in
turn, affect function of other cells (Kato 1999).

are insignificant compared with that produced from the pineal gland. Recently it was
reported that mouse and human bone marrow cells contain high concentration of
melatonin which was synthesized by the bone marrow cells and it was suggested that
melatonin may have intracellular and or paracrine functions (Tan et al. 1999, Conti
et al. 2000).

Phylogenetically, the pineal gland of fishes and amphibians possess visual func-
tions; hence, it sometimes is called a ‘third eye’. Reptiles and birds maintain function
as a light receptor in the pineal gland. However, in mammals the visual function is
lost, and the endocrine function is increased to synthesize and secrete melatonin.

Production of melatonin in the mammalian pineal gland is controlled by the
nervous system through a chain from the retina: 1) retinohypothalamic fibers that
synapse in the suprachiasmatic nuclei (SCN, which is the site of circadian clock)
of the hypothalamus, 2) projections from the SCN to the area of the paraventricular
nuclei (PVN), 3) long descending fibers from the PVN region that synapse on pregan-
glionic sympathetic cell bodies in the intermediolateral column of the thoracic spinal
cord, 4) axons of these neurons that leave the spinal cord to synapse neurons in the
superior cervical sympathetic ganglia, and 5) peripheral postganglionic sympathetic
neurons that terminate within the pineal gland (Fig. 2.3). In the pineal gland, the
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Fig. 2.3. The neural pathway that connects the eyes to the pineal gland in mammals, including
humans (Henshaw and Reiter 2005). See text for details.

postganglionic sympathetic fibers end in the vicinity of pinealocytes, the hormone-
producing cells. The postganglionic sympathetic neurons release a catecholamin-
ergic neurotransmitter (noradrenaline) primarily during darkness. Thus, melatonin
synthesis shows a clear circadian rhythm, occurring during the night.

The circadian thythm is generated by neurons in the SCN. The pineal gland is
a unique endocrine organ that is innervated directly by nerve fibers, as mentioned
above: thus, it functions to transduce visual nervous information into humoral hor-
monal information. It should be noted that postganglionic sympathetic fibers from
the superior cervical ganglia are not the sole source of pinealocyte enervation. The
pineal gland of different mammalian species, such as rodents, tree shrew, monkey,
and cow receive abundant pineal innervations from such brain portions as hypotha-
lamus, lateral geniculate nucleus, habenula and posterior commissure (Matsushima
et al. 1999, Kado et al. 1999, and Sakai et al. 2001).

Melatonin is synthesized from tryptophan through four enzymatic actions. The
key, i.e., rate-limiting, enzyme in this system is serotonin N-acetyltransferase, which
acetylates serotonin to N-acetyl serotonin. Thus, something that affects serotonin N-
acetyltransferase would affect the pineal gland’s melatonin output. There is general
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consensus that melatonin produced in pinealocytes is directly released into blood
stream without being stored inside the cell.

Recent extensive research has been revealing a variety of functions of melatonin
(Vollrath 2001). Several of the functions relevant to this book are briefly mentioned
below.

2.2.2.1.1 Measurement of melatonin

Melatonin production is measured by determining (1) content in the pineal gland
(pg/mg of gland), (2) concentration in blood (pg/ml), as the produced melatonin is
quickly released into the blood stream, (3) concentration of the melatonin metabolite,
6-sulfatoxymelatonin aMT6s or 6-OHMS) in urine (ng/ml), or (4) concentration of
melatonin in saliva. About 70-80% of the circulating melatonin is metabolized in the
liver, first to 6-hydroxymelatonin and then to 6-hydroxymelatonin sulfate followed
by excretion through the kidney (Young et al. 1985). The urinary measures correlate
highly significant (P < 0.0001) with plasma melatonin concentration (Graham et al.
1998). Rodents, humans, baboons, sheep, cows, and birds have been studied to assess
the effects of electric, magnetic or electric plus magnetic field exposure on melatonin
production.

2.2.2.1.2 Melatonin effects on the endocrine system

Melatonin has an inhibitory effect on the hypothalamo-pituitary-gonadal axis. Mela-
tonin inhibits release of LHRH from the hypothalamus as well as luteinizing hor-
mone (LH) and follicle-stimulating hormone (FSH) from the anterior pituitary and
thus controls ovarian functions in several species of animals. However, in humans
the endocrine system is relatively little affected by melatonin (Vollrath 2001).

2.2.2.1.3 Oncostatic action of melatonin

Nakatani et al. (1940) first demonstrated that an unidentified compound extracted
from the bovine pineal gland could inhibit the growth of cancer cells in culture.
Melatonin has been proven to be responsible for this effect, and subsequent reports
indicate that melatonin inhibits tumorigenesis in an apparently circadian dependent
manner (Shah et al. 1984). Furthermore, evidence from a number of clinical trials
suggests that melatonin might be an effective therapeutic agent (Panzer and Viljoen
1997, Hrushesky 2001).

2.2.2.1.4 Melatonin effects on immune function

Most of the hormones and neurotransmitter substances influence immune function
(Maestroni, 1993). Melatonin has been reported to have an immuno-regulatory action
(Maestroni and Conti 1990, Liebermann et al. 2001).

2.2.2.1.5 Analgesic action of melatonin

Melatonin exerts analgesic effects including snails and humans (Golombek et al.
1991, Ebadi et al. 1998). The activity of melatonin can be inhibited by the opiate an-
tagonist naloxone. Shavali et al. (2005) proposed that melatonin exerts its analgesic
actions by increasing the release of S-endorphin, an endogenous opioid.
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2.2.2.1.6 Other actions of melatonin

Other actions of melatonin, such as providing an effective aid for sleep (Wurtman
and Zhdanova 1995) and serving as a potent free radical scavenger have been re-
ported. However, the antioxidant effects require a concentration of melatonin that is
much higher than peak nighttime serum concentration. Thus, the antioxidant effects
of melatonin in humans probably occur at pharmacologic rather than physiologic
concentrations (Reiter et al. 1997).

Because melatonin has these multiple actions, the hypothesis that alteration of
melatonin secretion is a possible mechanism for some of the biological effects of
magnetic field exposure was proposed first by Stevens (1987).

2.2.2.1.7 Melatonin in humans

When discussing possible biological effects of electromagnetic field exposure, we
usually are concerned most about possible effects on humans. Therefore, the charac-
teristic features of human melatonin secretion are summarized below.

Among humans, who do show the basic circadian rhythm in melatonin concen-
tration in plasma, there are strong inter-individual differences in night-time mela-
tonin secretion (Fig. 2.4). However, within individuals the rhythm is rather constant.
About 5% of the general population is thought to not synthesize appreciable amounts
of melatonin (Langer et al. 1997).

Nighttime serum melatonin peak concentrations in humans change with growth
and aging. Waldhauser et al. (1988) measured melatonin levels in a large number
of human subjects of all ages. Melatonin levels are low, less than 50 pg/ml, during
the first 3 months of life. They begin to increase between 3 and 6 months of age.
The highest concentrations are found in children aged 1-3 years (329.5 + 42 pg/ml).
There is a rapid exponential decrease of approximately 80% from age 1-3 years to
age 15-20 years (62.5 + 9.0 pg/ml). Thereafter (20-90 years) there is an additional
moderate decline (Fig. 2.5). Humbert and Pevet (1994) presented morphological data
that the number of melatonin producing pinealocytes decreased during the process
of aging in Wistar rats.

Melatonin production is influenced by several other factors, such as alcohol con-
sumption (Ekman et al. 1993), gonadal cycle, season of the year (Bartsch et al. 1994)
and beta blockers, calcium channel blockers and some other kinds of drugs (Lam-
brozo et al. 1996).

Research on the action of melatonin relating to human health is still in an early
stage, and the many potential effects of this hormone might contribute to the diverse
reported effects of electromagnetic field exposure.

2.2.3 Immune system

The immune system is the natural defense mechanism of the body for large molecular
weight compounds, often other living organisms with complex protein structures.
Small molecules, typically chemicals, are handled by the liver, kidney and other
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Fig. 2.4. Humans show appreciable individual differences in their patterns of melatonin se-
cretion. The circadian rhythms of four adults are shown for 24-hour periods. Even in constant
laboratory conditions, there are large differences in the peak amplitudes of melatonin in blood
(Reiter 1997).

organs. The immune response is a reaction of the body which starts with recognition
of a foreign body (none-self), followed by a chain reaction intended to eventually
destroy and to expel the pathogen.

2.2.3.1 Acquired and innate immunity

The immune response is classified into two categories of reaction: (1) natural or non-
acquired immunity, and (2) adapted or acquired immunity. The biggest difference
between these two categories is that acquired immunity entails a specific reaction to
an individual type of antigen, and the “memory” of the antigen structure is stored
in the immune system. Only after an initial exposure can an acquired immunity re-
sponse be mounted. This happens, for example, with poison ivy. In a sense, this is
a learned response. With non-acquired immunity, the response is “innate”; the same
response can be mounted on first exposure or 100" exposure to the same antigen.
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Fig. 2.5. Gradual reduction in nighttime melatonin concentrations in the blood of humans
throughout life. Males and females exhibit a similar decline.(Reiter 1997)

Non-acquired immunity deals primarily with pathogens; acquired immunity deals
with a wide variety of agents and molecules.

2.2.3.2 Types of immune cells

Immune responses are carried out mostly by leukocytes. For natural immunity,
phagocytitic cells - such as monocytes, macrophages and neutrophiles - play impor-
tant roles. These cells bind with microbes; once “tagged”, they are destroyed. The
phagocytes “catch” various microbes, based on non-specific, primitive recognition
of the foreign bodies; hence, the phagocytes play the front-line role in the immune
defense system.

Another important class of leukocytes is lymphocytes; these cells recognize
pathogen microbes specifically and reveal various types of acquired immunity. Lym-
phocytes are classified first into T-lymphocytes and B-lymphocytes. (Each class is
further characterized by the complex patterns of cell surface markers they display).
The organs that play important roles for immune action, principally for manufac-
ture and storage of cells immune cells are bone marrow, thymus, lymph nodes, and
spleen.
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2.2.3.3 Immune modulators

There is a group of soluble factors (proteins) known as cytokines that acts as
information-transmitting-substances among cells involved in immune responses and/or
inflammatory responses. Inflammation is responses of the body to infectious mi-
crobes, antigen stimulation, or damage of normal cells and tissues. It is characterized
by an increased cellular infiltration, caused by increased local blood flow, and exuda-
tion of serum proteins, caused by increased permeability of capillary walls. Proteins
— such as antibodies, complements, and enzymes — infiltrate into the inflammatory
focus. Clinically, inflammation is characterized by redness, fever, swelling and pain.
Cytokines produced by a variety of cells are important regulators of immune func-
tion. Specific cytokines, such as the many interleukins, combine with specific re-
ceptors on cell surfaces to convey information quite efficiently with extremely small
doses, thereby intermediating or modulating immune function.

There are similarities in function between hormones and cytokines. However, cy-
tokines differ considerably from hormones in three ways: (1) Several different cells
produce the same kinds of cytokines, (2) a cell produces several kinds of cytokine,
and (3) each type of cytokine exerts a variety of functions. It is called an autocrine
phenomenon when a cell releases a chemical messenger and subsequently the orig-
inating cell is modulated by the common messenger. With cytokines, the cells are
activated by their own cytokines, following production of receptors for the cytokine
on the cell membrane. This produces a form of positive feedback to upregulate cy-
tokine production as an immune response to injury.

Various types of cytokines are known: for example, there are monokines (related
mainly to non-specific immunity), lymphokines (mainly to specific immunity), etc.
The interleukin family is very important for immunity, and by now more than 25
interleukins are known. (A few of them are described here.) Interleukin-1 (IL-1) —
a product of activated B lymphocytes, as well as numerous other cell types — exerts
a range of biological activities, including co-stimulation of T lymphocytes and en-
hancement of synthesis of other cytokines (e.g., IL-2) involved in growth stimulation
of T cells. IL.-2, originally described as T-cell growth factor, is produced primarily by
activated CD4* T lymphocytes, although some CD8* T cells and B cells can produce
small amounts as well. IL-2 plays a central role in the immune response: it (1) stim-
ulates the proliferation and differentiation of T lymphocytes, in both autocrine and
paracrine fashions, (2) increases the cytolytic activity of natural killer (NK) cells,
and (3) promotes the development of lymphokine-activated killer cells. Activation
of T lymphocytes is a pivotal event in the generation of immune responses to most
antigens, including tumor antigens (Szamel and Resch 1995).

NK cells are large granular lymphocytes phenotypically dissimilar to either T or
B lymphocytes. NK cells can non-specifically destroy a variety of target cells, includ-
ing parasites, virally infected cells, and certain tumor cells (Pross and Lotzova 1993,
Whiteside and Herberman 1994). T lymphocytes are mediator of cellular immunity,
and regulate immune response. B lymphocytes are mediators of humoral immunity
and produce antibodies.
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Any interference of magnetic field exposure with IL-1 or IL-2 production or func-
tion would have significant effects on the immune system. Based on this assumption,
attempts have been made in several laboratories to examine the effects of EMF expo-
sure on cytokine activity. These studies vary considerably, both in (1) field strength
and ELF exposure parameters (i.e., pulsed, sinusoidal, static, etc.) and in (2) out-
come.

2.2.4 Summary

The physiologic processes by which the body regulates both its internal environment
and its interactions with the external environment are exceedingly complex. The pri-
mary integrative systems are nervous, endocrine and immune, all of which interact.
For an environmental agent to adversely affect an organism, it must disrupt these
systems. Conversely, if an environmental agent has no discernable effect on these
systems, the exposure is likely to be safe. Research in bioelectromagnetics requires
the collaboration of experts familiar with a wide variety of biology and medicine.
Furthermore, as seen in Chapters 5-9, a wide variety of expertise in engineering and
mathematics also is required. And these experts form diverse disciplines apply their
wide variety of techniques to the study of bioelectromagnetics. This complexity rep-
resents a daunting challenge to both the “newcomer” and the “old hand” in this field
of endeavor.

2.3 Endpoints and Methodologies for In vitro Research

2.3.1 Cell growth

Cell growth is a basic cell process that can be measured easily using in vitro methods.
Furthermore, it is an integrative process: all cellular components and processes must
be working properly to maintain normal cell growth. Thus, it is a good screening
endpoint, for it will detect a wide variety of defects.

2.3.1.1 Basic characteristics of cell growth in vitro

Cultured cells in dishes usually grow exponentially, where the number of cells
reaches 2-fold, 4-fold, 8-fold, etc. over successive time intervals of equal lengths. Im-
mediately after cells are placed (“plated”) into culture dishes, the cells grow slowly
for several hours; this is called the lag phase. However, after that the cells enter into
the exponentially growing phase. Different cells have their own, cell-specific dou-
bling time. Growth continues until the cells in a dish reach a confluent state. Normal
cells grow in a monolayer, and the growth is arrested by cell-cell contact inhibition.
However, on the contrary, some cancer-derived cells grow without cell-cell contact
inhibition and grow even in a confluent state: thus, they pile up into multilayer. This
is called a focus. When cell growth rate is changed by internal or external factors, it
can be indicated as a change in the doubling time during the exponentially growing
phase (Miyakoshi et al. 1994).
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2.3.1.2 Cell cycle and DNA synthesis

The cell cycle is divided into four phases: (1) mitotic phase (M-phase), from the
beginning to the completion of a round of cell division; (2) gap 1 phase (G; phase),
after the completion of cell division and before the beginning of DNA synthesis; (3)
DNA synthesizing phase (S-phase), from the beginning to the completion of DNA
synthesis, and (4) gap 2 phase (G, phase), after the completion of DNA synthesis
and before resumption of cell division.

The duration of the cell cycle is specific to specific types of cell lines. However,
generally no important differences are found in M-phase and S-phase among various
cell lines. Therefore, it is considered that differences in the duration of the whole cell
cycle are dependent on differences in the G; and G, phases.

When cells are damaged by stimuli, i.e., external factors, repair of the damage
requires time; thus, the durations of normal cell-cycle phases often are changed. Usu-
ally, cell cycle progression is delayed (for example, prolonged G; phase), meaning
the cell-cycle distribution is changed. The cell-cycle distribution usually is deter-
mined (Nakahara et al. 2002) using with collected and fixed cells whose DNA has
been stained with propidium iodide.

During DNA synthesis (S-phase), the synthesis rate is almost constant in normal
cell growth for most types of cells. The DNA synthesis rate usually is determined
as the specific activity of the radioisotope tritium (*H)-labeled thymidine uptake
per unit time. As one of the four fundamental bases of DNA (adenine paired with
thymine, and guanine paired with cytosine), thymidine necessarily is used during
DNA synthesis, making it an appropriate marker. Also external stimuli or internal
factors occasionally change DNA synthesis rate with cell characteristics. Changes in
DNA synthesis rate depend on various synthesis-related enzymes, and damage repair
procedures are complex.

2.3.2 Genotoxicity

Damage to genes is called genotoxicity. Contemporary experimental methods for
assessment of genotoxicity emphasize four basic methods: chromosomal aberration,
DNA strand breaks, micronucleus (MN) formation, and mutation.

2.3.2.1 Chromosomal aberration

Chromosomal aberration is produced by DNA damage (and also by other factors) in
condensed chromosomes during the mitotic phase. For example, it is well known that
ionizing radiation breaks DNA strands of cells and thereby induces chromosomal
aberration. In cultured cells, chromosomal aberration can occur spontaneously, but
this is extremely infrequent.

To observe chromosomal aberration, cell division is arrested (stopped) using col-
cemid when chromosomes are condensed in metaphase of M-phase. Next, cells are
suspended in hypotonic solution and centrifuged; then they are placed into a solu-
tion for fixation. Finally, fixed cells are plated onto a glass microscope slide, stained
using Giemsa stain, and observed using a light microscope.
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Fig. 2.6. Picture of a sample result from a comet assay. DNA strand breaks were analyzed
using IDL Comet 6.0 (Adamnet; Tokyo, Japan). A = head center, B = tail center, C = head
top, D = head end, E = tail top, and F = tail end, as determined by image analysis software.
Three parameters are computed: (1) Tail length = F — E; (2) Tail percent = (Tail (F — E)
content/comet (F — C) content) x100; and (3) Tail moment = [Tail percent X (B — A)]/100. At
least 100 comets were analyzed from each of two replicate cultures, and this experiment was
repeated at least three times. (J. Miyakoshi, unpublished)

Various types of chromosomal aberration can be observed. Some are severe, such
as (1) chromosomal break, (2) ring, (3) dicentric chromosome, (4) large fragment,
(5) rearrangement, (6) loss, and (7) amplification. Other chromosomal aberrations,
like gap, are slight. However, it should be noted that, when an extremely important
gene is included in an aberration site, the severity of chromosomal aberration is not
consistent with the severity of the type of chromosomal aberration (Yaguchi et al.
2000).

In a dividing cell, the chromosomes are divided into two chromatids, each con-
sisting of one DNA molecule. Two major classes of chromatid damage are recog-
nized: chromatid-type aberration, and sister chromatid exchange (SCE). In a broad
sense, chromatid-type aberrations are included as a form of chromosomal aberration.

It is known that SCE occurs infrequently in normal cultured cells. However, it
also is well known that SCE and chromatid-type aberration are very frequently ob-
served in cells treated with mitomycin-C (MMC). However, it has not been con-
firmed whether or not SCE alone causes great damage to cells, and the severity of
the consequences of genetic damage depends on the genes that are involved with
SCE (Yaguchi et al. 1999).

2.3.2.2 DNA strand breaks

DNA strand breaks are an index to show whether or not DNA strands in cells are
directly broken by genotoxic agents. DNA strand breaks usually are examined using
the comet assay (Miyakoshi et al. 2000a: 2002). A brief explanation of the comet
assay follows:

(1) Cells treated with exposure to a magnetic field or to another external stimulus,
including chemical agents, are collected.
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CHO-K1 cell.

Fig. 2.7. A binucleated CHO-K1 cell which has no micronucleus (left), and a binucleated
CHO-K1 cell with a micronucleus (right). (J. Miyakoshi, unpublished)

(2) A sample of cell suspension is mixed with agarose and fixed on a glass micro-
scope slide.

(3) The slide is soaked in Lysis solution, and cells are melted.

(4) After electrophoresis under alkaline or neutral conditions, the slide is soaked in
70% - 80% ethanol to fix the cells. Am alkaline condition is used during elec-
trophoresis for analysis of single strand breaks; neutral conditions are used in
assessment of double strand breaks.

(5) The slide is dried in air and then stained using SYBR Green 1.

(6) Using a fluorescent microscope, the stained DNA is observed and photographed.
Images are analyzed using a data analysis program for the comet assay.

Figure 2.6. is a photograph of the result of a comet assay, with a summary of the
analysis procedure. Usually, three image analysis values — tail length, tail percent,
and tail moment — are compared with those of untreated controls to evaluate effects
on DNA strand breaks.

2.3.2.3 Micronucleus formation

MN formation frequently is used also as an index for genotoxicity evaluation. MN
is a phenomenon that occurs when DNA in a dividing cell is damaged. A part of the
DNA becomes isolated from the original nucleus (or the paired nuclei in a binucle-
ated cell that has not yet separated into two cells) and appears as a small, separate
nucleus (Koyama et al. 2003: 2004). A brief explanation of the MN analysis method
follows:

(1) After exposure to a magnetic field or treatment with a chemical agent, cells are
cultured in medium with cytochalasin B for 18-36 hours. (usually for 1.5-times
the doubling time) to arrest the cell-division cycle immediately after cell division,
when cells are binucleated.

(2) Cells are collected and centrifuged; then they are plated onto a glass microscope
slide and fixed with ethanol.
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Fig. 2.8. An outline of the method detecting mutation at the HPRT gene on X chromosomes.
(J. Miyakoshi, unpublished)

(3) Cells are stained using propidium iodide, and stained nuclei are observed with a
fluorescent microscope.

(4) At least 1,000 images of binucleate cells are examined per experiment, and the
numbers of cells including one, two, or three or more MNs are determined.

Figure 2.7. shows a cell with MN formation. Although MN formation very rarely
occurs spontaneously, it can occur. Therefore, MN formation is evaluated in both
untreated and treated groups, and an appropriate statistical method is used to evaluate
differences.

2.3.2.4 Mutation

Mutation, a change in the DNA base sequence, is a form of genotoxicity in cells
that cannot be confirmed in criteria of chromosomal aberration, DNA strand breaks,
or MN formation. Human cells have about thirty thousand genes; therefore, it is
impossible to examine for mutation in all genes. A gene is incredibly long with
thousands to millions of base pars, and it is impossible to check for alterations in this
entire sequence. The idea becomes not to search for some or all specific changes.
Rather, the strategy is to check the frequency of a specific mutation used as a marker.
If a chemical or physical agent increases the frequency of this mutation, it probably
increases the frequency of other mutations as well.
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Cells containing the normal HPRT gene cannot grow in a specific culture medium
lacking a certain substrate. However, when a certain mutation occurs with the HPRT
gene, the enzyme that produced by this gene shows abnormal status, and some of the
abnormal forms can grow in the deficient medium. Thus, by addition of a specific
agent, only cells producing the abnormal enzyme are capable of surviving and so
the mutant is detected (Miyakoshi et al. 1997: 1999). A summary of the mutation
analysis procedure using HPRT gene locus on the X chromosome follows:

(1) First, to exclude cells with spontaneous HPRT mutations, cells are cultured in
medium containing hypoxanthine-aminopterin-thymidine.

(2) After being transferred to a normal cell culture medium, the cells are exposed to
a magnetic field.

(3) After exposure, cells are cultured for a duration equivalent to 6- to 10-fold of the
doubling time; this is the mutation expression time.

(4) After that, cells are cultured in a medium containing 6-thioguanine, where only
cells with HPRT gene mutation can survive until colony formation occurs.

(5) Colonies are stained and counted to calculate mutation frequency.

Figure 2.8. shows the detection procedure for HPRT mutants. Mutation consists of
various types of mutation, including base change, deletion, frame shift, etc. It also
is known that there are gene sites exist where mutation occurs relatively frequently
extremely. (These locations can be called “hot spots™.)

2.3.3 Gene expression

Gene expression is the process by which a DNA base sequence (exactly speaking,
the exon portion of the gene) is interpreted. Messenger RNA (mRNA) specific to this
gene is produced in the cell nucleus and travels outside the nucleus to the cytoplasm.
Then the gene-product, i.e., the protein, is produced as a polypeptide chain assembled
from the mRNA template.

As the endpoint for evaluation of gene expression, the existence/absence of gene
expression is examined using either mRNA or the production of a protein that is
derived from a specific gene. (Usually the latter approach is used.) Contemporary
analysis procedures for protein expression are given by Miyakoshi et al. (2000b,
2005), Tian et al. (2002) and Hirose et al. (2003).

Various “kits” have been developed so that researchers easily can carry out many
kinds of cellular and molecular biology procedures, including assessment of gene ex-
pression. The Western blot procedure, which generally is used in protein expression
analysis, is summarized below:

(1) Cells are exposed to a magnetic field, heated, or treated with chemical agents.

(2) Immediately after treatment, or after an appropriate expression time (depending
on cell lines being used, treatment administered, and protein to be measured),
cells are collected using trypsin treatment and the scratching method.

(3) Collected cells can be stored at —80°C until the next step is performed.
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(4) Cells are treated with a surfactant to isolate protein; then protein density and
volume are determined.

(5) A certain of protein, including 20~30 ug of protein, is applied to gel for the West-
ern blot procedure to isolate protein by molecular weight with electrophoresis.

(6) Isolated protein in gel is transferred onto the membrane.

(7) The protein-transcribed membrane and antibody specific to the gene to be ana-
lyzed are mixed (and shaken slowly) to bind protein with antibody.

(8) Using a coloring reagent, protein production volume is estimated based on the
volume of the colored part.

(9) Protein expression volume is estimated using image analysis software.

Figure 2.9. shows examples of Western blots. In this case, heat shock protein (HSP
70) and B-actin were assayed. It is extremely important to select an appropriate anti-
body.

Sham 39°C 40°C 41°C 42°C

HSP70

B-actin o W WS RS SEGESgEr

Fig. 2.9. Expression of HSP70 by Western blot in A172 cells after exposure to hyperthermia
at 39°C, 40°C, 41°C or 42°C for 3h. The amount of HSP70 is increased by hyperthermia. (J.
Miyakoshi, unpublished)

2.3.4 Transformation

Transformation means cell transformation, i.e., characteristics of normal cells are
changed and the cells become malignant. Transformed cells are called transfor-
mant; transformants are cells whose characteristics are changed morphologically,
even though they are in a normal culture condition. For example, transformed cells
lose the contact inhibition control system.

In cells with high-grade malignancy, cells accumulate in multiple layers and
rise to form a colony; generally this is called a focus. Transformation is classified
(graded) into Types I, II, and III, covering the range from slight to serious malig-
nancy. Type-II and III cells are defined as neoplastic transformant (Miyakoshi et al.
2000c). In culturing cells successively, it has been confirmed that a transformant ap-
pears naturally at an extremely low rate, even when no external treatment is given.

2.3.5 Summary

This chapter provides a brief, general summary of in vitro methods that should be
helpful for engineers and for scientists from disciplines other than cell or molecular
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biology. The organization here is parallel to that used in Chapter 5, where results of
in vitro studies on magnetic field bioeffects are described.
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Experimental Results: In vivo

Masamichi Kato

3.1 Behavioral Science Research

3.1.1 Experiments with rodents

Many neural systems are involved, anatomically and functionally, in learning and
memory. Among them, central cholinergic systems have been studied extensively for
their role in memory. In rodents, it is well documented that a decrease in cholinergic
activity in the brain causes performance deficits in a radial arm-maze, which is used
as a spatial memory test for rodents (Levine 1988).

Lai (1996) investigated effects of 750 uT, 60 Hz magnetic field exposure for 45
minutes immediately before each training session in a 12 arm radial-maze. Over a se-
ries of 10 consecutive sessions, the exposed rats made more errors than did the sham-
exposed group. Pretreatment with the cholinergic agonist physostigmine blocked the
adverse effect, suggesting that the spatial learning deficit was caused by the effects
of the ELF magnetic field upon cholinergic systems. More recently, Lai et al. (1998)
showed poorer learning of rats in a Morris water maze with 60 Hz magnetic fields of
0.75 mT or 1.0 mT applied before training sessions.

Sienkiewicz et al. (1998a) investigated the effects of exposure to a 50 Hz, vertical,
sinusoidal magnetic field at 750 uT for 45 min on performance of C57BL/6J mice in
an eight arm radial-maze. Experimental subjects were exposed immediately before
daily testing sessions. Exposure reduced the rate of acquisition of the task, but it did
not affect overall accuracy. These results support those of Lai (1996), suggesting that
initial stages of learning are more susceptible to disruption by ELF magnetic field
exposure.

Sienkiewicz et al. (1998b) performed another series of experiments with mice to
study the effects of magnetic fields on spatial learning of mice in an eight-arm radial
maze. In the first experiment, they investigated the relationship between changes in
behavior and flux density, seeking a dose-response relation. The second experiment
examined the effects of the introduction of a delay between exposure and testing.
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The third experiment tested if repeated, short-term magnetic field exposure exerted
any effect on the retention and performance of the task. Exposure above a thresh-
old, of between 7.5 uT and 75 uT, increased the number of errors and reduced the
rate of acquisition of the task without any effect on overall accuracy. However, the
imposition of a 45-min delay between exposure at 750 T and behavioral testing
resulted in the elimination of any deficit. Similarly, exposure to fields between 7.5
and 750 uT for 45 min each day for 4 days after training had no amnesic effects on
the retention and subsequent performance of the task. Overall, these results provide
additional evidence that 50 Hz magnetic fields can cause subtle changes in the pro-
cessing of spatial information in mice. Sienkiewicz et al. (1996) saw no effect of 15
to 45 min exposures when the exposure was applied during task performance, rather
than previous to training sessions.

Collectively, these investigations raise the possibility of an interaction between
intensity and duration of the exposure, and also the importance of timing of the
exposure. This last point suggests that the interfering mechanisms might be chemical,
rather than due to direct induced current or electric field.

Kavaliers et al. (1996) reported that exposure to 100 uT, 60 Hz magnetic field
for 5 min during task acquisition in a Morris water-maze significantly improved
performance of female mice, eliminating the sex difference in acquisition by deer
mice. Males perform this task better than do females. Enhancement of enkephalin
activity with an enkephalinase inhibitor significantly reduced task performance by
male mice. Both naltrexone treatment and exposure to a 60 Hz magnetic field at-
tenuated the enkephalin-mediated reduction of spatial performance. These findings
indicate that brief exposure to 60 Hz magnetic fields can enhance water maze task
acquisition by female deer mice and suggest that these facilitatory effects on spatial
performance involve alterations in opioid activity (see 2. 2.1.1.4.) Although these
results (enhancement) are opposite in direction to those of Lai et al. (degradation),
both groups found behavioral effects following ELF magnetic field exposure.

3.1.2 Experiments with non-human primates

Rogers et al. completed an extensive series of behavioral studies designed to assess
the effects of electric, or electric and magnetic field, exposure on the behavior of a
nonhuman primate, the baboon (Papio cynocephalus). The exposure facility design
and data on its function during experiments are provided in Rogers et al. (1995¢). Be-
cause animals can detect electric fields, experiments involving exposure to a strong
electric field can alter behavior, either through (1) an indirect effect mediated by per-
ception of the field, especially if the exposure is aversive, or (2) by a direct effect on
the function of the nervous system. Thus, Orr et al. (1995a) used behavioral meth-
ods to assess the electric field detection threshold for baboons, finding it averaged
which is close to the human threshold value of 10 kV/m (Kato et al. 1986: 1989).
The baboons pressed buttons to earn food rewards for correct responses indicating
presence or absence of an electric field. Rogers et al. (1995a) demonstrated that elec-
tric field exposure, at field strengths up to 66 kV/m, was not aversive for baboons;
the subjects would not respond to end electric exposure. Then the authors examined
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the effects of exposure to vertical electric fields (30 or 60 kV/m, 60 Hz) on operant
behavior (Rogers et al. 1995b). Baboons were trained to respond on either a fixed
ratio 30 (FR30) schedule of reinforcement when a red lamp was on or to differen-
tial reinforcement of low rate 20 sec (DRL 20) schedule when a green light was on;
the two tasks alternated for 15 min periods. The subjects were assigned randomly
to field-exposed and sham-exposed groups and studied using a design including (1)
pre-exposure, (2) exposure and (3) post-exposure periods, each 6 wks in duration. On
the first day of exposure, the field-exposed baboons showed ‘work stoppage’ on both
schedules. After the first day, operant behavior was normal, leading the authors to
conclude that the work stoppage was merely the result of initial exposure to a novel
stimulus.

Next, Orr et al. (1995b) exposed baboons to a vertical, 6 kV/m electric field
(60 Hz) along with a horizontal 50 4T magnetic field (60 Hz). On the first day of
exposure, operant responding was not affected, as suggested by the electric field
“perception” hypothesis. In these experiments, the baboons were trained to perform
a match-to-sample task; this more demanding task assessed several cognitive func-
tions, including short-term memory. In the final operant experiment, baboons were
exposed to 30 kV/m and 100 uT. No work stoppage occurred, suggesting that the
magnetic field exposure blocked the normal response to exposure to a clearly per-
ceptible electric field. In all of these match-to-sample experiments, no adverse ef-
fects on task performance were detected. The same research group also studied the
social behavior of groups of eight, young-adult, male baboons. Rates of performance
by subjects randomly assigned to field-exposed or sham-exposed groups were com-
pared during 6-week pre-exposure, exposure, and post-exposure periods. Temporary
increases of some social behaviors, (passive affinity, tension and stereotypy) occurred
with initial exposure to 30 or 60 kV/m (Coelho et al. 1991, Easley et al. 1991). How-
ever, adding a 50 ¢T magnetic field to 6 kV/m or adding 100 uT to 30 kV/m annulled
the increased social behavior (Coelho et al. 1995). The authors again suggested that
magnetic fields can inhibit the excitatory effects caused by exposure to perceptive
electric fields.

Although the authors do not specifically mention any specific part of nervous
system involved in the brain, it is conceivable those systems relevant to the above
mentioned behavioral changes are influenced by electric and magnetic fields, contra-
dictory each other.

3.1.3 Experiments with humans

Preece et al. (1998) examined the effect of 50 Hz, 600 uT horizontal, linearly po-
larized magnetic field exposure on cognitive function of 16 subjects. A randomized,
three-way, cross-over design was used, and a computerized battery of cognitive func-
tion tests was completed in the presence and absence of the ELF magnetic field.
Analysis indicated temporary declines in the accuracy of attentional task, choice re-
action time (RT) and a recall tests (numerical working memory sensitivity index). In
addition, the delayed work recall accuracy showed a temporary deterioration.
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Trimmel and Schweiger (1998) investigated the effects of exposure to a 50 Hz,
1000 uT magnetic field on visual attention, speed and accuracy of perception, and
verbal memory of 66 human volunteers. The double-blind investigation used three
exposure conditions: (1) magnetic field with auditory noise of 45 dB, (2) noise of
45 dB, and (3) a control condition without magnetic field or noise. Attention and
perception performance were reduced in the magnetic field plus noise condition.
There also was a ‘trend’ (P < 0.1) towards reduction in memory performance. Then
the authors separated the subjects into a ‘sensitive’ group - those that claimed to react
exceptionally to electromagnetic field exposure - and an ‘insensitive’ group, there
were clear performance deficits in the subjects rating themselves as ‘sensitive’ to
electromagnetic field. No effects were found in ‘insensitive’ group. Also, there were
no inter-group differences in the noise condition. In this study, because the magnetic
field was applied with noise, it is possible that the effects were due to interaction
effects or accumulative effects of magnetic field and noise. Strictly speaking, without
an exposure to magnetic field alone, it is impossible to attribute, without ambiguity,
these results to exposure to ELF magnetic fields.

Podd et al. (2002) investigated both the direct and delayed effects of 50 Hz, 100
uT magnetic field on human performance. Eighty subjects completed a visual dura-
tion discrimination task: half were exposed to the ELF field, and the other half were
sham exposed. The delayed effects of exposure also were examined in a recogni-
tion memory task that immediately followed completion of the discrimination task.
No effect was observed on RT and accuracy in the visual discrimination task. How-
ever, the field had a delayed effect on memory, producing a decrement in recognition
accuracy.

3.1.4 Summary

Although the behavioral changes observed generally are subtle, the above mentioned
studies on rodents, baboons, and humans, do indicate that some cognitive functions
are influenced acutely by ELF magnetic field exposure.

3.2 Central Nervous System

3.2.1 Neurophysiology and clinical neurology

Since magnetic stimulation technique was introduced to the study of brain function,
technical improvements have been made. Recently the repetitive transcranial mag-
netic stimulation (rTMS) technique has been widely used in neurophysiology and
clinical neurology as a tool not only for functional cortical mapping of the motor
system (Ueno et al. 1988, 1990) but also for studying other brain functions. Although
little is known about their mechanisms of action, the list of physiological effects ob-
tained by rTMS has been accumulating (Petersen et al. 2003), and the method has
become established in clinical practice (Daeuper et al. 2002). From the beginning
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of work with this technique, muscular twitching has been observed and electromyo-
gram (EMG) activity has been recorded from appropriate muscle(s) following human
motor cortex stimulation; these effects have been reported by many laboratories from
around the world.

TMS has provided the first real evidence that direct, monosynaptic connections
from the motor cortex to spinal motoneurons exist in humans (Petersen et al. 2003).
In particular, the tibialis anterior muscle appears to receive a significant a monosy-
naptic corticospinal drive, just as do muscles in the hand. The reason for this may
be the importance of this muscle in controlling the foot trajectory in the swing phase
of walking. TMS is powerful technique in the analysis of motor control in human
subjects. Another positive effect has been observed by TMS applied over the visual
cortex. Amassian et al. (1989: 1994) investigated the effect of stimulation of human
occipital cortex on perception alphabetical characters. When the interval between
visual stimulus and TMS was less than 40-60 msec, or more than 120-140 msec,
letters were correctly reported. However, at intervals of 80-100 msec, either a blur
or nothing was seen. This phenomenon was studied further by Kastner et al. (1998),
who reported that “transient visual field defects” and phosphenes were induced in
normal volunteers by TMS applied above the inion on the midline.

For several other areas of cerebral cortex, effects also have been observed when
TMS was applied over a relevant cortical area in combination with performance of
appropriate task(s), either physiological or psychological. Some of the recent clinical
work is described below.

Pascual-Leone et al. (1994a) studied the effects of TMS of the motor cortex on
simple RT in 10 patients with Parkinson’s disease compared with 10 age-matched,
normal controls. The subjects flexed their right elbow rapidly in response to a visual
“go” signal, and RT was measured as the interval to the onset of biceps EMG ac-
tivity. On random trials, TMS was applied to the left motor cortex at varying delays
after the go signal. In trials without TMS, the RT was 15% longer in the patients.
However, in the trials with subthreshold TMS, patients and controls did not differ
in RT. Pascual-Leone et al. (1994b) further studied the effects of rTMS of the mo-
tor cortex on choice RT, movement time, and error rate in a serial RT task in six
medicated patients with Parkinson’s disease and 10 age-matched, normal controls.
In normal subjects, subthreshold, 5-Hz TMS did not significantly change choice RT,
but it did shorten slightly movement time and increase error rate. In the patients,
TMS significantly shortened choice RT and movement time without affecting error
rate. These effects did not impair procedural learning. Performance on a peg-board
test was improved by rTMS in the same Parkinsonian patients, especially when they
were “off” medication, but worsened in the normal subjects. The authors indicate
that repetitive, subthreshold motor cortex stimulation can improve performance in
patients with Parkinson’s disease and could be useful therapeutically.

Lesion studies and neuroimaging investigations suggest that left prefrontal lobe
dysfunction is pathophysiologically linked to depression (George et al. 1994). It has
been demonstrated recently that rTMS can affect mood in both normal and depressed
patients. Focal stimulation over the left prefrontal cortex induced a transient feeling
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of sadness, while right prefrontal cortex stimulation caused a sense of happiness
(Pascual-Leone et al. 1996a).

Pascual-Leone et al. (1996b) reported on the effects of focal rTMS on frequency
of symptoms of depression in 17 patients with medication-resistant depression. TMS
was applied with a figure-8-shaped coil that produced focused stimulation. Left dor-
solateral prefrontal cortex was stimulated over 5 consecutive days; each day 20 trains,
10 sec in duration at 10 Hz, were given at an intensity of 90% of the patient’s mo-
tor threshold. Sham rTMS and stimulation of different cortical areas were used as
controls. The study was designed as a multiple cross-over, randomized, placebo-
controlled trial. Left dorsolateral prefrontal cortex rTMS resulted in decreased score
on both the administered Hamilton Depression Rating Scale (from 25.2 to 13.8)
and the self-rated Beck Questionnaire (from 47.9 to 25.7). Eleven of the 17 patients
showed pronounced improvement that lasted for about 2 weeks after 5 days of daily
rTMS sessions. These findings indicate a possible role of the dorsolateral prefrontal
cortex in depression.

Loo et al. (1999) investigated efficacy of rTMS for treating resistant major de-
pression in a double-blind study. Eighteen medication-resistant subjects were ran-
domly assigned to 2 weeks of real or sham rTMS. Stage of depression was estimated
by using the Montgomery-Asberg Depression Rating Scale, the Hamilton Depres-
sion Scale, and the CORE Scale. TMS was administered with a figure-8-shaped
coil (70-mm diameter in each loop) applied to the left dorsolateral prefrontal cor-
tex. A 10 Hz signal with a strength of 110% of the motor threshold was applied,
using 30 trains of 5 seconds each delivered 30 seconds apart. The coil was tangen-
tial to the scalp for real treatment and at 45° for sham treatment (which delivered
“a much weaker stimulus” instead of zero value for the usual sham control). After
2 weeks, the medication-resistant patients showed improvement on all three depres-
sion scales. However, there were no differences between the groups receiving real
and sham treatment. This investigation is a little hard to evaluate with respect to
the effects of magnetic stimulation, because in the sham group, the weak stimulus
applied might have been effective. Further, placebo effects are sometimes strong in
dealing with depression.

A test of human motor cortex excitability was recently devised by Tokimura et
al. (2000). The test is based on coupling TMS with peripheral nerve stimulation.
EMG responses evoked in a finger muscle after TMS over the appropriate motor
cortex can be suppressed by electrical stimulation of the median nerve, if the time
between the conditioning stimulation of the nerve and application of test TMS over
the motor cortex is 2 to 8 msec longer than the time needed by the peripheral afferent
nerve input to reach the cortex. This effect, named short latency afferent inhibition of
the motor cortex, is produced by interaction within the cerebral cortex. Because the
effect is reduced or abolished by intravenous injection of the muscarinic antagonist
scopolamine, it is thought this test could be a noninvasive way of testing cholinergic
activity in the human cerebral cortex (Di Lazzaro et al. 2002). The pathogenesis
of Alzheimer’s disease appears to involve several different mechanisms, the most
consistent of which is a deficit in cholinergic activity (Coyle et al. 1983). Di Lazzaro
et al. (2002) used short latency afferent inhibition to assess cholinergic transmission
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in the cerebral cortex of 15 patients with Alzheimer’s disease and 12 age-matched
healthy adults. The afferent inhibition was reduced to 86% in the patients, compared
with reduction of 45% with the controls. The findings suggest that this method can
be used as a non-invasive test of cholinergic pathway in Alzheimer’s disease.

3.2.2 Neurotransmitters
3.2.2.1 Magnetic field exposure and transmitter release

Because classical transmitters are removed quickly from the synaptic cleft, as is men-
tioned in Chapter 2, no method is available to directly and instantly measure in vivo
the amount of transmitter released from a nerve terminal. Therefore, only a very few
studies, which have used ex vivo or in vitro approaches, have been reported possible
effects of magnetic field exposure on transmitter release.

Dixey and Rein (1982) used PC12 cells, which were derived from a trans-
plantable rat pheochromocytoma, to examine the effects of magnetic field exposure
on transmitter release. PC12 cells synthesize, store, and release dopamine, nora-
drenalin and acetylcholine (ACh). Magnetic field exposure was pulsed at 500 Hz,
using either 160 or 850 uT, for 15 minutes. During the exposure period, *H-NA re-
lease was elevated by 28%, as compared to the control value.

Rosen (1992) studied the effects of a static magnetic field on the frequency of
miniature end-plate potentials (MEPPs) recorded from a rat phrenic nerve and di-
aphragm preparation. MEPPs, which are spontaneously occurring, small (about 0. 5
mV) depolarizing potentials recorded from the post-synaptic membrane of the end-
plate region of skeletal muscle, are thought to reflect random quantum release of
ACh from the synaptic vesicles of the nerve terminal. In the presence of a 120 mT
field, statistically significant changes in MEPP were observed. There was a modest
increase in frequency of MEPPs at temperatures at and below 34°C, and a prominent
decrease in frequency of MEPPs at temperatures above 35°C. This temperature-
dependent phenomenon was not seen in the absence of Ca®* in the perfusate. The
author interpreted these results as an example of the phase transition temperature
where the diamagnetic anisotropy of the presynaptic membrane is sufficient to in-
fluence neurotransmitter release by altering the function of the transmembrane Ca*
transfer mechanism. Although not mentioned, the author probably avoided ac mag-
netic field exposure due to technical difficulty of recording MEPPs under ac magnetic
field. Strong induction of ac fields into the recording system is a common difficulty.

These two studies suggest that the transmitter release is affected by magnetic
field exposure in vitro in the first study and ex vivo in the second study.

3.2.2.2 Magnetic field exposure and transmitter receptors

Several papers have been published dealing with the effects of magnetic field ex-
posure on various types of receptors in brain. It is noted here that all the receptors
to which any effects of magnetic field exposure have been recognized are classified
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as metabotropic type (see Table 2.1). The one exception is reported involving an
NMDA-class glutamate receptor (Kole et al. 1999).

Lai et al. (1993) found that Sprague-Dawley rats exposed to 60 Hz, 0.75 or 2.0
mT horizontal, magnetic field for 45 minutes had decreased cholinergic activity in
the frontal cortex and hippocampus - in an apparent dose-dependent manner - as
measured by sodium-dependent, high-affinity choline uptake (Fig. 3.1). The author
further investigated whether these magnetic-field-induced decreases were mediated
by endogenous opioids present inside the brain. The effect was blocked by treating
the animals before magnetic field exposure with the centrally acting opiate antag-
onist naltrexone, whereas treatment with the peripheral opiate antagonist naloxone
methiodide was ineffective.

In a subsequent experiment Lai and Carino (1998) studied the involvement of
opiate receptor subtypes, finding that both u- and §-opiate receptors in the brain are
involved in the magnetic field-induced decreases in cholinergic activity in the frontal
cortex and hippocampus. The authors indicate that magnetic fields activate endoge-
nous opioids in the brain, which in turn causes a decrease in cholinergic activity,
although it is not known how magnetic field exposure affects the endogenous opioid
system. It is well known that endogenous opioids modulate the activity of choliner-
gic systems in the brain. Lai and Carino (1999) investigated the effects of different
exposure intensities and durations on cholinergic activity in the frontal cortex and
hippocampus of the rat. When the rats were exposed for 60 min at 0.5, 1.0, 1.5, or
2.0 mT, a significant decrease was observed only after exposure to 2.0 mT. When
the exposure was for 30, 45, 60 or 90 min at 1.0 mT, a decrease (P < 0.01) was
found only after 90 min exposure. In a further experiment, when the exposure dura-
tion was extended to 3 hours at 0.05, 0.5, or 1.0 mT, a significant decrease (P < 0.05
or P < 0.01) was observed after exposure to all three magnetic flux density. These
results indicate that the intensity and duration of exposure interact.

Several investigators have searched for biological data to support the clinical
findings described in section 3.2.1., focusing on animal studies of neurotransmitters
and receptors in various regions of the brain. Kole et al. (1999) reported that a single
TMS of 120 A/usec for 3 sec at 20 Hz caused specific and substantial increase of
5HT A (serotonin, SHT) receptors in the frontal cortex (layers 5-6), cingulate cortex
(layers 1-3), and anterior olfactory nucleus along with increased NMDA receptors
in the hippocampal CA1, CA3, and dentate gyrus 24 hours after stimulation of rat
brain. As no change in 5SHT uptake was found in either the dorsal raphe region or the
rest of the brain, the authors claim non-specific effects of the experimental procedure
on 5HT uptake sites were absent.

Ben-Shachar et al. (1999) investigated the effects of rTMS on brain monoamine
levels and their receptors of Sprague-Dawley rats. Daily treatments consisting of
52 stimuli were applied to the head at 15 Hz for 3.5 sec at 2 Hz for 10 days.
Noradrenalin, dopamine, dihydroxy-phenylalanine, homovanillic acid, SHT, and
5-hydroxyindolacetic acid in frontal cortex, striatum, hippocampus and midbrain
showed no changes after the rTMS. S-adrenergic receptors were up-regulated in the
frontal cortex, down-regulated in the striatum, and unchanged in the hippocampus.
5-HT), receptors were down-regulated in the frontal cortex but were not changed in
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Fig. 3.1. High-affinity choline uptake in (a) the frontal cortex, and (b) the hippocampus of rats
after 3 hrs of exposure to a 60 Hz magnetic field at 0.5, 0.1, or 0.05 mT. Shaded bars are for
magnetic field-exposed rats, and open bars are for “bucking” mode controls (Lai and Carino
1999).

the other brain areas. No changes were demonstrated in benzodiazepine receptors in
the frontal cortex and cerebellum. These findings demonstrate specific and selective
alterations can be induced by rTMS.

Serotonergic neurotransmission is considered to be a neuromodulatory system
interacting with other neurotransmitters. Various specific 5-HT receptors, at least
14, mediate serotonergic function. Among them is the 5-HT,g receptor subtype lo-
cated on serotonergic (autoreceptor) and non-serotonergic (heteroreceptor) terminals
where it regulates the release of the corresponding neurotransmitter. Massot et al.
(2000) carried out in vitro experiments to see if 5-HT g receptors were sensitive
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to 50 Hz magnetic fields exposure. Rat and guinea pig brain cortices were exposed
eight different magnetic field intensities, ranging from O to 2,500 uT. They found that
magnetic flux densities above 400 uT specifically interacted with 5-HT g receptors
(Fig. 3.2). At the molecular level, the effect of magnetic field essentially corresponds
to a decrease of the affinity of the natural agonist (5-HT) for 5-HT ) receptors. This
change is reversible, because the effect disappeared when magnetic field exposure
ceased. It also appears to be very specific to the 5S-HT ;g receptors because no other
receptor binding measures tested were affected by magnetic fields.

Kavaliers et al. (1998) studied the effects of exposure to a 60 Hz, horizontal,
magnetic field of 141 uT for 30 min on male CF-1 mice. The investigators assessed
whether field exposure affected nociceptive responses, which were determined using
a ‘hot plate’ test. Individual mice were placed on a metal surface maintained at 50
+0.5°C, and the latency of the foot-licking response was recorded. Compared with
sham exposure, field exposure had no significant effect on the nociceptive response.
However, exposure to the 60 Hz magnetic field significantly reduced the analgesic
effects of the centrally produced neuroactive steroid, 3a-hydroxy-4-pregnen-20-one
(3aHP). This inhibitory effect on analgesia involved alterations in the functioning
of calcium channels, because the effects of 3aHP have been shown to involve, at
the membrane receptor level, alterations in Ca>* flux, the functioning of calcium
channels, and Ca%*-activated protein kinase C (e.g., Dhanvantrai and Wiebe 1994).

These results extend the prior findings of significant antagonistic effects of ELF
magnetic fields on opioid-induced analgesia (Ossenkopp and Kavaliers 1987). The
authors raise the possibility that ELF magnetic field might, in part, exert their actions
through effects on diverse, neuroactive, steroid-modulated processes.

Zecca et al. (1998) performed an experiment to see if combined electric and
magnetic field exposure for 8 months, which is about one-third of the rats’ life span,
caused any changes in dopamine, noradrenalin, 5-HT, u-opioid receptors, and D-2
dopamine receptors in brains of Sprague-Dawley rats. Two combinations of 50 Hz
fields were tested: 5 uT + 1 kV/m, and 100 uT + 5 kV/m. Frontal cortex, parietal
cortex, striatum, hippocampus, hypothalamus, cerebellum and pineal gland were as-
sayed. No differences were found between sham-exposed and field-exposed groups
in the concentrations of noradrenalin, dopamine and its metabolite (DOPAC), SHT
and its metabolite (5-HIAA) and D-2 dopamine receptors. However, an increase of
the u-opioid receptor was found in the hippocampus and a decrease was observed
in the frontal cortex. In the parietal cortex an increase occurred at the lower field
strength, while a decrease was observed at the higher strength. No changes of u-
opioid receptor activity were observed in the other areas.

Calvo and Azanza (1999) performed experiments using single neurons of the
subesophageal ganglia of a snail (Helix aspersa). Fields (50 Hz of 1-15 mT) were
applied for 1 min at time intervals of 1 min. Neuronal action potentials were recorded
by an intracellular microelectrode. With or without magnetic field exposure, test
ganglia were bathed with Ringer solutions containing different concentrations of
Ca?+, K*, caffeine, glutamate or ACh, and the neuronal responses were analyzed.
The 50 Hz magnetic fields did not modify synaptic activity induced by glutamate or
ACh. When calcium concentration in the bathing solution was decreased, the firing
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Fig. 3.2. Effects of 50 Hz magnetic fields on 5-HT;p activity The dashed line in each por-
tion is for the control group, and the solid line is for experimental (magnetic field exposure)
group. (A) 5-HT,g-dependent adenylate cyclase. Adenylate cyclase activity was measured in
h5-HT;z CHO-transfected cell membrane by determining [*’P]cAMP formation. Open circles
are exposed, and filled circles are without exposure. (B) Effect of 50 Hz magnetic fields on the
synaptosomal release of 5-HT. Rat brain synaptosomes were loaded with 20 mM [3H]5-HT
before 5 min of stimulation with K*. (Massot et al. 2000)

frequency of the neurons decreased during magnetic field exposure. This suggests
that the magnetic field effect on the neuron was mediated by a calcium-dependent

metabolic process.

3.2.3 Pain

Pain threshold increases during night and decreases during daytime. Jeong et al.
(2000) investigated, using the hot plate test, the effects of exposure of magnetic fields
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(60 Hz, 2 mT, for 24 h) on pain thresholds in mice. Magnetic field exposure inhibited
the nocturnal increase of pain thresholds; it also produced hyperalgesia at daytime.
The increase of pain thresholds induced by melatonin given during the day was in-
hibited by exposure to magnetic fields or by the opioid antagonist naloxone. The
magnetic field and naloxone synergically inhibited hypoalgesia produced by mela-
tonin. The daytime hyperalgesia after magnetic field exposure was potentiated by the
benzodiazepine agonist, diazepam, and inhibited by the benzodiazepine antagonist,
flumazenil. These results suggest that exposure to 2 mT, 60 Hz magnetic fields in-
hibits the increase of pain threshold at night and produces hyperalgesia during the
day, operating with the involvement of opioid and benzodiazepine systems.

Choi et al. (2003) also investigated whether exposure to 60 Hz, 1.5 mT magnetic
field affects the normal diurnal rhythm of the pain threshold in mice. An increase
of pain threshold on the hot plate test was observed during night compared to that
during daytime. This rhythm was attenuated by both (1) constant exposure to light for
5 days, by decreasing the night time threshold to the daytime level, and (2) constant
exposure to dark for 5 days, by increasing the daytime threshold to the level of night.
Under dark exposure, the diurnal rhythm in pain threshold was restored when mice
were exposed to the magnetic field for 12 h daily for 5 days. Exposure during night
did not restore the rhythm. The authors mentioned that ELF magnetic field exposure
might participate in the diurnal rhythm of pain threshold by acting on the system that
is associated with the environmental light-dark cycle.

Kavaliers and colleagues also have noted that the exposure to ELF magnetic
fields affects pain threshold and behavioral activity. Kavaliers and Ossenkopp (1986)
reported that exposure to a 0.5 Hz rotating magnetic field (0.15 — 9 mT) for 60 min
reduced the day-time analgesic effect of morphine in CF-1 mice. Intracerebroventric-
ular injections of a calcium chelator, EGTA, blocked the effect, and administration
of a calcium ionophore, A23187, potentiated the inhibitory action. These results sug-
gest that exposure to magnetic field may alter morphine-induced responses in mice,
in a manner comparable and consistent with effects on Ca ion and possibly other di-
valent ions. Kavaliers et al. (1998) further showed that a brief exposure of male mice
to an ELF magnetic field (60 Hz, 141 uT peak, for 30 min) significantly reduced
the analgesic effects arising from intracerebroventricular administration of the cen-
trally produced allylic neuroactive steroid, 3a-hydroxy-4-pregnen-20-one (3aHII).
They also showed that the dihydropyridine (DHP) calcium channel antagonists, dili-
tazem and nifedipine, block the inhibitory effects of the 60 Hz ELF on 3¢HP-induced
analgesia. These results suggest that exposure to a 60 Hz magnetic field affects the
analgesic effects of neuroactive steroids such as 3aHP through alterations in calcium
channel function. They claim that these effects were not caused by induced currents
(Prato et al. 1995), because when the time-varying aspect of the magnetic field was
kept constant but the other aspects were altered, the biological effect varied. These
phenomena can be explained in a manner consistent with the predictions of Lednev’s
parametric resonance model (Lednev, 1991). Prato et al. (2000) investigated the ef-
fect of 30 or 60 Hz magnetic field exposure on avoidance behavior of snails. When
the magnetic fields were set to parameters for the predictions of Lednev’s parametric
resonance model for the calcium ion, they observed either (1) reduced, (2) unaffected,
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or (3) increased endogenous opioid mediated analgesia. This model is discussed in
Chapter 8.

3.2.4 Electroencephalogram

Bell et al. (1992) examined the effects of magnetic field exposure on human elec-
troencephalogram (EEG) activity. The head and chest of each 10 volunteers and 10
neurological patients were exposed in a series of 2 sec “on” and 5 sec “off” trials to
either: 1) 78 uT static magnetic field; 2) 78 uT, 60 Hz magnetic field; or 3) static +
60 Hz fields simultaneously. EEG activity during the exposure period was compared
with that in the preceding no-exposure period by obtaining the power spectrum of
numerous EEG bands, each 0.5 Hz in width. The authors suggested that magnetic
field exposure resulted in some changes in the central nervous system, because there
were changes in the EEG associated with magnetic field exposure.

Lyskov et al.(1993) performed double-blind studies of the effects of continuous
and regularly intermittent (1 sec “on” and 1 sec “off”’) exposure to ELF magnetic
fields on EEG activity in 17 male and 17 female volunteers. The head was exposed
for 1 h to a 45 Hz, 1.26 mT magnetic field. The authors report decreased activity
(EEG power) in the lower frequency bands (6 and 6) and increased activity in the
higher frequency bands (@ and f3).

EEG characteristically is quite sensitive to changes in internal and external sit-
uations, such as fatigue, sleep, body movement, emotional changes, visual stimuli,
noise, thinking, level of consciousness, etc. It is not easy to control and equalize
these factors between the control and experimental groups. Also, the multivariate
data analysis required to examine many frequency bands is complex and difficult to
interpret. For these reasons, the small set of EEG results, although intriguing, is not
very informative.

3.2.5 Evoked potentials
3.2.5.1 Sensory-evoked potentials

Lyskov et al. (1993) reported no effect on the Pygy potential of the auditory evoked
potential (EP) of rats after regular, intermittent (on vs. off periods f 15 min) exposure
to 45 Hz, 1.26 mT magnetic fields for 24 hours. Graham et al. (1999) found no
effect on auditory brainstem EPs, visual EPs elicited by pattern reversal stimuli, or
somatosensory EPs. The subjects, 18 men and 18 women, were field-exposed or
sham-exposed for 45 min to either 60 Hz magnetic fields of 14.1 uT or 28.3 uT.

These two studies suggest that ELF magnetic field exposure has little influence
on the peripheral and central nervous functions that are related to sensory evoked
potentials.

3.2.5.2 Event-related potentials

Crasson et al. (1999) studied the influence of 50 Hz magnetic field exposure on hu-
man performance and psychophysiological parameters. The healthy adult male sub-
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jects were asked to perform several kinds of psychological tests while event-related
potentials were recorded from frontal (Fz), central (Cz), and parietal (Pz) regions of
the scalp. A 100 uT magnetic field was applied to the head of the subjects for 30 min
(continuous or regularly intermittent, with 15 s on/off cycles), and the results from
sham-control and field-exposed sessions were compared. Psychological tasks used
included dichotic listening task, auditory and visual “oddball” tasks (discrimination
of a novel stimulus), memory tasks (Rey auditory verbal learning task and digit span
tasks), etc. They found continuous exposure produced (1) a decrease of N1 amplitude
of event-related potentials recorded from frontal region, (2) increased P2 latency at
Fz and Cz, and (3) increased RT on the visual “oddball” paradigm.

Although the few differences observed were small and transitory, the results
seemed to be specific to some aspects of cognitive function of the human brain.
Initial research examining many endpoints and finding a few effects always is prob-
lematic. Replication is needed to see if the same or if different endpoints are affected
in a second (identical or highly similar) experiment.

3.2.6 Perception of electric and magnetic fields.

In mammals, including the human, there exist many types of specifically developed
sensory receptors - such as the rods and cones of the retina that signal light stimuli,
the hair cells in the inner ear that sense sound stimuli, the Pacinian corpuscles in the
limbs that detect vibration, the baroceptors in the aorta that are sensitive to blood
pressure changes, and the receptors on the tongue that provide taste sensation and
others. Besides the natural stimuli that elicit activity of each receptor type, electrical
stimulation also can activate effectively all of these receptors. Some kinds of fish,
e.g., eel, skate and shark, possess electroreceptors that are called ampullary lateral
line organs. These electroreceptors sense disturbance of electric field surrounding
the fish (Chichibu 1970, also see Fig 1.13). However, there is no evidence indicating
the existence of specific receptors in mammalian body that are sensitive solely to
electricity.

Mammals, including humans, can detect an alternating current electric field be-
cause of hair movement that stimulates the hair follicle receptors of the skin (Cabanes
and Gary 1981), causing a kind of tactile sensation with a threshold around 10 kV/m
(Kato et al. 1986: 1989). Hair movement might not be a sole mechanism for electric-
ity perception since some people claim to feel 60 Hz electric field on palms of hand.
However, to the best knowledge of the present author, there is no published paper on
this aspect.

Sensitivity to the Earth’s magnetic field is widespread among reptiles and birds.
Both behavioral and neurophysiological evidence suggests that there might be two
magnetoreception mechanisms present in some vertebrates, one system functioning
as a source of directional compass information and the other providing a geographic
position (“map”) information based on geomagnetic cues (Phillips and Deutsch-
lander 1997). However, there is no known specialized ‘magnetoreceptor’ whose lo-
cation and structure have been confirmed anatomically and functionally (Phillips
2005).
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Contrary to perception of electric field, no literature has been reported that human
can detect magnetic field. For example, Schmitt and Tucker (1978) could not verify
that human perceived magnetic field sensation with 0.7 — 1.5 mT, 60 Hz magnetic
field exposure.

3.2.7 Kindling

Kindling is an augmented state of neural firing, a sort of epileptic reaction, that fol-
lowing repetitive electrical stimulation at a certain intervals with sufficient stimulus
strength to produce after-discharges of the neurons at the site of stimulation. Frontal
cortex, temporal cortex, amygdala, hippocampus, and septum usually are selected for
stimulation. This phenomenon, first reported by Goddard et al. (1969), subsequently
has been established as an animal model of epilepsy, based on detailed behavioral
observations and EEG studies by Wada and colleagues (Wada and Sato 1974, Wada
1976).

Kindling, which is not based on morphological changes of the brain, is char-
acterized by lasting enhanced functional changes of information transmission via
synapses. This process has been confirmed to develop in all animal species so far
studied, such as cat, crocodile, frog, monkey, mouse, rabbit, and rat. There is a ten-
dency for kindling to be acquired faster in phylogenetically lower species and to
require many repetitions of stimulation in higher species. The preferable frequency
is 50 or 60 Hz, with either rectangular or sinusoidal waveforms. Stimulus strength to
elicit after-discharges of the neurons typically is determined by raising strength with
steps of 25 or 50 uA. The weakest stimulus to elicit the after-discharges is called
the after discharge threshold, which varies depending on animal species and stimula-
tion sites. Stimulus duration usually is for 1 sec, and the interval between successive
stimulation tests is either 12 or 24 hours (Sato and Akiyama 1984).

Kindling acquisition is classified into five stages in most animal species four
stages are recognized in rhesus monkey, and six stages are identifiable in cat and
rabbit. Characteristic features of the stages are: Stage I, mouth and facial movement;
Stage II, head nodding; Stage III, head turning, with extension of contralateral fore-
limb or unilateral convulsion; Stage IV, seizure generalization, without postural loss;
Stage V, generalized seizure, with postural loss. Stimulation number to reach the
stages differs depending on animal species. For example, in baboon about eight rep-
etitions are required for Stage I (8 days when the stimulation interval is 24 hours),
22 repetitions for Stage IV, and 72 repetition for Stage V.

Ossenkopp and Cain (1988) reported that exposure of male Long-Evans rats to
a 60 Hz, 100 uT magnetic field for 1 hr prior to each daily brain stimulation with
200 pA, which was well above after-discharge threshold for all the subjects, resulted
in an increase in the mean number of after-discharges required to reach each of the
five stages of the kindling process and in a significant reduction in after-discharge
duration in each stage. These data suggest a weak retardation of kindling in the group
exposed to a 60 Hz magnetic field.

Potschka et al. (1998) studied effects of 50 Hz magnetic fields on kindling ac-
quisition and fully kindled seizures in female Wistar rats. In their chronic experi-
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ments, rats with electrodes implanted in the basolateral amygdala were exposed to
either a 100 uT magnetic-field or a sham-field condition before and after onset of
daily electrical stimulation over an 8-week period of kindling development. The pre-
kindling after-discharge threshold was increased by magnetic field exposure. Fully
kindled rats given acute exposure (1 to 2 hours) to 50 Hz, 100 T magnetic fields
had no changes in after-discharge threshold or seizure parameters recorded at the
after-discharge threshold. These data indicate that chronic exposure of rats to mag-
netic fields exerts weak inhibitory effects on some seizure parameters of the kindling
model.

In summary, these studies suggest that ELF magnetic field exposure can interact
with the process by which electrical stimulation of the brain produces kindling. How-
ever, the mechanisms involved are not clear. This could be a fertile area for future
research.

Although the observed phenomenon is different, it is interesting to mention here
that Rogers et al. (1995b) reported a suppressive effect of magnetic field exposure
(60 Hz: with 50 T and 30 kV/m or 100 uT with 60 kV/m) on electric-field-induced
work stoppage in baboons performing two tasks: (1) a compound operant schedule
consisting of fixed ratio 30 and differential reinforcement of low rate 20 components,
and (2) DRL20 visual match-to-sample task.

3.3 Development and Regulation of the Cell Axis, Neurite
Growth, and Nerve Regeneration

3.3.1 Regulation of the cell axis

During morphogenesis in the vertebrate embryo, a DC (0 Hz) voltage gradient of 0.5
to 1 V/mm exists across the wall of the early neural tube, and this gradient is required
for normal cranial development (Shi and Borgens 1994, Borgens and Shi 1995). Con-
trolling cell division is fundamental to normal development, and the regulation of the
axes of cell division is considered to have major morphogenetic impact. Appropriate
cell-cell contact directs the orientation of mitotic spindles (Goldstein 1995), whereas
chemotaxis modulates cell migration (Parent et al. 1998). Naturally occurring elec-
tric fields also orient and direct cell migration (Zhao et al. 1999).

In adult myelinated nerve, Schwann cells divide along a mitotic spindle oriented
parallel to the nerve. Mitosis is controlled, in part, by electrical activity of the nerve,
because when it is inhibited by using tetrodotoxin, cell division is inhibited (Martin
and Webster 1973). Action potential activity in myelinated nerves uses saltatory con-
duction between nodes; this involves extracellular current flow. Periodic propagation
of nerve impulses will create pulsed, extracellular electric fields oriented parallel to
the nerve, which could influence mitotic spindle orientation of Schwann cells.

Song et al. (2004) studied how electrical cues regulate the orientation and fre-
quency of cell division and the rate of wound healing in vivo using the cornea
of the rat as the model. The mammalian cornea establishes an internally positive
transcorneal potential DC difference of +40 mV by pumping Na* and K* in and CI~
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out. Corneal epithelial wounds were made through the whole epithelium. The au-
thors found that: (1) the axis of cell division was oriented at the edge of a wound, (2)
orientation declined with distance from the edge, (3) increasing the wound-induced
electric field increased orientation and decreasing the electric field decreased it, and
(4) healing was faster when the wound electric field was increased and slower when
it was decreased, and (5) the proliferation of epithelial cells was regulated by the
wound-induced electric field.

3.3.2 Neurite growth

When a DC voltage gradient is applied across a culture chamber (Jaffe and Poo
1979), neurites grow towards the negative electrode (cathode) and away from the
positive electrode (anode). Borgens et al. (1981) reported that severed lamprey retic-
ulospinal tract in the spinal cord regenerated toward the cathode in an in vivo study.

3.3.3 Nerve regeneration

Transected axons within the spinal cord of the guinea pig can regenerate in the pres-
ence of an extracellularly applied electric field (Borgens et al. 1986). Borgens (1999)
further studied the effect of extracellularly applied electric field on regeneration of
damaged spinal cord axons. The DC electric field (100 ¢V/mm) was imposed within
a hollow silicon rubber tube implanted into the damaged spinal cord for 3 wks. A
robust regeneration of axons into the tube was observed, providing evidence for not
only the facilitated regeneration of adult mammalian central nervous axons but also
for their guidance by an applied DC electric field.

Levi-Montalcini (1952) first discovered nerve growth factor (NGF) in mouse sar-
coma cells. Extensive studies since then have revealed that NGF belongs to neu-
rotrophin family within a wider concept of neurotrophic factors (NTFs). NTFs are a
group of proteins involved in the process of differentiation and growth of neurons,
maintenance of nerve function, synaptic plasticity, and nerve regeneration. Subse-
quently it has been discovered that NTFs have many other important functions in
other cell systems, including immune function.

In the normal animal, NGF is present in low concentration in serum and is pro-
duced and released by target cells. Neurites elongate following concentration gra-
dients of NGF and eventually reach the target cells. Once synapses are established
between neurites and the target cells, NGF is transported retrograde from the target
cells to the nucleus of the neuron (Heumann et al. 1984). This action of NGF, which
is most conspicuous in sympathetic nerves, is maintained lifelong. In sensory nerves
NGF appears to play an important role during periods of early developmental stages.

Axotomy triggers several cellular and intracellular processes that constitute the
early events of regeneration. Sciatic nerve has been used extensively for study of the
regeneration process. NTF-producing-cells are amply distributed within such tissues
as target cells of the axon, nerve ganglia (aggregate of nerve cell bodies), Schwann
cells of myelinated nerve fibers, and fibroblasts. When the nerve is damaged, produc-
tion of NTFs - such as NGF, brain-derived neurotrophic factor (BDNF), and leukemia
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inhibitory factor (LIF) — is facilitated within Schwann cells and fibroblasts in the
distal side of the damaged nerve. Hence the concentration of NTFs is higher on the
distal side. As a consequence sprouting of the axon from the proximal end of the
damaged nerve is facilitated, and elongation to the distal end follows according to
concentration gradients of the NTFs (Furukawa and Furukawa 2000).

Pulsed electromagnetic field (PEMF) exposure has been reported to promote pe-
ripheral nerve regeneration (Sisken et al. 1993). PEMF exposure also facilitates func-
tional recovery, such as walking, over a period of 6 weeks (Walker et al. 1994). Longo
et al. (1999) tested the hypothesis that PEMF alters levels of NGF activity in injured
nerve and/or dorsal root ganglia neurons during the first stages of regeneration (6—72
hours). Sprague-Dawley rats with a transection of sciatic nerve at mid-thigh were
exposed to 0.3 mT, with pulses 20 msec duration given at 2 Hz for 4 h/d for different
time periods. PEMF caused a significant decrease in NGF activity in both proximal
and distal segments and also in contralateral, non-operated nerves compared to sham-
treated unoperated nerves. PEMF-treated proximal nerve segments demonstrated an
18% increase in NGF at 6 hr, followed by decreases of 30% at 24 hrs and 9% at 72
hr.

The findings of Longo et al. (1999) demonstrate that PEMF can affect NGF activ-
ity and levels and raise the possibility that PEMF might promote nerve regeneration
by amplifying the early, post-injury decrease in NGF activity. This study alone does
not create a cause-effect link between PEMF exposure and promotion of nerve re-
generation, but it does suggest that NGFs should be further considered as important
candidates for mechanisms by which PEMF might influence nerve regeneration and
recovery processes.

A high-strength magnetic field (many T) can align the collagen gel. Dubey et al.
(1999) used this phenomenon to develop an in vitro assay to study neurite elonga-
tion into the magnetically aligned collagen gel rods from chick embryo dorsal root
ganglia explants placed onto one end of the rods. The depth of neurite elongation
from the ganglia neurons into the rods was greater than that observed in controls and
increased with an increase in magnetic field strength. DC fields of 0 (control) and
4.7 T to 9.4 T were used. The authors concluded that the use of magnetically aligned
collagen gel rods in repairing transected nerves could lead to significant advances in
both speed and the functional recovery of regeneration.

PEMF also has been shown to promote neurite outgrowth in vitro (Sisken et al.
1990). Macias et al. (2000) applied pulsed magnetic field to dorsal root (sensory)
ganglia neurons of rat embryos in vitro in order to determine whether the induced
current would direct and enhance neurite growth in the direction of the current. In the
presence of NGF in the media,neurons exposed to the pulsed magnetic field exhibited
asymmetrical growth parallel to the current direction with concomitant enhancement
of neurite length. The pulsed magnetic field signals used here were a train of 22
rectangular voltage pulses of 20 usec duration with 200 usec between pulses. This
pulse sequence was repeated at between 10 and 25 Hz. For the 20 usec pulse, the
induced electric field was 0.25 V/m.
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3.4.1 Field exposure and endocrine functions

The effects of electric field exposure on a variety of hormones have been investigated
since the mid-1970s, when possible biological effects of electric fields first drew at-
tention of researchers. Most of the early research did not yield any consistent positive
results.

Wertheimer and Leeper (1979) reported an association between magnetic field
exposure and childhood leukemia. At about the same time, Wilson et al. (1981) re-
ported that night-time melatonin secretion was inhibited following exposure to 60 Hz
electric fields. Although only a preliminary finding, the observation of an effect on
melatonin provided a first plausible mechanism by which power-frequency electro-
magnetic field exposure might affect the development of cancer. Public concern and
research interests rapidly shifted to possible bioeffects of magnetic fields, and stud-
ies of melatonin received considerable attention. The pineal gland and its product
melatonin are part of the endocrine system. However, given both their importance
in research relating to ELF bioeffects and the relatively large volume of work on
melatonin is considered in its own section.

3.4.1.1 Melatonin
3.4.1.1.1 Effects of manipulation of geomagnetic field on melatonin

Semm et al. (1980) provided the first evidence that the cells in the pineal gland
can respond to stimuli other than light. These researchers demonstrated a significant
diminution of in vivo electrical activity of single pinealocytes of guinea pig following
acute inversion of the vertical component of the Earth’s geomagnetic field by means
of a Helmholz coil. This finding suggested that pineal melatonin synthesis might be
affected by magnetic fields.

Welker et al. (1983) demonstrated that rats exposed to a 15-min inversion of the
horizontal component of the Earth’s (DC) geomagnetic field during the nighttime
hours in the presence of dim red light, had a significantly decreased pineal mela-
tonin synthesis as compared to unexposed control animals. Olcese and Reuss (1986)
reported that, in both albino and pigmented rats, melatonin synthesis was markedly
inhibited following a single, 30-min exposure to a DC magnetic field stimulus con-
sisting of a 50° rotation of the Earth’s horizontal geomagnetic field.

3.4.1.1.2 Effects of 60 Hz electric fields on melatonin in rodents.

Wilson et al. (1981, 1986) reported that the normal nocturnal melatonin peak in male
rats was greatly reduced, after 21 days of exposure to 60-Hz electric fields of between
approximately 2 and 40 kV/m. Reiter et al. (1988) demonstrated melatonin reduc-
tions in rats exposed to 10, 65, or 130 kV/m electric fields in utero through weanling.
These studies suggested an all-or-none, rather than a 