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Preface

Arsenic (As), antimony (Sb) and bismuth (Bi) are in Group 15 in the periodic table

together with nitrogen and phosphorus. All of them are directly and indirectly related to

human life. Both nitrogen and phosphorus are essential to life whereas arsenic (and

antimony) is double-edged. The therapeutic effect of arsenic has been recognized even

in ancient China and arsenic minerals have often been used in traditional Chinese

medicine (e.g., realgar and orpiment). Partially based on this application, arsenic trioxide

(Trisenox) was tested and subsequently approved to be used as an anticancer drug against

leukaemia. In fact the first modern pharmaceutical is an organoarsenic compound,

arsphenamine (Salvarsan or Ehrlich 606). Ironically, the structure of the drug in solution

was not clear until recently. Both antimony and bismuth have been used in clinics for

decades. The toxicity of arsenic (and antimony) is also well-known and indeed the

contamination of groundwater by arsenic is becoming a major health problem in Asian

countries such as India and Bangladesh. In spite of their importance to our lives and the

environment, there is no book that reports the latest progress of biological chemistry of

arsenic, antimony and bismuth.

This book gives readers a comprehensive update of the progress, particularly in the past

decade. The 15 chapters which constitute the book have been written by leading scientists

who are experts in their relevant field. Chapter 1 is an overview of the current knowledge

of the chemistry of arsenic, antimony and bismuth. Chapters 2 and 3 are devoted to the

biological chemistry of arsenic, antimony and bismuth. The latest information on structures

of clinically used antimony and bismuth drugs, and arsenic/antimony-protein complexes,

is described extensively. The transport and trafficking of the metalloid (As and Sb) is

summarized in Chapter 8. Chapters 6 and 7 are devoted to biotransformation and

biomethylation of arsenic, antimony and bismuth, one of the most important metabolism

processes in biological systems. Chapter 5 is devoted the application of arsenic minerals in

traditional Chinese medicine whereas Chapter 11 summarizes the modern applications of

arsenic trioxide for leukaemia. Subsequently, Chapter 12 reviews the latest progress of the

development of anticancer agents based on arsenic, antimony and bismuth complexes.

Chapters 9 and 13 are devoted to medical applications of (radio)bismuth especially for

potential anticancer treatment. Since the discovery of the bacteriumHelicobacter pylori and

its role in gastritis and peptic ulcer disease by Warren and Marshall in the 1980s, bismuth

containing drugs has been commonly recommended in clinics together with antibiotics.

Chapter 10 summarizes clinical applications of bismuth for Helicobacter pylori infection

and the potential mechanism of action. Chapter 14 is devoted to the genetic toxicology of

arsenic and antimony. In view of the rapid development of modern bioanalytical techniques

such as metallomics and metalloproteomics, Chapters 4 and 15 review the concept and

methodology of these techniques and more importantly, the application of the ‘–omics’

towards our understanding of the biological chemistry of arsenic, antimony and bismuth.



Such topics will be of particular interest to researchers, scientists and postgraduate students

working in the fields of chemistry, biochemistry, environmental chemistry, toxicology

and medicine.

I would like to thank all contributors for the hard work and tremendous effort that they

have put into writing this book. During the preparation of the book chapter, Professor

Toshikazu Kaise (Tokyo University of Pharmacy and Life Sciences, Japan) passed away

suddenly. He was an excellent scholar and he promoted the work of the younger generation

of scientists in various countries. Professor Kaise will be remembered by all his colleagues

and friends. This book, therefore, is dedicated to him for his outstanding contributions to

biological chemistry of arsenic. I would also like to express my sincere appreciation to

Dr. Nan Yang, Dr. Hongyan Li, and Cheuk-Nam Tsang and Commissioning Editor Paul

Deards, and Rebecca Ralf from JohnWiley& Sons, Ltd.Without their kind help and strong

support, the publication of this book would be impossible. Hongyan and Frances are

acknowledged for their endless support and encouragement. And last but not least, I hope

that you, the reader, will enjoy reading this book and develop the interdisciplinary spirit that

lives in biological inorganic chemistry.

Hongzhe Sun

Hong Kong, China
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1

The Chemistry of Arsenic,
Antimony and Bismuth

Neil Burford, Yuen-ying Carpenter, Eamonn Conrad and Cheryl D.L. Saunders

Department of Chemistry, Dalhousie University, Halifax, Nova Scotia, B3H 4J3, Canada

Arsenic, antimony and bismuth are the heavier pnictogen (Group 15) elements and

consistent with their lighter congeners, nitrogen and phosphorus, they adopt the ground

state electron configuration ns2np3. Arsenic and antimony are considered to be metalloids

and bismuth is metallic, while nitrogen and phosphorus are non-metals. Arsenic and

antimony are renowned for their toxicity or negative bioactivity [1, 2] but bismuth is well

known to provide therapeutic responses or demonstrate a positive bioactivity [3]. As a

background to the biological and medicinal chemistry of these elements, the fundamental

chemical properties of arsenic, antimony and bismuth are presented in this introductory

chapter.

1.1 Properties of the Elements

Selected fundamental parameters that define the heavier pnictogen elements are summa-

rized in Table 1.1 [4]. While arsenic and bismuth are monoisotopic, antimony exists as two

substantially abundant naturally occurring isotopes.All isotopes of the heavy pnictogens are

NMR active nuclei, indicating that the nuclear spin will interact with an applied magnetic

field. However, as the nuclear spins of these isotopes are all quadrupolar, NMR spectra

generally consist of broad peaks and provide limited information. The atoms As, Sb and Bi

all have the same effective nuclear charge (Zeff¼ 6.30, Slater), which estimates the charge

Biological Chemistry of Arsenic, Antimony and Bismuth Edited by Hongzhe Sun

� 2011 John Wiley & Sons, Ltd



experienced by a valence electron taking into account shielding by the other electrons. As a

consequence, the ionization energies and electron affinities for As, Sb and Bi are very

similar. The ionization energy is the energy required to remove a valence electron from an

atom or an ion in the gas phase. The ionization energies are predictably greater for ions with

higher positive charge and are typically lower for atoms or ions with higher principal

quantum number (n). The electron affinity is the energy released when an atom gains an

electron to form an anion in the gas phase. The electronegativity (xP), defining the relative
ability of an atom to attract electrons to itself in a covalent bond, is sufficiently larger for

arsenic than for antimony and bismuth. The atomic radii, covalent radii and ionic radii are

smallest for arsenic and largest for bismuth atoms consistent with the relative atomic mass

and number of electron shells.

Selected biological and toxicity data for As, Sb and Bi are summarized in Table 1.2.

While some arsenic compounds are essential to certain animal species [4], most arsenic

compounds display toxic biological effects evenwhen present in only small amounts. Some

compounds, such as Salvarsan 606 [6], are therapeutic, although there are reported side

effects, including death in high dosages. Neither antimony nor bismuth has any known

natural biological function. While antimony has toxicity comparable with that of arsenic,

bismuth can be tolerated in large quantities. Bismuth compounds have been used for more

than two centuries to treat many medical disorders and are now commonly available in the

preparations known commercially as Peptobismol and DeNol [3].

Table 1.1 Elemental parameters for arsenic, antimony and bismuth (adapted with permission
from [4]). Copyright Springer Science þ Business Media

Parameter As Sb Bi

Atomic Number 33 51 83
Natural Isotopes (abundance) 75As (100)

Stable

121Sb (57.4)
Stable

209Bi (100)
a-decay [5]

Radioactive Stability 123Sb (42.6)
Stable

t1/2: (1.9� 0.2)� 1019yr

Nuclear Spin, I �3/2 þ5/2 (121Sb) �9/2
þ7/2 (123Sb)

Ionization Energies (kJmol�1)
M ! Mþ 947 833.7 703.2
Mþ ! M2þ 1798 1794 1610
M2þ ! M3þ 2735 2443 2466
M3þ ! M4þ 4837 4260 4372
M4þ ! M5þ 6043 5400 5400

Electron Affinity
(kJmol�1) M(g) ! M�(g)

78 101 91.3

Electronegativity, xP

(Pauling scale)
2.18 2.05 2.02

Atomic Radius (A
�
) 1.25 1.82 1.55

Single-bond Covalent
Radius (A

�
)

1.21 1.41 1.52

Van der Waals Radius (A
�
) 2.00 2.20 2.40

Ionic Radii (A
�
)

M5þ 0.46 0.62 0.74
M3þ 0.58 0.76 0.96
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1.2 Allotropes

Elemental antimony and bismuth are most stable in the aform, which is rhombohedral and

typically grey in appearance, while the most common form of arsenic is b-arsenic (grey

arsenic). The a-allotropic forms are analogous to black phosphorus, composed of layers of

hexagonally connected sheets, as shown in Figure 1.1. The interatomic distances (r1, r2) are

predictably larger for the heavier elements due to their larger atomic radii. The difference in

the interlayer distance (r2) between each adjacent pnictogen atom decreases from P to As to

Sb to Bi (Table 1.3).

Arsenic is observed to exist in two (yellow and black) [10, 11] additional allotropic forms,

while antimony adopts five allotropes [11, 12] and bismuth adopts at least three allo-

tropes [11]. Most of these alternate allotropes are only nominally stable or require high

temperature or pressure conditions [11, 13].

Table 1.2 Biological and toxicity data for arsenic, antimony and bismuth

As Sb Bi

Biological Role [4] Essential to some
species including
humans; toxic;
stimulatory;
carcinogenic

Not essential; toxic;
stimulatory

Not essential;
nontoxic

Amount in
Average (70 kg)
Human Body
(dry mass,
mg) [7]

0.5–15 depending
on diet

2 <0.5

Daily Dietary
Intake (mg)

0.04–1.4 [4] 0.002–1.3 [4, 8] 0.005–0.02 [1]

Lethal Intake
(mg/kg body
weight)

1–3 inorganic [1] 0.75 mg/kg antimony
potassium
tartrate [1]

5–20 g/day for
years [2]

500 dimethylarsinic
acid [9]

Figure 1.1 Schematic drawing of the a-rhombohedral form of elemental As, Sb or Bi, r1 is the
interatomic distance within a sheet and r2 is the interlayer distance (Table 1.3)
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1.3 Bond Energies

Arsenic, antimony and bismuth form stable covalent bonds with most elements. For direct

comparison, Table 1.4 lists experimentally determined bond energies for the dissociation of

selected pnictogen-element diatomic species in the gas phase. While these energies are not

representative of pnictogen element bonds in larger molecules, the same relative trends are

exhibited. Bond energies are dependent on the molecular environment in the specific

compound studied. For a particular element, Pn-element bond energies generally decrease

fromAs to Sb to Bi. For example, the Pn�Hbonds in AsH3 and SbH3 are 319.2 kJmol�1 and
288.3 kJmol�1, respectively [18]. Moreover, bonds involving lighter elements are generally

stronger. For example, the Bi�X bonds in BiF3 and BiBr3 are 435 kJmol�1 and 297.1 kJ

mol�1, respectively [18]. Similarly, in OAsPh3 and SAsPh3, the As¼Ch bond is 429 kJmol�1

and 293 kJmol�1, for Ch¼O and Ch¼S respectively [18].

1.4 Oxidation States

The pnictogen elements access oxidation states ranging from�3 toþ5, as summarized in

Figure 1.2, which presents the relative energy of each oxidation state in volts (J C�1) and in
Gibbs energy. In contrast to nitrogen and phosphorus, arsenic, antimony and bismuth

thermodynamically favour the elemental form. While positive oxidation states for

Table 1.3 Comparative structural parameters for a-rhombohedral arsenic, antimony and
bismuth at 298K

r1 (A
�
) r2 (A

�
) r2/r1 Angle M�M�M References

a-As 2.517 3.120 1.240 96�730 [14, 15]
a-Sb 2.908 3.355 1.153 95�600 [15, 16]
a-Bi 3.072 3.529 1.149 95�450 [15, 17]

Table 1.4 Experimentally determined pnictogen-element bond energies of selected diatomic
molecules in the gas phase, kJmol�1 (from reference [19])

[kJmol�1] As Sb Bi

H 274.0� 2.9 239.7� 4.2 �283.3
D 270.3 — 283.7
N 489� 2.1 460� 84 —
O 484� 8 434� 42 337.2� 12.6
F 410 439� 96 366.5� 12.5
P 433.5� 12.6 356.9� 4.2 281.7� 13
S 379.5� 6.3 378.7 315.5� 4.6
Cl 448 360� 50 300.4� 4.2
As 385.8� 10.5 330.5� 5.4 —
Se 96 — 280.3� 5.9
Br — 314� 59 240.2
Sb 330.5� 5.4 301.7� 6.3 252.7� 3.9
I 296.6� 24 — 186.1� 5.8
Bi — 252.7� 3.9 204.4
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phosphorus are stable, compounds containing arsenic, antimony or bismuth in positive

oxidation states are unstable with respect to elemental forms. This phenomenon is most

dramatic when comparing the relative energy differences for compounds containing

pnictogens in þ5 oxidation state.

1.5 Relativistic Effects and Orbital Contraction

The property trends observed for the pnictogens can be rationalized by consideration of

orbital contraction (for arsenic) and relativistic effects (for bismuth). The elements at the

end of the third period exhibit a contraction and a more tightly bound ns2 (n> 3) electron

pair, due to a relatively high effective nuclear charge (Zeff) [20]. The electrons in the

d-orbitals provide less effective screening of the nuclear charge than those in s- and

p-orbitals due to the directionality and diffuse nature of the d-orbitals. This effect is most

dramatic for arsenic, and rationalizes the relatively high fourth and fifth ionization

energies of arsenic and antimony, since the ns2 electron pair is accordingly anomalously

stabilized. Consequently, the electronegativity for arsenic is comparable to that of

Figure 1.2 Oxidation state diagram for the pnictogen elements. Dashed lines represent basic
conditions. Solid lines represent acidic conditions. Adaptedwith permission from [11]. Copyright
Elsevier (1997)
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phosphorus (xP: As 2.18, P 2.19 [21]; xAR: As 2.20, P 2.06) [22] and is significantly greater

than those of the heavier pnictogens. Bismuth is further affected by the contraction

corresponding to the less effective screening provided by occupied f-orbitals.

When the velocity of an electron (v) (Equation 1.1) in an atom is a fraction of the speed of

light (c), relativistic effects occur [20, 23–25]. As this velocity is directly proportional to

atomic number (Z), these effects can generally be neglected for the lighter elements (Z< 79)

but they dominate the chemical behaviour of the heavier elements.

v ¼ ½ð2pe2Þ=ðnhÞ�Z ð1:1Þ

m ¼ mo½1�ðv=cÞ2��1=2 ð1:2Þ
The strongest relativistic effects occur in the orbital that is closest to the highly

positive nucleus, the 1s orbital. This results in an increase of mass (according to the

special theory of relativity [26, 27] [Equation 1.2]) and corresponding reduction of the

Bohr radius of the atom. In bismuth, the velocity of a 1s electron is 60% of the speed of

light, leading to a mass of 1.26 times the rest mass (mo) and a 26% reduction in the

radius of the 1s orbital. In contrast, the 1s radial contraction of arsenic and antimony are

only 3 or 8%, respectively [28]. Accordingly, the energies of all of the ns orbitals in

bismuth are substantially lower than those of arsenic and antimony. The p-orbital

energies are also lower but the difference is smaller than that of the s-orbitals [29]. The

lower energy of the valence 6s orbital implies that the 6s2 lone pair of electrons is less

readily available for bonding, making bismuth(III) a significantly weaker Lewis base

than the lighter pnictogens and disfavouring the þ5 oxidation state for bismuth. In

addition, the s-orbital is less readily available [30], so that compounds of As, Sb and Bi

adopt bond angles close to 90� implicating the use of pure p-orbitals [31] in bonding

(see also Section 1.8 – Hybridization and Inversion).

1.6 Structure and Bonding

The chemistry of a molecule is defined by the structure of the molecule and the bonding

therein. Furthermore, the local structure and bonding of the feature element(s) within a

molecule are particularly influential in governing reactivity. The heavy pnictogen elements

are observed to adopt a wide variety of coordination numbers and geometries depending on

the substituents involved. Representations of possible bonding environments for the

pnictogen centre, up to a coordination number of six, are illustrated in Figure 1.3.

The low coordination numbers in bonding arrangements A and B require that the

pnictogen centre engage in p-bonding with neighbouring atom of the substituent(s). As

p-bonding involving elements beyond the second period of the Periodic Table is thermo-

dynamically disfavoured with respect to s-bonding [30] the presence of sterically bulky

substituents is required to enable the isolation of compounds containing such bonding

arrangements, as in the case of AsCMes� (Mes� ¼ 2,4,6-tri-t-butylphenyl) [32]. Structure C

represents the s-bonded framework of a pnictide anion. Structure D is perhaps the most

common geometry known for these elements, possessing three covalent bonds and one lone

pair of electrons. Reluctance for the heavy elements to engage in hybridization (spmixing)
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results in typical bond angles in such species approximating 90� (see also Section 1.8

Hybridization and Inversion). Nevertheless, substituent steric interactions or chelated

structures can enforce other geometries. The tetracoordinate tetrahedral geometry E is

common for arsenic but less evident for antimony and rare for bismuth.

Computational studies of potential bonding arrangement F suggest that d-orbital

participation is minimal for the heavy elements (As, Sb, Bi), therefore, this traditional

double bond arrangement is better described as a singly bonded zwitterion F0 (analogous to
environment E with localized negative charge at one substituent) [33]. Moreover, many

derivatives adopt bridged or extended structures (see also Section 1.7 Clusters and

Extended Structures) [34].

StructuresG,H, I and J are typically associatedwith theþ5oxidation state.Geometries that

can be described as distorted versions of H (square based pyramid) or I (trigonal bipyramid)

are common due to Berry pseudo rotation between these two extremes. In geometry I and

other pseudo trigonal bipyramidal arrangements, themore electronegative atoms are typically

located in axial positions, barring steric constraints. In addition to the indicated geometries,

bismuth can readily adopt geometries with coordination numbers even greater than six,

usually with interactions to more distant ligands that are within the sum of the van der Waals

radii [35, 36]. For example, nonahydratobismuth(III) triflate contains nine relatively short

Bi�O bond distances at 2.45A
�
(equatorial) or 2.58A

�
(trigonal prism), Figure 1.4.

Common geometries for arsenic, antimony and bismuth are summarized in blue in

Table 1.5, with examples of known geometries for comparison.

Pnictogen-oxygen compounds are of particular interest in a biological context and their

potential structural diversity is depicted in Figure 1.5. Derivatives containing a pnictogen

centre that bears a lone pair and therefore representing pnictines (arsines, stibines or

bismuthines), are represented by 1 and show diversity by virtue of one, two or three alkoxide

substituents. Pnictineoxides,2, showsimilar alkoxide substituent variability. Further diversity

is possible for alkoxides of pentacoordinate pnictogen centers, shown in 3, although few

derivatives have been reported in the absence of chelating oxygen donors. For antimony and

bismuth, the pnictine oxides and pentacoordinate alkoxides form associated arrangements

Figure 1.3 Bonding models for possible geometries (arrangements of substituents) at the
pnictogen centre for coordination numbers from 1–6
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Figure 1.4 Cation of the nonahydratobismuth(III) triflate salt, with bismuth depicted as awhite
circle, water molecules as black circles and the trigonal prism geometry in blue

Table 1.5 Coordination numbers and approximate geometries for the pnictogen (Pn) centre in
representative compounds

Coordination No. Approximate geometry Formula of representative
compound

Refs

1 A AsCMes� [32]
2 B [As(NMe)2C3H6]

þ [37]
C [SbPh2]

� [38]
C [As(PR3)2][BPh4] [39]
C Li[AsPh2] [41]

3 D AsPh3 [40]
D SbR3, R¼organic substituent [41]
D BiMe3 [35]

Bi(L-cysteine)3	H2O [42]
Trigonal planar PhSb[Mn(CO)2Cp]2 [43]

4 E [AsO4]
3� [44]

E [Me6As2][OTf]2 [45]
T-shaped [(BIAN)As][SnCl5(THF)] [46]
G PhSb[(SCH2CH2)2O] [41]
G [Ph2SbCl2]

� [41]
G [Ph2Bi(OCOCF3)2]

� [35]
5 I (Me2C(O)CO2)2AsPh [47]

H Ph5Sb [41]
H Ph5Bi [35]
I Bi(C6H4CH3-4)3(C6H4F-2)2 [35]
H Bi(C6H4F-4)3(C6F5)2 [35]

6 J [AsF6]
� [35]

J [Bi(Me)6]
� [35]

7 Distorted pentagonal
bipyramid

(k2-O2CCF3)2Ph3Bi [35]

9 Tricapped trigonal
prism

[Bi(OH2)9]
3þ [35]

12 Icosahedral SbRh12(CO)27
3� [48]

Approximate geometries refer to the legend in Figure 1.3 where possible and the most common coordination geometries
(and associated representative compounds) for each element are highlighted in blue.
aryl-BIAN¼ 1,2-bis(arylimino)acenaphthene.
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such as those shown in 4 and 5, respectively. Analogous structures are extremely rare for

arsenic, with only few characterized examples [49]. Occurrences of single bridging oxides

between antimony and bismuth centres are also known, forming oligomers or polymers.

Bismuth oxyhalides of the general formula BiOX are well known and typically adopt ionic

structures containing [Bi¼O]þ [50, 51]. Other chalcogen-containing species (sulfides,

selenides) show similar structural features. For example, Bi(L-cysteine)3	H2O has a trigonal

pyramidal structure and contains only Bi�S metal-ligand interactions [42].

1.7 Clusters and Extended Structures

Pnictogenmineral oxides contain anions of the type PnO4
3�(e.g., arsenate) and PnO3

3�(e.g.,
arsenite) and adopt extended structures similar to phosphate (PO4

3�) and phosphite (PO3
3�).

The common oxide of bismuth (Bi2O3, bismite) does not contain a molecular unit but some

of the common mineral forms of arsenic (realgar and orpiment) display molecular cage

structures [11], shown in Figure 1.6. Cage structures such as these recur regularly in

pnictogen cluster chemistry and are analogous to the elemental cluster anions, for example

Pn7
3�. Bismuth is observed to form a variety of cationic element clusters of the type Bim

nþ,
examples of which are illustrated in Figure 1.7 [52].

The Lewis acceptor properties of antimony and bismuth are responsible for extended

structures involving halogen centers in bridging positions that are analogous to the

Figure 1.5 Molecular structures for oxygen-pnictogen compounds

Figure 1.6 Selected structures of AsmSn clusters (As¼white circles; S¼black dots)
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associated structures described above for oxides and alkoxides [12]. The two bi-octahedral

frameworks (edge sharing and confacial) are shown in Figure 1.8.

Larger cage structures with multiple bridging ligands are commonly observed for

bismuth [11, 41]. For example, solid state structures of medicinally relevant bismuth

compounds with chelating ligands (citrate, subsalicylate) have recently been reported [53].

The structures of many bismuth-oxygen compounds derive from the [Bi6(OH)12]
6þ unit

shown in Figure 1.9, which contains one bridging hydroxide (black dots) along each of the

Figure 1.7 Examples of bismuth (white circles) cluster cations, including trigonal bipyramid,
square based pyramid, distorted octahedron, square antiprism, and tricapped trigonal prism

Figure 1.8 Edge sharing and confacial bi-octahedral structures observed for antimony and
bismuth (Pn) halides (X)

Figure 1.9 [Bi6(OH)12]
6þ and [Bi6Ox(OH)8�x]

(10�x)þ: representative examples of bismuth
(white circles) clusters, containing bridging oxygen atoms or hydroxides (black dots), with
bismuth octahedra depicted in blue
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12 edges of a bismuth octahedron (white circles) [11, 54]. An alternative structure [55, 56]

involves bridging oxygen atoms or hydroxides on each of the eight faces of the bismuth

octahedron giving formulae of the type [Bi6Ox(OH)8�x]
(10�x)þ.

The crystal structures of compounds containing a bismuth(III) atom (bearing a lone

pair of 6s electrons) often reveal an empty coordination site at the bismuth centre.

This structural feature has been defined as a hemidirected geometry and implicates

the stereochemical activity of the lone pair at the bismuth site. This observed

geometry may alternately be rationalized in terms of a pseudotrans-influence of

ligand coordination on the bismuth centre. In the case of oxygen donors, mixing of the

filled oxygen 2p and empty bismuth 6p orbitals leads to weaker ligand interactions at

the coordination site opposite the oxygen atom(s); in turn, this may result in a vacant

coordination site [36].

1.8 Hybridization and Inversion

Hybridization (or the Valence Bond Model) [30] is used extensively to rationalize the

observed geometry of an atomic centre in a covalent molecule and the model is very

effectively applied to most compounds containing the elements of the second period.

However, the elements after neon in the Periodic Table adopt geometries that are

inconsistent with the hybridization model due to the diffuse nature of np-orbitals relative

to the ns-orbitals (n> 2) and the spatial incompatibility of these orbitals relative to 2s and 2p

orbitals [30]. Consequently, the heavier pnictines (Pn¼P, As, Sb, and Bi) adopt bond angles

close to 90� representing the pure p-orbital overlap that is responsible for the bonds to the

pnictogen centre [57].

Effective hybridization by nitrogen in amines and ammonia allows vertex inversion

(Figure 1.10a) to take place with a minimal energy barrier (5–6 kcalmol�1), while

Figure 1.10 Inversion mechanism for (a) PnH3, vertex inversion via a trigonal planar (D3h)
transition state and (b) PnF3, edge inversion via a T-shaped (C2v) transition state. Reprinted with
permission from [58]. Copyright John Wiley & Sons, Ltd
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phosphines, arsines, stibines and bismuthines have a substantial barrier to vertex inversion

(Table 1.6). The D3h transition state for inversion of a pnictine requires ammonia to adopt

trigonal planar sp2 hybridization and promotion of the non-bonding (lone pair) electrons in

the sp3 orbital to a pp orbital [58]. The energy associated with this bonding adjustment is

small for nitrogen, while for the heavier pnictines the s to p promotional energy for

nonhybridized orbitals is substantial. In contrast, the halopnictines undergo edge-inversion

via a C2v transition state as illustrated in Figure 1.10b, which exhibits an opposite trend in

terms of the inversion energy barrier (Table 1.6).

1.9 Coordination Chemistry

The lone pair of electrons at the pnictogen centre in derivatives of PnR3 is available for

bonding with a Lewis acid. The electron donating ability decreases according to PR3>
AsR3> SbR3
BiR3 [28, 59]. The presence of electron donating substituents increases

the basicity of the pnictogen centre and bulky substituents impose a steric shield resulting

in a kinetic barrier to bond formation and a decreased basicity relative to pnictines

bearing less bulky substituents. Nevertheless, heavy pnictines adopt smaller cone

angles than amines, which affects their relative steric restrictions [60, 61]. According to

Pearson’s hard-soft acid-base theory [62], relatively soft donors favour interactions with

relatively soft acceptors. For instance, coordination of an arsine to a soft metal centre is

favoured over the coordination of a phosphine despite the weaker donor ability of the

arsine [28].

Lewis acid behaviour is most common for compounds involving higher oxidation states

and higher coordination numbers. For example, the fluoride anion forms a strong complex

with PF5 and SbF5 to give PF6
� and SbF6

�, respectively. Although pnictines are more

traditionally described as Lewis bases with reference to their available lone pair, complexes

of pnictines as Lewis acids are known. Introduction of both a formal positive charge and an

open coordination site in pnictogenium cations, PnR2
þ, results in their extensive chemistry

as Lewis acids [45, 63].

Table 1.6 Inversion barriers for PnH3 and PnF3 (Pn ¼ N, P, As, Sb, Bi). Adapted with
permission from [58]. Copyright John Wiley & Sons, Ltd

Inversion Barrier (kcalmol�1) Calculated Experimental
Hydrides (PnH3): vertex inversion via D3h transition state
NH3 5–6 5.8
PH3 35–38 31.5
AsH3 39–42 —
SbH3 43–48 —
BiH3 61–65 —

Fluorides (PnF3): edge inversion via C2v transition state
PF3 53–68
AsF3 46–58
SbF3 38–47
BiF3 34–39
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Table 1.7 Geological Data (adapted with permission from [4]. Copyright Springer Science þ Business Media)

Abundance As Sb Bi

Earth: Crust 1.5 ppm [7] 0.2–0.5mg/kg [1] 0.048 ppm [7]
3.4 ppm [1]

Soil (mg/kg dry wt.) �Average range 4.8–13.6 [9]
0.1–10 [1] 1� 10�3 [1]
Up to 90 nmol/g bound to humic

acids
Up to 10 nmol/g bound to humic

acids
Chief ores and sources realgar [As4S4] stibnite [Sb2S3] bismite [a-Bi2O3]

orpiment [As2S3]
loellingite [FeAs2] ullmanite [NiSbS] bismuthinite [Bi2S3]

bismutite [(BiO)2CO3]
main source is by-product from

Pb and Cu smelters
Seawater (ppm)
Atlantic surface 1.45� 10�3 c. 0.3� 10�3 5.1� 10�8

Atlantic deep 1.53� 10�3 — n.a.
Pacific surface 1.47� 10�3 — 4� 10�8

Pacific deep 1.75� 10�3 — 0.4� 10�8

Residence time in ocean
(years) (oxidation state in
parentheses)

90 000 (V) c. 3.5� 105 (III) n.a. (III)

�Freshwater [8, 9]
Surface water Average 1.6mg/l; ranges from

0.1–25.0mg/l
<10mg/l; ranges from

0.001–9.1mg/l
–

Ground water and deep lake
sediments

Average 1.5mg/l; ranges from
0.1–60mg/l

<5mg/l –

�Air (ng/m3) Average 1; ranges from 0.5–17
(urban) [9]

0.11–0.23 (urban) [1] 1–66 (urban) [1]

0.1–0.6 (rural) [1]

Values marked with � indicate geological data from Canada, while remaining values are nonspecific global data.
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1.10 Geological Occurrence

The natural abundance in land and water sources of arsenic is significantly greater than that

of antimony or bismuth (where bismuth has the lowest natural abundance). The most

common ores of arsenic are realgar (As4S4), orpiment (As2S3), arsenolite (As2O3),

arsenopyrite (FeAsS) and enargite (Cu3AsS4) [4, 64]. Arsenic is typically introduced into

the biosphere in bioavailable non-mineral forms through the industrial processing of ores,

improper handling of wastes, as well as use in herbicides and pesticides that are now banned

in North America [9].

The common ores of antimony are stibnite (Sb2S3), ulmanite (NiSbS), livingstonite

(HgSb4S8), tetrahedrite (Cu3SbS3) and jamesonite (FePb4Sb6S14) [64]. Antimony is most

commonly introduced to the biosphere via natural biological and geochemical cycling

processes [65]. The low aqueous solubility of antimony relative to arsenic [1] hinders its

transport and bioaccumulation does not occur [8]. Only tartar emetic (antimony potassium

tartrate, C8H4K2O12Sb2	3H2O) has high water solubility (83 g/l) [1]. Dissolved antimony

discharged into the natural aquifer typically precipitates as Sb2O3 or Sb2O5 [8].

Bismuth occurs in the ore bismite (a-Bi2O3), bismuthinite (Bi2S3) and bismuthtite

(BiO)2CO3 [64]. Most bioavailable bismuth has been introduced via human

activity; however, small amounts may be released due to volcanic activity or aqueous

action [64]. Table 1.7 provides geological and environmental abundance data for these

heavier pnictogens.

1.11 Aqueous Chemistry and Speciation

The dominant forms of arsenic in dilute aqueous solutions are As(OH)3, [As(OH)4]
�,

[AsO2(OH)]
2�and [AsO3]

3�, where As(OH)3 behaves as a Lewis acid and can form adducts

in aqueous media. Oxygen exchange between water molecules and arsenite anions is

catalysed by trace amounts of [H2AsO3]
� [65]. In both acidic and basic environments,

arsenic is commonly methylated [64] as [MeAsO4]
2�, [Me2AsO2]

� and Me3AsO [9].

Arsenobetaine and arsenocholine (Figure 1.11) are the common forms of arsenic in marine

organisms and are found to be nontoxic in mice and hamsters [66]. In general, inorganic

forms of arsenic have higher toxicity in humans than organoarsines [64], which are readily

excreted [1, 9].

Antimony occurs most commonly as [Sb(OH)6]
�, although it has also been postulated as

Sb(OH)5	H2O in aqueous environments at pH> 4 [65]. Under acidic conditions (pH 2),

[SbO]þ or [Sb(OH)2]
þ are found [12, 65], while at pH> 11, [Sb(OH)4]

� is the dominant

form [65]. Bismuth has a diverse aqueous chemistry analogous to arsenic. The dominant

species observed in natural waters is Bi(OH)3 [67].

Figure 1.11 Molecular structures of the nontoxic forms of arsenic in marine organisms
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1.12 Analytical Methods and Characterization

Due to the quadrupolar nuclear spins (Table 1.1) of the heavy pnictogen elements, they are

not readily analysed by NMR spectroscopy, one of the most versatile methods of

characterization. X-ray diffraction can provide the most definitive characterization data

for compounds of these elements, if crystalline samples [68] are available, although powder

diffraction data [69] also yields useful information. Infrared [70] and Raman [71] vibra-

tional spectroscopy of solids and solutions, as well as UV-visible absorbance [72] spec-

troscopy of solutions, have been employed to elucidate structural information. Mass

spectrometry [73] has also been employed to determine the formula of ions in the gas

phase. Antimony-121 (121Sb) can be analysed by M€ossbauer spectroscopy [74, 75] giving

both structural (e.g., molecular symmetry and lone pair orientation) and electronic

information (e.g., oxidation state, electronic configuration, bond ionicity and orbital

population analysis with respect to calculated orbitals).

1.13 Conclusions

Arsenic, antimony and bismuth display a diverse chemistry that is distinct from that of their

lighter congeners inGroup 15. Furthermore, the relative instability of theþ5 oxidation state

for arsenic and bismuth and the tendency of antimony and bismuth to form extended

molecular structures distinguish these elements from one another. The resulting coordina-

tion environments preferred by these elements leads to structural features that may prove

significant in biological and medicinal contexts.
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Arsenic’s Interactions with
Macromolecules and its Relationship

to Carcinogenesis

Kirk T. Kitchin

Integrated Systems Toxicology Division, National Health and Environmental Effects

Research Laboratory, Office of Research and Development, U.S. Environmental

Protection Agency, Research Triangle Park, NC 27711, USA

2.1 Introduction

This book chapter presents selected aspects of arsenic biochemistry, some of the effects of

arsenicals on biochemical endpoints, three possible modes of action (MOA) (binding,

oxidative stress and DNA methylation) for arsenic causing human cancer, several of the

connections between arsenic and carcinogenicity (epidemiological studies, animal studies

and the use of arsenic in the treatment of leukaemia) and finally some sources of information

for newcomers to this large and complex research area. This chapter focuses more on

individual speciated arsenicals and the individual proteins or other cellular targets of

arsenicals rather than more descriptive studies of adverse animal health effects or patho-

logical endpoints. The general order of the chapter is from smaller to larger biological

systems. Entire books [1–3] and comprehensive review articles [4–9] have been published

on the subject of arsenic. Therefore, in many cases this material is deliberately not included

in this chapter if the material is well presented elsewhere.
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2.2 Arsenic’s Interactions with DNA and Proteins

The charge state of common arsenicals can be deduced from their pKa values arsenite

(9.23), arsenate (2.25, 6.77, 11.6), monomethylarsonic acid (4.1, 8.7) and dimethylarsinic

acid (6.9) [9–11]. Thus at physiological pH, arsenite, monomethylarsonous acid, dimethy-

larsinous acid, trimethylarsine oxide and all four arsines should be uncharged. Because

carcinogenesis is the development of heritable changes in cells, alterations in DNA are

normally the first place to look for causes of cancer. Studies looking for the formation of

covalent bonds between arsenic atoms and the DNA backbone have generally come back

negative. Formation of reversible coordination complexes between arsenic and DNA have

been looked for but not found by one experimental group [12]. At concentrations up to about

1mM, no specific binding was observed between 73As labeled arsenite and calf thymus

DNA. Similarly in one study radioactive pentavalent arsenate did not specifically bind to

DNA. The inorganic arsenicals might have interacted with any number of functional groups

present in DNA such as amines, keto groups, phosphates or ring nitrogen atoms. Apparently

arsenic does not form any appreciable coordination complexes with any of the atoms or

functional groups contained in DNA [12].

Histones are positively charged proteins that contain large numbers of lysine and arginine

moieties. However, in the sequences of major cow histones there are only two cysteines and

10 histidines in a total of 595 amino acids. Neither arsenite nor arsenate showed specific

binding to purified calf thymus histones type II-A or to purified cow histone H3/H4, at

concentrations up to about 1mM [12].

Although positively charged metals such as NiII and CuII bind well to histidine, arsenite

binds well only to the cysteine containing peptides and proteins [10]. There have been

observations of arsenic interacting with the hetero atoms of Se [13, 14], Mo [15] and rarely

the hydroxyl group of two tyrosine moieties [16].

Although it is an indirect interaction, arsenical exposures are well known for increasing

the concentration of 8-hydroxydeoxyguanosine (8-OHdG), an oxidized DNA base [6]. An

attractive biochemical hypothesis is that the changes in arsenic’s valence state betweenþ3

and þ5 produce reactive oxygen species (ROS) such as superoxide anion. The arsenical

induced increased concentrations of superoxide anion, hydrogen peroxide and hydroxyl

radical can then lead to increased 8-OHdG by attack of the hydroxyl radical on dG of DNA.

Hydroxyl radical is also expected to be a good hydrogen atom abstractor fromDNA leading

to single strand breaks which have been frequently observed as an arsenical induced

biological effect in both in vitro [4] and animal studies [17–19].

A good review of the mutational, DNA damage and cytogenetic effects of arsenicals has

been written by Basu et al. [4]. Although it is a poor point mutagen, arsenic does interact

with DNA. Arsenic cause many clastogenic and chromosomal changes. Many of arsenic’s

effects on DNA can be explained by (a) trivalent arsenicals acting via the proteins

associated with DNA synthesis, repair and replication and (b) free radical attack on

existing DNA which yields primarily single strand breaks. Kligerman et al. [20] used

several different genetic toxicology endpoints (chromosome aberrations, sister chromatid

exchanges (SCE), mutagenicity in L5178Y/Tk(þ/�) mouse lymphoma cells, Salmonella

reversion assay, prophage induction in Escherichia coli) and found that generally dimethy-

larsinous acid (DMA(III)) andmonomethylarsonous acid (MMA(III)) were the most potent

genotoxic arsenicals. None of the six tested arsenicals (arsenate (As(V)), arsenite (As(III)),
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monomethylarsonic acid (MMA(V)), MMA(III), dimethylarsinic acid (DMA(V)) and

DMA(III)) caused SCE, Salmonella mutations or prophage induction [20].

Andrewes et al. [21] studied all 11 arsenicals shown in Figure 2.1 including the four arsine

forms of arsenic.Arsines have hydrogen andmethyl groups but no hydroxyl groups attached

to the arsenic atom. Inmostmammals, dimethylated forms of arsenic are rapidly excreted in

the urine. In some rare situations, arsenic methylation will proceed all the way to the

addition of either three [22] or four methyl groups (e.g., the marine polychaetes Nereis

diversicolor and Nereis virens [23]. In the experimental system of pBR322 supercoiled

plasmid DNA, single strand breaks were caused by MMA(III), DMA(III), monomethy-

larsine, dimethylarsine, and trimethylarsine [21]. The two most potent arsines, trimethy-

larsine and dimethylarsine, were about 100 times more potent than DMA(III) [21].

Previously, DMA(III) had been the most potent genotoxic arsenical known. Although

these reduced methylated arsines might only be produced in vivo in small quantities,

these highly reactive arsenicals interact rapidly with both triplet state dioxygen molecules

and DNA.

In Chinese hamster ovary cells, (CHO) cells exposed to seven arsenicals (As(V), As(III),

MMA(V),MMA(III), DMA(V),DMA(III) andTMAO) and the ability of these arsenicals to

enter cells and cause micronucleus (MN) induction, chromosome aberrations (CA), and

SCE was determined [24]. Their results showed that MMA(III) and DMA(III) induce

Figure 2.1 The metabolic conversions and interrelationships of the chemical forms of arsenic
are shown above. The common valence states of arsenic in mammals are þ5 and þ3.
The downward green arrows are reductions. The upward green arrows are oxidations. The
diagonal purple arrows are oxidativemethylationswhich are enzymatically performed. Themost
common arsenic chemical forms found in mammals are arsenate, arsenite, MMA(V), MMA(III),
DMA(V) andDMA(III).MMA(III) andDMA(III) are prone to oxidation during sample collection,
storage and assay and may occur in higher concentrations in vivo than have been chemically
demonstrated so far. In most mammals, there is less positive evidence for the occurrence of
substantial tissue concentrations of any of the arsines and TMAO
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cytotoxic and genotoxic effects to a greater extent thanMMA(V) or DMA(V). MN, CA and

SCE were significantly increased by exposure to DMA(III) and MMA(III). As(III) and As

(V) induced CA and SCE but no MN. At up to 5mM, MMA(V), DMA(V) and TMAO(V)

were not genotoxic to CHO cells. Overall, the potency of the DNA damage decreased in

the order DMA(III)HMMA(III)HAs(III), As(V)HMMA(V)HDMA(V)HTMAO

(V) [24]. When the uptake of arsenicals into CHO cells was measured, it was found that

only about 0.03%MMA(V) andDMA(V), 2%of theMMA(III), As(III) andAs(V) and 10%

of theDMA(III) was taken up. As(V),MMA(V) andDMA(V) all have one ormore negative

charges on them at physiological pH. Charged arsenicals should have reduced passive

transport across cell membranes. Evidently, the electrical neutrality of DMA(III) and the

lipophilicity of the two methyl groups assist in getting DMA(III) across cell membranes.

The observed order of transport across the CHO cell membrane was DMA(III)HAs

(III)HMMA(III)HAs(V)HDMA(V), MMA(V) and TMAO [24]. Transport processes

(e.g., aquaglyceroporins [25] and the phosphate transport system [26]) are known to

transport arsenicals across cell membranes. Although arsenicals do not seem to directly

interact in either a covalent or coordination chemistrymannerwithDNA, there are excellent

experimental reasons to believe in interactions between trivalent arsenicals and cysteine

containing proteins. Among the amino acids, arsenite interacts well with one or more

cysteine moieties and seems to completely leave methionine, histidine, arginine, lysine and

hydroxyl containing amino acids alone [27]. It seems that sulfur and selenium account for

almost all the coordination complexes that arsenicals are known to form in biology. Since

sulfhydryls are so common in biological systems, they dominate the in vivo biochemical

complexes of arsenic. Much of the biological effects of arsenic containing compounds,

particularly those of the inorganic arsenic to either DMA(V) or trimethylarsine oxide

methylation pathway, can be interpreted as downstream events of protein binding of

trivalent arsenicals (e.g., arsenite, MMA(III), DMA(III) and possibly even trimethylarsine

(via the fourth and fifth possible coordinations of arsenic [28]). The amino acid sequences

and binding constant data of all seven synthetic peptides discussed in this chapter are

summarized in Table 2.1.

With monothiol binding sites of peptides and proteins, arsenite is expected to bind

with a dissociation equilibrium constant value (Kd) of approximately 100–200mM [27].

About 99% of the arsenite is bound to tissue sulfhydryl groups at any given time

point [27]. About 91% of the total arsenite binding is to the more numerous monothiol

sites. The association rate constant of ligand receptor complex (kon), dissociation rate

Table 2.1 Synthetic peptides and their binding constants

Peptide #C (Cys) Amino Acid Sequence Kd (mM) BmaxhM/mg

15 4 RYCAVCNDYASGYHYGVWSCEGCKA 2.20 89.2
24 3 RYCAVCNDYASGYHYGVWSCEGGKA 4.28 234
16 2 RYCAVCNDYASGYHYGV 2.71 36.2
20 1 RVCAVGNDYASGYHYGV 190 26.1
10 3 LECAWQGKCVEGTEHLYSMKCKNV 1.32 59.3
19 1 LEGAWQGKGVEGTEHLYSMKCKNV 124 26.4
5 3 YYGCGLVIPEHLENCWILDLGSGSGRDCYVLK 2.0 36.0

The amino acid sequences of peptides 15, 24, 16 and 20 are based on the zinc finger region of the human estrogen receptor
alpha. Peptides 10 and 19 are based on the amino acids in the interior of the estrogen binding pocket of the human estrogen
receptor alpha. Peptide 5 is based on human arsenic þ3 methyltransferase.
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constant of ligand receptor complex (koff) and the half life (T1/2) for arsenite binding to

monothiol sites were too fast to be measured [29]. The overall picture that emerges is one

of arsenite having a very short occupancy time on particular monothiol binding sites [29].

Thus, it is difficult to believe that trivalent arsenical binding to monothiol sites is

biologically important in causing carcinogenesis or any other biological effects because

(1) the occupancy time is so short and (2) the percentage of the biological monothiol sites

occupied is less than 0.1%.

In contrast, dithiol binding sites have a long history of perceived importance in arsenic

toxicology going back at least to the 1940s. For dithiol sites the Kd can be 1–20mM,

much lower than the value for monothiol sites. Estimates of the koff rates are between

0.3- 0.5min�1 which leads to a measurable half life (t1/2) of about 1.3–2.0min for arsenite

binding to dithiol sites [29]. Such dithiol sites on important proteins and peptides can

easily be occupied by trivalent arsenicals long enough and the resulting complex stable

enough to cause some of the adverse health effects of arsenic.

Trithiol binding sites are expected to be rarer in biology than dithiol sites. However,

trithiol binding sites are known to exist. Several examples include the arsenic metallocha-

perone (ArsD) and extrusion (ArsA) proteins studied by Barry Rosen and colleagues (and

covered in Chapter 8 of this book), C3H1 and C4 zinc finger proteins that normally

coordinate to zinc and possibly the arsenite binding site of the enzyme arsenic (þ3 oxidation

state) methyltransferase (AS3MT)) [30, 31]. Sites that are effectively trithiol sites can occur

when arsenite binds to a dithiol protein site containing two cysteines from a protein and then

the tridentate arsenite coordinates to either a glutathione or to the free amino acid cysteine.

This would result in a tridentate coordination that would be expected to have a long T1/2 of

about 1–3 h [29].

At trithiol binding sites of peptides and proteins, arsenite is expected to bind with a Kd of

about 1–20 mM (the same as dithiol sites), but the koff rates are much slower

(0.0045–0.007min�1) and thus the T1/2 is much longer, 1.7–2.6 h [29]. Such stable binding

sites are excellent candidates for mediating many of arsenic’s toxicological and carcino-

genic effects.

The monothiol peptide 20 (RVCAVGNDYASGYHYGV) and the trithiol peptide 10

(LECAWQGKCVEGTEHLYSMKCK) were used in disassociation binding studies using

radioactive 73As-labeled arsenite and vacuum filtration methodology [29]. Intermolecular

arsenite binding to up to three different proteins or peptides is schematically shown in panel

A of Figure 2.2; intramolecular arsenite binding to a peptide with a trithiol binding site is

shown in panel B.

Nonlinear regression analysis of the dissociation of both arsenite-peptide complexes

showed that triphasic fits gave excellent r2 values (0.9859 for peptide 20 and 0.9890 for

peptide 10). The first phase of arsenite peptide dissociation had the largest span (decrease in

binding) and the rate was too fast to be measured using vacuum filtration methods. The

dissociation rate constants of arsenite peptide complexes for the second phasewere 0.35 and

0.54min�1 and for the third phase were 0.0071 and 0.0045min�1 for peptides 20 and 10,

respectively [29].

For the trithiol peptide 10 therewasmore total binding found andmore of the total binding

was of a dithiol and trithiol type. For peptide 10, the three spans of triphasic decaywere 59%,

16% and 25% of the total binding of 43.7 nM/mg protein (or 0.14 nM bound/nM of

peptide 10).
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The binding scheme presented in Figure 2.2 is consistent with (a) the known coordina-

tion chemistry of arsenic, (b) known intermolecular complexes of this type of structurewith

glutathione and cysteine and (c) intramolecular bidentate complexes of trivalent arsenicals

and small chelator molecules such as 2,3-dimercaptopropanol (British Anti-Lewisite) [32],

meso-dimercaptosuccinic acid (DMSA) and 2,3-dimercapto-1-propanesulfonic acid, sodi-

um salt (DMPS) [33].

This dissociation study (a) demonstrated the long half lives of tridentate arsenite-peptide

complexes, (b) demonstrated the large dissociation rate constant for a unidentate complex

of a trivalent arsenic and a single sulfhydryl group, (c) showed that the kinetics of

dissociation of intermolecular and intramolecular complexes of arsenite and one, two or

three cysteines of peptides is quite similar and (d) demonstrated the great difference

(almost four orders ofmagnitude) between the rates of dissociation of a single arsenic-sulfur

coordination versus arsenic coordinated to three sulfur atoms [29].

Figure 2.2 Schematic representation of arsenite-peptide complexes associating and dissociat-
ing (a) in an intermolecular manner with peptide 20 with one cysteine as an example and (b) in
an intramolecular manner with peptide 10 with three cysteines as an example. Peptide 10 can
bind arsenite in both the intermolecular and intramolecular manner. The Kd values of 190, 124
and 1.32mMare based on the saturation binding studies of peptide 20, 10 and 19 by Kitchin and
Wallace [29]. Estimates of the arsenite peptide complexes dissociation rates k�1, k�2 and k�3 come
fromKitchin andWallace [29]. The three respective association rates, k1, k2 and k3 are calculated
by the using the equation Kd¼ k�1/k1¼ koff/kon while the half lives are estimated by using the
equation T1/2¼ 0.693/koff. Reprinted with permission from [29]. Copyright John Wiley & Sons,
Ltd 2006
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These types of binding experiments show that arsenite can crosslink peptides and proteins

and thus form long lived complexes of two and three cysteine containing peptides

(Figure 2.2a). The matter of greatest importance in determining the stability of the overall

arsenite peptide complex is the number of arsenic coordinations to sulfur and not if the

coordinations are in a ring geometry or not.

The arsenite mM values of (a) the Kd for both dithiol and/or trithiol binding sites (about

1–20) [29], (b) the Kd for monothiol binding sites (about 100–200) [27] and (c) the

observed 24 hmM inhibitory concentration 50 (IC50) for rat hepatocytes (�10), human

hepatocytes (H20), human keratinocytes (H20), human bronchial cells (3.2) and UROsta

human urinary bladder cells (17.8) [34] can all be compared. Clearly, arsenite binding to

monothiol sites cannot explain arsenite’s lethality to cultured cells because substantial

numbers of cells are dying at arsenite mMconcentrations much lower than the Kd values for

arsenite binding to monothiol binding sites. Only dithiol and trithiol arsenite binding sites

have a low enough Kd values to explain arsenite’s observed IC50 curves.

Arsenite (with up to tridentate binding), MMA(III) (with up to bidentate binding) and

DMA(III) (with only unidentate binding) are expected to be very different in their peptide

and protein binding affinities, dissociation rate constants and the arsenic-peptide complex

half lives. The inorganic arsenicals arsenite and arsenate havewater solubilities in themolar

range. MMA(V) and DMA(V) are also highly water soluble. Adding methyl groups to

arsenic increases the degree of lipophilicity and changes the water/octanol partition

coefficient.

A scheme for the ability of thiols (RSH) to both reduce (pentavalent ! trivalent

oxidation state for arsenic) and to complex to inorganic and methylated arsenicals has

been presented by Cullen’s group [35]:

ðCH3ÞxAsOðOHÞ3�xþð5�xÞRSH!ðCH3ÞxAsðSRÞ3�xþRSSR

Because the intracellular concentration of reduced glutathione (GSH) is so large,

glutathione can form coordination complexes with various trivalent arsenicals in vivo.

Complexes of arsenic triglutathione and methylarsenic diglutathione have been demon-

strated in vivo [36]. For dimethylarsenic glutathione there is only limited indirect evidence

that this species ocurrs in vivo [36]. Chromatography experiments have demonstrated that

methylarsenic diglutathione and dimethylarsenic glutathione are more stable than arsenic

trigluathione [37]. Arsenic triglutathione and methylarsenic diglutathione have been

detected in bile from arsenite and arsenate treated rats [36] and in urine from arsenite

treatedmice deficient in gamma-glutamyl transpeptidase [38]. Once a glutathionemoiety is

coordinately complexed to arsenic, the resulting complex can be exported into the bile by

the multidrug resistance associated protein 2 (MRP2/cMOAT) transport system [39].

Representative rat GSH concentrations (in mM/g or ml) are 7.2 in liver [40], 1.0 in

kidney [40], 1.59 in bile [41] and 0.011 in serum [40]. In CDF1 mice, tissue GSH

concentrations were 7.4, 2.9, 1.7, 1.7, 2.4, 2.0, 0.8 and 0.5mM/g in liver, kidney, urinary

bladder, lung, spleen, pancreas, heart andmuscle, respectively [42]. As the concentration of

GSH is so low in serum and urine [40], coordination complexes between arsenic and GSH

tend to dissociate in these two compartments.

A very unusual type of binding is known to take place between DMA(III) and rat

hemoglobin [43, 44]. The amount and strength of DMA(III) binding to rat hemoglobin is
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more than can be explained on the basis of simple unidentate binding of a trivalent arsenical

to one cysteine of a peptide chain. Thus, rat hemoglobin is the first knownmajor example of

a trivalent arsenical binding at unexpectedly low concentrations for very long periods of

time. Other unknown binding sites may hold amajor key to understanding arsenic’s toxicity

and carcinogenicity.

Binding of trivalent arsenicals to peptides and proteins can alter their structure and

function and contribute to adverse health outcomes such as toxicity and carcinogenicity.

Historically, the lipoic acid moiety of the enzyme system pyruvate dehydrogenase was

considered an important site of action of trivalent arsenicals. Lipoic acid offers a typical

dithiol binding site for trivalent arsenicals. Among the protein targets frequently considered

as possible components of an arsenic carcinogenesis mode-of-action (MOA) are tubulin,

thioredoxin reductase, Drosophila actin binding protein Kelch (Keap-1), metallothionein,

poly(ADP-ribose) polymerase-1 protein (PARP-1), xeroderma pigmentosum group A

protein (XPA) and many steroid receptor proteins. Hundreds of proteins might offer good

dithiol or even trithiol binding sites. Arsenite is capable of changing peptide or protein

conformation by linking several cysteines that may initially be somewhat far apart [45, 46].

In order for zinc finger proteins (i.e., C2H2, C3H1 or C4) to be an important key event of

an MOA for arsenic carcinogenesis, it should be first demonstrated that (a) trivalent

arsenicals can release zinc from zinc finger proteins, (b) trivalent arsenicals can bind to

zinc finger sites containing two or more cysteines, (c) reduced function of arsenic treated

zinc finger proteins and (d) exogenous zinc induced antagonism of arsenic’s inhibition of

enzyme function (e.g., DNA repair). This is because the exogenous zinc should be capable

of removing arsenic from the zinc binding site and restoring the zinc finger site structure to

its normal conformation.

There are now sufficient experimental data that all four of the above criteria are met. This

evidence is summarized in sections 2.2.1 to 2.2.4 given below:

2.2.1 Release of Zinc fromZinc Finger Proteins has beenChemically Demonstrated

Arsenite,MMA(III) andDMA(III) have released zinc fromZnXPAzf, the zinc finger region

of XPA, a crucial member of the nucleotide excision repair (NER) complex [47].

2.2.2 Binding of Trivalent Arsenic to Zinc Finger Proteins

1. When MMA(III) released Zn(II) from ZnXPAzf, it formed mono- and diarsenical

derivatives of XPAzf. It also caused the oxidation of unprotected thiol groups to

intramolecular disulfides. The estimated affinity of MMA(III) to XPAzf was 30-fold

higher than that of arsenite [47].

2. Direct binding of radioactive arsenite to synthetic zinc free peptides having zinc finger

regions of two, three or four cysteines:

peptide 16 (RYCAVCNDYASGYHYGV),

peptide 24 (RYCAVCNDYASGYHYGVWSCEGGKA) and

peptide 15 (RYCAVCNDYASGYHYGVWSCEGCKA) has been demonstrated [27].

Kd values ranged between 2.2 and 4.3 mM [27]. Binding of 14C-MMA(III) to cysteine

containing proteins has been demonstrated using peptide 10 (LECAWQGKCVEG-

TEHLYSMKCK) (unpublished observations, Kitchin and Wallace).
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2.2.3 Reduced Function of Zinc Finger Proteins

1. Arsenite, MMA(III) and DMA(III) inhibited DNA repair in human lung cells [48].

2. MMA(III) and DMA(III) inhibited the activity of the DNA repair enzyme formamido-

pyrimidine-DNA glycosylase protein (Fpg) [47].

3. MMA(III) and DMA(III) inhibited PARP-1 enzyme activity in the low concentration

range between 1–1000 nM [49].

4. Arsenite inhibited the repair of ultraviolet radiation induced cyclobutane pyrimidine

dimers in human keratinocytes [50]. p38 MAPK and NF-kB may mediate this nitric

oxide and inducible nitric oxide synthase dependent effect [50].

5. By the criteria of the comet DNA assay, arsenite (2mM) alone did not cause single strand

breaks in keratinocytes but this concentration of arsenite greatly enhanced the single

strand breaks induced by ultraviolet radiation. This was attributed to PARP-1

inhibition [51].

6. In HeLa cells, 0.01–1 mMarsenite reduced PARP-1 activity. Arsenite (0.5mM) increased

DNA strand breaks as well [52].

7. In HeLa cells increased Fpg sensitive sites in DNAwere observed after treatment with

arsenite (0.010–1 mM), MMA(III) (0.1–7.5mM), DMA(III) (0.1–7.5mM), MMA(V)

(10–500mM) and DMA(V) (10–500mM) [48].

2.2.4 Restoration of Zinc Finger Protein Function

This has been demonstrated in vitro using a system inwhich trivalent arsenite and ultraviolet

light exposure were used together to damage DNA. Then either 8-OHdG concentration in

cellular DNA or DNA damage in a comet assay was measured. Exogenous zinc was an

effective antagonist of arsenite and ultraviolet radiation induced DNA damage in cultured

human keratinocytes [51]. In other experiments with human keratinocytes, zinc supple-

mentation restored the PARP-1 activity inhibited by arsenite, reduced the formation of

8-OHdG but interestingly did not decrease ROS concentrations [51]. SiRNA knockdown of

PARP-1 greatly increased the 8-OHdG level produced by hydrogen peroxide but not by

arsenite. This ineffectiveness of arsenite in the siRNA mediated PARP-1 knock down

condition is an additional type of evidence that arsenite acts via the zinc finger protein

PARP-1 [51].

In conclusion, the above data are consistent with arsenite replacing Zn from a zinc finger

protein and lowering DNA repair enzyme activity (e.g., PARP-1, Fpg). Arsenic could act

both by (a) binding to dithiol and trithiols sites such as the zinc finger proteins PARP-1 and

Fpg and (b) ROS generation and oxidative stress. Inactivation or incorrect function of DNA

repair proteins can be caused by either (a) conformational changes induced by binding of

trivalent arsenicals to cysteine(s) containing sites of the enzyme, (b) oxidation of the DNA

repair protein and/or (c) arsenic induced alterations in the amount of DNA repair protein

present (translational effects on proteins).

Another prominent feature of arsenic biochemistry in many biological systems is that

arsenic is methylated. Bacteria, fungi/algae/yeast, plants and animals can all methylate

arsenic in addition to the related atoms of S, Se and Co [53]. Other elements that undergo

methylation in fewer biological systems includeNi,Hg, Sn, Te, Sb, Bi, Tl, Pb, Po, P, I, Cl and

Br [53]. Thus, at least 17 elements are methylated by various life forms. The microbial
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methylation of arsenic, antimony and bismuth has been reviewed by Bentley and Chas-

teen [54]. The classical pathway of arsenic methylation first put forward by Challenger in

1945 [55] requires sequential reductions of arsenic to trivalency (by cellular thiols, GSH,

cysteine, etc.) [35] and then oxidative methylation steps (Figure 2.1). This pathway of

arsenic methylation proceeds in most animals to the addition of two or rarely three methyl

groups [56]. In most mammals, dimethylated forms of arsenic are rapidly excreted in the

urine. In some rare situations, arsenic methylation will proceed all theway to the addition of

either three [57] or four methyl groups. The marine polychaetes Nereis diversicolor and

Nereis virens both contain about 25% tetramethyarsonium ion in addition to the expected

arsenobetaine [23]. Thesemarineworms apparentlymethylate inorganic arsenic four times,

all the way to tetramethyarsonium ion.

Because trivalent arsenicals have about 100-fold lower Kd values for bidentate binding to

dithiol sites in comparison to monodentate binding to monothiol sites [27, 58], it is easy to

seewhy arsenic methylation generally stops after twomethyl groups are added. The second

methyl group on arsenic makes bidentate binding impossible and the weaker monodentate

binding is usually insufficient to keep the potential substrate of a dimethylated arsenical

fromdrifting away from the enzymatic site of reduction and/ormethylation.Apeptide based

on the human amino acid sequence of arsenic (þ3 oxidation state) methyltransferase

(AS3MT), YYGCGLVIPEHLENCWILDLGSGSGRDCYVLK, bound arsenite with a Kd

of 2.0mM and a Bmax of 36 ZM/mg [58]. The three cysteines in this region are conserved
across man, rat, mouse, cow and chicken [30, 59]. Another cysteine rich region of AS3MT
has the sequence DSMKSRCVPDAAGGCCGTKKSC. Of these four cysteines either three
or four cysteines are conserved between man, rat, mouse, cow and chicken [30, 59].
The oxidative methylation steps of Figure 2.1 are catalysed by an enzyme called arsenic

(þ3 oxidation state) methyltransferase (EC 2.1.1.137) [60]. Both arsenic reduction and

methylation capacities have been demonstrated by this single enzyme [30, 60]. The kinetic

constants of rat AS3MT for methylating MMA(III) are a Km of 0.25mM and a Vmax of

68 pM/mg protein/min [60]. AS3MT is 369, 376, 375 and 205 amino acids long in rat,

mouse, human and chimpanzee, respectively [59]. There are 12 conserved cysteines among

human, rat and mouse enzymes. Because there are 14 total cysteines (Swiss Protein entry

#Q9HBK9) in the human arsenic methyltransferase enzyme, it is easy to see how the same

enzyme could both oxidatively methylate and subsequently reduce trivalent arsenic

substrates [30, 61]. As there is not much monomethylated arsenic excretion found in most

mammals (humans are unusually high in monomethylated arsenic excretion), if MMA(V)

does actually leave the AS3MT methylation site, this arsenical must be reduced and then

recaptured by the enzyme for subsequent methylation with extreme efficiency.

The enzymatic or nonenzymatic methylation of arsenic can be chemically thought of as a

SN2mechanismwhere there is positively charged carbocation character in themethyl group

of S-adenosylmethionine (SAM) (for enzymatic methylation) or CH3I (for the Meyer

Reaction of synthetic organometallic chemistry). There is also negatively charged character

on the arsenic atom due to the electron donating properties of sulfur (for enzymatic

methylation) [31] or oxygen atom(s) (for the Meyer Reaction). In the Meyer Reaction,

alkylation of arsenic always results in a pentavalent, never a trivalent, arsenical product.

Several animals (guinea pig, marmoset, tamarin and chimpanzee) are deficient in the

capacity to methylate arsenic [62, 63]. Chimpanzees express an inactivated truncated

arsenic methyltransferase enzyme [59]. The sequential view of arsenic methylation of
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arsenic in mammals is well covered by several review articles from the same experimental

group [30, 56, 57, 64].

Another point of view is that arsenic is not sequentially reduced and oxidatively

methylated but rather reduced to trivalency, bound to a RSH site on a methyl transferase

enzyme and then successively methylated without going through a pentavalent intermedi-

ate [31, 65]. This second view requires that the methylation product is trivalent rather than

pentavalent arsenic [31, 65]. If this is true, it is easy to see how a second or even a third round

of methylation can occur without arsenic ever leaving the enzymatic site of the

methyltransferase.

Based on the known Kd values for arsenite and the known RSH concentrations inside of

cells, it is easy to conclude that 99% of arsenite inside of cells is bound and not free [27].

Thus, inside a cell most arsenite (and also MMA(III) (Kitchin and Wallace, unpublished

data) and DMA(III)) will be bound to cysteine, GSH, the many reduced cysteine containing

proteins that are not methylation enzymes andmost importantly the cysteine groups close to

or at the enzymatic site(s) of arsenic methylation enzyme(s).

These two views of arsenic methylation differ on what is the true substrate for arsenic

methylation (arsenic triglutathione [65] or protein bound trivalent arsenicals [31] versus free

or protein bound forms of arsenite,MMA(III) orDMA(III) [60]. They also differ onwhether

the required reduction and methylation steps are sequential [60] or simultaneous [31, 65].

Both views of arsenicmethylation completely agree that both reduction andmethylation are

required for inorganic arsenic to be methylated to mono- di- and tri- methylated arsenicals.

Arsenic complexes not only with oxygen but also with sulfur. Particularly in the relative

anaerobic parts of the organisms such as the gastrointestinal tract, arsenicmay formmultiple

coordination complexes with sulfur either by forming two coordination bonds (in place of

oxygen) or by replacing an OH with SH. Some of the thioarsenicals compounds that have

been either synthesized or found in biological matrixes are listed below in order of the

increasing degree of methylation:

a. a monomethylarsenic form CH3As(S)(OH)2(V) monomethylmonothioarsonic acid

(MMMTA(V)),

b. dimethlyarsenic forms (CH3)2As(S)OH (dimethylmonothioarsinic acid (DMMTA(V)),

(CH3)2AsSH(III) dimethylthioarsinous acid (DMTA(III)), (CH3)2As(S)SH (dimethyl-

dithioarsinic acid (DMDTA(V)), (CH3)2As(O)SH(V) dimethylmonothioarsinic acid

(DMMTA(V)), (CH3)2As(S)OAs(S)(CH3)2 dimethylthioarsinic anhydride (an oxygen

linked dimer (DMTA(V), M2)), (CH3)2As(S)SNa sodium dimethyldithioarsinate

(DMDTA(V) or M3) and

c. a trimethylarsenic form (CH3)3AsS trimethylarsine sulfide (TMAS, M1).

In respect to occurrence of sulfur containing arsenicals, DMMTA(V) was found present

in 44% of the urine of Bangladesh women exposed to inorganic arsenic [66]. After

administration of 5mg/kg of arsenite to male Syrian hamsters and Wistar rats, hamster

urine contained the thioarsenicals MMMTA(V), DMDTA(V) and DMMTA(V), while rat

urine contained MMMTA(V) and DMMTA(V) [67]. Both rat and hamsters urine contained

the normal oxygen containing and methylated forms of arsenic (As(III), As(V), MMA(V),

DMA(V)) as well.

At this point in time, we do not know a great deal about the biological properties of sulfur

containing arsenicals. However, in comparison to similar pentavalent oxygen containing
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arsenicals, sulfur containing arsenicals are often less charged and thus may cross cell

membranes more efficiently and can subsequently be transformed back into various

chemical forms that do not contain sulfur (e.g., DMA(III)) [68].

In some comparisons of the LC50 of sulfur containing arsenicals in cell culture, the values

are often fairly similar to related trivalent arsenicals. For example, in human hepatocarci-

noma HepG2 cells, DMMTA(V) was about 10 times more cytotoxic than DMA(V) [66]. In

human epidermoid carcinoma A431 cells, the mM LC50 values were 2.2 for DMA(III), 5.5

for As(III), 10.7 for DMMTA(V), 571 for As(V) and 843 for DMA(V) [68]. In human

bronchial epithelial BEAS-2B cells, the minimally mM cytotoxic concentrations of

arsenicals were 15 for As(III), 1 forMMA(III), 1 for DMA(III) and 0.9 for (DMTA(V) [69].

2.3 Cancer – MOA

2.3.1 Binding to RSH Groups

From the biochemically oriented world of individual arsenicals interacting with certain

macromolecules, it is a long jump andmultiple levels of biological organization to reach the

adverse health consequences associated with arsenic exposure in humans such as black foot

disease, increased cardiovascular risk, diabetes, cancer, toxicity and rarely death [1]. In the

inorganic arsenic risk assessments presently done in theUSA, it is the biological endpoint of

cancer and the linearity associatedwith its causality that drives the arsenic risk assessment to

low exposure levels.

Information at many different levels of biological organization can contribute to make a

more complete picture of the overall biological processes and also of the individual

components that are causally related to one another. Among the many aspects that are

important are the temporal sequence of biological changes and the dose-response

relationship.

Societies and governments try to protect their citizens by using tools such as toxicological

data, mode of action (MOA) analysis and risk assessment to set levels of exposure to

arsenicals to minimize the risk of adverse health consequences. In current and future risk

assessment, MOAwill receive more attention and utilization. A MOA should have enough

detail to capture several of the more important causal stages of carcinogenesis, but not so

much detail as to become untenably complex and too difficult to collect experimental

evidence on all the key events of the process. The next sections of this chapter will present

facts and theories centered on three different proposed MOA for arsenic carcinogenesis –

binding, oxidative stress and DNA methylation changes. Only with such MOA based

knowledge can risk assessors confidently select defendable extrapolation models to make

the order of magnitude jumps required in environmental risk assessment [70]. For arsenic

this can easily be two to five orders of magnitude for human and animal exposure data

respectively.

With respect to trivalent arsenicals binding to protein as a cause of cancer, this subject has

been reviewed recently [58] and thus will not be presented here in detail. Examples of

chemical carcinogens where binding to proteins is likely to be an important causal event

include estrogens and polyhalogenated dioxins and biphenyls. Some remaining problems

include (1) too many possible protein targets to examine, (2) proteins or peptides of
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unusually low Kd for binding trivalent arsenicals have not been discovered yet and

(3) difficulty in determining which pathways are more tightly linked to carcinogenesis.

For example, growth factors and transcription factors, redox related target proteins, DNA

methylation enzymes, inhibited DNA repair, incorrect DNA repair or chromosomal

alterations could all be involved in arsenic carcinogenesis. But which of these many

possibilities is the most important? Again it is the large number of arsenic’s possible dithiol

and trithiol type of intracellular binding sites that make it such a difficult biological and risk

assessment problem.

Thus, in arsenic research we have too many clues, not too few. In spite of this, no

biological experiment has ever been able to isolate and identify the proteins of the cell that

are of the highest probability (either by direct binding or by being targets or responders to

oxidative stress) for being part of the causal chain of arsenic-induced carcinogenesis.

This situation of multiple possible protein targets is similar to that of arsenic exposures

and genomics data. In these experiments various arsenic exposures in vitro and in vivo have

led to data sets with hundreds or thousands of differentially expressed genes. In such

situations it is difficult to decide what particular effect is of the highest probability to be

biologically important such as a cause for a particular disease state such as cancer.

2.3.2 Cancer – MOA – Oxidative Stress

Oxidative stress has been attributed as a cause or partial cause of many different human

diseases. By the strict criteria of causality such as theHill criterion, fewhuman disease states

can be strictly linked to oxidative stress. Some of the diseases associated with oxidative

stress are carcinogenesis, neural diseases and aging. A good review on the linkages between

oxidative stress and carcinogenesis is available [71]. At this point, there is a lot of positive

information that links oxidative stress type parameters to various arsenical exposures both in

vitro and in vivo. There are many arsenical induced DNA related effects (as summarized in

Table 2.2) that fit the general pattern of low or zero point mutations and a high degree of

single strand breaks and chromosomal aberrations. In arsenic exposures, free radical

generation has been shown by electron spin resonance (ESR), cellular fluorescent probes,

malondialdehyde formation and enzyme and protein effects consistent with diminished

defences against oxidative attack and response to oxidative attack. More detailed informa-

tion can be obtained in a book chapter on arsenic, oxidative stress and carcinogenesiswritten

by Hughes and Kitchin [6].

In trying to decide the degree of attribution between rival hypotheses of arsenic

carcinogenesis, there are almost no data to use that have biological indicators of the several

most probable MOA for arsenic carcinogenesis. Thus, claims of responsiveness at low

Table 2.2 Oxidative stress parameters known to be effected by arsenic exposures [6]

DNA RELATED: 8-OHdG, DNA fragmentation by alkaline elution or comet assays,
micronucleus and genomic parameters

ESR with spin trapping
ENZYMES AND PROTEINS: Heme oxygenase, Heat shock and stress proteins, Superoxide

dismutase, Catalase, Thioredoxin reductase, GSH reductase, GSH Peroxidase, GSH
Cellular fluorescent probes
Malondialdehyde (MDA)
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arsenic concentrations and occurrence early in the causal chain of key carcinogenic events in

a MOA are not possible to make in this field with current biological data sets.

One oxidative stress time course data set that stands out is that contributed by Santra

et al. [72] who exposed BALB/c mice to 3.2 ppm arsenic in the drinking water. The arsenic

containing water used in the study came from an Indian well that produced dermal

symptoms in several human beings. Although 3.2 ppm of arsenic is a low concentration

for most animal studies, the concentration is extremely high for human drinking water

exposures.

Only one oxidative stress parameter changed at three months and three parameters

changed after six months of arsenic exposure (Table 2.3). At 12 and 15 months of exposure,

12 and 14 out of the 15 total parameters had been changed by arsenic exposure [72].

Although human livers respond to arsenic exposure by developing carcinogenesis, mouse

livers are not currently known to develop cancer following arsenic exposures. To date, liver

cancer in animals has been demonstrated only in TMAO treated rats [73]. Thus, it is

desirable to repeat this type of oxidative stress time course study in mouse skin, lung and

either mouse or rat urinary bladder as these organs are more responsive targets of arsenic

carcinogenesis, both in the appropriate rodent model and in humans.

Mouse tissue DNA 8-OHdG concentrations are increased by prior administration of

DMA(V) (Figure 2.3) [74]. Six different mouse tissues were studied in two different

experiments with exposures to DMA(V) at 400 ppm in the drinking water for either two or

four weeks. Statistically significant elevations in 8-OHdG were observed in liver, lung and

skin [74]. Mouse urinary bladder also showed an increase but the standard deviation

prevented it from reaching the pG 0.05 level [74]. Kidney and spleen showed only slight

elevations in 8-OHdG concentrations. Although this study is sometimes criticized for

Table 2.3 Time course of arsenic-induced mouse hepatic oxidative stress

Endpoint Time (month)

3 6 9 12 15

Malondialdehyde (MDA via TBARS) " " "
Glutathione (GSH) # # # #
Glucose-6-phosphate dehydrogenase (G6PDH) # # # #
Glutathione reductase (GR) # #
Catalase # #
Glutathione peroxidase (GSH-Px) # # #
Glutathione-S-transferase (GST) " # # # #
Alanine aminotransferase (ALT) " "
Aspartate aminotransferase (AST) " "
Alkaline phosphatase (ALP) "
Naþ/Kþ ATPase # # #
Albumin #
Liver Weight " "
Liver Histology Fatty

infiltration
Fatty

infiltration,
Fibrosis

The livers of mice exposed to 3.2 ppm inorganic arsenic in their drinking water developed oxidative stress over time [72].
Arrows refer to statistically significant increases (in red) or decreases (in green).
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employing a high DMA(V) concentration, this high concentration of DMA(V) is necessary

because the negatively charged molecule DMA(V) enters cells so poorly [24], oxidative

stress takes so long to demonstrate in arsenical exposed rodents [72] and the capacity for

DNA repair is so high [75, 76].

Similar to the situation with trivalent arsenicals binding to cysteine containing proteins,

we do not knowwhat cellular targets are the most likely targets of arsenic induced oxidative

stress. However, oxidation of DNA, particularly to 8-OHdG, certainly seems to be an effect

of arsenic exposures in animals and in man.

2.3.3 Cancer – MOA – DNA Methylation

Arsenic consumes twomethyl groups fromSAMin itsmetabolism from inorganic arsenic to

dimethylated arsenic forms. Thus, many people have believed that cellular SAM status

might interact in some way with the methylation state of DNA and hence account for some

of the carcinogenic properties of arsenic. It appears unlikely that arsenic directly causes a

shortage of methyl groups by consuming too many SAM methyl groups directly. Experi-

mentally, the dominant fact that emerges is that arsenic can cause global DNA hypomethy-

lation and in limited regions of DNA hypermethylation as well.

As shown inTable 2.4, there are several studies that showglobalDNAhypomethylation in

mouse liver or lung. Most of the exposures to inorganic arsenic were for long times but one

exposure was for just 11 days during gestation. In liver, prostate and ovary cells, global

hypomethylation has been noted as well, again usually after many weeks of exposure

(Table 2.4). Cell division is required before there can be a good chance of demonstrating

hypomethylation of DNA. Global hypomethylation may occur because the amount or

Figure 2.3 DMA(V) induced increases in tissue 8-OHdG concentration in different mouse
tissues based on the studies of Yamanaka et al. [74]
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activity of DNA methylation enzymes is reduced by arsenic exposures. Two examples of

this are already known (Figure 2.4). In the Ahlborn et al. study [77] mouse skin mRNA

coding for DNAmethyltransferase 3Awas significantly reduced after a onemonth exposure

to arsenite. In a study of human HaCat keratinocytes, arsenic reduced the mRNA levels

coding for both DNA methyltransferase 3A and 1 enzymes [78].

So far only one scientist has put forward a complete carcinogenic MOA for DNA

methylation and arsenic carcinogenesis [79] (Figure 2.5). Key events in this MOA are DNA

hypomethylation of the estrogen receptor alpha promoter, increased expression of the

estrogen receptor alpha protein and cyclin D1, followed by increased estrogen action in

tissues and eventually cancer in several target tissues [79]. At this point, there is less

supporting evidence and fewer details for this DNA hypomethylation theory of arsenic

carcinogenesis as compared to either the protein binding or oxidative stress theories of

carcinogenesis. However, additional positive evidence may come forward in the future to

further support the DNAmethylation theory. At present, the DNAmethylation theory is the

best explanation of the gestational arsenite exposure induced mouse tumors [79, 80]. It is

quite difficult to believe that oxidative stress and short lived protein binding could account

for heritable changes and tumors that appearmore than one year after thematernal exposure

to arsenite has stopped and H 99% of the original gestational arsenic has been excreted.

2.4 Arsenic’s Many Connections to Carcinogenesis

2.4.1 Human Carcinogenicity

In the third section of this chapter, four connections of arsenic to carcinogenesis will be

presented: evidence for human carcinogenicity of arsenic, animal evidence for complete

carcinogenicity, animal experiments showing promotion of carcinogenesis and finally the

relatively new use of arsenicals in the treatment of a particular form of leukaemia, acute

promyelocytic leukaemia (APL).

Arsenic has been identified as a human carcinogen in many studies. The first positive

association was discovered in 1888 by Hutchinson, a British physician. He observed that in

people consuming medicinal arsenicals (Fowler’s solution, a 1% solution of potassium

Table 2.4 Global DNA hypomethylation caused by arsenic exposures

Species/Cells Organ Dose/Concentration Reference

Male mice strain A/J Lung 0, 1, 10, 100 ppm for 18 mo [107]
Male mice SvJ Liver 45 ppm for 48 wk [108]
Male mice C57BL/6J Liver 2.6–14.6 ppm for 130 d [109]
Mice C3H newborns Liver 85 ppm, days 8–18 of gestation [110]
TR 1215 Rat Cells Liver 0.125–0.5mM for 8 wk [111]
Tg.AC transgenic mice Liver 150 ppm arsenite, 200 ppm

arsenate, 1500 ppmMMA(V) and
1000ppm DMA(V) for 17 wk

[112]

Goldfish (both sexes) Liver 200mM for 1, 4 and 7 d [113]
RWPE-1 human cells Prostate 5mM for 37 wk [114]
V79-C13 Chinese hamster cells Ovary 10mM for 24 h [115]
HaCat human cells Skin 0.2mM for 10 passages [78]
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arsenite), there was an elevated incidence of skin cancer. Subsequent studies in Taiwan

showed that drinking water containing arsenic caused skin cancer (Table 2.5) [81] and then

later studies showed association of arsenic and internal tumors as well (Table 2.5) [82–84].

These internal tumorsaremuchmorelethal thanskin tumors.However,skintumorshavebeen

positively associated with human death in both Chile [85] and Taiwan [82, 83]. The human

organs which typically show arsenic induced increases in tumor incidences are the lung,

urinary bladder and skin followed by smaller increases in liver and kidney (Table 2.6).

Figure 2.4 Arsenic exposures decrease the level of mRNA coding for DNA methylation
enzymes [77, 78]. Reprinted with permission from [78]. Copyright Elsevier (2007)
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Prostate tumors have been associated with arsenic exposures but only in the Taiwanese

cohorts [82, 83]. The epidemiological data of arsenic exposures are interesting in many

respects, one ofwhich is the large size of several of the exposedpopulations – about 69 000 in

Taiwan [81], 400 000 inChile [85] and 1 369 000 people inArgentina [86, 87] (Table 2.6). In

respect to drinking water concentrations, many of the positive epidemiological associations

have had arsenic drinkingwater exposures in the 150–300 ppb range all theway up to as high

as 1000 ppb. Demonstrating increased human tumor rates with arsenic exposures in the

10–150 ppb range has been problematic mainly because of the low incidence of cancer, the

statistical power needed to detect a true positive effect, problems of arsenic exposure

assessment in large populations and the limited study size available in certain arsenic

concentration ranges. It has been argued that arsenic exposures even in the lower exposure

ranges found in the USA pose significant cancer hazards when the risks are extrapolated out

with certain models [88].

Three of the more quantitative studies from Taiwan, Argentina and Chile are presented in

Table 2.6. The standarized mortality rate (SMR) numbers presented in Table 2.6 are the

average of male and female rates. One sees substantial increases in standardized mortality

rate (SMR) in skin, lung, kidney and bladder in Taiwan and in skin, lung and bladder in

Chile. The remaining positive associations in epidemiological standardizedmortality ratios

were close to 2.0 (all the Argentina data and the liver and kidney data from Chile). Overall,

the hazard identification of arsenic drinkingwater exposures and human cancer is complete.

Figure 2.5 DNA methylation MOA for arsenic carcinogenesis [79]
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Remaining epidemiological work should focus on difficult matters such as the possible

influence of diet, dose response relationship particularly at low exposures and determinants

of individual susceptibility.

Table 2.7 summarizes the human mortality data from the same studies in a slightly

different way. The average excess mortality from both sexes above the referent population

incidence is expressed as a rate per 200 000 people (with half of the people male and half

female). These numbers show that arsenic exposure in both Chile [85] and Taiwan [83] have

Table 2.6 Standardized mortality ratios for human cancer following arsenic exposure

Location Authors
Reference #

Population studied Arsenic
Concentration

(ppb)

Skin Lung Bladder Kidney Liver

Taiwan Wu [83] �69 000 individuals
in the black foot
endemic region

G300 2.00 2.30 8.50 4.45 1.38
300–590 12.94 3.82 18.63 12.90 1.82
H600 26.94 6.68 47.05 28.30 3.02

Cordoba, Argentina
Hopenhayn-
Rich [86, 87]

�1 369000 exposed
to arsenic versus
all of Argentina

�120 1.16 1.44 1.34 1.35 1.84
�178 2.14 1.97 1.98 1.69 1.88

Chile Smith [85] �400000 exposed to
arsenic versus rest
of Chile

�420 5.45 3.45 7.10 2.15 1.10

Table 2.5 Positive associations between ingested arsenic and human cancer

Location authors
reference #

Population studied Arsenic
concentration

(ppb)

Skin Lung Bladder Kidney Liver

Taiwan Wu [83] �69 000 individuals in
the black foot
endemic region

G300 Yes Yes Yes Yes Yes
300–590
H600

Taiwan Chen and
Wang [82]

H20 million inhabitants
of Taiwan

Many Yes Yes Yes Yes Yes

Taiwan Guo [84] All Taiwan G50 Yes Yes
50–80
90–160
170–320
330–640
H640

Cordoba, Argentina,
Hopenhayn-
Rich [86, 87]

�1 369000 exposed to
arsenic versus all of
Argentina

�120 Yes Yes Yes
�178

Chile Smith [85] �400000 exposed to
arsenic versus rest of
Chile

�420 Yes Yes Yes Yes
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caused the highest number of excess tumor deaths in lung and bladder followed by lower

numbers of excess deaths in skin, kidney and liver.

2.4.2 Animal Studies - Promotion of Carcinogenesis

Historically, animal studies of arsenic carcinogenicity have been frustrated by a long and

fairly unproductive era of time in which no really useful animal models of arsenic induced

cancer were developed. After 1995 however, good models of the promotion of carcinogen-

esis by the methylated pentavalent arsenical dimethyarsinic acid (DMA(V)) [89] and

eventually complete carcinogenesis in animal models by some arsenicals have been

developed. Thus, it is no longer true to say that no animal models of arsenic carcinogenesis

exist. Many animal models of arsenical induced cancer currently exist, although no single

model is 100% perfect and meets the understandable human desire to demonstrate low dose

complete carcinogenesis in all five human target organs in the same experimental animal.

Thewell known animalmodels of promotion of carcinogenesis are (1) DMA(V) induced

promotion of carcinogenesis in a rat after multi organ initiation by several initiators of

carcinogenesis [89] and (2) single organ promotion of carcinogenesis in a rat liver [90] and

rat urinary bladder [91], mouse skin [92] and mouse lung [93]. In all of these positive

promotion of carcinogenesis experiments, DMA(V) and not inorganic arsenic is the

treatment chemical. Interestingly, at physiological pH DMA(V) is negatively charged and

is poorly transported across cell membranes [24]. A good review of animal carcinogenesis

and promotion experiments has been written by Wanibuchi et al. [94].

2.4.3 Animal Studies - Complete Carcinogenesis

Complete carcinogenicity in experimental animals has been difficult to demonstrate for

arsenicals. Exposure to only DMA(V) causes cancer in rat bladder [95]. Trimethylarsine

oxide (TMAO) caused increased rat hepatocellular adenomas [73]. In strainA/Jmice, DMA

(V) increased the multiplicity of lung tumors (papillary adenomas and adenocarcinomas)

observedat50weeks [96].TransgenicK6/ODCmicehavebeenemployed tostudy thedegree

of tumorigenicity of arsenicals. This transgenic mouse system has responded positively to

more arsenicals than any other in vivo system so far. Arsenite, monomethyarsonous acid

(MMA(III)) andDMA(V)areallpositive toadegree in this transgenicmousesystem[97,98].

The tumors that developedwere exophytic squamous cell carcinomas, a benign tumorwith a

Table 2.7 Excess cancer mortality for humans exposed to arsenic

Location Author
Reference #

Population studied Arsenic
concentration

(ppb)

Skin Lung Bladder Kidney Liver

Taiwan Wu [83] �69 000 individuals in
the black foot
endemic region

G300 1.6 32.7 27.9 7.0 9.9
300–590 19.1 76.7 68.4 23.6 24.6
H600 41.5 142.9 176.1 52.9 63.7

Chile Smith [85] �400000 exposed to
arsenic versus rest
of Chile

�420 22.2 505.8 134 35.6 8.2
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low frequency of progression to higher degrees of carcinogenicity. The increased number of

arsenical induced tumorswas lowwith few tumors in eachof the individual treatment groups.

The overall message from the K6/ODC mouse data is that several different administered

arsenicals demonstrated a degree of complete tumorigenesis and thus possibly a degree of in

vivo genotoxicity in this superpromoted transgenic animal model system.

Transplacental exposure to 85 ppm of arsenite has increased the incidence ofmouse liver,

adrenal, lung and ovary [79, 80]. Two strains of mice (CD-1 and C3H) have shown this

transplacental sensitivity to arsenite induced tumors. As there is no appreciably adminis-

tered arsenical compound left during the majority of the time of carcinogenesis, simple

modes of action (MOA) do not seem to operatewell in this situation. The current hypothesis

is that estrogen receptor alpha increases and cyclin D protein elevations are causes of some

of the gestational tumors that seem centered on organs that are either estrogen sensitive or

endocrine organs (Figure 2.5).

Data from this transgenic mouse system are included in Figure 2.6 which compares the

external drinking water concentrations of human and animal skin studies. There are several

orders ofmagnitude differences between the incidences of human cancer in either control or

arsenic exposed human populations (e.g., Table 2.7) [83, 85–87, 99] and the incidences that

can be meaningfully measured in experimental animal studies (2–100%). The animal

exposure concentrations are as much as three orders of magnitude higher than human

arsenic concentrations that have been linked to human tumors.

Figure 2.6 displays the best control animal or referent human population incidence for

human skin cancer (graphed at 1 ppb on this log scale), as well as elevated human skin

disease incidences, deaths from human skin cancer and papilloma development in a

Figure 2.6 Incidences of skin lesions in humans and transgenic K6/ODCmice. The occurrence
of skin cancer [81] (in red) and deaths attributed to skin cancer [99] (in black) in a Southwest
Taiwan population are shown using the y axis labels on the left. The percent tumor incidence in
K6/ODC mouse skin is shown for DMA(V) (in blue) [97] and for MMA(III) (in green) [98]

Arsenic’s Many Connections to Carcinogenesis 39



transgenic animal model. Relative to the x axis in this log-log plot, we observe that the

common human drinking water concentrations are in the range of 1–5 ppb, highly exposed

human populations that respond with skin tumors are in the range of 150–1000 ppb, while

tumorigenic animal exposures for transgenic mouse skin are in the range of 10–100 ppm.

Overall this is five orders ofmagnitude on the x axis of external drinkingwater concentration

of arsenical. In respect to the y axis there are only about two orders of magnitude separating

the incidences of skin tumors in humans and transgenic mice. It is expected that interior

tissue concentrations (good information is available for experimental animals but lacking

for humans) are a better dose metric than exterior drinking water arsenic concentrations.

Considering the human and animal differences in tumorigenic responses to arsenic, it

seems clear that either that (1) humans are themore sensitive species, farmore so thanmice,

transgenic mice, rats or beagle dogs [100], and/or (2) that rats and mice are superb

methylators and excreters of administered arsenicals. Indeed, pharmacokinetic data from

a 90 day exposure show that C57BL/6 mice on a normal rodent lab diet begin to build up

appreciable tissue levels of arsenicals only above about 2 ppm arsenate in their drinking

water, a concentration above almost all human exposures [101]. This has also been observed

inC3H femalemice given seven different concentrations (0.05–250 ppm) of arsenite in their

drinking water for 1 month; only at arsenic concentrations at or higher than 10 ppm did

mouse tissue arsenical levels begin to accumulate to high levels [102]. Thus, with animal

models of arsenic induced adverse health effects, the animal interior tissue concentrations

are a better dose metric than external arsenic drinking water concentrations.

2.4.4 Arsenicals in the Treatment of Leukaemia - APL

Arsenicals were used for the treatment of many diseases starting in Western medicine at

least in the Hippocrates era (460–370 BC) and in Eastern medicine from about 263

BC [103]. The use of arsenicals in treatment of clinical diseases ended in the era of

modern chemotherapy in the mid 1900s [104].

Acute promyelocytic leukaemia (APL) is a distinct subtype of acute myeloid leukaemia.

In the early 1970s a group at Harbin Medical University in northeastern China, working

from principles of traditional Chinese medicine, showed that arsenic trioxide was an

effective agent for the treatment of APL [103]. However, arsenic is not effective against

other subtypes of leukaemia. Present chemotherapy of APL includes the drugs daunorubi-

cin, idarubicin, cytosine arabinoside, all-trans retinoic acid and arsenic trioxide (which

generates arsenite in water) [103]. In APL cells a lower concentration range of 0.25–0.5 mM
arsenic with longer treatment periods promotes differentiation of APL cells. However, a

higher concentration of 1–2 mM arsenic induces apoptosis of APL cells [103]. Arsenic

trioxide is the current clinical standard treatment for relapsed APL and is being investigated

as a treatment in newly diagnosed cases of APL [105, 106].

2.5 Sources of Information on Arsenic’s Mode of Action, Biochemical
Effects, Carcinogenesis inAnimals andMan,MetabolismandAnalytical
Chemistry

The data connecting arsenical exposures and carcinogenesis are vast with over 3300 hits in a

2010 PubMed search of the terms arsenic and cancer. Newcomers to the field can quickly

learn important facts by reading some of the sources cited in Table 2.8, particularly in the
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Table 2.8 Some information sources on arsenic’s biochemistry and biomolecule interactions,
MOA, metabolism and analytical chemistry, epidemiology, and carcinogenicity

Author and reference
number

Title Remarks

General comprehensive sources:
IARC [3] Some drinking water

disinfectants and
contaminants,
including arsenic
(Volume 84)

229 pages covering exposure data,
studies of cancer in humans,
studies of cancer in experimental
animals and data relevant to
evaluate cancer and its
mechanisms

Mandal and Suzuki [5] Arsenic round the world:
a review

This review article touches many
points but is strongest on the
geographical andhistorical aspects
of human-arsenic interactions
particularly from groundwater and
industrial sources inmany different
parts of the world (389 references)

National Research
Council [1]

Arsenic in drinking water 310 pages covering chemistry, health
effects, disposition, biomarkers,
mechanisms of toxicity, sensitivity,
essentiality, and statistical issues

National Research
Council [2]

Arsenic in drinking water
2001 Update

225 pages updating the prior 1999
NRC report covering human health
effects, animal studies, variability
and uncertainty, modeling risks
and hazard assessment

World Health
Organization, 2001
(International
Programme on
Chemical
Safety) [116]

Environmental Health
Criteria 224 Arsenic
and Arsenic
compounds

502 pages covering sources,
analytical procedures,
environmental transport, kinetics
and metabolism, health effects,
ecotoxicology and human health
risks (ISBN 9 24157 224 8)

Mode of action, biochemical effects:
Andrewes et al. [21] Dimethylarsine and

trimethylarsine are
potent genotoxins in
vitro

This research report is a structure
activity study of 11 different
arsenicals including the reactive
arsine series, causing DNA single
strand breaks in pBr 322 plasmid
DNA

Aposhian [11] Biochemical toxicology
of arsenic

This book chapter covers the
biochemistry of arsenic and its
interactionswith tissue sulfhydryls.
It also includes chelation,
metabolism, seafood arsenic forms
and MOA (74 references)

Basu et al. [4] Genetic toxicology of a
paradoxical human
carcinogen, arsenic: a
review

A long comprehensive review
covering genetic toxicology and
some MOA considerations (183
references)

(continued)
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Table 2.8 (Continued)

Author and reference
number

Title Remarks

Bode and Dong [117] The paradox of arsenic:
molecular
mechanisms of cell
transformation and
chemotherapeutic
effects

Major elements of this review of
anticancer and carcinogenic
effects are apoptosis, AP-1, MAP
kinases and NFkB

Carter et al. [118] The metabolism of
inorganic arsenic
oxides, gallium
arsenide, and arsine: a
toxicochemical
review

The compounds gallium arsenide and
arsine get much attention in this
review that also covers inorganic
and methylated arsenic species

Dixon [119] The biochemical action
of arsenic acids
especially as
phosphate analogues

This review covers the biological
effects of arsenate substituting for
phosphate in biological systems

Dopp et al. [24] Uptake of inorganic and
organic derivatives of
arsenic associated
with induced
cytotoxic and
genotoxic effects in
Chinese hamster
ovary (CHO) cells

This research report is a structure
activity study of seven arsenicals
and their cellular uptake and
genotoxicity in CHO cells

Hartwig et al. [120] Modulation of DNA
repair processes by
arsenic and selenium
compounds

This review centers on oxidative DNA
damage, nucleotide and base
excision repair, zinc finger proteins
involved in DNA repair and/or
DNA damage signaling such as
poly(ADP-ribosyl)ation also the
DNA repair enzymes Fpg and XPA

Hei and Filipic [121] Role of oxidative damage
in the genotoxicity of
arsenic

This free radical centered review
emphasizes cellular effects and the
degree of genotoxicity that arsenic
causes particularly genetic
deletions

Hughes [122] Arsenic toxicity and
potential mechanisms
of action

A review centered on toxicity and
several different MOA

Hughes et al. [123] Research approaches to
address uncertainties
in the risk assessment
of arsenic in drinking
water

A look at future research needs to
better assess the true risk of arsenic
induced adverse health effects.

Kenyon and
Hughes [124]

A concise review of the
toxicity and
carcinogenicity of
dimethylarsinic acid

This review summarizes the evidence
that dimethylated arsenic species
[either DMA(III) or DMA(V)] are
important causal chemical species
of arsenic’s toxicity and
carcinogenicity
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Table 2.8 (Continued)

Author and reference
number

Title Remarks

Kitchin and Ahmad [19] Oxidative stress as a
possible mode of
action for arsenic.

This short review present evidence for
oxidative stress as a cause of
carcinogenesis

Kitchin andWallace [58] The role of protein
binding of trivalent
arsenicals in arsenic
carcinogenesis and
toxicity

This minireview presents the facts
arguing for ligand-receptor type
binding of arsenic to biological
molecules as a major cause in
arsenic carcinogenesis

Kitchin et al. [10] Some chemical
properties underlying
arsenic’s biological
activity

This short review emphasizes the
chemical basis (hard/soft acid/base
principle, nucleophilicity and
formation of free radicals) that
account for arsenic’s biochemical
properties and actions

Kligerman et al. [20] Methylated trivalent
arsenicals as
candidate ultimate
genotoxic forms of
arsenic: induction of
chromosomal
mutations but not
gene mutations

This experimental study compared
6 different arsenicals activity for
many different genotoxicity
parameters and shows the
comparative potency for each
individual parameter

Rossman [7] Mechanism of arsenic
carcinogenesis: an
integrated approach

Animal models of arsenic
carcinogenesis, genotoxicity,
oxidative stress, cell
transformation, DNA methylation,
DNA repair, cell cycle control, cell
proliferation are featured
(299 references)

Shi et al. [125] Oxidative mechanism of
arsenic toxicity and
carcinogenesis

This review covers arsenic, oxidative
stress and its possible role in
carcinogenesis with an emphasis
on cellular systems

Simeonova and
Luster [126]

Mechanisms of arsenic
carcinogenicity:
Genetic or epigenetic
mechanisms?

This review article covers cancer
MOA emphasizing epigenetic
aspects such as cell proliferation
and protein phosphorylation in
normal and transgenic mice (51
references)

Snow et al. [127] Arsenic, mode of action
at biologically
plausible low doses:
What are the
implications for low
dose cancer risk?

Low dose exposures, mode of action,
enzymatic effects and risk
assessment are covered in this
review

Styblo et al. [34] Comparative toxicity of
trivalent and
pentavalent inorganic
and methylated
arsenicals in rat and
human cells

This in vitro cellular study includes
five different cell types and IC50
values for up to four different
arsenicals

(continued)
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Table 2.8 (Continued)

Author and reference
number

Title Remarks

Styblo et al. [64] The role of
biomethylation in
toxicity and
carcinogenicity of
arsenic: a research
update

This review focuses on metabolism to
methylated trivalent arsenicals,
their cellular effects, gene
transcription and the control of
arsenic’s methylation

Carcinogenesis in experimental animals:
Cohen et al. [128] Methylated arsenicals:

the implications of
metabolism and
carcinogenicity
studies in rodents to
human risk
assessment

The view that cytotoxicity and
regenerative hyperplasia is an
important driver in the animal
carcinogenicity of dimethylarsinic
acid (DMA(V) is presented in this
review

Hughes and Kitchin [6] Arsenic, oxidative stress
and carcinogenesis

A book chapter presenting
the oxidative stress theory of
arsenic carcinogenesis
(142 references)

Kitchin [100] Recent advances in
arsenic
carcinogenesis:
modes of action,
animal model systems
and methylated
arsenic metabolites

This reviewcovers the ninemost likely
modes of action in arsenic induced
cancer and emphasizes the role of
methylated trivalent arsenic
species

Waalkes et al. [79] Animal models for
arsenic
carcinogenesis:
inorganic arsenic is a
transplacental
carcinogen in mice

This review discusses transplacental
arsenite exposures which induce
tumors in the liver (including
hepatocellular carcinoma),
adrenal, lung, and ovary of adult
mice long after the initial
gestational exposure to arsenite
has stopped

Wanibuchi et al. [94] Understanding arsenic
carcinogenicity by the
use of animal models

A review article that summarizes this
groups experimental
carcinogenesis and pathology
studies, particularly with
methylated arsenicals, over about
a 10 yr period

Epidemiology:
Bates et al. [129] Arsenic ingestion and

internal cancers: a
review

A review emphasizing the available
epidemiological information,
dose-response aspects, possible
biases and degree of evidence for
causality (with 82 references)

Smith et al. [88] Cancer risks from arsenic
in drinking water

A review including human studies of
arsenic-induced cancer, dose-
response and risk characterization
(with 80 references)

44 Arsenic’s Interactions with Macromolecules and its Relationship to Carcinogenesis



Table 2.8 (Continued)

Author and reference
number

Title Remarks

Smith et al. [85] Marked increase in
bladder and lung
cancer mortality in
a region of Nothern
Chile due to arsenic
in drinking water

Epidemiological information about a
cohort of about 400 000 people in
Chile exposed to a single
concentration of arsenic that
showed elevations in human
cancer mortality in bladder, lung,
skin and kidney

Tapio and Grosche [8] Arsenic in the etiology of
cancer

A epidemiology review article
covering exposure assessment,
confounders, metabolism, MOA
and carcinogenesis
(352 references)

Metabolism and analytical chemistry:
Adair et al. [57] Commonalities in

metabolism of
arsenicals

This analytical chemistry and public
health oriented review emphasizes
arsenosugars, other marine forms
of arsenic, metabolism and
methylation of arsenicals
(with 39 references)

Cullen and Reimer [130] Arsenic speciation in the
environment

This ecology and chemistry oriented
review emphasizes different
chemical forms of arsenic and its
transformations (458 references)

Le et al. [131] Arsenic Speciation A review covering analytical
chemistry, environmental
chemistry and occurrence
of arsenicals (with 50 references)

Li et al. [59] Arsenic (þ3 oxidation
state)
methyltransferase and
the methylation of
arsenicals

Inorganic arsenic methylation
phenotypes are compared in three
methylating species (human, rat
and mouse) and one
nonmethylating species
(chimpanzee) (28 references)

Rosen [132] Biochemistry of arsenic
detoxification

This minireview covers cellular
uptake, reduction of arsenate to
arsenite and cellular extrusion
systems mostly in prokaryotes
(68 references)

Thomas et al. [56] The cellular metabolism
and systemic toxicity
of arsenic

Methylation of arsenic and some
biological effects of methylated
trivalent arsenicals are
included in this metabolism
centered review

Thomas et al. [30] Arsenic (þ3 oxidation
state)
methyltransferase and
the methylation of
arsenicals

This reviewpresents and contrasts two
models of arsenic methylation. (52
references)

(continued)
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sections covering general sources on arsenic, epidemiology and animal carcinogenesis.

There are so many good sources of useful information on arsenic that any such compilation

regrettably omits many good sources.

2.6 Conclusion

Research into thebiochemical effects andcarcinogenesisof arsenichasadvancedagreat deal

in the past 20 years. Better methods and additional scientists have arrived to contribute a

deeper look in the causal pathways of how arsenicals adversely affect various life forms

includingman.Advancements inbetter animalcarcinogenesismodel systems[80,89,94,97]

and the insight that methylated trivalent arsenicals have a great deal of biological poten-

cy [20, 21, 24] havebeenmajor developments. So far, the use of genomic andproteomic tools

in arsenic’s biological effects have not yielded major advances to our understanding. These

comprehensive biological tools may play an important future role in arsenic research

particularly in contributing to the common interpretive problem that arsenicals cause too

manybiological effects (Chapter4).Thedoseand timedependenceofwhatbiological effects

happen at the lowest doses and at the earliest times may finally emerge from future genomic

and proteomic experiments. This can provide us badly needed information on where we

should be looking to better understand the causal nature of arsenic’smany effects on cellular

macromolecules, biochemistry and the carcinogenic process.
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Table 2.8 (Continued)

Author and reference
number

Title Remarks

Vahter [133] Species differences in the
metabolism of arsenic
compounds

Comparative species differences in
urinary arsenic excretion between
up to seven different species (65
references)
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Abbreviations

APL acute promyelocytic leukaemia

As(III) arsenite

As(V) arsenate

BAL dimercaptol (British Anti-Lewisite),

Bmax maximal binding capacity

CA chromosome aberrations

CHO Chinese hamster ovary cells

DMA(III) dimethylarsinous acid

DMA(V) dimethylarsinic acid

DMDTA(V) dimethyldithioarsinic acid

DMDTA(V) sodium dimethyldithioarsinate

DMMTA(V) dimethylmonothioarsinic acid

DMPS 2,3-dimercapto-1-propanesulfonic acid, sodium salt

DMSA meso-dimercaptosuccinic acid

DMTA(III) dimethylthioarsinous acid

DMTA(V) dimethylthioarsinic anhydride

ESR electron spin resonance

Fpg formamidopyrimidine-DNA glycosylase protein

GSH reduced glutathione

IC50 inhibitor concentration that reduces the number of cultured cells by 50%

LC50 concentration that reduces the number of cultured cells by 50%

K6/ODC a knock in transgenic mice overexpressing ornithine decarboxylase in its

skin

Kd dissociation equilibrium constant

Keap-1 drosophila actin-binding protein Kelch

koff dissociation rate constant of ligand-receptor complex. This is often

called k�1
kon association rate constant of ligand-receptor complex. This is often called k1
M1 trimethylarsine sulfide

M2 dimethylthioarsinic anhydride

M3 sodium dimethyldithioarsinate

MMA(III) monomethylarsonous acid

MMA(V) monomethylarsonic acid

MMMTA(V) monomethylmonothioarsonic acid

MN micronucleus

MOA mode of action

8-OHdG 8-hydroxydeoxyguanosine

PARP-1 poly(ADP-ribose) polymerase-1 protein

ROS reactive oxygen species

SAM S-adenosylmethionine

SCE sister chromatid exchange

SOD superoxide dismutase

SMR standardized mortality rate

t1/2 half life
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TBARS thiobarbituric acid reactive substance

TMAO trimethylarsine oxide

TMAS trimethylarsine sulfide

XPA xeroderma pigmentosum group A protein

ZnXPAzf the zinc finger region of XPA
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3.1 Introduction

Antimony (Sb) and bismuth (Bi) are located in the periodic table Group 15. In spite of not

being essential for life, they play a therapeutic role in human healthcare via interaction with

biomolecules. Antimony and bismuth compounds interact with nucleotides, amino acids,

peptides, proteins and enzymes, which are closely related to their uptake, accumulation,

redox, transport and excretion in human bodies and in turn account for their antimicrobial,

anticancer, antivirus and antiparasite activities. Investigation of interactions of antimony or

bismuth complexeswith their potential biomolecular targets at amolecular levelwill lead to

a significant improvement of our understanding of themechanism of action of antimony and

bismuth drugs in biological systems and subsequently facilitate the development of more

efficient metallodrugs for human healthcare.

3.2 Biorelevant Coordination Chemistry of Antimony and Bismuth

In biological systems, the most common and stable oxidation states of antimony are

antimonite (SbIII) and antimonate (SbV) with a SbV/SbIII potential ofE� ¼ 0.59V. SbIII has a

high affinity towards nitrogen, oxygen and thiolate containing ligands and its coordination

number (CN) can vary. While the coordination conformations of SbV complexes are

Biological Chemistry of Arsenic, Antimony and Bismuth Edited by Hongzhe Sun

� 2011 John Wiley & Sons, Ltd



normally simple or distorted octahedrals due to the absence of the long pair electrons of

SbV ion. The reduction process of SbV to SbIII can readily proceed with the involvement of

specific reductases or some lowmolecular mass thiolate containing biomolecules in vitro or

in vivo.

Trivalent and pentavalent bismuth (BiIII andBiV) are the twomajor oxidation states of the

metal. Since BiV is a powerful oxidant in aqueous solutions with a BiV/BiIII potential (E�) of
2.03V, it is unstable in biological systems. The oxidation state of biological interest is BiIII

that readily hydrolyses in aqueous solutions (pKa¼ 1.51) and has a high affinity to oxygen,

nitrogen and thiolate containing ligands. The high affinity of BiIII to thiolate containing

ligands in biological systems is an important feature of BiIII because the thiolate ligands are

simultaneously kinetically labile and can exchange with free thiol on a millisecond time

scale, therefore BiIII may be a highly mobile ion inside cells [1].

3.3 Antimony and Bismuth Compounds in Medicine

3.3.1 Antimony in Medicine

The medicinal applications of antimony can be traced back to the sixteenth century as an

emetic drug [2].At present, antimony compounds have commonly been used in clinic for the

treatment of Leishmaniasis, caused by Leishmania that is injected into mammals via sand

flies [2]. The first antimony antileishmanial drug, potassium SbIII tartrate (Tartar emetic)

was developed around 1910. Figure 3.1a shows the crystal structure of the building unit of

potassium antimony(III) tartrate, where each SbIII coordinates to four oxygens from two

tartrates with each in a bidentate mode [3]. Currently, antimony pentavalent compounds

such as sodium stibogluconate (Pentostam) and meglumine antimonite (Glucantime)

(Figure 3.1b) are predominantly used in many countries as the first choice antileishmanial

drugs due to their efficient therapeutic indices and low toxicity, though it has been suggested

that the relatively nontoxic SbVonly serves as a prodrug and is reduced into the more toxic

SbIII at or near the site of action in biological systems [2, 4]. This pharmacokinetics of

antimony drugs is evidenced by the observation that significant amounts of SbIII are detected

in tissues and serum inLeishmania garnhami infected hamsters after the treatmentwith SbV

drug, meglumine antimoniate [5].

Figure 3.1 (a) Crystal structure of the dimeric anion of clinically used potassium antimony(III)
tartrate (CCDC: 247426). (b) Proposed structures of SbV drugs: sodium stibogluconate and
meglumine antimoniate. Color code: C, gray; O, red; Sb, purple
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Besides the antiparasite activity, antimony compounds have also exhibited other applica-

tions in human healthcare. For examples, potassium antimony tartrate is used to treat cough

for reducing the excretion of sputum as an effective ingredient in Compound Liquorice.

Antimony sodium subgallate has been used to treat schistosomiasis since 1970s whereas

antimony tartrate has been found to be cytotoxic in vitro to various lung cancer cell lineswith

IC50 ranging from 4.2 to 322mg/ml, as effective as cisplatin and doxorubicin [6]. Sodium

stibogluconate shows complete suppression effect of Hepatitis C virus (HCV) replication in

four out of sixhuman liver slices at a concentration of100mg/ml, as demonstrated fromHCV

infected patients [7]. Antimoniotungstate ([(NH4)17Na(NaSb9W21O86)14H2O]) was re-

ported to be active in reducing HIV levels in a patient with AIDS [8], stimulating the search

for other antimony polyoxometalates which may have potentials for the treatment of HIV

leishmania coinfection cases [9]. A series of aromatic SbV compounds (NSC 13778, NSC

13755 and NSC 13759) exhibits the antiHIV potent with EC50 values from 0.9� 8.7mM in

CEM–SS cells, probably via disrupting the interactions between the viral envelope glyco-

protein (gp120) and the glycoprotein expressed on the cell surface (CD4) [10].

3.3.2 Bismuth in Medicine

The use of bismuth compounds in medicine can be traced back to the Middle Ages and the

first account of using bismuth as medicine was in 1786 by Louis Odier for the treatment of

dyspepsia. Although bismuth compounds have been used to treat various microbial

infections such as syphilis, colitis, wound infections and quartan malaria, and so on [11],

themajormedicinal applications of bismuth compounds are associatedwith gastrointestinal

disorders and ulcers, and the medicinal efficacies are related to their inhibition activity to

Helicobacter pylori (H. pylori, firstly discovered in 1983), a bacterium that can prevent

ulcers from healing [11–13]. Bismuth subsalicylate (BSS, Pepto–Bismol) has been used for

the fast relief of heartburn, nausea, indigestion, upset stomach, and diarrhea. Its structure

and hydrolysis mechanism have been modeled on two bismuth oxosalicylate clusters, that

is, [Bi38O44(Hsal)26(Me2CO)16(H2O)2] and [Bi9O7(Hsal)13(Me2CO)5] [14]. The core of

[Bi9O7(Hsal)13(Me2CO)5] lies at the heart of [Bi38O44(Hsal)26(Me2CO)16(H2O)2]

(Figure 3.2a). The crystal of [Bi9O7(Hsal)13(Me2CO)5] initially predominates with cocrys-

tallization of a relatively small amount of the [Bi38O44(Hsal)26(Me2CO)16(H2O)2], follow-

ing the transposition of predominance when extend the crystal growth time, revealing a

possible hydrolysis process for BSS [14]. Another type of bismuth drug is based on bismuth

citrate complexes such as colloidal bismuth subcitrate (CBS, De–Nol; Gist Brocades and

Yamanouchi), and ranitidine bismuth citrate (RBC, Tritec and Pylorid, GSK), which is used

worldwide to treat various gastrointestinal diseases, caused by the H. pylori infec-

tion [15–18]. Both X–ray analysis and structural modeling suggest that the dimeric units

of bismuth citrate ([Bi2(cit)2]
2�, Figure 3.2b) may form the negative charged polymeric

skeletons in both CBS and RBC, and aggregate to a type of ‘hybrid’ metal organic

framework containing regular meshes with the ‘encapsulated’ NH4
þ and Kþ (in CBS) or

ranitidine (in RBC) [19, 20]. Ranitidine bismuth citrate is believed to be more potent in the

treatment of gastrointestinal disorders since it combines the activity of ranitidine, which

reduces the excretion of gastric acid and bismuth citrate, which protects the mucous

membrane of the stomach and inhibitsH. pylori colonization. Furthermore, the combination

of RBCwith antibodies can provide a higher efficacy in healing stomach ulcers [21]. A new
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complex of bismuth with d–polygalacturonic acid, the so called ‘colloidal bismuth pectin’,

approved in clinical use in China, shows the similar effectiveness to CBS in the treatment of

H. pylori positive duodenal ulcer in triple and quadruple therapies [22].

Besides the anti H. pylori activity, bismuth compounds also show the potentials as

anticancer agents. Both 212Bi and 213Bi were shown recently to exhibit potentials as novel

therapeutic agent for the small volume tumors (Chapter 13) [23, 24]. Sequential therapy

with cytarabine and 213Bi labeled HuM195 has entered a phase I/II clinical trial for the

treatment of advanced myeloid leukaemia [25]. The 213Bi labeled monoclonal antibody

C595 can target the MUC1 protein that is overexpressed in �90% of tested tumor samples

and effectively inhibit growth of pancreatic cell clusters and preangiogenic lesions in vivo,

eventually killing cancer micrometastases. This suggests that 213Bi treatment may have a

role as adjuvant therapy immediately after resection of macroscopic tumor to prevent

recurrence [26]. Bismuth compounds not only inhibit cancer cells directly but also reduce

the side effects of platinum–based anticancer drugs such as cisplatin and its analogues. For

example, bismuth subnitrate (BSN) was found to be able to reduce the side effects of

cisplatin when use citrate as a transporter to enhance bismuth distribution in kidneys

(Figure 3.3) [27, 28]. This may relate to the elevated levels of metallothionein (MT)

expression in tissues stimulated by bismuth [29].

3.4 Interaction with Nucleic Acids

3.4.1 Interaction of Antimony with Nucleosides and Nucleotides

SbV, upon interaction with ribose containing biomolecules, is able to form complexes with

stoichiometries of 1: 1, 1: 2 and 1: 3 (Figure 3.4a), which were confirmed by the observation

of signals of [SbþX�Hþ 3OH]þ, [Sbþ 2X – 3HþOH]þ and [Sbþ 3X–4H]þ (X¼
neutral biomolecule) species in their ESI–MS spectra [30]. The collision–induced dissoci-

ation (CID) tandem mass spectrometry (MS) and multistage MSn results suggest that the

presence of vicinal cis–hydroxyl groups is critical for such a complexation to occur [30]. An

Figure 3.2 (a) Bi9O7 core of [Bi9O7(Hsal)13(Me2CO)5] (CCDC: 289351). (b) Bismuth citrate
dimeric unit ([Bi2(cit)2]

2�, bridging Cit: citrates that connect the adjacent dimeric units in the
polymer, R: coordinatingH2Oor Cl�) (CCDC: 702077). Color code: C, gray;O, red; Bi, yellow;
R, green
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RNA oligonucleotide 50–AGUCCAGUUGAGUCU–30 and a DNA oligonucleotide

50–TATAG–30 are used to test the binding ability of SbV. Both the size exclusion HPLC

chromatogram and direct infusion negative ionization MS show that SbVonly binds RNA

oligonucleotides, indicating the importance of the vicinal cis–hydroxyl group on ribose. In

contrast, nucleobase is not involved in SbV coordination [30].

Trivalent antimony (SbIII) forms stable complexes with nucleosides in a similar way as

SbV by binding to the cis–20,30–diol fragments of the ribose. In a reported crystal structure of

Na[SbIII(adenosine)2]�H2O, the deprotonated cis–20,30–diol fragments of two adenosines

have been found to be chelating metal binding sites. The coordination of sodium to

50,30–diol and the intermolecular hydrogen bonds between 50– and 20–diol groups of

different adenosines result in aggregation of SbIII complexes to a metal biomolecular

polymer (Figure 3.5a) [31].

Figure 3.3 Effect of oral pretreatment of bismuth subnitrate (BSN)with a saline or citrate buffer
on renal toxicity of cisplatin in mice inoculated with Meth–A fibrosarcoma. Blood urea nitrogen
(BUN), an indicator of renal toxicity, is measured five days after the cisplatin injection [27]

Figure 3.4 (a) Proposed complexation of SbV with ribose containing biomolecules (X¼
neutral biomolecule). (b) Structure of TPC (1,4,7,10–tetrakis(2–pyridylmethyl)– 1,4,7,10–
tetraazacyclododecane)
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3.4.2 Interaction of Bismuth with Nucleosides and Nucleotides

Bismuth can form complexes with nucleosides with a stoichiometry of 1: 2. The crystal

structures of Bi(guanosine)2 and Bi(adenosine)2 complexes show that the two guanosine or

adenosine bind one BiIII via the deprotonated cis–20,30–diol groups (Figure 3.5b and c) [31]
and the nucleobases are not involved in coordination, similar to that of antimony adenosine

complexes (Figure 3.5a).

Bismuth also binds to oligonucleotides. Binding of a bismuth complex, Bi(TPC) (TPC¼
1,4,7,10–tetrakis(2–pyridylmethyl)–1,4,7,10–tetraazacyclododecane) (Figure 3.4b), to

calf thymus DNA (50–GMP, guanosine–50–monophosphate) has been investigated by mass

spectrometry, UV spectroscopy and DNA–EB (ethidium bromide) fluorescent titra-

tions [32]. Upon addition of Bi(TPC) complex to the DNA–EB solution, the fluorescent

emission intensity of the DNA–EB decreased gradually, indicative of the substitution of EB

by Bi(TPC). The ESI–MS data showed two peaks corresponding to [Bi(TPC)þ 50–GMP]þ

(m/z 1106.2) and [Bi(TPC)þ 50–GMP]2þ (m/z 553.6). Binding of bismuth to DNA was

further confirmed by the absorbance band of Bi(TPC) at 334 nm exhibiting hypochromism

of about 25.7% [32]. Such a binding property of BiIII may contribute to the high cytotoxic

activity of the complex (Bi(TPC)) against melanoma B16–BL6 cells with an IC50 of

4.1� 10�8M, which is 100 times more potent than the clinically used antitumor drug

cisplatin [32].

3.5 Interaction with Amino Acids and Peptides

3.5.1 Interaction of Antimony with Amino Acids and Peptides

SbIII coordinates to the carboxylate group of valine in a bidentate mode, resulting in

the formation of a linear polymer [33]. Since SbIII and thiolates are substantially soft

Figure 3.5 (a) Crystal structure of complex Na[SbIII(adenosine)2]�H2O (CCDC: 634531). SbIII

binds to the cis–20,30–diol fragment of two adenosines, and the hydrogen bonds and sodium
coordination bonds lead the complex to a polymer. (b) Crystal structure of complex Bi(guano-
sine)2 (CCDC: 634530) where BiIII binds to the cis–20,30–diol groups of two guanosines. (c)
Crystal structure of complex Bi(adenosine)2 (CCDC: 634532) where BiIII binds to the
cis–20,30–diol groups of two adenosines. Color code: C, gray; N, blue; O, red; H, cyan; Na,
orange; Sb, purple; Bi, yellow
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electrophiles and nucleophiles respectively, the cysteine and cysteine containing peptides

such as glutathione (g–L–Glu–L–Cys–Gly, GSH) and trypanothione (N1,N8–bis(glutathio-

nyl)spermidine, T(SH)2) (Figure 3.6), can form stable complexes with SbIII. The depro-

tonated thiol group of cysteine residue of GSH is shown to be the only binding site for SbIII

and the formed complex has a stoichiometry of [Sb(GS)3] with the stability constant (logK)

of 25 (I¼ 0.1M, 298K) [34]. As a major low molecular mass thiol inside Leishmania,

T(SH)2 can coordinate SbIII to form a complex with a stoichiometry of [Sb(TS2)], where

SbIII binds to T(SH)2 at the two thiolates of the cysteine residues [35]. Binding of SbIII to

T(SH)2 is pH dependent with a stability constant (logK) of 23.6 (I¼ 0.1M, 298K) at the

biological pH [36]. In spite of the high stability of both [Sb(GS)3] and [Sb(TS2)] complexes,

they are kinetically labile. The exchange rate of GSH between its free and SbIII bound forms

is pH dependent, ranging from a slow exchange at a low pH (2 s�1 at pH 3.2) to relatively

rapid exchange at the biological pH (H440 s�1) [34]. Notably, addition of low molecular

monothiol ligands such as cysteine and GSH to [Sb(TS2)] results in the formation of a

ternary complex, as confirmed by the appearance of peaks at m/z of 1005.3/1007.1 and

1149.5/1151.2 in ESI–MS spectra, corresponding to NAC–Sb–TS2 (NAC¼N–ace-

tyl–L–cysteine) and GS–Sb–TS2, respectively. Such facile exchange of thiolate contain-

ing ligands and the formation of SbIII ternary complex may allow SbIII to be transported

among various biofluids and tissues in vivo [36].

The zinc finger motif always plays the structural role in proteins and enzymes and is

characterized by the coordination of ZnII ions to several conserved amino acids, usually

cysteine and histidine. SbIII was found to bind to the zinc finger domain of nucleocapsid

protein p7 (NCp7) of human immunodeficiency virus type 1 (HIV–1). NCp7 contains two

conserved CX2CX4HX4C (CCHC) motifs (Figure 3.7), and the substitution of ZnII by SbIII

was approved by fluorescent spectroscopy. Upon addition of SbIII (as Sb(GS)3) to a solution

of Zn–NCp7, the peptide intrinsic fluorescent emission at 360 nm, which is due to ZnII

binding and the proper folding of NCp7, was quenched, indicating that SbIII binds the

peptide and induces the conformational changes. Remarkably, the CCHC motif is highly

conserved among almost all know strains of retroviruses, except human foamy viruses [37],

binding of SbIII to such a motif may provide a potential target for the metallodrug.

Furthermore, a conjugate of SbIII–GSH–NCp7 is observed in an ESI–MS spectrum at

m/z of 1324.6, suggesting a transport functional role for glutathione conjugates beyond a

Figure 3.6 The structures of glutathione, GSH (g–L–Glu–L–Cys–Gly) and trypanothione,
T(SH)2
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simple reduction [37]. Recent biochemical characterization also shows that AsIII binds

directly to cysteine residues in zinc fingers located within the RBCC (N–terminal RING

finger/B–box/coiled coil) domain of promyelocytic leukaemia protein (PML) and

PML–RARa (PML retinoic acid receptor alpha). Such binding induces PML oligomeriza-

tion, subsequently resulting in enhanced SUMOylation and degradation [38].

One of themost important aspects of SbVwhen interacting with amino acids and peptides

is related to its reduction, from SbV to SbIII, in biological systems, which is probably a key

feature for SbV drugs to exhibit antiparasite activity. Low molecular mass thiols such as

cysteine, cysteine–glycine, GSH and T(SH)2 have been reported to be able to reduce Sb
V to

SbIII (Table 3.1) [2, 36, 39–42]. The reduction of SbV is favored at an acidic pH and is much

faster in the presence of Cys–Gly and Cys than that of GSH. The initial reduction rates at pH

5 (mimic lysosomes) for Cys–Gly or Cys are about 26– and 17–fold more than GSH; while

the reduction rates at pH7 (mimic extracellularmedium and cytosol) for Cys–Gly orCys are

three–fold lower than those at pH 5, however are still about 60– and 40–fold greater than

GSH, respectively. The same tendencies are observed for meglumine antimonite (Glu-

cantime) [41], suggesting that the reduction rate is independent of SbV species.

Since T(SH)2 is the most abundant (H 80%) low molecular mass thiol inside Leishman-

ia [43] and the combination of T(SH)2 with trypanothione reductase (TR) provides an

intracellular reducing environment against oxidative stress for parasite. T(SH)2 is likely to

be a reducing agent for SbV drugs. The reduction of SbV by the unique T(SH)2 is again

favored at a low pH and high temperature as shown by a larger reduction rate in amastigotes

(pH� 6.4, 310K) than in promastigotes (pH� 6.8, 298K) of Leishmania [44, 45].

Figure 3.7 Sequence of the HIV nucleocapsid NCp7 protein which contains two conserved
zinc finger domains (CX2CX4HX4C) highlighted in light blue and pink, likely serving as biological
targets for SbIII

Table 3.1 The initial reduction rates (mM�min�1) of SbV in the presence of Cys–Gly, Cys orGSH
at 310K [41]

Thiol Potassium hexahydroxoantimonate Meglumine antimonate

pH 5 pH 7 pH 5 pH 7

Cys–Gly 5.1� 0.4 1.6� 0.3 0.6� 0.16 0.17� 0.07
Cys 3.3� 0.3 1.1� 0.1 0.44� 0.03 0.13� 0.01
GSH 0.19� 0.01 0.026� 0.007 0.042� 0.001 0.013� 0.001
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In comparison with cysteine and GSH, the reduction of SbV (sodium stibogluconate, the

active component of Pentostam) is faster in the presence of T(SH)2. Table 3.2 summarizes

the reduction rates of SbV, measured by 1H NMR, in the presence of cysteine, GSH or T

(SH)2 at different temperatures [40].Upon reduction, SbIII can form aSbT(S)2 complexwith

trypanothione sequentially and further a ternary complex with other thiolate containing

biomolecular ligands, whichmay play a crucial role in antimony trafficking and distribution

among biomolecules in biological systems [35, 36].

3.5.2 Interaction of Bismuth with Amino Acids and Peptides

Cysteine and cysteine containing low molecular mass molecules can prevent the precipita-

tion of colloidal bismuth subcitrate (CBS) at pH 2, indicating the strong binding of BiIII to

thiolate groups. The crystal structure of bismuth cysteine complex (Bi(Cys)3) has been

resolved recently. As shown in Figure 3.8, each BiIII binds three thiolate groups of cysteine

residues with average Bi–S bond length of �2.54A
�
. Aweak interaction between BiIII and

thiolate group from an adjacent complex unit (Bi–S bond length of 3.48A
�
) and intermo-

lecular hydrogen bonds (not shown) are observed,which connect the adjacent complex units

and result in the formation of a chainlike polymer [46]. The tripeptide glutathione (GSH) is

present in many cells at relatively high concentrations (0.5� 10mM) andmay play a role in

the transport of BiIII in cells and biofluids. ESI–MS results show that BiIII binds toGSHwith

stoichiometries of Bi: GSH¼ 1: 1, 1: 2 and 1: 3 [47], suggesting that thiolation of bismuth is

likely to be the primary biochemical fate of bismuth drugs [48]. NMR studies show that BiIII

forms a complex with GSH intracellularly and passes through the membrane of red blood

cells slowly [49] and the transport of each BiIII ion results in the cotransport of three

glutathionemolecules [50]. Such an enhancement of intracellular bismuth uptake facilitated

by thiolate ligands (e.g., GSH) may account for the high antimicrobial activities of bismuth

thiolate complexes. Binding of BiIII to other cysteine containing peptides was also studied.

For example, BiIII can bind to the CXC motifs (e.g., Ac–Cys–Gly–Cys-NH2, Cys–Gly–-

Cys–NH2 and Met–Asp–Pro–Glu–Thr–Cys–Pro–NH2) via coordination to the thiol sulfurs

of cysteines with stoichiometries of 1: 1 or 1: 2, as determined by NMR and ESI–MS [51].

Human gastrin is a peptide that exhibits the dose dependent and highly specific effect on

stimulating the growth of H. pylori [52]. Bismuth was found to be an inhibitor against the

biological activity of glycine extended gastrin 17 (Ggly) in stimulating inositol phosphate

production, cell proliferation and cell migration [53]. Fluorescence experiments show that

bothGgly and amidated gastrin 17 (Gamide) (Figure 3.9) bind twoFeIII or BiIII ions [54, 55].

Table 3.2 The reduction rates of SbV (Pentosam) by cysteine, GSH and T(SH)2 (as half lives)
[40]

Thiol Reduction rate (t1/2)

310K 298K

Cysteine H3.5 d No reduction
GSH H3.5 d No reduction
T(SH)2 113� 5min (pH 6.4) 402� 5min (pH 6.4)

6 h (pH 7.4) H20 h (pH 7.4)
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They share the same coordination residues/motifs (Glu7, Glu8 and Glu9), evidenced by the

observation that upon addition of 4M equivalent BiIII to a Ggly solution, the signals of Glu7,

Glu8 andGlu9which are putativeFeIII binding ligandswere broadened in a two dimensional
1H NMR spectrum. Although BiIII binds Gamide, it does not affect the biological activity of

Gamide, indicating that the Ggly receptors are distinct from the CCK–2 receptors (essential

for Gamide biological activities).

3.6 Interaction with Proteins and Enzymes

3.6.1 Interaction of Antimony with Proteins and Enzymes

Drug resistance is a major impediment to successful treatment of leishmaniasis [56, 57].

Down regulation or loss of uptake systems have been shown to lead to drug resistance. In

spite of the poorly understood entry route of SbV into Leishmania (or into macrophages), it

has been speculated that SbVenters the parasite via a protein that recognizes a sugar moiety

Figure 3.8 Crystal structure of Bi(Cys)3. In a complex unit, each BiIII coordinates to three
depronated thiolate groups of cysteinewith average Bi–S bond length of�2.54A

�
. Color code: C,

gray; O, red; N, blue; S, brown; Bi, yellow

Figure 3.9 Sequences of Gamide and Ggly where Z represents a pyroglutamate residue. The
potential FeIII or BiIII binding residues (Glu7, Glu8 and Glu9) are highlighted in yellow
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like structure sharedwith gluconate, based on the competitive inhibition of gluconate to SbV

uptake in axenic amastigotes [58]. The differential accumulation of SbV and SbIII in both

stages of the Leishmania suggests that two forms of antimonymay use different routes [59].

The accumulation of SbIII is competitively inhibited by the AsIII, indicating that SbIII and

AsIII may enter cells by the same route as those in yeasts and mammals [59].

Aquaglyceroporins (AQPs) have been identified as uptake systems for trivalent metal-

loids in eukaryotes and prokaryotes [60–62]. GlpF, a homologue of AQPs, was first

identified as an uptake pathway for SbIII in Escherichia coli (E. coli). The major form

of SbIII, Sb(OH)3, derived from antimonous acid at neutral pH, may be recognized as an

inorganic equivalence of a polyol by GlpF, and was then transported into cells [60].

Mammalian AQP9 has the broadest specificity and can mediate the passage of water,

glycerol, urea, carbamides, polyols, purines, and pyrimidines in a phloretin– and mercury–

sensitive manner [63, 64]. Mammalian AQP9 also shows the ability to facilitate the uptake

of AsIII and SbIII when expressed in either S. cerevisiae or oocytes [62]. The leishmanial

homologue of the mammalian AQP9, aquaglyceroporins from Leishmania major

(LmAQP1), was also identified and approved to be responsible for the uptake of SbIII in

Leishmania. As shown in Figure 3.10, many amino acids and several motifs are conserved

in GlpF, AQP9 and LmAQP1, indicative of functional similarity in antimony uptake in

biological systems. Figure 3.11 shows that LmAQP1 can catalyse the uptake of SbIII in

three species of wild type Leishmania, for example, Leishmania major, Leishmania

infantum and Leishmania tarentolae [65]. All the three LmAQP1 transfected species of

Leishmania exhibit the rapid uptake of SbIII compared with transfectants with vector alone.

Furthermore, transfection of LmAQP1 to an isolated antimony resistant Leishmania

donovani (FDA9518), obtained from a patient who failed to respond to SbV therapy in

Figure 3.10 Sequences alignment of GlpF (from E. coli), AQP9 (frommammal) and LmAQP1
(from Leishmania major) proteins, which are related to SbIII uptake in biological systems. The
conserved residues are highlighted
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India, shows three–fold more sensitive to Pentostam as amastigotes inside macrophages,

compared with the strain transfected with vector alone. The resistant strain transfected with

LmAQP1 is also 200–fold more sensitive to SbIII as promastigotes in vitro [65].

Since relatively nontoxic SbV probably serves as a prodrug and is reduced intomore toxic

SbIII at or near the site of action to exert antileishmanial activities, the reduction process in

vivo is essential for antimony therapies. The conversion of SbV to SbIII occurs both in the

infecting Leishmania cells and in host macrophages [66]. As mentioned in Section 3.5.1,

cysteine and some thiolate containing peptides (e.g., GSH and TSH) can reduce SbV into

SbIII in both stages of the parasite, however, specific enzymes involved in reduction of SbV

may account for the high sensitivity of amastigotes to SbV, even though amastigotes has

lower intracellular concentration of TSH and GSH than promastigotes [67, 68].

The enzymes responsible for the reduction of SbV inmacrophages are currently not clear,

but a parasite specific enzyme, namely thiol dependent reductase TDR1 has been identified

recently [69]. TDR1 is a trimer composed of two–domain monomers in which each domain

is similar to Omega class glutathione S–transferases (GSTs). The reductase is able to

catalyse the enzymic reduction of pentavalent antimonials to trivalent by using GSH as the

reductant [69]. The highest initial reduction activities were obtained when the substrates

(sodium arsenate or sodium stibogluconate or glucantime) were preincubated with GSH for

several minutes prior to the addition of TDR1. This suggests that the TDR1 may work on a

spontaneously formed intermediate betweenmetal compounds and GSH rather than on two

components individually [69].

Arsenate reductases are ubiquitous in prokaryotes and eukaryotes and are essential for

conferring resistance to arsenate [70]. Recently, the arsenate reductase homologue from

Leishmania major, LmACR2, has been identified [71]. The crystal structure of LmACR2

has been resolved byX–ray crystallography [72]. LmACR2, comprising of 127 amino acids

(14.5 kDa), displays sequence and functional similarity to the arsenate reductase ScACR2

from Saccharomyces cerevisiae (Figure 3.12a), and shows an ability to reduce both AsVand

SbV to their trivalent forms respectively. As shown in Figure 3.13, the transfection of

leishmania infantum with LmACR2 can augment Pentostam sensitivity in intracellular

amastigotes [71]. The crystal structure of LmACR2 exhibits a central five–stranded b sheet

Figure 3.11 LmAQP1 catalyses SbIII transport in the wild type Leishmania promastigotes.
Comparison with the vector alone, LmAQP1 transfected strains Leishmania major, Leishmania
infantum and Leishmania tarentolae show significant increase in the uptake of SbIII
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Figure 3.12 (a) Sequences of SbV reductases, LmACR2 (from Leishmania major) and ScACR2
(from Saccharomyces cerevisiae). The conserved residues are highlighted. The b1 to b5
represent the central five b sheets in LmACR2, and the a1 to a5 represent the five a helices
that pack against each side of the central b sheet in LmACR2. (b) X–ray crystal structure of
LmACR2with a helices in red and b sheets in blue (PDB: 2J6P). Cys75 is presented in a ball and
stickmode. (c) Surface conformation of the active site pocket of LmACR2. The surfacemodeling
is made by Accelrys DS Visualizer software (version 2.0) with a probe radius of 1.40A

�
. Asp34 is

highlighted in a ball and stick mode

Figure 3.13 Comparison of the transfection of vector alone, the expression of LmACR2 in
Leishmania infantum augments Pentostam sensitivity
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configuration (b1, b2, b3, b4 and b5) with three (a1, a2 and a5) and two (a3 and a4) a
helices packed against each side of the central b sheet (Figure 3.12a and b). Seven residues

(Cys75, Ala76, Gln77, Ser78, Leu79, Val80 and Arg81) compose the active site pocket in

LmACR2, Figure 3.12c. The catalytic center of LmACR2 is the S atom of Cys75, which is

located at the geometric center of the shallow circular depression on the protein surface

formed by the amino acids of the active site loop (Figure 3.12c) [72]. The side chain of

Arg81, roughly planar with the active site loop, is kept in an extended conformation by a

hydrogen bonded salt bridge with the carboxyl group of Asp34 (Figure 3.12c) [72].

Compared to the structure of Cdc25 phosphatases, the main chain conformations of the

active site loop are conserved in the two enzymes, indicating that LmACR2 likely share a

similar physiological function to that of Cdc25 phosphatase, with a bifunctional capacity to

reduce both AsV and SbV [72, 73].

Although antimony based drugs have been the frontline drugs for more than half a

century, the mode of action of these drugs is still poorly understood. Recent studies suggest

that SbIII interferes with trypanothione metabolism by two inherently distinct mechan-

isms [68]. First, SbIII decreases thiol buffering capacity by inducing rapid efflux of

intracellular trypanothione and glutathione. Second, SbIII inhibits trypanothione reductase

in intact cells resulting in accumulation of the disulfide forms of trypanothione and

glutathione. The combination of these two mechanisms profoundly compromises the thiol

redox potential in both amastigote and promastigote stages of the parasite life cycle [68].

The trypanothione/trypanothione reductase system (trypanothione/TR system), which

replaces the nearly ubiquitous glutathione/glutathione reductase system (glutathione/GR

system), is only found in parasitic protozoa such as leishmania and trypanosomes and can

protect parasites from oxidative damage and toxic heavy metals and deliver the reducing

equivalents for DNA synthesis.

The inhibition of SbIII to trypanothione reductase (TR) was examined in vitro and in

vivo [68, 74]. When the NADPH (nicotinamide adenine dinucleotide phosphate) preincu-

bated TR was treated with trivalent sodium antimonyl gluconate (Triostam), the residual

activity of TR was sharply reduced within 10min [74]. Determination of the ability of the

cell lines for the regeneration of T(SH)2 from T(S)2 following oxidation with diamide can

indirectly provide evidence of the inhibition of SbIII to TR in vivo [68, 75]. The dimeric

structures of oxidized TR (native form) and SbIII bound TR (with NADPH) were reported

recently [76]. As shown in Figure 3.14a and b, SbIII coordinates two cysteine residues

(Cys52 and Cys57), one threonine residue (Thr335) and a His461’ from the two–fold

symmetry related subunit in the TR dimer [76]. The binding of SbIII not only blocks the

formation of cysteine disulfide between Cys52 and Cys57 which is required in TR native

state, but also induces the side chain of Tyr198 (localized in NADPH binding domain)

undergoes a 120� rotation (Figure 3.14c). In this way, the p–p interactions between the

parallel rings of FAD (flavin adenine dinucleotide),NADPHandTyr198 are interrupted, and

subsequently resulting in the malfunction of TR. Because TR is critical for survival and

virulence of the parasite and is absent inmammalian cells, the understanding of its inhibition

mechanism will promote the design of new affordable drugs against Leishmaniasis.

Not only are the uptake, reduction and action of antimony equally important for living

organisms, but also the extrusion of high level antimony fromcytosol is essential for survival

of the organism. In E. coli, resistance to AsIII and SbIII at a high level is conferred by the ars

operon of plasmid R773 [77]. The ArsAB pump provides resistance to arsenite and
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antimonite. This pump consists of a solubleATPase (ArsA) and amembrane channel (ArsB)

encoded by genes arsA and arsB respectively [78]. Crystal structure of SbIII bound ArsA of

E. coli represents the first SbIII (and AsIII) bound protein structure. As shown in Figure 3.15,

the protein consists of two structurally homologous domains, that is, A1 and A2, and each

domain is approximately L–shaped, with a core of eight b strands accompanying by a
helices on both sides of the central sheets [79]. Superposition of the structurally equivalent

regions of A1 and A2 domains results in a diamond shaped molecule with a central

cavity [79]. Two nucleotide binding sites, A1NBS and A2NBS, are located at the interface

between the A1 and A2 domains and close to each other with �8A
�
apart at their closest

approach. Mg–ADP molecules are observed in both nucleotide binding sites with the

Figure 3.14 (a) X–ray crystal structure of SbIII–bound trypanothione reductase (TR) with FAD
binding domain (residues 1–160 and 289–360) in sky blue, the NADPH binding domain
(residues 161–288) in yellow and the interface domain (residues 361–488) in green (PDB:
2W0H). (b) Coordination of SbIII in TR. SbIII coordinates Cys52, Cys57, Thr335 from one
monomer and His4610 from the two–fold symmetry related monomer. Color code: C, gray; O,
red; N, blue; S, brown; Sb, purple. (c) The structure alignment of the oxidized TR (PDB: 2JK6, in
yellow) and TR–NADPH–SbIII (PDB: 2W0H, in blue). The side chain of Tyr198 undergoes a
120� rotationwith respect to the oxidized trypanothione reductase upon the binding of SbIII. The
two Tyr198 residues are represented in a ball and stick mode. The picture was generated using
PyMOL
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phosphate groups of ADP bound to the conserved GKGGVGKT sequence of the P loop in

bothA1 andA2 domains. The SbIII binding site is located at the upper half of the protein and

surprisingly formed a trinuclear cluster (Figure 3.15). Each SbIII coordinates three donor

atoms, with two of them from the protein and one from a nonprotein ligand chloride (Cl�),
that is, one SbIII coordinates His148 (A1), Ser420 (A2) and a chloride; the second SbIII

coordinates two cysteines, Cys113 (A1), Cys422 (A2) and a chloride, and the third SbIII

coordinatesCys172 (A1),His453 (A2) and a chloride (Figure 3.15b). Two stretches of seven

residueswith the identical sequenceDTAPTGH form two signal transduction pathways that

connect the two nucleotide binding sites to the SbIII binding site respectively, which may

account for the transition of metal occupancy information to the ATP hydrolysis site

(Figure 3.15a) [79].

3.6.2 Interaction of Bismuth with Proteins and Enzymes

Although it is generally believed that the bismuth compounds are almost nontoxic, in

particular compared with the analogues of arsenic and antimony in the same group, the

cases of bismuth poisoning still occur during some medical therapies or after extensive

industrial exposure. The potential toxicity of bismuth is normally diagnosed bymeasuring

bismuth levels in human blood [80–82]. The potential BiIII target in human blood serum is

hypothesized originally to be albumin (HSA), the most abundant protein in serum

(�0.63mM). In vitro experiments show that 70% of BiIII binds to apo human serum

transferrin (apo–hTF) with the rest (30%) to HSA in spite of a 13–fold higher concentra-

tion of HSA than transferrin. However, almost all BiIII associates with HSAwhen serum

Figure 3.15 (a) X–ray crystal structure of E. coli ArsAATPase (PDB: 1f48). The twodomains are
highlighted in different colors. The ADP binding residues (GKGGVGKT) of the P–loop in A1 and
A2domains are presented in dark blue. The signal transduction paths (DTAPTGH) that connects
the SbIII–binding site (via coordinating to SbIII by terminal His residue) and nucleotide binding
sites (via coordinating toMgII byAsp residue at another terminal) are represented as a tubemodel
(in purple). (b) Coordination of SbIII at the trinuclear cluster. Residues His148, Cys113 and
Cys172 are from A1 domain whereas Ser420, Cys422 and His453 are from A2 domain. Color
code: C, gray; O, red; N, blue; S, yellow; Cl, light green; Sb, purple; Mg, green
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transferrin was saturated by FeIII, suggesting that HSA is the secondmajor target of BiIII in

blood plasma [92]. The binding constant (logKa) of Bi
III to HSAwas measured to be 9–12

by fluorescent spectroscopy [92].

The transferrins comprise a family of large (molecular mass about 80 kDa) nonheme iron

binding glycoproteins with biological function of FeIII transporting (Figure 3.16) [83–86].

Four major types of transferrins have been characterized. Serum transferrin occurs in blood

and other mammalian fluids including bile, amniotic fluid, cerebrospinal fluid, lymph,

colostrom, andmilk. Ovotransferrin is found in avian and reptilian oviduct secretions and in

avian eggwhite. Lactoferrin is found inmilk, tear, saliva and other secretions, and binds FeIII

about 100 times stronger than that of serum transferrin [87]. It has been speculated that

lactoferrin has a bacteriostatic function in depriving microorganisms of essential iron

required for their growth [88].Melanotransferrin (ormelanoma tumor antigen p97) has been

identified as an integral membrane protein in humanmalignant melanoma cells and in some

fetal tissues [89].

Transferrins are single chain glycoproteins containing about 700 amino acids. The

sequence identity between different transferrins is extremely high, for example, 78%

Figure 3.16 The transferrin cycle. Fe2–hTF has a high affinity for transferrin receptor (TfR1) at
extracellular pH (pH¼ 7.5) and forms the Fe2–transferrin�TfR complex sequentially. Fe2–
transferrin�TfR complexes are then internalized into endosome and, at endosomal pH (pH¼ 6.2),
FeIII is released from transferrin, further reduced by Steap family reductases before being
transported across the endosomal membrane by DMT1. Once in the cytoplasm, the iron can
be incorporated into a haem for erythropoiesis. The iron free hTF�TfR complex go back to the cell
surface and, at extracellular pH, apotransferrin is released back into serum
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identity between rabbit and human serum transferrin, 60% between serum transferrin and

lactoferrin, and about 40% identity between melanotransferrin and other transferrins [89].

The high levels of conservation in their primary structures are also reflected in their

three–dimensional structures. The protein is folded into two structurally similar but

functionally different lobes, the N– and C–lobe respectively (Figure 3.17a). The two lobes

are connected by a short polypeptide chain, and a deep hydrophilic cleft bearing an iron

binding site is localized in each lobe. Each lobe can be further separated into two

subdomains, namely N1 and N2 in the N–lobe; C1 and C2 in the C–lobe. N1– and

C1–subdomains consist of two discontinuous sections, whereas N2– and C2–subdomains

are composed of a single region of continuous polypeptide [90]. The subdomains in each

lobe rotate around a ‘hinge’ to undergo the conformational change between ‘open’ and

‘closure’, corresponding to the iron release and uptake, respectively (Figure 3.17a).

Although both ‘hinges’ between subdomains are composed by two b strands in each lobe,

one of the strands in C–lobe is relatively shorter, which probably accounts for the different

FeIII binding and release rates in two lobes [90]. At the metal binding site, FeIII coordinates

with distorted octahedral geometry to two oxygens from Tyr, one nitrogen from His, one

oxygen from Asp, and two oxygens from a bidentate carbonate (as a synergistic anion)

(Figure 3.17b).

Since transferrin is only 30% saturated with FeIII and has the capacity to bind other metal

ions such as BiIII, GaIII, InIII, AlIII, TlIII, RuIII, LaIII, CeIII, CuII, NiII and ZnII, the protein is

therefore regarded as a ‘carrier’ for metal ions and metallodrugs [91]. Serum transferrin is

the firstmajor target of BiIII in blood plasma and plays the essential roles in BiIII transport. In

vitro experiments show that the majority of BiIII binds to human serum transferrin even in

Figure 3.17 (a) X-ray crystal structure of human serum transferrin with a FeIII in the C–lobe
(H.J. Zoccla, Georga Institute of Technology). The rotation of N1 (residues 1–92 and
247–331) and N2 (residues 93–246) subdomains around the ‘hinge’ confers N–lobe an
‘open’ conformation, and there is in the absence of FeIII. Subdomains C1 (residues 339–425
and 573–679) and C2 (residues 426–572) form a ‘closure’ conformation in the C–lobe where
with a FeIII–binding to four amino acids in the cleft. (b) Coordination of FeIII in the N-lobe of
human serum transferrin. Four amino acids (Asp63, Tyr95, Tyr188 and His249) and a
carbonate (CO3

2�) coordinate to FeIII ion. The corresponding amino acids involved in FeIII

coordination in C–lobe are shown in parentheses. Color code: C, gray; O, red; N, blue; Fe,
red or olive
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the presence of a large excess of albumin at pH 7.4 with 10mM sodium bicarbonate [92].

BiIII binds strongly to both the C– and N–lobe of human serum transferrin, preferentially to

the C–lobe with carbonate (CO3
2�) as a synergistic anion, which was approved by 2DNMR

using recombinant «–[13C]Met–hTF and 13C–NMR [93–95]. The detailed kinetics of BiIII

translocation between Bi(NTA) (NTA¼ 2–(bis(carboxymethyl)amino)acetic acid) and

human serum transferrin has also been examined [96]. The uptake of BiIII by transferrin

is a multistep kinetic process, including the rapid metal exchange (ms) between Bi(NTA)

and the C–lobe of apotransferrin (the first step), a proton loss (pK1a of 8.6) to yield a kinetic

intermediate, followed by an intermediate conformational change and the uptake of BiIII by

the N–lobe (the final step) [96].

Cell uptake experiments showed that BiIII transferrin can block both membrane binding

and cellular uptake of FeIII transferrin, indicative of a similar uptakemechanism to iron, that

is, transferrin receptor mediated endocytosis. The binding affinity between BiIII transferrin

and transferrin receptor (TfR)was determined to be 4mM, around three orders ofmagnitude

lower than that of FeIIItransferrin and TfR (23 nM).

BiIII was also found to bind human lactoferrin strongly and reversibly at the specific iron

sites together with either carbonate or oxalate as the synergistic anion [97]. Notably, the

Bi2–hLF complex can compete with the 59Fe2--hLF complex for both membrane and

intracellular binding, almost as effectively as the Fe2–hLF, Ga2–hLF and apo–hLF

(Figure 3.18), suggesting that lactoferrin recognition by its receptor is independent of

whether the lactoferrin is metal loaded or apoform. This is markedly different from human

Figure 3.18 Effect of apo– and metal loaded human lactoferrin (Fe2–hLF, Ga2–hLF and
Bi2–hLF) on the uptake of 59Fe–human lactoferrin complex by rat intestinal IEC–6 cells. Top:
membrane bound 59Fe; bottom: intracellular 59Fe
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serum transferrin, revealing that lactoferrin receptor is more promiscuous in function than

human serum transferrin receptor.

SinceBiIII readily binds to thiolate containing ligands, cysteine rich proteins and enzymes

in biological systems provide the potential binding targets for BiIII. Metallothionein (MT) is

a low molecular mass protein with �30% cysteine residues out of its �60 amino acid

residues (Figure 3.19) [98, 99]. Four isoforms of MT have been identified, namely MT–I,

MT–II, MT–III and MT–IV. MT–I and MT–II prevail over all tissues, primarily accounting

for the protection against metal toxicity. MT–III is mainly expressed in the brain and is

thought to play a role in zinc homesostasis in neurons. MT–IV is found to be specifically

expressed in stratified squamous epithelia where it may play an essential but poorly defined

role in regulating zinc or copper metabolism [100, 101]. All the cysteine residues are

conserved in MT proteins (Figure 3.19). The cysteine rich character of MT provides a high

capacity for this protein to coordinate with metal ions, such as ZnII, CuI and CdII. BiIII was

found to bind strongly to MT–II via coordinating to cysteine residues, with a stoichiometry

of Bi:MT¼ 7: 1 (Bi7–MT). Remarkably, it was found that BiIII can readily replace both ZnII

and CdII fromMT–II by a biphasic process [102]. 1H NMR studies demonstrate that ZnII is

replaced by BiIII from MT faster than CdII, and that both ZnII and CdII are replaced much

faster in the b–domain than that in the a–domain. Upon exposure of 50mMbismuth citrate

to macrophage cells at 12 and 24 h, metallothionein genes can be increased by 18– and

10–fold respectively, representing the largest increase in gene expression. The significant

increase in MT gene expression probably reflects a part of common defense and/or repair

mechanisms following different stress stimuli [103].

NTPase/helicase protein of Severe Acute Respiratory Syndrome coronavirus (SCV), an

enzyme capable of unwinding DNA and RNA duplexes, is a potential drug target for

SARS therapy [104]. SCV NTPase/helicase contains a cysteine–rich metal binding

domain (MBD), consisting of 13 cysteines out of its 102 amino acids, Figure 3.19b. MBD

of helicase has been approved to be a BiIII binding site, and binding of BiIII inMBD induces

a conformational change of the protein, which probably accounts for the inhibition of

bismuth to helicase unwinding activity in vitro and in vivo (Figure 3.20) [105]. By use

Figure 3.19 (a) Sequence alignment of mouse metallothionein isoforms (MT–I, MT–II, MT–III
andMT–IV) with conserved residues highlighted. (b) Protein sequence of metal binding domain
(MBD) of SARS coronavirus NTPase/helicase
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of ranitidine bismuth citrate (RBC), a clinical antiulcer drug, a IC50 of 0.6mMwas obtained

for inhibition of helicase unwinding activity in vitro, and the in vivo experiment shows that

the bismuthmetallodrug significantly inhibits SCV reproduction,with theviral titer reduced

by �80% at a RBC concentration of 25mM. Furthermore, the inhibition activities were

examined on a series of bismuth compounds which showed that the BiIII coordination

environment in different compounds may affect the activities, that is, the stronger the BiIII

binds to the ligand, the lower inhibition activity the bismuth compound exhibits to

helicase [106].

The cad operon encoded on plasmid PI258 of Staphylococcus aureus is a resistance

system which responds to CdII, PbII and ZnII [107]. The cad operon is composed of two

genes: one encodes CadC, the metal–responsive transcriptional repressor or metal sensor,

and another one encodes CadA, a CdII and PbII specific ATPase efflux pump. In a recent

study, BiIII was found to coordinate to the Cys7, Cys11, Cys58 and Cys60 residues of CadC,

eventually inducing significant reduction of DNA binding affinity. Such an action enables

RNA polymerase to access the promoter, leading to derepression of transcription and the

expression of the gene encoding the CadA efflux pump [108].

Histidine rich proteins are prevailing overmanymicroorganisms and play important roles

in the storage and transport of metal ions. Figure 3.21 shows sequences of several histidine

rich proteins. For example, Hpn has 28 histidine residues out of its 60 amino acids (46.7%)

and presents as a multimer in solution playing a crucial role on intracellular nickel storage

and homeostasis [109]. Mutagenesis experiments have shown that H. pylori with hpn gene

Figure 3.20 (a) BiIII inhibits SARS NTPase/helicase unwinding activity to duplex DNA. Upon
increasing BiIII concentrations gradually from 0–2.5mM, intensity of the lower band, released
single strand DNA, decreased gradually, indicating that the unwinding activity of helicase is
inhibited by BiIII. (b) The effect of ranitidine bismuth citrate (RBC) on the infectivity of
SARS–CoV. The viral viability is reduced dramatically upon addition of RBC
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knockout are four times as susceptible to bismuth antiulcer drugs than that of the wild

type [110], indicating a role of Hpn inH. pylori responses to the bismuth therapy. Apo–hpn

was found to bind 5.1� 0.2 NiII reversibly with a binding constant (Kd) of�6mM and also

bind 3.81� 0.23 BiIII per monomer with a Kd of�11mM [111]. At BiIII concentration over

30mM,E. coliBL21 cells with the hpn gene on a pETplasmid growbetter upon induction by

IPTG than those without, whereas E. coli cells without the hpn gene grewmuch slower than

those with hpn, suggesting that Hpn plays a role in protecting H. pylori by sequestering

excess intracellular bismuth ions (Figure 3.22) [111].

Using a metalloproteomic approach (Chapter 15), seven proteins including a heat

shock protein A from H. pylori (HspA, also referred to as HpGroES) have

been identified to bind BiIII [112]. H. pylori HspA has a histidine and cysteine rich

domain in the C–terminus. The protein binds two NiII as well as two BiIII per monomer

with a dissociation constants (Kd) of 1.1 and 5.9� 10�19mM respectively [113, 114]. A

Figure 3.21 Selected histidine rich protein sequences. (a) Full length protein sequences ofHpn
(H. pylori) andHpnl (H. pylori), and (b) partial protein sequences ofUreE (K. aerogenes), HspA
(H. pylori), HypB (B. Japonicm) and SlyD (E. coli)

Figure 3.22 Altered E. coli sensitivity to BiIII (as ranitidine bismuth citrate)with andwithout hpn
gene at 310K
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characteristic UV–visible absorption of Bi--S bond appeared at 364 nm upon addition of

BiIII, indicating that the cysteine residues are involved in BiIII coordination. Mutation

experiments show that BiIII strongly binds to residuesHis45, Cys51 andCys53 at an apical

domain [114]. Binding of BiIII induces HspA dissociation from its native heptamer to a

dimer, suggesting that bismuth may interfere with the biological functions of the protein

by altering its quaternary structures [113, 114].

Urease is an enzyme that can convert urea into ammonia for neutralizing the acidic

environment, and is therefore crucial for the survival of bacteria (H. pylori) in the acidic

environment of stomach [115]. Several reports have revealed that bismuth compounds can

inhibit urease activity [116–118]. The metal was found to inhibit urease activity via the

binding to Cys319, a cysteine at the entrance of the active site of the enzyme. Upon BiIII

binding, the entrance of the active site is sealed and consequently substrates cannot reach the

active site any more, therefore the urease activity is inhibited. This was confirmed by

comparing the inhibition activities of the wild type K. aerogenes urease with its C319A

mutant. BiIII has almost no activity toward the mutant urease (C319A) while significantly

reduces the activity of the wild type (Figure 3.23).

Alcohol dehydrogenase (ADH) is a type of zinc metalloenzyme that catalyses the

oxidation of alcohols to aldehydes or ketones. The inhibition of H. pylori ADH by bismuth

suggests that ADH is a potential target for the treatment ofH. pylori infection. Baker’s yeast

alcohol dehydrogenase (YADH) was used as a model of H. pylori ADH due to the high

sequence identity (47%) of conserved active sites [119]. BiIII binds to cysteine residues of

YADH, as evidenced by the appearance of a characteristic UV–visible absorbance band of

Bi–S at�360 nm upon addition of BiIII. The interaction of BiIII with the enzyme exhibits a

biphasic process and only one of the two bound ZnII ions can be substituted by BiIII (i.e.,

about one ZnII per monomer). Since bismuth inhibits the enzyme activity in a noncompeti-

tivemode, the ZnII at the structural site may be substituted by BiIII. Surprisingly, the binding

Figure 3.23 Kinetics of urease inactivation upon addition of Bi(EDTA). The wild type urease is
represented by brown and C319A mutant urease is represented by cyan. Reprinted with
permission from [118]. Copyright Springer Science þ Business Media
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of BiIII to the enzyme interferes with the protein–protein interaction and gradually induces

YADH dissociation, from its native form (a tetramer) to a dimer. Since ADH fromH. pylori

has high similarity to YADH in terms of sequence, the inhibition of bismuth on H. pylori

ADH is probably similar.

The presence of a phospholipid monolayer adsorbed to the luminal surface of the mucus

gel layer may account for the nonwettable lining of the stomach and play a protective

role [120–122]. Phospholipase, a protease enzyme that is released by H. pylori or many

other pathogenic microorganisms, may have the capacity of degrading the glycoprotein

constituents ofmucin, thus weakening the protective properties of themucus gel layer of the

stomach [123, 124]. Colloidal bismuth subcitrate (CBS) can induce a dose dependent

inhibition of phospholipase A2 (PLA2) and C (PLC) activity of both H. pylori lysates and

filtrates [125]. Notably, the inhibitory effect of CBS on PLA2 is antagonized in a dose

dependent fashion by addition of CaCl2 to the incubation mixture, that is, addition of CaCl2
to the mixture containing either purified N. naja venom PLA2 or the H. pylori lysate in the

presence of 0.8mM CBS can induce a recovery in PLA2 activity, and the activity can be

almost completely restored (H90% of control) when the concentration of CaCl2 reaches

4mM, suggesting that both CaII and BiIII may compete for the same binding site of the

enzyme (Figure 3.24).

Figure 3.24 CaCl2 antagonizes the inhibitory effect of CBS (0.8mM) on the phospholipase A2
(PLA2) activity of N. naja venom (top) and H. pylori (bottom)
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3.7 Conclusion and Perspectives

Significant progress has been made on the biological chemistry of antimony and bismuth in

the past decade. Proteins and enzymes have commonly been believed to be their targets.

Possible target sites for BiIII are likely to be ferric iron site(s) (e.g., oxygen and nitrogen

donors in transferrin) and zinc and nickel sites (e.g., thiolate donors in metallothionein and

nitrogen/thiolate donors in histidine rich proteins, Hpn and HspA). Inhibition of (metallo)

enzymes by antimony (and bismuth) is probably ascribed to their binding to the key cysteine

(and histidine) residues within the enzyme (e.g., trypanothione reductase). The facile

exchange of SbIII (and BiIII) thiolate bonds may be important for their transport and could

represent a common feature for metal trafficking among different molecules in biological

systems (e.g., cells). Metallomics and metalloproteomics including structural biology

(Chapter 4 and 15) should help to establish the molecular mechanism underlying their

biological activities of antimony and bismuth in a more comprehensiveway, and ultimately

will help us to design better therapeutic agents as well as to control potential toxicity.
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Metallomics Research Related
to Arsenic

Hiroki Haraguchi

Association of International Research Initiatives for Environmental Studies, Tokyo, Japan

4.1 Metallomics – Integrated Biometal Science

In 2002, the International Symposium on Bio-Trace Elements 2002 (BITREL 2002) was

held in Wako, Japan, which was organized by S. Enomoto in RIKEN (Research Institute of

Physics and Chemistry). In this symposium, Haraguchi delivered the lecture entitled ‘Trace

Element Speciation for Metallomics’ [1], in which he emphasized the importance of

speciation analysis (species analysis) of trace elements in biological samples and biological

systems. Because trace elements (metals and metalloids) contained in metalloproteins and

metalloenzymes generally play essential roles as the active centers for biological and/or

physiological functions, metal andmetalloid elements often cause serious toxic infection to

humans and living organisms in environmental pollution problems. ‘Metallomics’ was used

as the scientific term for the first time in this symposium.

In 2004,Haraguchi also published the paper entitled ‘Metallomics as IntegratedBiometal

Science’ in the Journal of Analytical Atomic Spectrometry [2], which was the review paper

based on the concept proposed in the lecture in BITREL 2002. After publication of the

above paper, metallomics has been receiving great attention as a newly emerging scientific

field [3–5]. Three years later, the International Symposium on Metallomics 2007 (ISM

2007) was held in Nagoya which was organized by Haraguchi [6]. In the scientific advisory

board meeting of ISM 2007, it was agreed that this ISM meeting would be held regularly

every two years. The second ISM (ISM2009)was held inCincinnati, USA in June, 2009 [7].
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Furthermore, the third ISM (ISM 2011) will be held at the University of M€unster,
Germany, in June 15–18, 2011. Metallomics has been the topic of original papers as well

as review articles invarious scientific journals [8–15]. In addition, the journal ‘Metallomics-

integrated bimetal science’ was launched in January, 2009, by the RSC.

The abstract of the paper in J. Anal. At. Spectrom. [2] is introduced here because it is

suggestive of the future direction of metallomics research.1

In order to understand the relationship of metallomics with genomics, proteomics and

other -omics sciences (for example, glycomics andmetabolomics), a simplifiedmodel of the

biological system is illustrated in Figure 4.1 [2, 15], where the dotted line (inside) and

continuous line (outside) indicate a biological cell and an organ/whole body, respectively.

Some biological functions in the biological system are also shown in Figure 4.1. Taking into

consideration the biological functions and roles of the elements, the research subjects

required for metallomics study are summarized in Table 4.1 [2]. Metallomics covers the

wide range of research subjects related to biometals. Among the subjects listed in Table 4.1,

the distributions of the elements [subject 1] and chemical speciation of metals and

metalloids (metallome) [subject 2] in biological systems may provide the basic information

for metallomics research. Although such information would constitute fundamental codes

of metals (and metalloids) encoded in biological systems in analogy to base sequences in

genes and amino acid sequences in proteins, no ordered distribution or sequence of metals

Figure 4.1 Simplifiedmodel of biological systems, showing the relationship of –omics sciences.
The outer line is corresponding to organ or whole body, and the inner dotted line is to biological
cells. Reproduced from [2] by permission of The Royal Society of Chemistry

1 In this Chapter, ‘Metallomics’ is proposed as a new scientific field in order to integrate the research field related to biometals.
Metallomics should be a scientific field in symbiosis with genomics and proteomics because syntheses and metabolic functions of
genes (DNAandRNA) and proteins cannot be performedwithout the aid of variousmetal ions andmetalloenzymes. Inmetallomics,
metalloproteins, metalloenzymes and other metal containing biomolecules are defined as ‘metallome’, in a similar manner to
genome in genomics and proteome in proteomics. Since identification of metallome and the elucidation of their biological or
physiological functions in the biological systems is the main research target of metallomics, chemical speciation for specific
identification of bioactive metallome is one of the most important analytical technologies to establish metallomics as integrated
biometal science. In order to rationalize the concept of metallomics, the distributions of the elements in man, human blood serum
and seawater (a challenge to an all-elements analysis of one biological cell), along with some other topics are introduced with
emphasis on the recent development of chemical speciation of trace metals in some biological samples.]
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has been found in biological systems. Even so, metals as metallic ions bound with proteins

play essential roles for the regulation of three-dimensional structures ofmetalloproteins and

metalloenzymes as well as their biological activities.

As discussed in other chapters of the book, inorganic AsIII (arsenite) and AsV (arsenate)

cause acute and chronic toxicities to humans and animals. Most metallomics studies

related to arsenic have been concerned with the elucidation of arsenic metabolites

and their formation reactions in relation to toxicity and metabolism. In the following

sections, the identification of metabolites from arsenic species by speciation analysis using

HPLC/ICP-MS will be described.

4.2 Analytical Feasibility of ICP-AES and ICP-MS

The study of metallomics grew following recent developments in analytical atomic spec-

trometry, such as ICP-AES (inductively coupled plasma atomic emission spectrometry)

and ICP-MS (inductively coupled plasma mass spectrometry) [2] because these analytical

methods provide excellent analytical feasibilities in sensitivity. As has been noted by

many [2, 6, 9, 10, 13, 14, 16–19], the distribution and speciation analyses of the elements in

the biological fluids, cells, organs and organisms are generally performed by ICP-AES and

ICP-MS as they are highly sensitive analytical methods. The detection limits obtained by

commercially available ICP-AES and ICP-MS instruments are shown in Figure 4.2 [20],

where the elements are plotted on the vertical axis (concentration unit) corresponding to the

detection limits obtained by each analytical method. In the case of ICP-MS, the detection

limits obtained by two types of instruments, Q-ICP-MS and HR-ICP-MS, are shown, where

Q-ICP-MS and HR-ICP-MS are the ICP-MS instruments equipped with a low resolution

quadrupole mass spectrometer and high resolution double focusing mass spectrometer,

respectively [21, 22]. As shown in Figure 4.2, the detection limits at the ppb (ng/ml) level

are obtained for almost all metallic (and metalloid) elements by ICP-AES. On the other

hand, the detection limits obtained by ICP-MS are improved down to the ppt (pg/ml) level.

It should be noted here that the direct detection at the sub-ppt level can be performed for

many elements in the case of HR-ICP-MS.

In addition to the detection limits, ICP-AES and ICP-MS have other excellent analytical

capabilities such as wide linear dynamic ranges of working calibration curves (4–6 orders

Table 4.1 Research subjects in metallomics [2]

1. Distributions of the elements in the biological fluids, cells, organs, and so on.
2. Chemical speciation of the elements in the biological samples and systems
3. Structural analysis of metallome (metal binding molecules)
4. Elucidation of reaction mechanisms of metallome using model metal complexes

(bioinorganic chemistry)
5. Identification of metalloproteins and metalloenzymes
6. Metabolisms of biological molecules and metals (metabolome and metabolites)
7. Medical diagnosis of health and disease related to trace metals on multielement basis
8. Design of inorganic drugs for chemotherapy
9. Chemical evolution of the living systems and organisms on the earth

10. Other metal assisted function biosciences in medicine, environmental science, food
science, agriculture, toxicology, biogeochemistry, and so on.
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of magnitude) as well as simultaneous multielement detection, which allow the determina-

tion of many elements in the concentration range of 1 ppb – 1000 ppm in ICP-AES and of

sub-ppt -1 ppm in ICP-MS. Thus, if we can use both ICP-AES and ICP-MS, analyte

elements in the concentration range from sub-ppt up to 1000 ppm, that is, over 1010 orders of

magnitude, can be simultaneously determined for any biological sample. These analytical

feasibilities provide the possibility to determine almost all metallic elements including

some nonmetallic elements (S, P, Cl, Br, I) [2, 16, 21]. Then, themultielement concentration

data obtained by analytical plasma spectrometry may be available as the fingerprints of

biological cells, organs and systems if the database of the elemental distributions in the

biological samples is constructed in future.

In the early 1930s, Noddack proposed the concept of the All-Present Theory of the

Elements [16, 23, 24], in which she suggested that all elements in the periodic table were

supposed to be present in all rock and mineral samples. At present, however, owing to the

progress in analytical methodology mentioned above, almost all elements can be deter-

mined or detected not only in geochemical samples but also in biological and environmental

samples [2, 15]. As a consequence, Haraguchi proposed the new concept of ‘The Extended

All-Present Theory of the Elements’ [2, 16, 19], in which he suggested that all elements in

the periodic table might be contained in all materials or substances on the earth, including

biological systems, such as animals, plants and microorganisms. Of course, human beings

are also the subject of the Extended All-Present Theory. The Extended All-Present Theory

was proposed as the extended concept of Noddack’s. It is now expected that the final goal in

the study on the Extended All-Present Theory is to elucidate the existence of all elements in

a single biological cell, which is referred to as ‘cell microcosm’ [2, 19]. That is, a single

biological cell is composed of a small compartment of the Earth or the universe.

Figure 4.2 Comparison of the detection limits obtained by HR-ICP-MS, Q-ICP-MS and
ICP-AES [20]. HR-ICP-MS: high resolution ICP-MS with double focusing mass spectrometer
from Thermo-Fisher Scientific Co., Q-ICP-MS (SPQ 8000A): ICP-MS with quadrupole mass
spectrometer from Seiko Instruments, ICP-AES: ICP-AES with a CID (Charge Injection Device)
multielement detector from Thermo-Fisher Scientific
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In order to establish the concept of cell microcosm, salmon egg cells have been analysed

on the multielement basis by ICP-AES and ICP-MS after acid digestion, and the analytical

results are summarized in Figure 4.3 [2, 19]. In a conventional standard laboratory,

78 elements in the periodic table can be detected, excluding natural/artificial radioactive

elements and rare gas elements. So far, 72 elements among the 78 have been determined or

detected in salmon egg cells [19]. As shown in Figure 4.3, the concentrations of As and Sb in

salmon egg cell are 192 ppb (10�9 g/g) and 0.12 ppb, respectively but Bi has not be

determined yet. Perhaps because of too low a concentration.

4.3 Chemical Speciation of Trace Elements in Biological Samples

The biological or physiological functions of trace elements (metals and metalloids) are

substantially dependent on their chemical forms. For example, inorganic arsenic (arsenite

and arsenate) are toxic and carcinogenic, while methylated arsenicals are nontoxic,

as will be explained later. In the case of chromium, CrIII is bio-essential but CrVI is toxic.

Thus, the identification of the chemical forms of trace elements including oxidation states

is very important to elucidate their biological functions and activities in biological

systems [2, 3, 8, 14]. The identification and quantification of trace elements is now defined

as ‘chemical speciation’ or ‘speciation’ in analytical chemistry [2, 8, 13, 18, 25].

Since trace metallic elements are usually bound to large molecular proteins in biological

cells and fluids, their concentrations in biological samples are generally very low. The

highly sensitive analyticalmethods are required for detection in chemical speciation of trace

metals. In addition, the chemical compositions of biological samples are very complicated.

In other words, trace elements exist in very complex matrices as well as in chemical

equilibrium, and thus an element selective detection is required in speciation analysis. At

present, in order to fulfill such requirements of chemical speciation analysis, a hyphenated

system (HPLC/ICP-MS), that is, a combined systemofHPLCwith ICP-MS, ismost suitable

Figure 4.3 The concentrations of the elements in a single salmon egg cell, determined by
ICP-AES and ICP-MS. Reprinted with permission from [19]. Copyright 2008 IUPAC
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for chemical speciation analysis, where various types of chromatographic methods are used

for efficient separation of chemical species and ICP-MS is used for the highly sensitive and

element selective detection of many metallic and metalloid elements.

In Figure 4.4, a schematic diagram of SEC (size exclusion chromatography)/ICP-MS

for metalloprotein analysis is shown as an example, where a UV absorption detector is

also used for monitoring protein elution. In Figure 4.5, the chromatogram of standard

proteins for molecular weight calibration of the SEC column with the UV absorption

detection (in absorbance) is shown together with the retention times of proteins measured.

The blue zone in Figure 4.5 indicates the permeation range of the SEC column and the

numbers (1–7) in the chromatogram correspond to proteins (proteins and their molecular

weights are indicated in the caption). These days, various methods for chemical speciation

have been developed and applied to the elucidation of the chemical forms of biometals.

In Figure 4.6, the present state-of-the-art methods for chemical speciation are summa-

rized [13], although the detailed explanation is not given here, since many excellent review

papers can be referred to [2, 8, 13, 14].

In the following sections, chemical speciation of arsenicals in biological samples is

described mainly in terms of arsenic metabolites. In 1971, Braman and Foreback reported

the methylated forms of arsenic in the environment [26], where they generated iAsIII

(arsenite), iAsV (arsenate) and MMA (monometylarsonic acid)/DMA (dimethylarsinic

acid) as arsines (hydrides) with stepwise chemical reduction and detected those species by

Figure 4.4 A schematic diagram of SEC/ICP-MS with a UV absorption detector for chemical
speciation of metalloproteins

Figure 4.5 Chromatogram of standard proteins obtained by a hyphenated system of SEC/
ICP-MS. Stationary phase: SuperoseTM12 10/300GL (Molecular permeation range 1–300kDa),
Mobile phase: 0.1M Tris-HCl (pH 8.0), Flow rate of mobile phase: 0.5ml/min, Sample injection
volume: 100ml, Wavelength of UV absorption detection: 254nm. Standard proteins: 1. ferritin
(440kDa), 2. b-amylase (200kDa), 3. alcohol dehydrogenase (150kDa), 4. albumin (66kDa),
5. carbonic anhydrase (29 kDa), 6. cytochrome c (12 kDa), 7. aprotinin (7 kDa)
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an electrical discharge emission after cold trapping. They could improve the sensitivity,

but their analytical method was tedious and time consuming. In 1977, Andreae published

the paper on the determination of arsenic species (iAsV, iAsIII, MMA and DMA) in natural

waters by hydride-generation/cold gas trapping separation with the sequential detection

by AAS (atomic absorption spectrometry) using the hydrogen-air flame or by GC

(gas chromatography) separation with the detection by EC (electron capture detector [27].

In 1981, Morita et al. developed a HPLC/ICP-AES system for the determination of arsenic

species of AsB, iAsIII and iAsV in biological samples (Hijiki extract), where they used

the anion or cation exchange column [28]. In 1989, Shibata and Morita also reported the

pioneer work of the use of HPLC/ICP-MS for speciation of arsenic species in biological

samples [29]. Using HPLC/ICP-MS, they analysed biological samples such as marine

algae [30], bivalves [31] and lobster [32] and identified various arsenic species in those

biological samples including arsenobetaine and several arsenosugar derivatives. Since their

pioneer works, various arsenic metabolites have been indentified in human urine, human

blood serum and other biological samples due to the efficient separation and highly sensitive

detectionmethods usingHPLC/ICP-MS [33]. Thus, before describing speciation studies on

arsenic metabolites, arsenic compounds of interest are summarized in Table 4.2, together

with their abbreviations. The abbreviations of arsenic compounds are followed after

definitions from the references of Suzuki’s group [34–37]. The chemical forms of arsenic

compounds listed in Table 4.2 can be found in the figures in this chapter.

4.3.1 Speciation of Arsenic in Salmon Egg Cells

The elemental concentrations of salmon egg cells (whole cell) are shown in Figure 4.3, in

which 72 elements have been determined or detected in a single biological cell [19].

As mentioned earlier, the salmon egg cell contains 192 ng of As/g. Then, speciation

analysis of arsenic in salmon cells was performed by HPLC/ICP-MS in order to identify

Figure 4.6 Various combined technologies for chemical speciation analysis. Reproduced from
[13] by permission of The Royal Society of Chemistry
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arsenic species in the cell cytoplasm and cell membrane [38]. Before analyzing salmon

egg cells, the separation and identification of commercially available standard com-

pounds of arsenic (iAsV, iAsIII. MMAV, DMAV, AsB, TMAV O, TeMA and AsC) were

examined by HPLC/ICP-MS with 75As detection. The chromatogram obtained is shown

in Figure 4.7 [38]. The separation of arsenic compounds was carried out by using a

CAPSELL PAK C18 column (250mm� 4.6mm i.d. from Shiseido, Tokyo, Japan) with

the mobile phase of 4mMmalonic acidþ 4mM TMAH (tetramethylammonium hydrox-

ide)þ 10mM 1-butane sulfonic acid sodium saltþ 0.05% methanol (pH 3.0), where

TMAH and 1-butane sulfonic acid sodium salt were added as the ion pairing reagents [29].

As shown in Figure 4.7, all arsenic compounds examined are well separated from each

other. Thus, the present method was applied to speciation analysis of arsenic species in

the salmon egg cell.

Table 4.2 Arsenic compounds and their abbreviations

Compounds Abbreviation

1. arsenate iAsV

2. arsenite iAsIII

3. monomethylarsonic acid MMAV

4. dimethylarsinic acid DMAV

5. monomethylarsonous acid MMAIII

6. dimethylarsinous acid DMAIII

7. trimethylarsine oxide TMAV O
8. tetramethylarsine TeMAV

9. arsenobetaine AsB
10. arsenocholine AsC
11. dimethylmonothioarsenic acid DMMTAV

12. dimethyldithioarsinic acid DMDTAV

13. arsenotriglutathione iAsIII (GS)3
14. methylarsenic digluotathione CH3As(GS)2
15. monomethylmonothioarsonic acid MMMTAV

Figure 4.7 Chromatogram of standard arsenic compounds detected by 75As ICP-MS. Concen-
tration: 10 ng of As/ml each, column: CAPCELL PAK C18 (ODS column), mobile phase: 4mM
malonic acidþ 4mM TMAHþ 10mM 1-butane sulfonic acid sodium saltþ 0.05% methanol
(pH 3.0); flow rate: 0.75ml/min, sample injection volume: 10ml. Reprinted with permission
from [38] Copyright 2005 by Japan Society for Biomedical Research on Trace Elements
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The chromatograms for arsenic species in salmon egg cell cytoplasm and the cell

membrane are shown in Figure 4.8a) and (b), respectively. Cell cytoplasm (intracellular

fluid) and cell membranes were separately collected from whole egg cells by using Teflon

tweezers and a Teflon needle. Then, arsenic species were extracted from cell cytoplasm and

cell membranes as follows. Approximately 1 g of cell cytoplasm or cell membrane sample

was taken in a centrifugation tube, and 10ml of 50% methanol was added. The sample

was sonicated for 30min and then centrifuged at 4000 rpm for 5min. The supernatant was

collected as the analysis sample. This extraction procedure was performed repeatedly.

The supernatants collected two times were put together and evaporated almost to dryness at

40 �Cusing a rotary evaporator. The residuewas dissolved in 1ml of theHPLCmobile phase

solution and then filtered with a membrane filter (pore size; 0.45 mm). This dissolved

solutionwas subjected as the cell cytoplasm sample to theHPLC/ICP-MS. In the case of cell

membrane, 0.5ml of TMAH was added as an alkali reagent into the sample before the

extraction procedure mentioned above, to dissolve arsenic species from lipids or proteins

in cell membrane.

A large peak of AsB and three small peaks of iAsV, DMA and TMAO were observed in

cell cytoplasm (Figure 4.8). The concentrations of these AsB, iAsV, DMA and TMAOwere

estimated to be 17.6, 1.7, 0.4 and 3.0 ng/g as As, respectively, on the wet weight basis.

On the other hand, iAsV, MMA, DMA and AsB were found in the cell membranes, whose

Figure 4.8 HPLC chromatogram for arsenic species in (A) egg cell cytoplasm, and (B) egg
cell membrane detected by ICP-MS at m/z 75 [38]. Experimental conditions are the same as in
Figure 4.7
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concentrations were 15.4, 8.1, 12.3 and 8.4 ng/g as As, respectively. As a result, the total

concentrations of arsenic species in the extracts from cell cytoplasm and cell membrane

were 22.7 ng/g and 44.2 ng/g, respectively, which corresponded to about 12% and 35% of

the total amounts of arsenic in cell cytoplasm and cellmembrane, respectively. These results

suggest that large molecular arsenic species such as protein binding arsenic may exist in

both cell cytoplasm and the cell membrane because only small molecular arsenic species

could be identified by HPLC/ICP-MS using the ODS column in ion pair mode. Inorganic

arsenic (iAsV) was the main arsenic species in the cell membrane, while AsB (arsenobe-

taine) was the main species in cell cytoplasm. These facts indicate that methylation of

inorganic arsenic to AsB occurs on passing through the cell membrane or after entering into

cell cytoplasm.

Since various metallic and metalloid elements exist in salmon egg cells, as shown in

Figure 4.3, fractionation analysis of the elements in salmon egg cell cytoplasm was carried

out by HPLC/ICP-MS using the surfactant-mediated CHAPS (3-[(3-cholamidopropyl)-

dimethylammonio]-1-propane sulfonate; zwitterionic surfactant)-coated ODS column in

order to elucidate the protein bindings of the elements [19]. The CHAPS–coated ODS

column was prepared by the dynamic coating method. As reported previously [39, 40], the

CHAPS-coated ODS column has unique characteristics for simultaneous separation of ions

or small molecules and largemolecules (e.g., proteins) and the useful information about the

elements binding or non binding with proteins is easily obtained. The chromatograms for

salmon egg cytoplasm obtained by HPLC/ICP-MS using the CHAPS-coated ODS column

are shown in Figure 4.9. In Figure 4.9, the element selective chromatograms are illustrated

Figure 4.9 The element selective chromatograms for salmon egg cytoplasm obtained by
HPLC/ICP-MS. Sample: salmoneggcell cytoplasmdilutedfive-foldwith0.1MTris buffer (pH7.4),
Column: CHAPS-coatedODS column, mobile phase: 0.1M Tris buffer solution (pH 7.4), ICP-MS
detection: at m/z shown in the figure, UV absorption detection: 254nm. The numbers below the
elements indicate the concentrations of the elements in salmon egg cell. The retention time range
between 3.0–3.5min (gray zone) corresponds to the protein elution zone. Reprinted with
permission from [19]. Copyright 2008 IUPAC
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together with those with the UV-absorption detection at 254 nm, where isotopes detected

and elemental concentrations determined by ICP-MS are also indicated in each chromato-

gram. It should be noted here that the retention range of 3.0–3.5min shown as the gray zones

in Figure 4.9 indicates the elution zone of large molecules with molecular weights (MW)

greater than about 10 kDa, while the retention range after 3.5min indicates the elution zone

of small ions and molecules [40]. However, the molecular weights of the eluted molecules

can not be estimated from the chromatograms obtained by theCHAPS-coatedODS column,

since the CHAPS-coated ODS column has no size exclusion property.

It is seen in Figure 4.9 that most heavy metals such as Fe, Co, Ni, Cu, Ag, and Hg, which

are biologically essential or toxic elements, provided single broad peaks within the protein

elution zone. These results indicate that such heavy metals mostly exist as protein binding

complexes. On the other hand, Zn and Mn provided two main peaks inside and outside the

protein elution zone, which suggests that Zn andMn exist partly as small molecules, maybe

free ions or amino acid complexes, in addition to protein binding complexes. Furthermore,

in Figure 4.9, alkali and alkaline earth elements, such as Na, K, Rb, Cs and Mg, provided

single peaks as the ionic forms after the protein binding zone, although a small amount of

Ca was binding to proteins. As for arsenic as well as selenium, two main peaks in the small

and large molecular ranges were observed in a similar manner to the cases of Zn and Mn.

These suggest that arsenic exists not only as small molecules, but also as protein binding

molecules in salmon egg cell cytoplasm. Although we cannot get any further information

about proteins binding to arsenic from this experiment, the results in Figure 4.9 suggest that

we should take into consideration protein binding molecules of arsenic as the reaction

intermediates or metabolites in biological systems. These results are consistent with the

conclusion drawn from the experiment for small molecular arsenic species shown in

Figure 4.8; large molecular arsenic species, for example, protein binding arsenic, may

exist in cell cytoplasm.

4.3.2 Speciation of Arsenic Species in Human Urine

People in South East Asian Counties such as India and Bangladesh are exposed to naturally

originated arsenic because of inorganic arsenic pollution of ground water for drinking

water. It is now well known that ingestion of inorganic arsenic may cause cancer of the

skin, bladder, kidney, lung and liver, as well as disorders of the circulatory and nervous

systems [41–43]. Thus, studies on environmental pollution due to arsenic in South East

Asian areas have been conducted by several research groups [44–46]. In the case of

inorganic arsenic ingestion, it has been reported that about 60–75%of the dosewas excreted

into urine within a few days [47, 48] and also that the distribution of arsenic species in urine

was 10–15% inorganic arsenic, 10–15%MMAVand 60–80%DMAV [48, 49]. Thus, DMAV

is a major urinary metabolite in humans exposed to inorganic arsenic. Since pentavalent

methylated metabolites are less toxic than iAsIII or iAsV, methylation is considered to be the

principal pathway for detoxification mechanism of inorganic arsenic. According to the

metabolic scheme [50], it is considered that MMAV is reduced to MMAIII and further

methylated to DMAV. Reduction of DMAV to DMAIII may also be the third pathway

methylation in arsenic metabolism [51].

Most investigations about arsenic species in urine have been carried out using commer-

cially available pentavalent arsenic compounds. Thus, little is known about trivalent
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methylated arsenic metabolites. Suzuki et al. reported identification of arsenicals in human

urine of the arsenic affected areas in West Bengal, India, with special interest in trivalent

methylated arsenic species, DMAIII and MMAIII [34]. They prepared DMAIII and MMAIII

from standard DMAV and MMAV respectively, by reduction with metabisulfite and thio-

sulfate reagents as followed from the description by Reay and Asher [52] and synthesized

DMAIII and MMAIII were available as the standards for trivalent methylated arsenic

compounds. In urine analysis they used HPLC/ICP-MS, in which a polymer based anion

exchange resin column (100mm� 7.6mm i.d.; Shodex Asahipack ES-502N 7C from

Showa Denko, Tokyo, Japan) was utilized for arsenic separation. The chromatogram of a

mixture of eight authentic arsenic compounds (20mg of As/l each) including DMAIII and

MMAIII is shown in Figure 4.10. The optimized experimental conditions are described in

the caption of Figure 4.8. Eight arsenic compounds examined are quite well separated from

each other. The method was validated by analyzing Standard Reference Material Toxic

Metals in freeze dried urine (SRM 2670; NIST, Gaithersburg, MD, USA) containing both

normal (reference value of 60mg/L) and elevated (certified value of 480� 100mg/L) levels
of arsenic. Since there was no certified reference material for individual arsenic species in

urine, only reference or certified values of the total concentrations of arsenic were estimated

as the total amount of AsB, DMAVand MMAV in the normal level of SRM 2670 and AsB,

DMAV, MMAV, and AsV in the elevated level of SRM 2670, which were determined by

HPLC/ICP-MS. The analytical values for those different levels of arsenic in urine were

Figure 4.10 The chromatogram of a mixture (20mg of As/l) of eight authentic arsenic
compounds obtained by HPLC/ICP-MS with the detection of 75As. Separation column: an
anion exchange column (ES-502N 7C; 100mm� 7.6mm i.d.), mobile phase: 15mMcitric acid
(pH 2.0), flow rate of the mobile phase: 1ml/min, sample injection volume: 20ml. Reprinted
with permission from [34]. Copyright 2001 American Chemical Society
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57.82� 2.5mg/l and 495� 11.7mg/l, respectively. These analytical values were quite

consistent with the reference and certified values given above. It is noted here that the

method developed above can be applied to speciation of arsenic not only in the urine samples

but also in the natural water samples.

In the arsenic pollution experiment, 78 tube well waters and 428 human urine samples

were collected from four differently arsenic affected blocks (groups A–D) in West Bengal,

India [34]. Some typical chromatograms of the urine samples collected from groups A–D

are shown in Figure 4.11, where the urine samples were diluted fourfold and subjected to

speciation analysis by HPLC/ICP-MS. As shown in Figure 4.11, in addition to AsV, AsIII,

MMAVand DMAV, DMAIII and MMAIII were detected in human urine, which were found

for the first time in this experiment. The analytical results of arsenic species in human urine

collected from people inWest Bengal are summarized in Table 4.3. It is seen from Table 4.3

that the concentrations of total urinary arsenic aswell asDMAIII andMMAIII increasedwith

the increase in water arsenic collected from four different areas. Although further detailed

discussion about the experimental results shown in Table 4.3 is not made here, Suzuki gave

some important comments based on the experimental results for the arsenic affected areas in

Bengal [34], as follows; (i)MMAIII andDMAIII have large affinity for some specific cellular

proteins. (ii) MMAIII inhibits glutathione reductase, and DMAIII causes a carcinogenetic

Figure 4.11 Elution profiles of arsenicals obtained byHPLC/ICP-MSwith detection of 75As. The
urine samples collected from four different volunteer groups, groups A-D were diluted fourfold
before analysis. Experimental conditions were the same as in Figure 4.10. Reprinted with
permission from [34]. Copyright 2001 American Chemical Society
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action by generating reactive oxygen species (ROS). (iii) Moreover, there is a possibility

that DMAIII and MMAIII are more toxic than inorganic arsenic. Thus, Suzuki concluded

that the hypothesis that methylation is the detoxification pathway for inorganic arsenic

should be re-evaluated in future.

4.3.3 Speciation of Arsenic Species in Human Blood Serum

Human blood serum contains relatively high concentration levels of proteins (albumin;

5%, a2-macroglobulin; 400mg/l, transferrin 300mg/l and ceruloplasmin; 50mg/l) as

well as those of inorganic salts (Naþ; 3130mg/l, Cl�; 3200mg/l), together with other

components, such as amino acids, organic acids and so on. Thus, human blood serum is

consisted of a variety of matrix components, while urine contains only inorganic salts

and some low molecular mass organic compounds, usually not containing proteins.

Furthermore, the concentration of total arsenic in human blood serum is very low at the

level of 0.45mg/l (0.45 ppb) [2]. Thus, the direct determination of arsenic species in blood

serum of healthy people has not been reported so far. This is because arsenicals accumulate

in red blood cells (RBCs) of blood, as will be described in the following sections, and only a

small amount of arsenic is distributed in blood serum. In recent years, however, medical

treatment of leukaemia by intravenous injection of arsenic trioxide (arsenite; iAsIII) has

been developed, and then speciation analysis of arsenicals in human blood serum or plasma

is required for monitoring the kinetic behaviors of arsenicals in the chemotherapy of acute

myeloid leukaemia.

Kaise’s group reported speciation of arsenic metablites in blood cells and plasma

collected from the patients of acute promyelocytic leukaemia after treatment with iAsIII

[53, 54]. After separation of blood into blood cells and plasma by centrifugation (1000 rpm

for 10min at 4 �C), they determined the total concentrations of arsenic in blood cells and

plasma by ICP-MS after HNO3/H2O2 acid digestion, in which they detected the As signal

at m/z 91 (75As16Oþ ) to avoid the interference of 40Ar35Cl with 75As. In speciation

analysis, a CAPCELL PAC C18 MG II column; Shiseido) was used for separation of

arsenicals with the mobile phase of 4mM malonic acidþ 4mM TMAHþ 10mM butane

sulfonic sodium saltþ 0.5%methanol (adjusted to pH 2.0 with HNO3). In their experiment,

Table 4.3 The analytical results of arsenicals in human urine of the arsenic affected areas in
West Bengal, India [34]

Group A Group B Group C Group D

Urinary arsenic
MMAIII (%) 5 4 5 2
MMAV (%) 8 10 10 11
DMAIII (%) 19 11 21 4
DMAV (%) 45 46 44 74
arsenite (%) 14 13 13 8
arsenate (%) 10 13 8 2
mean concentration (mg/l)
water arsenic 33.0� 7.0 148� 34 210� 2.6 248� 59
urinary MMAIII 3.0� 0.4 6.0� 0.6 10� 0.8 30� 7
urinary DMAIII 8.0� 1 18.6� 3 42� 5 63.8� 24
total urinary As 50.8� 3.4 195� 14 242� 19 1487� 172
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blood plasma was filtered with an ultrafiltration filter (molecular permeation limit:

10 000Da) to remove large molecular proteins, and the filtrate was subjected to speciation

analysis of arsenic by HPLC/ICP-MS [54]. As a result, AsV, AsIII, MMA, DMA, and AsB

were successfully detected in blood plasma in terms of their daily change for 18 days after

iAsIII administration.

It may be more desirable for medical diagnosis or monitoring of arsenic therapy for

myeloid leukaemia with iAsIII, if speciation analysis of arsenic metabolites in blood serum

can be performed with direct sample injection. Hasegawa et al. developed a phosphatidyl-

choline-coated ODS column (hereafter referred to as PC-coated ODS column) as a

stationary phase for direct sample injection analysis of biological fluid samples [55]. The

PC-coated ODS column was prepared by a dynamic coating method (coating solution;

1% phosphatidylcholine in 50% methanol) for an ODS column (Mightysil RP-18 GPAqua

packed with 5mm C18-bonded silica, 250mm� 4.6mm i.d; Kanto Chemicals, Tokyo,

Japan). The chemical structure of phosphatidylcholine is shown in Figure 4.12. Phosphati-

dylcholine is a phospholipid with double chained zwitterionic properties, having a phos-

phate and a quaternary ammonium group, and thus phosphatidylcholine act as a surfactant

with unique characteristics to form micelles as well as mono- and di-layer membrane

structures. Hasegawa et al. reported that the PC-coated ODS column provided the unique

separation characteristics of simultaneous separation of large and small molecules/ions,

in a similar manner to the case of the CHAPS-coated ODS column, and they applied the

PC-coated ODS column to speciation analysis of arsenic in urine and some medical drugs

in blood serum [55].

In Figure 4.13, the chromatograms for arsenic standard compounds obtained by

HPLC/ICP-MS using (a) the PC-coatedODS column and (b) the conventional ODS column

are shown for comparison, where the reverse phase ion-pair mode was employed for sepa-

ration with the mobile phase of 5mM citrate buffer (pH 4.0) containing 5mMSDS (sodium

1-dodecanesulfonate), and 5mM THAH. In both cases, five arsenic standards (iAsV, iAsIII,

MMA, DMA, and AsB) are well separated. This PC-coated ODS column was applied to

speciation analysis of arsenic in urine samples and drug analysis in blood serum [55].

The chromatograms for arsenic in (a) human blood serum reference material spiked with

arsenic compounds, and (b) human blood serum from a leukaemia patient after therapeutic

treatment with arsenite (iAsIII) are shown in Figure 4.14 [56], where human blood serum

reference material ‘SeronormTM Human’ purchased from Sero As (Billingstad, Norway)

was used. When the mobile phase solution used in Figure 4.13 was employed for blood

serum analysis, the PC coated ODS column deteriorated after 5–10 times of analysis

because of clogging of the column, most likely due to the adsorption of serum proteins.

Figure 4.12 The chemical structure of phosphatidylcholine
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Thus, in Figure 4.13CHAPSwas added in themobile phase as a protein solubilizing agent to

prevent adsorption of proteins on the column. Then, the column separation became very

stable, and the chromatograms with clear peaks of arsenic species in human blood serum

could be obtained, as is shown in Figure 4.14. It is just noted here that only MMAV and

DMAV were detected in human blood serum collected from a leukaemia patient 10 days

after therapeutic treatment with arsenite (iAsIII).

Since the PC-coated ODS column has the long term stability for blood serum analysis,

it may be used not only for arsenic species, but also for other metabolites and drugs in

human blood serum.

4.3.4 Arsenic Metabolism in Hamsters and Rats after an Oral Dose of Arsenite

Hamsters and rats have different metabolic capacity and toxicity tolerance to arsenic, so it

is interesting to investigate the arsenic metabolites and pathways in these animal species

after an arsenic dose. Thus, arsenic metabolism in hamsters and rats after arsenite dose was

examined as follows [37]. Hamsters and rats were given a one time oral dose of arsenite

(iAsIII) at 5.0mg As/kg body weight. The heparinized blood was centrifuged at 3000 g for

10min to separate it into plasma and red blood cells (RBCs). Organs were dissected after

whole body perfusion, and the concentrations of arsenic in organs and body fluids were

determined by ICP-MS after digestingwithHNO3 andH2O2. Figure 4.15 shows the changes

in the concentrations of arsenic and percentage of dose in the liver and kidney and in body

fluids for plasma and RBCs (red blood cells) after administration of arsenic [37]. It is seen

Figure 4.13 Chromatograms for standard arsenic compounds obtainedbyHPLC/ICP-MSusing
(a) PC -coatedODS column and (b) conventionalODS column.Mobile phase; 5mMcitiric acid
containing 5mM SDS and 5mM TMAH (pH 4.0), flow rate; 0.75mlmin�1, sample injection
volume; 20ml, concentration of standard arsenic compounds added: 10 ng of As/g each.
Reprinted with permission from [55] Copyright 2007 The Chemical Society of Japan
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fromFigure 4.15 thatmore than 75%of the dose accumulated in rat RBCs, whereas less than

0.8% of the dose accumulated in hamster RBCs. It should be noticed here that massive

amounts of arsenic (3.7–4.6 mg of As/g) were found in hamster kidneys (B) throughout

seven days, compared to that in rat kidneys (b). On the other hand, arsenic was retained at the

high level in rat RBCs (d), while it was at the significantly low level in hamster RBCs. In

addition, it is seen from Figure 4.15 that arsenic accumulates more and is retained longer in

kidneys than that in livers in both animals. The time course of the changes in the concen-

tration of arsenic and the percentage of dose in urine after a single oral administration of

iAsIII in hamsters and rats is also shown in Figure 4.16 [37]. As described above in hamsters,

arsenic accumulated at the low level in RBCs and then more than 60% of the dose was

recovered in urinewithin seven days, which was 7.8-fold higher than that in rat urine. These

results indicate that arsenic orally dosed is rapidly excreted through urine in the case of

hamsters, while it is accumulated and retained in RBCs in the case of rats.

In order to elucidate the differences in metabolism between hamsters and rats,

HPLC/ICP-MS was applied to chemical speciation of arsenic in livers and kidneys. The

element selective chromatograms of arsenic in livers (A and a) and kidneys (B and b) of

hamsters (A and B) and rats (a and b) after the oxidation of arsenic metabolites with H2O2

are shown in Figure 4.17 [37]. These element selective chromatograms were obtained by

HPLC/ICP-MS using an anion exchange column (Shodex Asahipak ES-502N 7C; Showa

Denko). In the analysis, a 0.2 g portion of livers and kidneys (crushed organs) was heat

Figure 4.14 Chromatograms for (a) human blood serum reference material spiked with stan-
dard arsenic compounds, and (b) humanblood serum froma leukaemia patient after therapeutic
treatment with arsenite (iAsIII). Mobile phase; 5mM citiric acid containing 5mM SDS,
5mM TMAH and 0.2mM CHAPS (pH 4.0), flow rare; 0.75mlmin�1, sample injection volume;
20ml, concentration of standard arsenic compounds added: 10 ng ofAs g�1 each. Reprintedwith
permission from [56] Copyright 2007 The Chemical Society of Japan
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treated at 95 �C for 10min to denature catalase and then oxidized with 0.5ml of H2O2 (5%)

for 12 h. The reactionmixtureswere centrifuged at 800 rpm for 5min to obtain supernatants,

which were then subjected to speciation analysis. As shown in Figure 4.17, iAsVandMMAV

and DMAV were detected in livers of both hamsters and rats in the first 24 h, although the

concentrations of these species were much higher in hamsters than in rats. In rat kidneys,

furthermore, iAsVwas not detected through seven days and the concentration of DMAVwas

relatively higher than that of MMAV.

The time course of the changes of the chromatograms of arsenic in urine after a single oral

administration of arsenite to hamsters and rats is shown in Figure 4.18 [37]. Twentyfour hour

Figure 4.15 The time course of the changes in the concentration of arsenic and the percentage
of dose in organs (liver/kidneys) and body fluids (plasma/RBCs) after a single oral administration
of arsenite to hamsters and rats. Male hamsters (A–D) and Wistar rats (a–d) were orally
administered iAsIII at a single dose of 5.0mg of As/kg body weight and dissected one, three,
five, or seven days later. The concentrations of arsenic (columns) and the percentage of dose
(line graphs) are shown for livers (A and a), kidneys (B and b), plasma (C and c), and RBCs (D
and d) of hamsters and rats, respectively. Control samples were prepared from hamsters and rats
with the administration of the samevolumeofwater alone. Itwas assumed that blood is 7%of the
bodyweight, andhematocrit is 0.4.Data are expressed as themean� SD (n¼ 3). Reprintedwith
permission from [37]. Copyright 2007 American Chemical Society
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urine was collected daily for seven days (1–7 D). The distributions of urinary arsenic

metabolites in hamsters (A and B) and rats (a and b) were determined by HPLC/ICP-MS

using the anion exchange ES-502N 7C column (A and a) and the gel filtration GS-220 HQ

column (B and b). The GS-220 HQ column (300mm� 7.6mm i.d.) was purchased from

ShowaDenko. It is seen in Figure 4.18 that in the first 24 h urine, arsenite (iAsIII),MMAVand

Figure 4.16 The time course of the changes in the concentration of arsenic and the percentage
of dose in urine after a single oral administration of arsenite to hamsters and rats. 24 h urine was
collected from hamsters and rats for seven days after an oral administration of iAsIII at a dose of
5.0mg of As/kg body weight. The urine samples were centrifuged to remove non-soluble matter
and then stored at�50 �C until use. The data are shown as concentrations of arsenic (columns)
and cumulative recoveries relative to the dose (line graphs). Control urine was collected from
hamsters and rats administered with the same volume of water alone. Data are expressed as the
mean� SD (n¼ 3). Reprinted with permission from [37]. Copyright 2007 American Chemical
Society

Figure 4.17 The changes of species of arsenic in livers (A and a) and kidneys (B and b) of
hamsters (A and B) and rats (a and b) at different times after the oxidation of arsenic metabolites
with H2O2 by HPLC-ICP-MS on an anion exchange column. The control livers and kidneys were
obtained from hamsters and rats given water alone. Reprinted with permission from [37].
Copyright 2007 American Chemical Society
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DMAV were detected in both hamsters and rats. These results suggest that iAsIII was

quickly oxidized and methylated to MMAV and DMAV in hamsters and rats. In fact, in

rats iAsIII and iAsV were detected only for the first 24 h, while in hamsters iAsIII and iAsV

were found for five days and two days, respectively. However, the distributions of these

inorganic arsenicals were much lower than those of methylated species in both animals.

The distribution ofDMAVwas significantly larger thanMMAVand itwas gradually excreted

through seven days in both animals, Figure 4.18. It is also pointed out here that in rats AsB

was detected through seven days and the excreted amount of AsB was increased in later

days. In addition to arsenic species described above, the more interesting result found

in Figure 4.18 is that in 24 h urine, thioarsenicals such as dimethylmonothioarsenic

(DMMTAV) and dimethyldithioarsinic (DMDTAV) acids were clearly detected in hamsters,

and that only DMMTAV was in rats. These thioarsenicals disappeared in the first two or

three days in both hamsters and rats. Furthermore, a new urinary arsenic metabolite,

which is shown as U in the all the chromatograms in Figure 4.18, was found in both

hamsters and rats, although it disappeared within two or three days after the arsenic dose.

This new metabolite was subsequently identified to be monomethylmonothioarsonic acid

Figure 4.18 Time related changes in the arsenic distribution in urine after a single oral
administration of arsenite to hamsters and rats by HPLC-ICP-MS on gel filtration and anion
exchange columns. 24 h urine was collected daily for seven days (1–7 D). The distribu-
tions of urinary arsenic metabolites in hamsters (A and B) and rats (a and b) were determined
on an anion exchange ES-502N 7C column (A and a) and on a gel filtration GS-220 HQ column
(B and b) by HPLC-ICP-MS. Control urine was collected from hamsters and rats administered
water alone. Reprinted with permission from [37]. Copyright 2007 American Chemical Society

102 Metallomics Research Related to Arsenic



(MMMTAV; CH3As(¼S)(OH)3), which was artificially synthesized and examined by

ESI-MS (electrospray ionization-mass spectrometry) [37].

As the conclusive remarks, it can be said that in hamsters arsenic does not accumulate in

RBCs, and thus hamsters exhibit a more uniform tissue distribution and faster urinary

excretion of arsenic than rats. Furthermore, arsenic is thiolatedmore in hamsters than in rats,

resulting in excretion of mono- and dimethylated thioarsenicals in urine.

4.3.5 Animal Species Difference in the Uptake of Dimethylated Arsenic

by Red Blood Cells

It is known that the rat is one of the most tolerant animal species [57] and that iAsIII is

effectively transformed to DMA and arsenic mostly accumulates in red blood cells

(RBCs) [58, 59]. On the other hand, hamster is one of the animal species most sensitive

to arsenic, and methylation of iAs is less efficient in hamsters than in rats, which results in

the low distribution in RBCs [60, 61]. According to the oral dose experiment of iAsIII [37],

which was described in the previous section, it was found that in rats inorganic arsenic

accumulated in RBCs and was excreted less in urine, while in hamsters arsenic did not

accumulate in RBCs andwas rapidly excreted, mainly as DMAVin urine. In Figure 4.19, the

possible reduction andmethylation reactions in themetabolic pathway for inorganic arsenic

in mammals, proposed by Suzuki et al. [62], is shown, which results in the major urinary

metabolite DMA. In general, it is considered that the metabolic reactions illustrated in

Figure 4.19 mostly occur in liver and detoxification processes in mammals. However, the

metabolism after arsenic dose is not well understood in different animal species.

In order to elucidate the metabolism and metabolite formation reaction mechanisms in

different animal species, therefore, Suzuki et al. carried out the study on the animal species

Figure 4.19 Reduction and methylation reactions in the metabolic pathway for inorganic
arsenic in mammals. Reprinted with permission from [62]. Copyright 2001 American Chemical
Society
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difference in arsenic metabolism from the viewpoint of the mechanism underlying the

distribution in the forms of arsenic in RBCs [63]. In the experiment, the uptake of

dimethylarsenic species by RBCs was examined, especially in terms of DMAIII, which

was found in human urine as well as hamster and rat urine. Since DMAIII is not com-

mercially available, they prepared DMAIII by reduction of DMAV by the method of Reay

and Asher [52], as described previously. Then, DMAVand DMAIII were incubated with rat,

hamster, mouse and human RBCs and the chemical forms of arsenic were determined

by HPLC/ICP-MS. The species differences in the uptake of DMAVand DMAIII by rat (A),

hamster (B), mouse (C) and human (D) RBCs in vitro are shown in Figure 4.20, where

DMAVor DMAIII was incubated with suspended RBCs (10% RBCs in Tris-HCl buffered

saline). It is seen in Figure 4.20 that DMAIII is efficiently taken in RBCs in the order of

ratH hamserH humanHmouse but DMAV was practically not or taken up slowly by

RBCs of all the animal species.

The changes in the chemical forms of arsenic in the medium on incubation of DMAIII

with rat, hamster and human RBCs were examined by HPLC/ICP-MS using an anion

exchange column, which was the same as those in Figures 4.10 and 4.11. The results are

shown in Figure 4.21 andt can be seen that DMAIII taken up by rat RBCs is effluxed as

DMAV very slowly, which means that DMAIII is retained in RBCs for long time, while

DMAIII taken up by hamster RBCs is effluxed very quickly in the form of DMAV.

In addition, the uptake of DMAIII and efflux of DMAV take place more slowly in human

Figure 4.20 Species differences in the uptake of dimethylarsinous acid (DMAIII) by rat,
hamster, mouse and human RBCs in vivo. DMAIII or DMAV was incubated with suspended
RBCs (10%RBCs in Tris-HCl buffered saline) of rat (A), hamster (B),mouse (C), and human (D)
origin, and the concentration of arsenic was plotted against the incubation period. The dotted
horizontal line shows the concentration of arsenic distributed evenly in the medium and RBCs.
Reprinted with permission from [63]. Copyright 2001 American Chemical Society
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RBCs than that of rat and hamster ones. Furthermore, it should be noted here that DMAIII

is not oxidized to DMAV without RBCs (Figure 4.21D).

4.3.6 Speciation and Excretion Patterns of Arsenic Metabolites in Human Urine

after Ingestion of Edible Seaweed, Hijiki

In July 28, 2004, the Food Standards Agency of UK announced the ‘SeaweedWarning’ via

the internet that people should not eat one type of seaweed called hijiki (Hizikia fusiformis)

because of the high levels of arsenic contained. The warning said that hijiki contained

inorganic arsenic, a form that occurs naturally in some food and might increase the risk of

developing cancer if eaten regularly. Since the Japanese daily eat a lot of hijiki, as it is

a mineral rich health food, this warning surprised the Japanese people. So far, the possible

toxicity due to arsenic in hijiki has been reported by several research groups [64, 65].

However, the metabolism of arsenic after ingestion of hijiki had not been clearly elucidated

at that point. So, species distribution of seaweeds and inspection of arsenic metabolites in

human urine after ingesting seaweeds were investigated by utilizing HPLC/ICP-MS [66].

In Figure 4.22, the chromatograms for the water extract samples for seaweeds (hijiki

and wakame) are shown together with that for eight arsenic standard compounds. Arsenic

compounds were separated with ion-pair HPLC using an ODS column (L-column, 250mm

� 4.6mm i.d.; Chemicals Evaluation and Research Institute, Tokyo, Japan) in a similar

manner to those in Figures 4.7 and 4.8 and arsenicals were detected by ICP-MS using 75As.

As shown in Figure 4.22a), all 8 arsenic standard compounds of iAsV (11.6 ng/ml),

iAsIII (15.4 ng/ml), MMAV (10.4 ng/ml), DMAV (11.6 n/ml), AsB (11.8 ng/ml), TMAO

(9.9 ng/ml), TeMA (9.5 ng/ml), and AC (9.9 ng/ml), were detected separately (the numbers

Figure 4.21 Changes in the chemical form of arsenic in the medium on incubation of DMAIII

with rat, hamster, and human RBCs. DMAIII was incubated with suspended RBCs
(10% RBCs in Tris-HCl buffered saline) of rat (A), hamster (B), and human (C) origin, or
without RBCs in Tris-HCl buffered saline (D), at 37 �C for up to 4 h, and then the distribution of
arsenic in the medium was determined on a cation exchange column by the HPLC-ICP MS
method. The vertical bar indicates the detection level for arsenic. Reprintedwith permission from
[63]. Copyright 2001 American Chemical Society
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in parentheses indicate the concentrations of arsenic species asAs). From the retention times

for arsenic standards observed in Figure 4.22a), AsV, AsIII, DMAVandABwere identified in

hijiki, while only DMAV was in wakame. It is also seen in Figure 4.22 that the content of

arsenic in wakame was significantly lower than that in hijiki. In addition to the peaks

identified above, several peaks,which are numbered as 1, 2, 3, and 4 in Figure 4.22b) and (c),

were detected in the chromatograms for hijiki and wakame extracts. Since the retention

times of the numbered peaks are not consistent with any of the retention times for arsenic

standards, they have not been identified yet. Even so, the present authors’ group speculates

from the observation of ESI-MS spectra that those unidentified peaks might be due to

arsenosugar compounds [28]. Further investigation is really required for identification of

the numbered peaks in Figure 4.22b) and (c).

In fact, iAsV was contained only in hijiki, as was warned by the Food Standards Agency,

UK, while other seaweeds such as wakame and konbu contained only small amounts of

DMAV, Figure 4.22. Since Japanese people eat hijiki regularly and/or daily, the dietary test

was carried out in order to elucidate the arsenicmetabolites after ingesting seaweed by using

the urine samples [65]. In the test, 15 male volunteers (most of them were university

students) were divided into three groups (five in each); Group (a) ingested hijiki, Group

(b) ingested wakame, and Group (c) did not ingest any seaweed. Only volunteers in Group

(a) ingested 15 g (dry weight) of hijiki (containing about 0.9mg of arsenic) once which was

Figure 4.22 Chromatograms for the seaweed extracts obtained by HPLC/ICP-MS with the
detection of 75As. (a) arsenic standard compounds (10 ng of As/g each), (b) hijiki extract,
(c) wakame extract. An ODS column (L-column, 250mm� 4.6mm i.d.) was used in ion-pair
mode with the use of the same mobile phase as described in Figure 4.7. Reprinted with
permission from [66] Copyright 2005 The Chemical Society of Japan
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cooked after being kept in water for about 1 h. After ingestion of hijiki (t¼ 0 h), urine

samples were collected from all volunteers at 3–5 h time intervals for the following three

days. During the experimental period, all group members ate the same meals with low

arsenic food for three days. The urine samples before ingestion were also collected to

determine the background arsenic level. All urine samples were filtered with the membrane

filters and stored at 4 �C until analysis by HPLC/ICP-MS.

The chromatograms of arsenic metabolites in human urine for three days after ingestion

of hijiki are shown in Figure 4.23. First, it is noted that the chromatograms for the urine

samples collected from the volunteers without ingestion of any seaweed were almost the

same in the excretion patterns of arsenicmetabolites in urine through the experimental days,

although small peaks of iAsV, MMAV, DMAV and AsB were always observed. In the case

of Group (b), who ingested wakame, the peak of DMAV significantly increased until 21 h

after ingestion, but it gradually decreased down to the background level. As is seen in

Figure 4.22, wakame contains DMAVand thus it may be reasonable to consider that DMAV

in wakame was gradually excreted as the metabolite in urine. Other arsenic species did not

show any change in the excretion pattern in urine from Group (b).

In the case of Group (c), the time dependent chromatograms for urine samples showed

very complicated excretion patterns (Figure 4.23a). Inorganic arsenic (iAsV) was certainly

detected and it provided the highest concentration among arsenic species in the first 3 h,

although the result is not shown in Figure 4.23. As shown in Figure 4.23a), however, after

7 h, iAsIII became at the higher level than iAsV and the methylated arsenic species such

as MMAV and DMAV appeared on the chromatogram. Furthermore, 27 h later, the con-

centration of DMAV was significantly high, compared to other arsenic species in urine.

These results suggest that the arsenic metabolite formation reactions due to reduction and

Figure 4.23 Time dependent chromatograms for urine samples from volunteers with and
without ingestion of seaweeds. (a) Hijiki ingested, (b) wakame ingested, (c) seaweed not
ingested. The time shown in the figures indicates the sampling time after ingestion of seaweeds.
The peak of �3 is the same peak as the unknown peak of �3 in Figure 4.22, and the peak of
�Unknown was a newly appeared one in this experiment. Reprinted with permission from [66]
Copyright 2005 The Chemical Society of Japan
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methylation in liver also occur in human body and that DMAV is excreted as the major

urinary arsenicmetabolite, as described in Figure 4.19. As discussed in Sections 4.7 and 4.8,

it is considered that DMAIII may be produced in liver and effluxed into the blood stream

but DMAIII was not detected in the present experiment. One reason is that the lifetime of

DMAIII is short because it is efficiently taken up by RBCs. Another reason is that the

research group who conducted the experiment had no DMAIII and MMAIII standards, and

so the existence of these species could not be examined. From the experimental results

shown in Figure 4.23, it can be concluded that most of arsenic taken up with hijiki as well

as other seaweeds is excreted in urine within three days after ingestion. However, if we

examine the results carefully, we can find another slow excretion pathway. The longer time

dependent changes of the amounts of excreted arsenic species in urine is shown in

Figure 4.24. It is seen from Figure 4.24 that DMAV is increasingly excreted again after

60 h. As discussed in Section 4.8, DMAIII excreted from liver is again taken up by RBCs

and retained there for quite long time.

Themechanisms underlying the uptake and retention of dimethylated arsenicals (DMAs)

by red blood cells (RBCs), which was proposed by Suzuki from the study on animal species

difference in the uptake of dimethylated arsenical by RBCs, introduced in Section 4.8, is

shown in Figure 4.25 [63]. It is understood from the pathway for the arsenic metabolism

in Figure 4.24 that inorganic As is taken into liver, in which reduction and methylation

of inorganic As occur, and then DMAIII is effluxed into blood stream and RBCs uptake

it immediately. In RBCs, DMAIII is oxidized by reacting with gluthatione (GSH) to pro-

duce DMAV, which is again effluxed into blood stream and excreted in urine through

kidney. It is also suggested as is seen in Figure 4.25 that the part of DMAIII binds with

reduced protein in RBCs. The existences of the conjugates of methylated arsenicals

with GSH and protein-binding molecules of arsenic are proved by detecting such species

with HPLC/ICP-MS [36, 67, 68].

After the reactions with GSH and proteins in RBCs, as is shown in Figure 4.25, arsenic

is excreted as DMAV in urine. The processes take time and retain arsenic before excretion

Figure 4.24 The time dependent changes of the amounts of excreted arsenic species in human
urine after ingestion of hijiki. Reprinted with permission from [66] Copyright 2005 The Chemical
Society of Japan
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in urine. Thus, the delayed excretion of DMAV, shown in Figure 4.24, may be interpreted

by this pathway through RBCs. Other cells in various organs of human body may also

contribute to arsenic metabolism, as is discussed in Section 4.7. The possible existence of

protein binding arsenic was also suggested from the experimental results for arsenic in

salmon egg cell cytoplasm in Section 4.4.

4.4 Summary

In this chapter, metallomics research, a newly emerging scientific field in life science was

introduced with emphasis on the importance of chemical speciation as well as the

distributions of the metal andmetalloid elements in biological systems. The recent progress

in the studies on the metabolism of arsenic in biological cells and systems (mammals) was

introduced mainly in relation to speciation of arsenic metabolites, which were detected by

HPLC/ICP-MS. The important findings in these studies are the elucidation of metabolic

pathways, in which inorganic arsenic is reduced and methylated and mainly excreted in

urine as DMAV. Also, part of arsenic ingested by drinking water or food is converted to the

conjugated forms of GSH (gluthatione) bound arsenic (iAs(GS)3 and CH3As(GS)2) [36],

which are excreted in feces through bile, although such mechanisms are not interpreted

in this chapter.

In general, we think that inorganic arsenic is toxic and carcinogenic and that the

methylation of inorganic arsenic is the detoxicification mechanism in biological systems.

However, Suzuki et al. suggested that DMAIII may be more responsible for arsenic car-

cinogenesis because it produces reactive oxygen species (ROS) which may cause DNA

damage in vivo [67]. Thus, it is desirable that more detailed studies on the metabolism of

arsenic should be carried out to elucidate arsenic toxicity in humans as well as various

animals. The HPLC/ICP-MS system will contribute as one of the most powerful tools to

such studies in future.

Figure 4.25 Proposed mechanisms underlying the uptake and retention of dimethylated
arsenic (DMAs) by red blood cells (RBCs). Reprinted with permission from [63]. Copyright
2001 American Chemical Society
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5.1 Arsenic Bearing Minerals and their Clinical Applications

5.1.1 Introduction

Traditional Chinese Medicine (TCM), due to the assimilating of the concepts of Chinese

alchemy during its development, has a long history in using minerals as therapeutic agents.

Later on, in modern clinical trials their therapeutic as well as toxic effects were ‘redis-

covered’. Based on clinical experiences accumulated for several centuries, the ancient TCM

practitioners outlined a series of principles, one ofwhich is ‘using poison to combat poison’.

Poison, differing from the modern toxicological concept, includes various exogenous and

endogenous pathogens in TCM, such as virus, microbes, toxins, inflammation mediators,

carcinogens and so on. Thus, a classical TCM strategy, ‘elimination or removal of poison

and its impact’ has been followed to treat infection, inflammation and endotoxin induced

symptoms, even cancers. Based on such a strategy, several toxic minerals, including three

arsenic based minerals (ABMs), realgar, orpiment and arsenolite, were used in TCM to

target the ‘poisons’. Among the three ABMs, realgar is still frequently used in TCM today,

whereas arsenolite is seldom used due to its fatal toxicity. However, since an arsenolite

containing composite Ailing-1 was successfully applied clinically in the treatment of acute

promyelocytic leukaemia (APL) [1], arsenic was put under the spotlight. Arsenious trioxide

(ATO) became more appealing to the researchers after the disclosure of its underlying

mechanism of anticancer activity [2] and its approval by FDA for the treatment of relapsed

and refractory APL [3]. Its anti-asthma and anti-inflammatory activities also attracted some
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researchers’ interest. It should be mentioned, however, that ABMs have rarely been used

alone. Instead, they were mostly combined with herbs as adjuvant in the forms of

composites, which are supposed to improve the activity and to minimize the adverse

effects. It is hard to know how many composites containing realgar, orpiment or arsenolite

had emerged and how many had vanished in the past hundreds of years. However, several

long experienced ABM containing composites are still in use (Table 5.1).

From Table 5.1, we noted that an ABM was used with a variety of herbs in different

composites for the treatment of different diseases. Since the therapeutic effect of

a composite is the integrated outcome of all the ingredients, the role of an ABM in

certain composites is hard to define. Nevertheless, intensive studies have demonstrated

the anticancer activity of arsenolite (or ATO) and the underlying mechanisms of the

action have also been revealed. Realgar exhibits similar anticancer activity and probably

shares the same mechanism as ATO. Besides their anticancer activities, several

composites were prescribed to treat the symptoms related to inflammation, brain

damage, asthma and so on. However, it is not clear why they exert such therapeutic

effects and may warrant further studies.

In exploration of the medical application of ABMs, their toxicity is an unavoidable issue.

In the early days, arsenic compounds had been widely used in medical practice for

chemotherapy. But with increased knowledge on arsenic toxicity and the development of

antibiotics, arsenicals were gradually withdrawn from the drug market and finally almost

abandoned. Moreover, in the past two decades, ABMs and other heavy metal containing

minerals used in TCM composites were subject to huge controversies and challenges over

their potential toxicity and their applications were restricted by formally issued regula-

tions [4]. Thus development of arsenic containing TCM fell in a dilemma. Should these

minerals be removed from the composite formulations or not? It has been a controversy for a

long time, although these mineral components are toxic, they have long been regarded as

major active ingredients. However, numerous studies on the therapeutic effects ofABMs for

the treatment of APL as well as their mechanisms of action have been driven by successful

approval of ATO by FDA, which have changed people’s view on ABMs tremendously.

Nevertheless, the toxicity of ATO is still a serious problem. Perhaps it was ingenious to use

Table 5.1 Several ABM containing TCM composites

ABM Containing Composites ABM Pharmacological Effects

Niu Huang Bao Long Wan Realgar Inflammation, high fever,
unconsciousness, convulsion

Niu Huang Qing Xin Wan Realgar Stroke, coma, apoplexy, cerebral
embolism

Niu Huang Jie Du Pian Realgar Clear up ‘heat’ and ‘poisons’:
inflammation, constipation

Niu Huang Zhen Jing Pian Realgar Convulsion, dysphasia, high fever
An Gong Niu Huang Wan Realgar Stroke, brain damage, encephalitis,

encephalorrhagia, hemiplegia
Ju Fang Zhi Bao San Realgar Fever, convulsion
Zi Jin Dan Arsenolite Asthma, excessive phlegm
Ai Ling 1 Arsenolite Cancer
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the scarcely soluble realgar or orpiment as relatively safe substitutes of ATO. This is an

important reason that both the applications and researches on realgar composites are still of

interest.

5.1.2 Arsenolite and its Clinical Applications in Traditional Chinese

Medicine (TCM)

5.1.2.1 General Description of Arsenolite

Arsenolite (by Chinese, Pi Shi; Pi¼ arsenic and Shi¼ stone) is the naturally occurred

crystallized arsenic trioxidewith a composition ofAs2O3 but its crystal structure is in a cubic

form characterized by the As4O6 unit as showed in Figure 5.1a.

Arsenolite is stable at room temperature. It dissolves in water slowly and forms arsenious

acid species, AsO3
3�, As(OH)O2

2�, As(OH)2O
�, As3O3(OH)3 and oligomeric As3O3(OH)3

and other related species [5]. Its solubility in pure water was determined to be 2 g per 100 g

water. Both the solubility and rate of dissolving increase with increasing pH. The species

existed in solution are depending on pH and the reduction potential of solution. The main

species in aqueous solution under physiological conditions areAs(OH)2O
�andAs(OH)O2

2�

as well as their oligomeric species.

Natural arsenolite had been used as Pi Shi in TCM but due to the rare distribution of this

mineral, later on, most of Pi Shi used in TCM was actually substituted by the combustion

product of realgar (As4S4). The varied amounts of residual sulfides and other contaminated

minerals give Pi Shi a variety of colors. By repeated sublimation, Pi Shi is purified to be Pi

Shuang (Shuang¼ frost), pure arsenic trioxide.

Figure 5.1 Structures of arsenicals. (a) As2O3 (arsenolite); (b) As2S3 (orpiment); (c) a-As4S4
(realgar); (d) b-As4S4 (pararealgar). Color code: As, purple; O, red and S, yellow
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5.1.2.2 Clinical Applications of Arsenolite in TCM

Arsenolite in TCM has experienced dramatic ups and downs. Historically, arsenolite was

administrated orally for the treatment of malaria, asthma and dysentery, or topically for the

treatment of hemorrhoids and some dermatoses [6, 7]. In spite of the toxicity of arsenic as

drugs, the TCM practitioners still kept ABMs in the traditional prescriptions but the

numbers of arsenolite containing TCMs dramatically declined. The use of arsenic was

revived when an arsenious acid injection was shown to be effective in the treatment of APL

in 1970s and peaked by the approval of clinical use ofATO (Trisenox, pH8 solution ofATO)

by FDA in 2000 to induce remission and consolidation inAPL patients who are refractory to

retinoid and anthracycline chemotherapy. The effect of arsenious acid on other hematologic

malignancies is also in clinical trial subsequently [8].

Another notablemedical application ofPi Shi is to treat asthma. Arsenolite has been used

in composite forms to treat asthma patients for centuries in China. Recently, in vivo tests

have confirmed its efficacy in the treatment of asthmatic bronchial inflammation [9].

5.1.3 Realgar and Orpiment and their Clinical Applications in TCM

5.1.3.1 General Description of Realgar and Orpiment

Two naturally occurring As(III) sulfide minerals have been used in TCMs. Now realgar

(Xiong Huang, Xiong¼male; Huang¼ yellow) is still used in many TCMs, but orpiment

(Ci Huang, Ci¼ female; Huang¼ yellow) is rarely used. Orpiment is a monoclinic

arsenious sulfide mineral, with a chemical composition of As2S3 but its crystalline unit

is As4S6 (Figure 5.1b). The realgar currently used in TCM is a monoclinica-As4S4 mineral,

as shown in Figure 5.1c. It is transformed to b-As4S4 (Figure 5.1d) upon exposure to light.
Both realgar and orpiment are almost insoluble in pure water, which is the reason that they

have a low toxicity. In fact a small amount of arsenic still can be leached out from realgar into

water by oxidative hydrolysis:

As2S3þ 10 O2 þ 6H2O! 2HAsO4
2� þ 3SO4

2� þ 10Hþ

A leaching experiment showed that as high as 1500mg/g of arsenic can be detected from

realgar in artificial body fluids [10]. A maximum of 0.6% of the total arsenic content of

realgar was found to be leached out under simulated alimentary tract conditions [11]. The

dissolving of As2S3 can be enhanced by the presence of excess sulfide ions, giving

thioarsenite species, for example, AsS3
3�. Besides, As2S3 can be dissolved in alkaline

solution by forming a mixture of thioarsenite and arsenite species, for example, AsS3
3�and

AsO3
3�. Accordingly, a variety of arsenic species exist in the aqueous suspension of realgar.

5.1.3.2 Clinical Applications of Realgar and Orpiment in TCM

The TCM composites containing realgar can be classified into several groups according to

their therapeutic actions. Realgar and realgar containing composites were used in the

treatment of various tumors in ancient China and despite a lot of experiences were

accumulated, the role of realgar in several anticancer TCM composites was not clear and

has been overlooked untill ATOs successful clinical application in the treatment of APL and
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the possiblemechanismswere reported [12]. ComparingwithATO, realgar, if appropriately

processed to removewater soluble contaminants is almost insoluble, has low toxicity, and so

is suitable for oral administration. ATO has been found to inhibit proliferation and induce

apoptosis in APL cell line NB4 and HL60 [13], all-trans retinoic acid resistant acute

promeylocytic leukaemiaMR2 cells [14], K562 cells [15], human breast cancer cellsMCF-

7 [16], human lung adenocarcinoma cancer cells SPC-A-1 [17] and liver cancer cells

BEL7402 [18]. Realgar was also found to induce apoptosis, to inhibit tumor growth and

angiogenesis of transplanted ovarian SKOV3 carcinoma cells in nude mice [19].

Composite Huang Dai Pian (Tablet), in which realgar is incorporated with Indigo

naturalis, Salvia miltiorrhiza, and Radix psudostellariae, exhibited a similar efficacy to

APL comparedwithATO injection [20, 21], but it is orally administratable. Themechanistic

study of the synergic action of realgar and indigo naturalis significantly enhanced our

understanding of not only anticancer action of realgar, but also the working principle of

TCM [21]. The realgar containing formulae were known to be effective against both

leukaemia and several solid tumors (vide post). Other than this, a number of antipyretic and

anti-inflammatory composites containing realgar are still the first choices in the treatment of

symptoms associated with inflammatory responses, such as Liu Shen Wan, Zhi Bao Dan,

and so on. The anti-inflammatory action was preliminarily attributed to the inhibition of

excess release of inflammatory factors [22]. Realgar is also used with cinnabar (mercury

sulfide) and a number of herbs as composites to control inflammation and protect cells, such

asAnGongNiuHuangWan, NiuHuang Jie Du Pian, and so on. AnGongNiuHuangWan is

used to ‘wake up the brain’ of patients in coma and unconsciousness after ischemic and

inflammatory brain injury. Niu Huang Jie Du Pian, according to the ‘endogenous heat and

poison’ TCM theory, is used to clear up the heat and poison. In the terms of Western

medicine, its effect is likely exerted on the enterotoxin induced inflammation, and so on. Zi

Jin Ding, composed of realgar, cinnabar and several herbs, is a classical composite for

dysentery treatment, inwhich realgar is thought to be employed as an anti-inflammatory and

bactericidal agent.

5.1.4 Processing of Arsenic Bearing Minerals

Practically, the mineral drugs, prior to being used to prepare TCM composites should be

processed by traditional methods to remove the contaminated substances, reduce toxicity

and improve bioavailability. A variety of methods have been adopted depending on the

properties of individual ABMs and the purposes to use.

5.1.4.1 Processing of Arsenolite

The processing of arsenolite is carried out mainly for the purpose of purification. By

traditional procedures, the crude arsenolite (in TCM, raw Pi Shi) was heated in a sealed

vessel with or without other materials and the solid residues were collected and pulverized

after being cooled down. This was used as calcinedPi Shi. By sublimation of raw arsenolite,

pure arsenious trioxide was prepared and used as ‘Pi Shuang’ (Shuang¼ ‘frost-like

powder’). Nowadays,Pi Shuangwas prepared from arsenic sulfide or arsenopyrite minerals

by the combustion method. Further processing of Pi Shi or Pi Shuang is necessary for

preparation of composites. Several special methods for preparing orally administrable Pi

Shi have been documented in ancient manuals. According to ‘Pu Ji Ben Shi Fang’, a
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classical manual first published during the Song Dynasty, Pi Shi was powdered with

fermented soybeans (Dou Chi) to reduce toxicity, which was recently attributed to the

binding of arsenic to mercapto compounds in fermented beans [23].

5.1.4.2 Processing of Realgar and Orpiment

The processing of realgar and orpiment is necessary in order to prepare the ultrafine particles

of these ABMs and to remove the soluble toxic contaminants. The most important toxic

contaminants are ATO related species, which are produced from oxidation of arsenic

sulfideswhen exposed to air. A traditional procedurewas known as ‘Shui Fei’ (Shui¼water;

Fei¼ float), and a grinding-in-water method has been developed for this purpose. Briefly,

the shivers of the arsenic sulfides are ground under water until a certain amount of fine

particles are floating on water surface. The suspension of floating particles is collected and

the residues are ground underwater again. After repeated grinding and floatation, the

suspensions collected are combined. The particles settled down are then collected and ready

for use. Provided there is an adequate amount of water, As2O3 and other soluble impurities

will be substantially removed. By following such a procedure, particles as small as a few

hundred nanometers in diameter can be obtained. Recently, the ‘Shui Fei’ method has been

improved by utilization of modern techniques, for example, nanoparticles of realgar have

been prepared with a microfluidizing equipment [24, 25] or by grinding in a ball mill in an

aqueous medium [26–28]. Alcohol, vinegar or edible oil have been used to replace water,

however, most of them have been abandoned.

Even in laboratory, the method employed to process insoluble ABMs is still an inevitable

and intriguing issue. Several approaches have been applied to render the insoluble ABMs

‘soluble’ in water. By whatever means, though a small fraction of the sulfide was

‘dissolved’, it has been doubtlessly transformed into a new chemical species. The Trisenox

solution is prepared by dissolving solidATO in sodiumhydroxide, followby adjusting pH to

7.9. Similarly, realgar or orpimentwas dissolved inNaOH solution and the solutionwas then

neutralized with acid [21]. Such a chemical treatment will allow realgar and orpiment to be

transformed to arsenites and arsenates via oxidative hydrolysis in aqueous media. The

reactions involved in orpiment dissolution were described as follows [29]:

As2S3þ 7 O2 þ 6H2O! 2HAsO4
2� þ 3SO4

2� þ 10Hþ

or As2S3 þ 7O2 þ 6H2O! 2H2AsO4
� þ 3SO4

2� þ 8Hþ

H3AsO3þ 0:5O2 !HAsO4
2� þ 2Hþ

H3AsO3 þ 0:5O2 !H2AsO4
� þHþ

For realgar [30], similar reactions are involved as follows:

As4S4þ 2:25O2 þ 2:5H2O!H3AsO3þ SO4
2� þ 2Hþ

H3AsO3þ 0:5O2 !HAsO4
2� þ 2Hþ

H3AsO3 þ 0:5O2 !H2AsO
�

4 þHþ
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The dissolving process is pH dependent, thus treatment with sodium hydroxide solution

facilitates arsenite/arsenate formation. Once oxidized, the reaction can hardly be reversed

by addition of acid. Therefore, the results obtained vary in different processing methods,

which might result in different conclusions.

5.2 Metabolism and Pharmacokinetics of Arsenic Bearing Minerals

It is known that the metabolism of arsenic compounds plays important roles in both their

activities and toxicities. In fact, the anticancer activity of arsenic compounds is mechanis-

tically correlated with their carcinogenicity/toxicity, and arsenic metabolites exhibit dual

effects on both sides. Thus, to understand themetabolism and pharmacokinetics of ABMs is

essential for the identification of the active species and rational design of arsenic drugs. The

metabolism of arsenic compounds has been studied fromdifferent starting points for various

purposes, which is likely to provide an insight into the understanding of metabolism of

ABMs. Indeed, themetabolism and active species of arsenolite are practically the samewith

that of chemical arsenic trioxide, which has been studied in depth by environmental

scientists and toxicologists. But so far little is known on the metabolism of realgar and

orpiment and it is ambiguously described based on the knowledge of soluble arsenic

compounds.

It is notable that all the absorption-distribution-metabolism-excretion (ADME) beha-

viors and biological effects of arsenic compounds are determined by their three chemical

properties: sulfur affinity, reversible two-electron As(III)-As(V) redox and the similarity

between arsenate and phosphate anions.

5.2.1 Arsenolite and Arsenic Trioxide

5.2.1.1 Cell Uptake

In general, cell uptake of a soluble electrolyte depends on its speciation, which in turn

depends on pH and other conditions. In neutral aqueous ATO solution, the dominating

species is the uncharged free arsenious acid, As(OH)3, which can cross the plasma

membrane readily and appear in cytosol [31–33]. Based on this, arsenious acid was

previously hypothesized to enter eukaryotic cells by simple diffusion. However, recent

studies suggested that the diffusion is facilitated by the mammalian aquaglyceroporins,

aquaporin isozyme 7 and 9 (AQP7 and AQP9) [34–36]. Such a mechanism is supported

theoretically by the similarity in the charge distribution of As(OH)3 to glycerol mole-

cules [37]. In relation to this, the expression ofAQP9 inAPL cellswas found higher than that

in other leukemic cell types and this may account for the higher sensitivity of the APL cells

to arsenious acid than the others [38]. An additional evidence is that uptake of arsenic from a

TCM formula by NB4 cells was enhanced by the herbal ingredients which upregulated the

AQP9 [21]. A small amount of arsenate is produced during the dissolution of ABMs by the

oxidation of As(III), thus the uptake of arsenate species cannot not be overlooked. Differing

from arsenious acid, the dominant forms of arsenic acid in aqueous solution at physiological

pH are anionic forms, for example, AsO2(OH)2
�and AsO3(OH)

2�. These arsenate species
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were presumed to enter the cells as analogs of phosphate species via phosphate

transporters [32, 39, 40].

In summary, As(III) enters the cells in the form ofAs(OH)3,mainly byAQP7/9 facilitated

diffusion, but As(V), in forms of anionic arsenate, enters via the phosphate transporter

system. It should be mentioned, however, that these behaviors and the transport systems

might be different for different cells.

5.2.1.2 Metabolism and Excretion of Arsenic

The arsenic metabolism has been studied in detail in relation to its toxicity and environ-

mental impact. To review the results of these toxicological studies is beyond the scope of

this chapter. But, in order to understand the behaviors of ABMs on the basis of these

achievements, it is necessary to summarize the pathways of metabolism and excretion of

arsenite and arsenate at first [41, 42]. The absorbed arsenate and arsenite are metabolized

mainly in liver and converted into a series of methylated and glutathione (GSH)-conjugated

species and thioarsenicals [43–45], which have recently been detected in human urine [46].

Previously, the methylation of inorganic arsenicals was thought to be a detoxification

pathway, but latterly it was found that the relative toxicity of different methylated arsenicals

forms exhibit rather different toxicities, methylated arsenic species in many cases are more

toxic [47, 48], which might be the active species of both cytotoxicity and toxicity. In the

course of metabolism in hepatocytes, inorganic arsenite is transformed into intermediate

methylated As(III)/As(V) species and their GSH conjugates, As(SG)3, (CH3)As(SG)2 and

(CH3)2As(SG) [49]. This metabolic cascade comprised two types of transformation:

oxidative methylation and reduction-coupled glutathione conjugation in alternation. Two

models have been proposed based on accumulated evidences [50, 51]. In the first model

shown in Scheme 5.1, inorganic arsenite is oxidized and simultaneously methylated by an

enzyme, arsenic (þ3 oxidation state) methyltransferase (As3MT), using S-adenosyl-

methionine (AdoMet) as the methyl donor, and the methylated As(V) species are reduced

by an enzyme glutathione S-transferase omega (GSTO) with GSH as a reducing

agent [42, 52].

Recently, Hayakawa et al. [49] proposed a new model for arsenic metabolism, in which,

with the aid of As3MT, the GSH in As(SG)3 is replaced sequentially by the methyl group of

AdoMet (Scheme 5.2). Meanwhile the As(III) species were oxidized to the low toxic As(V)

species via hydrolysis and oxidation.

By HPLC-ICP-MS, several arsenic metabolites were identified to be thioarsenicals,

for example, the sulfur-substituted arsenic or arsenious acids species, As(CH3)2SH,

AsS(CH3)2OH and AsS(CH3)2SH. They were formed by the reactions of As(CH3)2OH

and AsO(CH3)2OH with sulfur donors, for example, H2S/S
2�, S2O3

2�/HSO3
� [53].
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Similarly, these thioarsenicals might be formed in realgar metabolism. Moreover they

may exert potent inhibitory actions on thioredoxin reductase [48]. However, the reactions

of thioarsenicals with biomolecules may warrant further studies.

It was shown that As(III) can be oxidized to As(V) by hydrogen peroxide in a Tris-HCl

buffer at pH 8.0 [54]. Since hydrogen peroxide is one of the ROS generated in mitochondria

under arsenic induced oxidative stress, thus both As(III)- and As(V)-containing species

might contribute to arsenic based biological effects but the toxicity of arsenite is higher than

arsenate.

Apart from glutathione S-transferase, As(V) can also be reduced to As(III) by glyceral-

dehyde-3-phosphate dehydrogenase (GAPDH) [55], which has a higher level and specific

activity in malignant cells than in normal cells and thus may accelerate the reduction of

As(V) [56]. This feature probably accounts for the higher arsenic sensitivity of malignant

cells. All these transformations mentioned above proceed in liver cells, while the arsenic

GSH conjugates, either methylated or not, for example, As(SG)3 and (CH3)As(SG)2, were

excreted into bile via the multidrug resistance protein MRP1/ABCC1 [57]. However, the

species excreted in bile and urine depends on the route, dose, and chemical forms of

administration [58]. The biological effects of these metabolites are similar but not identical.

Whether they act by different ways is not clear [59].

5.2.2 Metabolism and Pharmacokinetics of Realgar and Orpiment

The pharmacokinetics andmetabolism of realgar and orpiment are partially attributed to the

water soluble fraction but the behaviors of the insoluble portion cannot be excluded. The

soluble fraction is mainly As(III) oxide, which might be leached out, absorbed, and

metabolized as mentioned above. The relative amount of the soluble fraction depends on

the extent of oxidative hydrolysis in the course of processing and the leaching kinetics in the

body. Themetabolism of insoluble arsenic sulfides remains obscure owing to lack of studies

on the absorption, distribution and metabolism of insoluble ABMs. The results of fiveweek

oral administration of realgar to Wistar rats indicated that arsenic was distributed among

almost all organs, but mostly found in blood [60]. The pharmacokinetic behavior and

the distribution of arsenic in rats after a single dose of arsenic orally indicated that arsenic

was accumulated in all organs and tissues but varied as follows: spleen, hair, lung and

suprarenal gland organsH kidney, heart, liver, bladderH skin, After 15 days of continuous
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administration, arsenic contents in kidney and bladder tissues increased appreciably. After

two weeks of discontinuation, arsenic contents in organs and tissues decreased by

21.1–69.5%, except in the heart. Only a small amount of arsenic in realgar was absorbed

in blood circulation [61].

Since realgar is mostly used in the form of TCM composites, the arsenic absorption and

metabolism are varied depending on the herbs added in these composites. Therefore, the

amount of arsenic leached out from different realgar containing composites and the amount

of bioavailable arsenic were evaluated. The dissolution of arsenic from a compound recipe

(Liu ShenWan) was shown to be enhanced [10]. In one case, up to 39% of the arsenic in the

recipe was readily extractable by artificial stomach fluid as compared G1% in the realgar

mineral itself. Contradictorily, Tang et al. reported that less arsenic was leached from

another TCM, An Gong Niu Huang Wan in artificial stomach fluid than that from

realgar [62]. Similar results were reported by Zhao et al. [63] and Hong et al. [64].

Moreover, it was observed byKoch et al. that after taking one pill of Niu Huang Jie Du Pian,

containing about 28mg arsenic in the form of realgar, up to 4% of arsenic (1mg) was

bioavailable for absorption into the bloodstream, and 40% of the absorbed arsenic (0.4mg)

was excreted in urine [65]. Evidently the arsenic bioavailability of realgar in different

composites might be increased or reduced depending on the components.

5.2.3 Nanoparticles of Realgar

There is plausible evidence that the bioavailability of nanometer sized realgar is signifi-

cantly higher than that of the conventionally pulverized one. The pharmacokinetic

behaviors of realgar nanoparticles were compared with pulverized realgar and results

showed that realgar nanoparticles exhibit an enhanced absorption and the reduced excretion

as well as a better pharmacokinetic profile [24, 66]. The distribution of arsenic has been

studied in mice with Ehrlich ascites tumors after subcutaneous injection of realgar

nanoparticles [67]. After consecutive administration for 10 days, the highest arsenic level

was found in kidney and spleen, followed by liver and cancer tissues, with the plasma the

least. An in vivo study with rats revealed that, compared with the realgar powder, nanosized

realgar elevated the urinary recovery of arsenic in the first 48 h of administration [68].

5.3 Pharmacological Activities and Mechanisms of Actions of ABMs

Enormous efforts have been made to understand the mechanisms of action and toxicity

of arsenic compounds ever since the successful utilization of ATO in the treatment of APL

and the serious threatening from environmental arsenic contamination. Although the

biological effects of arsenic chemicals have been extensively studied, ABMs were seldom

investigated. Nevertheless, it is usually presumed that ABMs exert their effects via

mechanisms similar to that of arsenic compounds.

5.3.1 Mechanisms of Anticancer Action of Arsenolite and ATO

Although arsenic minerals such as realgar and orpiment also exhibit remarkable pharma-

cological activities and are frequently used in TCM, most clinical and mechanistic studies

have been focused on ATO, which is reviewed in detail in the Chapter 11 of this book. In the
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current section, the pharmacological activities and mechanisms of ATO will be outlined

briefly as background information, and such information onABMs inTCMwill be followed

in detail.

5.3.1.1 Anticancer Activities of ATO

Themost notablemedicinal application of arsenic inmodernmedicine is to treat leukaemia,

especially acute promyelocytic leukaemia (APL). APL is a subtype of acute myeloid

leukaemia (AML) characterized by a balanced reciprocal translocation between chromo-

somes 15 and 17, which leads to the fusion of the promyelocytic leukaemia (PML) gene to

retinoid acid receptor a (RARA)gene [69]. All-trans retinoid acid (ATRA) alone or in

combination with anthracycline and ara-C based chemotherapy is the classic treatment of

APL prior to the ‘revival’ of ATO. Compared to conventional therapies, ATO treatment

demonstrated consistently higher complete remission rates in both newly diagnosed and

relapsed APL [70], lower resistance to the drug [71] and better tolerability [72]. Further-

more, combination of ATO with ATRA achieved even better therapeutic effects [73, 74].

ATO has also been tested in many other hematological malignances, including myelo-

dysplastic syndromes (MDS), chronic myeloid leukaemia (CML), Non-M3 AML, and

lymphoid malignances such as multiple myeloma, and even in solid tumors. Most of the

tested malignances are refractory to current therapies. Nevertheless, promising results were

obtained in both preclinical studies and clinical trials, though solid tumors were much less

responsive to ATO [70]. ATO alone induced hematological responses and exhibited

moderate activity in MDS patients [75, 76], and induced apoptosis in BCR-Abl positive

lymphoblast and CML cells [77, 78]. Non-M3 AML cells were not sensitive to the

proapoptotic effects of ATO, however when combined with ascorbic acid, ATO is able

to inhibit cell growth and to induce apoptosis in primary AML cell lines [79, 80].

Furthermore, ATO also exhibited growth inhibitory, proapoptotic and antiangiogenesis

effects in multiple myeloma cells, and is active in 30–40% of patients with relapse/

refractory myeloma either alone or in combination with other approved agents [81].

5.3.1.2 Cellular and Molecular Mechanisms of the Actions of ATO

In contrast to Western medicine which often focuses on a single target, traditional Chinese

medicine considers the human body in a holistic way, and generally deals with multiple

targets involved in a specific disease condition [82]. Similarly, ATO acts on multiple targets

through diversified mechanisms. It is generally accepted that ATO facilitates cell differen-

tiation at lower concentrations, while it induces cell cycle arrest and apoptosis at higher

concentrations [83]. Various concentrations of ATO could exist in vivo under clinical

settings [83], thus thesemechanisms, though not totally understood yet, together account for

the pharmacological activities of ATO.

Induction of Differentiation. Essentially APL is a disease in which abnormal promye-

locytes (APL blasts) replaced the marrow due to blocked differentiation of granulocytic

cells at this stage, in whichRARa plays a pivotal role.Without stimulations, RARa binds to

DNA as a heterodimer with retinoid X receptor (RXR) and recruits transcriptional

corepressors such as silencing mediator of retinoic and thyroid receptors (SMRT) and

histone deacetylases (HDACs) [84, 85]. Upon retinoid acid (RA) or cytokine treatment,
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RARa is activated and regulates the differentiation of the myeloid lineage. However, in

most APL cells RARa is fused with PML, which increases the binding of the fusion protein

to transcriptional corepressors, thus potentiates the transcriptional repressor activity of

RARa and blocks RARa-regulated differentiation [69].

Lower doses of ATO induce partial myelocyte-like differentiation and upregulate the

expression of cytokines and cyclic AMP level which terminates the differentiation [86, 87].

In further mechanism studies, PML-RARa was identified as the primary target of ATO in

ATO-induced differentiation [88]. Both RA and ATO induce differentiation but target

distinct domains or molecules. Compared to RAwhich targets RARa, ATO acts mainly on

the PMLprotein. It has been shown to induce sumoylation of PMLandPML-RARaproteins

at multiple lysine residues, consequently directs the sumoylated proteins to proteasome

dependent degradation [89]. ATO also mediates the phosphorylation of SMRT through

mitogen-activated protein kinases (MAPK) pathways, leading to dissociation of SMRT

from PML-RARa [85]. The above two mechanisms are believed to allow partially

differentiated cells to complete their differentiation.

Induction of Cell Cycle Arrest and Apoptosis. Induction of cell cycle arrest and/or

apoptosis is a more generalized mechanism contributed to the anticancer activities of ATO.

The proapoptotic activity of ATO involved a series of molecular events, including

accumulation of high ROS levels, activation of MAPK cascades, perturbation of mitochon-

dria permeability, release of cytochrome c and other proapoptotic proteins, downregulation

of Bcl-2, upregulation of p53/MDM2 response, inhibition of NF-kB signaling, and

activation of caspases [70, 86]. On the other hand, ATO-mediated cell cycle arrest (either

G1 or G2/M phase) is often accompanied by downregulation of CDK2/6, cyclin D1/E and

upregulation of cell cycle inhibitors such as p21. In addition to the mechanisms mentioned

above, ATO has been reported to exert its anticancer activities through inhibition of DNA

repair, suppression of human telomerase reverse transcriptase (hTERT) andmodification of

cytoskeleton [90]. In general, most of these events are correlated with the ability of arsenic

to react with vicinal sulfhydryl groups [91].

Given the universal participation of cell cycle arrest/apoptosis in therapies against

almost all cancers, ATO has been proposed as a broad spectrum anticancer drug. However,

clinical and preclinical studies in other tumors are much less successful than in APL [86],

which is likely attributed to two factors. The first one is that PML-RARa fusion protein,

which plays an important role in APL carcinogenesis and ATO-mediated differentiation, is

expressed exclusively in APL cells. The second one involves the resistance of specific

cancer cells to ATO-induced ROS, which has been postulated as a key mediator of the

proapoptotic activity of ATO [92]. ROS activates stress response kinases such as JNK and

results in oxidative damages to DNA and proteins. Normally cells are equipped with an

inducible cytoprotective system consisting of antioxidant enzymes, such as glutathione-S-

transferase, heme oxygenase and catalase, and redox buffers such as glutathione (GSH)

and N-acetylcysteine (NAC) [93]. The induction of such systems is an important

determinant of sensitivity to cytotoxic agents; however APL cells have a low level of

GSH and less inducible antioxidant enzymes, which make them more susceptible to

ATO [80].

In conclusion, ATO as an ancient drug achieved amazing success in the treatment of

cancer, especially APL, in modern medicine. The pharmacological activities of ATO have
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been proved by numerous preclinical and clinical studies, while the underlying mechan-

isms, as summarized in Figure 5.2, are beginning to be unveiled. Some other ABMs

frequently used in TCM, such as realgar and orpiment, have been shown to possess similar

pharmacological activities but less toxicity [94], and could be served as better anticancer

drugs.

5.3.2 Mechanisms of Anticancer Actions of Realgar

The therapeutic activity of realgar and orpiment is likely the same as that of arsenolite,

despite of different route of administration. Due to very low solubility and toxicity of

realgar, it was used both orally and externally. On the other hand, orpiment is now rarely

used and reported.

Realgar, likeATO, inhibits proliferation and induces differentiation and apoptosis inAPL

cells and other hematological cancer cells. A few studies have been reported on similar

effects on solid tumors but the conclusions remain uncertain.

5.3.2.1 Induction of Differentiation

Similar to ATO, realgar induced differentiation of APL derived NB4 cells by inducing

degradation of PML/RARa fusion protein [95–97]. Zhong et al. reported that realgar

inhibited proliferation and induced apoptosis in HL60 and K562 cell lines. These effects

were also associated with the degradation of PML/RARa [98]. Nevertheless, unlike NB4,

the differentiation ofHL-60 induced by realgar proceeds through themonocytic pathway, in

which serine/threonine-specific protein phosphatases, in particular PP1 and PP2A were

Figure 5.2 Possible mechanisms of action of arsenic trioxide (ATO)
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involved [99]. The differentiation was synergized, enhanced or suppressed by the inhibition

of p38 MAPK, JNK and ERK pathways, respectively [28].

5.3.2.2 Inhibition of Proliferation and Induction of Apoptosis

It has been reported that realgar is able to inhibit proliferation and to induce apoptosis in

several cell lines. The proapoptotic effect of realgar in HL-60 cells was associated with

down-regulation of Bcl-2 and mutated p53 gene expression, indicating the involvement of

mitochondrial pathway [100]. On the other hand, Ye et al. suggested that realgar nano-

particles induced apoptosis was resulted from oxidative damage to cell membrane [26].

The realgar-induced apoptosis in human cervical HeLa cancer cells has been attributed to

downregulation of the expression of COX-2 and PGE2 [101]. Realgar inhibited the

expression of tumor-associated antigen RCAS1 (receptor binding cancer antigen expressed

on SiSo cells) [25], suggesting it may affect the defensive capability of tumor cells [102].

Inhibition of the telomerase activity in HeLa cells might be another event pertinent to

realgar-induced apoptosis [103].

In addition, realgar nanoparticles were found to inhibit growth and to induce apoptosis in

human leukemic monocyte lymphoma cell line (U937) in a time- and dose-dependent

manner, which was attributed to cleavage of PARP, the downregulation of Bcl-2 and

upregulation of Bax. Among the MAPK signaling pathways, only the JNK pathway was

activated by realgar treatment. Thus the realgar-induced apoptosis was ascribed to JNK and

mitochondrial pathways [27]. Recently, it was also suggested that realgar induced apoptosis

is likely related to the inhibition of the PI3K/Akt signaling pathway, the inactivation of the

mitochondrial pathway related protein sirtuin type 1 (SIRT1) and the activation of p53

tumor suppressor gene [28].

In contrast, only a weak proapoptotic action was found for realgar in chronic myeloid

leukaemia (CML)-derived K562 cells compared to APL derived NB4 cells [104]. It is

reasonable since CML cells were less sensitive to realgar than APL cells, presumably due to

the higher expression of bcl-xL in CML cells [105].

Huang Dai Pian, is an interesting example to illustrate the role of realgar in TCM. It is a

composite, consisting of realgar, Indigo Naturalis, Salvia miltiorrhiza, and Radix Pesu-

dostellariae used in clinical practice for the treatment of APL successfully [106]. Based on

the results obtained in NB4 cells, realgar was demonstrated to be themain active ingredient.

Although the composite exhibits a higher activity than realgar alone, the contribution of one

of the components, Indigo Naturalis was not established [107]. Recently, a reorganized

composite composed of realgar, indirubin (ingredient of Indigo Naturalis) and tanshinone

IIA (ingredient of Salvia miltiorrhiza) is developed and used to evaluate the efficacy of

different recipes and the role of each components. The experimental results showed that the

composite caused ubiquitination/degradation of PML-RARa oncoprotein, enhanced re-

programming ofmyeloid differentiation regulators inAPL cells and arrested the cells inG1/

G0 phase. These effects are similar to those of ATO, but interestingly, the composite

upregulated the expression of AQP9, thus facilitating the transport of arsenite [21].

However, in their experiments the insoluble realgar was dissolved in sodium hydroxide

solution, thus the consequence probably resulted from arsenite formed during dissolution.

Nevertheless, these results are potentially important, especially for the understanding of the

working principles in TCM prescription.
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Theweak proapototic action of realgar has also been found in a few solid tumors. Realgar

nanoparticle suspension could inhibit the proliferation and induce apoptosis and G0/G1

phase arrest in SiHa human uterine cervix cancer cells, which might be associated with the

reduction of human papilloma virus HPV16E6/E7 gene expression [103]. The inhibitory

effect of realgar on proliferation of lung adenocarcinoma cell [17] and hepatic cancer BEL-

7402cells [18]was also reported, butno information is available on themechanismof action.

It should be awared that the size of realgar nanoparticles as well as the method of

preparation might influence their pharmacological effects. The size-dependent cytotoxicity

of realgar particles in the endothelial cell line ECV-304 has been evaluated and the results

showed that realgar particles with an average diameter of less than 150 nm could effectively

inhibit cell proliferation [108].

5.3.3 Arsenolite on Asthma Prevention

Asthma is a complex pathological process. In brief, it is initiated from inflammation and/or

allergenmediated Th2 inflammation in airway. Increased Th2 cells alongwith eosinophiles,

mast cells, basophiles, and macrophages generate proinflammatory mediators, including

cytokines (interleukin 3, 15, etc.), chemokines (eotaxin etc.), growth factors, lipidmediators

(leukotrienes, etc.), andG protein coupled receptor ligands (prostanoids, leukotrienes, etc.),

which consequently cause fibrosis, myocyte hyperplasia, angiogenesis, airway hyper-

responsiveness and remodeling, airflow obstruction and finally lead to loss of lung function.

Among these mediators, leukotriene B4 and C4 (LTB4, LTC4) play a pivotal role. They are

generated from arachidonic acid by 5-lipooxygenase (5-LO), which is activated by 5-

lipooxygenase activating protein (FLAP). Bronchial asthma mice express a high level of

FLAP and LTC4, whereas administration of Pi Shi has been shown to down-regulate FLAP,

and subsequently LTC4 [109]. Consistent to this result,Pi Shiwas found to down regulate 5-

LO activity and subsequently reduced LTB4 levels [110].

Both prostaglandins (PG) and prostacyclins produced from arachidonic acid are also

elevated under asthma condition. Among the PGs, 8-isoprostane can be easilymeasured and

thus is used as the biomarker to evaluate this pathological condition. It was reported that a

high level of 8-isoprostane was found in the asthmatic mice and was significantly reduced

upon treatment with arsenolite, possibly due to regulation of redox status [111].

In summary, Pi shi suppresses asthmatic inflammation by downregulating the level of

inflammatory cytokines.

The downstream cascades mediated by IL4 include activation of signal transducer and

activator of transcription 6 (STAT6), and Th2 response. Pi Shi was found to down-regulate

the expressions of STAT6 in asthmatic mice [112]. In the development of inflammation

response, the eosinphiles infiltration is also a crucial pathologic event related to the

expression of eotaxin, which acts as a chemokine to recruit eosinophiles. Arsenolite has

been found to inhibit eotaxin expression [112], and to induce apoptosis of eosinophiles by

downregulating antiapoptotic factor Bcl2, therefore to prevent the asthma symptoms [113].

Remodeling of airway, an event in late asthma development, is correlated to the over

proliferation of airway smooth muscle cells and fibroblasts and subsequent excess deposi-

tion of extracellular matrix. In the development of airway remodeling, overexpression of

protooncogenes, c-myc, c-fos, c-jun and c-sis, plays an important role. In ovalbumin induced

asthmatic mice, oral administration of Pi Shi downregulated the overexpression of c-myc
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and c-sis. These effects were ascribed to inhibition of cell proliferation and ECM

deposition [114].

Taken together, arsenolite on asthma prevention is likely attributed to its ability to

suppress the expression of inflammatory mediators, to inhibit inflammatory cell infiltration

and the proliferation of the smooth muscle cells. However, the direct targets of arsenic are

still unknown and warrant for further studies.

5.3.4 Realgar on Brain Protection

AnGongNiuHuang formulae in different forms, for example,AnGongNiuHuangWan and

AnGongNiuHuangPian arewidely used to ‘wake up the brain’. It is prescribed to patients in

unconsciousness or coma, usually due to brain injury. In order to meet the criteria on the

arsenic concentrations in TCM composites, researchers tried to verify the necessity of

addition of realgar in this composite by comparing the protective activities of the composites

with or without realgar. However, the outcomes were somewhat intriguing and inconsistent.

No significant difference was observed in the cerebral infarction area, water content,

catalase, lipid peroxides, glutathione peroxidase (GPx) and lactic acid (LD) levels in brain

of rat with middle cerebral arterial occlusion, which led to conclusion that realgar and

another mineral component, cinnabar, are not necessary [115]. In contrast, Gao et al.

demonstrated thatAnGong Niu Huang Pian effectively activated rat neurons, such an effect

was significantly impaired if realgar was removed from the composite [116]. Furthermore,

the contribution of realgar to the effectiveness of An Gong Niu Huang composite was

assessed by measuring the disturbance of consciousness in LPS induced brain injured rats

using electroencephalography (EEG). The results showed that the compositewithout realgar

was less effective in EEG activation than the compositewith realgar [117]. Furthermore, the

effects of the composites with or without realgar on the levels of catecholamine (CA) and

theirmetabolites in cerebral cortex ofLPS induced brain injured ratsweremeasured, and the

results are in favor of the indispensible role of realgar in the composite [118].

Nevertheless, the mechanisms of cell protection by either realgar alone or the An Gong

Niu Huang composite still remains vague. Recently it was shown that realgar exerts anti

inflammatory effect on inflammatory brain injury. Both realgar and theAnGong Niu Huang

composite can increase the levels of heat shock protein 70 (HSP70) in brain tissue and serum

and heme oxygenase-1 (HO-1) activity in brain tissue, whereas the composite exhibits a

higher activity than that of realgar alone [119]. In themean time, realgarwas found to inhibit

the excessive upregulation of inflammatorymediators such as IL-1 b, IL-6, TNF-a and iNOS

activity. Thus the anti inflammatory activity of realgar might be attributed to both the

induction of cellular protective response genes such as HSP70 and HO1, and the inhibition

of inflammatory genes such as iNOS and cytokines [120]. Since realgar exhibits similar

effects to the composite, it was assumed to be the active ingredient for the anti inflammatory

effects of the composite [121].

5.4 Perspectives

Comprehension, though just partially, of the mechanism of the therapeutic effect of ATO on

APL not only provides rationale for arsenic therapy but also expedites the reassessing of the
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ABM based TCM composites. Although there are accumulative clinical experiences on the

application of hundreds of ABM containing composites, their pharmacological actions and

the underlyingmechanisms are still far from clear. There are still many puzzles remaining to

be solved.

Intensive studies have shown that arsenolite exhibits anticancer activity, which was

attributed toATO.Although twoABMs, realgar and orpiment have been used in TCM, there

are few mechanism studies due to their poor solubility. Up to now, it is not clear whether

realgar or/and orpiment exert their action via ATO, formed by the oxidative hydrolysis.

Although the pathways leading to ATO induced differentiation and apoptosis have been

largely defined, there is still a longway to go before any clear cut conclusion can be drawnon

those for realgar or orpiment. It is generally accepted that practitioners of traditional

Chinesemedicine ingeniously used the insolubleminerals to provide the activemetal ions at

a therapeutic level while keeping their toxic effects at minimal levels. Cinnabar (mercuric

sulfide) is another example of such mineral medicines. Similarly, realgar and orpiment are

assumed to be orally administrable arsenicals, due to their low solubility, low bioavailabilty

and thus low toxicity. However, it remains unknown whether ATO is the active species of

realgar. More studies on the pharmacokinetic and ADME properties of realgar are needed

before this question can be answered.

In order to clarify themechanism of realgar’s action, several studies have been carried out

at the cellular level. The results are highly dependent on the method used to prepare realgar

samples, by which realgar will be turned into different soluble arsenic species. Therefore,

they could not be simply regarded as the actions of realgar. When the suspension of realgar

fine particles were used, it is necessary to know how these particles cross the intestine-blood

barrier and the cell membrane.The mechanisms of transport and absorption of arsenite and

arsenate is already known, though not thoroughly, but they are very different from the

realgar particles. Recent studies showed that nanoparticles might be engulfed by the cells

via nonphagocytosis and the endosomes formed might activate various signaling pathways.

In addition, the activity and toxicity of these fine particles are evidently dependent on

particle size [108]. Thus it could not be excluded that the fine particles prepared either by the

traditional Shui Fei method or the nanotechniques exert their action on cells by such

pathways.

The low toxicity of realgar has also been ascribed to the herbal ingredients in TCM

composites. However, it is hard to discriminate the influences fromdifferent herbs unless the

active ingredients of certain herbs and their mechanisms are defined. It should be empha-

sized that herbal ingredients may enhance the cellular uptake of arsenic species [21], and

may even increase the toxicity.

Nevertheless, using ABMs as therapeutic agents are like dancing on the razor’s edge due

to the dual effects of arsenic and its metabolites [48]. Are they carcinogens or anticancer

agents? Do they kill cells or protect them?All depends on the intricate interactions and cross

talk between arsenicals and the complex network controlling cell proliferation, differentia-

tion, survival or apoptosis. The high toxicity of soluble arsenic has been well documented,

but much less is known regarding the toxicity of the insoluble arsenic sulfide minerals.

Environmental studies have revealed that intake of arsenic caused severe toxicity to most of

organs. The high arsenic contents in water sources caused skin damage and skin cancer, as

well as toxic effects on urinary bladder, liver, kidney, reproductive and development

systems, lung, prostate, and so on [122]. Similar ecological survey in India and Pakistan
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revealed that the ground water contains a high level of arsenic, which is leached from the

arsenic sulfide minerals, mainly arsenopyrite, by oxidative hydrolysis. Moreover, toxicities

of orally administered realgar, including nephrotoxicity [123] and dermatologic

changes [124] have been noticed. In addition, long term administration of realgar was

known to caused mutation, carcinogenesis and malformation [125]. Therefore the toxicity

of realgar cannot be overlooked and should be studied in more detail.
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6.1 An Introduction to the Microbial Cycling of Arsenic

Although arsenic is highly toxic to humans and indeed most other forms of life, some

microorganisms have evolved to tolerate relatively high concentrations of the metalloid,

while specialist examples even thrive on the element, using it as a source of energy for

growth. For example, in alkali soda lakes such as Mono and Searls Lake in Eastern

California the combination of alkali pH (pH 9.8), high carbonate/bicarbonate concentra-

tions and naturally elevated concentrations of the metalloid from hydrothermal waters can

result in mM (high ppm) concentrations of dissolved arsenic that sustains a diversity of

specialist microorganisms adapted to using the arsenic oxyanions in energy yielding redox

reactions [1, 2]. However, even at the very low concentrations of arsenic found inmost other

marine and freshwater environments that lack the geochemical extremes of the soda lakes,

microorganisms can transform or even accumulate arsenic to concentrations many times

those encountered in the environment they inhabit. Together with inorganic and physical

processes, these constitute the global arsenic cycle described in [3]. For example, in the

marine environment, arsenic is normally present at trace concentrations of arsenate and can

be taken up by a range of organisms (including phytoplankton, algae, crustaceans and

molluscs), methylated and further metabolized into organic compounds, some of which are
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passed up through the marine food chain. Indeed, the major organoarsenic compound in

marine animals is arsenobetaine but it can be degraded eventually by sediment micro-

organisms, returning arsenic to the seawater closing the marine cycle for this element

(reviewed in [3]). In addition, the redox chemistry of the metalloid also makes it a useful

energy source to sustain prokaryotic life and therein lies the potential for microorganisms to

play a critical (and potentially lethal) role in controlling the solubility of arsenic (which is

closely linked to its oxidation state) in aquifers that provide drinking and irrigation water to

tens of millions of people worldwide.

There are four oxidation states of arsenic�III, 0,þIII andþV. However, the predominant

forms of inorganic arsenic areþV (arsenate; H2AsO4
�andHAsO4

2�) which sorbs efficiently
to a range of subsurface minerals and þIII (arsenite; H3AsO3 and H2AsO3

�) which is

comparativelymoremobile. Under anaerobic conditions, specialist ‘dissimilatory arsenate-

reducing prokaryotes’ are able to respire arsenate as the electron acceptor in place of

oxygen, reducing it to As(III). Although pH and concentration dependent, the oxidation/

reduction potential of As(V)/As(III) is betweenþ60 to þ135mV [4], sufficient to support

growth when organic matter or sulfide is supplied as the electron donor. As(III) is also a

suitable electron donor for microbial respiratory processes, with electrons from the

oxidation of As(III) to As(V) passed to a suitable electron acceptor such as oxygen or

nitrate under anaerobic conditions. Finally, a wide diversity of microorganisms have also

evolved an energy requiring detoxification processes catalysed by the Ars operon, linked to

the intracellular reduction of As(V) by the ArsC protein and its efflux as As(III) (Chapter 8).

A synopsis of these microbial processes is illustrated in Figure 6.1, with the underlying

biochemistry shown and described in more detail in the next section of this review.

Figure 6.1 Biochemical transformations of arsenic oxyanions by microbial cells
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6.2 The Biochemistry of Microbial Arsenic Transformations

6.2.1 Microbial Resistance to As(V) via the Arsenic Operon

Arsenate is a chemical surrogate for phosphate and can therefore enter themicrobial cell via

transporters meant for the uptake of this essential nutrient. Once within the cell it can

interfere with phosphate based energy generating processes, inhibiting, for example,

oxidative phosphorylation. Arsenite, on the other hand, enters via a different route (aqua

glycerolporins) (Figure 8.2) and targets a broader range of cellular processes, binding to the

thiol groups in important cellular proteins such as pyruvate dehydrogenase and 2-oxo-

glutatarate dehydrogenase. Microorganisms have evolved multiple strategies to protect

themselves from arsenic. For example, fungi can use methylation as a detoxification

strategy, producing monomethylarsonic acid (MMA) or dimethylarsinic acid (DMA).

Prokaryotes (including representatives from both the Archaeal and Bacterial Domains)

can also produce volatile methylated arsines, removing arsenic from the local environment.

An alternative strategy used by bacteria and yeast (e.g., S. cerevisiae) is based upon the

‘ArsC’ arsenate reductase protein. The gene for this enzyme, along with those of other

proteins required for arsenic detoxification, is often encoded by plasmids, making them

highly amenable to genetic study and more recently protein crystallography studies for

example, for ArsC proteins [5]. This type of resistance determinant is very common in the

prokaryotic world; more than 100 Ars operons had been sequenced [3] and this number is

growing steadily with the increase in number of genomic sequences deposited in genetic

databases. ArsC is a small (13–16 kDa) protein that is found in the cytoplasm of the

microbial cell and mediates the reduction of arsenate to arsenite, with glutaredoxin,

glutathione or thioredoxin supplying the reducing power for this transformation [6]. The

toxic arsenite is then excreted by an energy requiring ATP-dependent efflux pump ArsB

(Figure 6.1). However, despite its wide distribution throughout the prokaryotic world, there

is little evidence at present linking ArsC activity directly to reduction and mobilization

of arsenic in aquifers, which is the main focus of this review.

6.2.2 Gaining Energy from Arsenic: the Dissimilatory Reduction of As(V)

under Anaerobic Conditions

Although the ArsC-mediated detoxification system requires energy in the form of ATP to

function, some specialist bacteria are able to obtain energy for growth through the

‘dissimilatory’ reduction of As(V). Two closely related representatives of the «-Proteo-
bacterial phylogenetic group (Sulfurospirillum arsenophilum and S. barnesii) were the first

dissimilatory arsenate-reducing bacteria identified in themid 1990s and representatives have

since been identified in other phylogenetic groupings, including the g- and d-Proteobacteria,
the low GC ‘Gram-positive’ bacteria, thermophilic Eubacteria and Crenoarchaea [4].

Of particular relevance to the mobilization of arsenic in aquifers, is the observation that

organisms that can respire As(V) are able to reduce the pentavalentmetalloid when sorbed to

a range of mineral phases, resulting in significant mobilization of As(III) which sorbs less

strongly to surfaces (see below). Although sharing the common ability to obtain energy for

growth through the reduction of sorbed or soluble As(V), the overall metabolic diversity of

these dissimilatory arsenate respiring organisms is wide. Certainly, given the low concen-

trations of As(V) inmost environments, compared to other electron acceptors, a high level of
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respiratory diversity may be crucial to the survival of these organisms. Indeed, to date only

one obligate arsenate-reducing prokaryote has been identified (strainMLMS-1 isolated from

Mono Lake; [7]). Other electron acceptors used by these organisms are strain specific but

include selenate, nitrate, nitrite, fumarate, Fe(III), thiosulfate, elemental sulfur, dymethyl-

sylfoxide and trimethylamine oxide. They can also use a range of electron donors, including

hydrogen, sulfide, acetate, formate, pyruvate, butyrate, citrate, succinate, fumarate and

glucose and aromatics such as benzoate.

Despite the environmental importance of the process, the mechanism of As(V) reduction

by dissimilatory arsenate-reducing bacteria has not been studied in the same depth as the

ArsC detoxification system described above. The first ‘respiratory arsenate reductase’

characterizedwas from theGram-negative bacteriumChrysiogenes arsenatis, isolated from

gold mine wastewater. The protein consisted of 87 and 29 kDa subunits and is related to the

dimethylsulfoxide (DMSO) family of mononuclear molybdenum containing enzymes [8].

Similar proteins (and the corresponding genes designated arrA and arrB)were subsequently

characterized in Bacillus selenitireducens [9] and Shewanella strain ANA-3 [10]. This does

pose a considerable conundrum as all Arr proteins described to date reside in the periplasm

and are unlikely to access sorbed As(V) directly. Hence, there is a need for more detailed

research into the precise mechanism of reduction of sorbed arsenate in aquifers. However,

recent genetic studies using Shewanella sp. ANA-3 have made it possible to study the

interplay between the ArsC detoxification (an intracellular process) and ArrA respiratory

systems in laboratory cultures, which both potentially result in As(V) reduction to

As(III) [11]. Strains that were able to synthesize the ArrA protein were able to respire

both soluble As(V) and also As(V) sorbed onto hydrous ferric oxide [12], confirming the

earlier work discussed above by Zobrist and Oremland [13]. In contrast, Shewanella sp.

CN-8, a detoxifying arsenate reducer carrying the ars operon that cannot respire arsenate as

it lacks the arrA and arrB genes, reduced soluble As(V) but not arsenate sorbed onto Fe(III)

oxides [14], supporting the hypothesis of ArrA-mediated (but not ArsCmediated) reduction

of sorbed arsenate in sediments. Finally PCR primers have also been developed to target

arrA genes in environmental samples for example [12, 15], making it potentially possible to

retrieve arrA genes from species present in the environment but not currently available in

culture. For example, this approach has been used successfully to investigate the diversity

of arsenate respiring bacteria in Mono Lake, California [16, 17] and Cambodian sedi-

ments [18]. Such molecular tools also offer the potential to quantify active As(V)-reducing

bacteria through real time quantitative polymerase chain reaction (PCR) techniques, which

may give a relatively rapid indication of the rates of arsenic reduction (and potentially

mobilization) in field samples.

6.2.3 Closing the Arsenic Cycle: the Oxidation of As(III)

Finally arsenite-oxidizing bacteria are also known to couple the oxidation of As(III) to the

reduction of either molecular oxygen or nitrate, the latter under anaerobic conditions.

As(III) oxidation is also catalysed by a wide range of microorganisms; over 30 strains from

at least nine different genera have been identified so far [4], including chemolithoauto-

trophic examples that conserve energy for growth via arsenite oxidation, using some of this

energy to fix CO2 for the synthesis of cellular material. A comparatively well studied

example is strain NT-26, which was isolated from a gold mine in the Northern Territory of
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Australia and shown to be related to soil bacteria in theAgrobacterium/Rhizobiumbranch of

thea-Proteobacteria [19]. A fairly recent review has also given an excellent overview of the

genetic basis of arsenite oxidation by Alcaligenes faecalis, based on the genome sequence

for this soil bacterium [6]. The first organism (Marinobacter santoriniensis) shown

unequivocally to gain energy from either the aerobic oxidation of As(III) or the anaerobic

reduction of As(V) has also been described recently [20]. It was isolated from hydrothermal

sediments of theGreek island of Santorini and although it contains the genes required for the

arsenite oxidase (asoA and asoB), the genes thought necessary for the dissimilatory

reduction of As(V) are absent from the sequenced genome suggesting the utilisation of

novel genes and corresponding proteins for As(V) respiration (Lloyd and Handley,

unpublished). There are indeed surprising similarities between the respiratory arsenate

reductases of dissimilatory arsenate-reducing prokaryotes and respiratory arsenite oxi-

dases; both are molybdoproteins comprising two subunits. Thus, perhaps it is conceivable

that in Marinobacter santoriniensis and potentially other organisms, a single biochemical

system could catalyse both oxidative and reductive transformations of arsenic oxyanions.

Finally, the sequence annotation of the A. faecalis genome is especially noteworthy, as

it shows the asoA and asoB arsenite oxidase genes, encoding a large molybdopterin

containing peptide and a smaller [2Fe-2S]-containing subunit, respectively, located within

an ‘arsenic gene island’ containing more than 20 other genes potentially involved in arsenic

metabolism [6].

6.3 Microbially Driven Mobilization of Arsenic in Aquifers:
a Humanitarian Disaster

Contamination of groundwater from arsenic naturally occuring in aquifers poses a global

public health crisis in countries including Mexico, China, Hungary, Argentina, Chile,

Cambodia, India (W.Bengal) andBangladesh [21]. For example, 28–62%of the 125million

inhabitants of Bangladesh are at risk of arsenic poisoning from water abstracted from the

subsurface and used for drinking, cooking and irrigation. Long term exposure to arsenic can

lead to scaling of the skin, circulatory and nervous system disorders and skin, lung and

bladder cancers [22]. In W. Bengal and Bangladesh where the problem has received most

attention, the aquifer sediments are derived from weathered materials from the Himalayas.

Arsenic typically occurs in concentrations of 2–100 ppm in these sediments, much of it

sorbed onto a variety ofmineralogical hosts including hydrated ferric oxides, phyllosilicates

and sulfides [22, 23]. The mechanism of arsenic release from these sediments has been a

topic of intense debate and microbial processes such as those described above as well

a complementary/competing chemical processes have been invoked [4, 24–27]. The

oxidation of arsenic rich pyrite has been proposed as one possible mechanism [25, 26],

while other studies have suggested that the reductive dissolution of arsenic rich Fe(III)

oxyhydroxides deeper in the aquifer may lead to the release of arsenic into the groundwater

[22, 23, 27, 28]. Additional factors that may add further complication to potential arsenic

release mechanisms from sediments include the predicted mobilization of sorbed arsenic

by phosphate generated from the intensive use of fertilizers [29], by carbonate [30]

produced via microbial metabolism [28] or by changes in the sorptive capacity of ferric

oxyhydroxides [22].
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However, microbially mediated reduction of assemblages comprising arsenic (most

likely as arsenate) sorbed to ferric oxyhydroxides is gaining consensus as the dominant

mechanism for the mobilization of arsenic into these groundwaters [22–24, 31, 32] and the

acceptance of this mechanism of arsenic of release has paralleled advances in the

microbiology of organisms that can respire sorbed As(V) described above. For example,

an early microcosm based study from our group inManchester provided direct evidence for

the role of indigenous metal-reducing bacteria in the formation of toxic, mobile As(III) in

sediments from the Ganges Delta [31]. This study showed that the addition of acetate to

anaerobic sediments, as a proxy for organic matter and a potential electron donor for metal

reduction, resulted in stimulation of microbial reduction of Fe(III) followed by As(V)

reduction and the subsequent release of As(III), presumably by As(V)-respiring bacteria

that were previously respiring Fe(III). Microbial communities responsible for metal

reduction and As(III) mobilization in the stimulated anaerobic sediment were analysed

using molecular (PCR) and cultivation dependent techniques. Both approaches confirmed

an increase in numbers ofmetal-reducing bacteria, principallyGeobacter species.However,

subsequent studies suggested that Geobacter strains that were available in culture at that

time do not possess the arrA genes required to support the reduction of sorbedAs(V) and the

mobilization of As(III). Indeed, in strains lacking the biochemical machinery for As(V)

reduction, Fe(II) minerals formed during respiration on Fe(III) have proved to be potent

sorbants for arsenic, preventing mobilization of arsenic during active iron reduction [33].

However, the genomes of at least two newly isolated Geobacter species (G. unraniumre-

ducens and G. lovleyi) do contain arrA genes and interestingly genes affiliated with the

G. unraniumreducens and G. lovleyi arrA gene sequences have been identified recently in

Cambodian sediments stimulated for Fe(III) andAs(V) reduction in several studies fromour

group (vide infra) while the type strain of G. unraniumreducens has been shown to reduce

soluble and sorbed As(V), resulting in mobilization of As(III) in the latter case (Gault et al.

unpublished). Thus, some Geobacter species may play a role in arsenate reduction and

release of As(III) from SE Asian sediments, perhaps alongside other well known arsenate-

reducing bacteria, including Sulfurospirillum species that have also been detected using

molecular PCR-based techniques [18, 34]. Recent advances in this area will now be

described.

6.3.1 Microbial Ecology of Arsenic Impacted Aquifers: Hunting for the

Organisms that Mobilize Arsenic

Although the biogeochemical conditions that promote microbial arsenic mobilization are

becoming clearer, it remains a major challenge to identify the organisms that have the

potential to cause the reduction and mobilization of the metalloid among the complex

microbial communities that exist in the subsurface. One approach that has recently proved

useful is the application of stable isotope probing (SIP) techniques, which can link the active

fraction of a microbial community to a particular biogeochemical process. Using this

technique, sediments are supplemented with a 13C-labelled substrate, and the components

of the microbial community that assimilate the substrate are identified by PCR-based

analysis of the ‘heavy’ labelledDNAorRNAseparated fromunlabelled ‘light’ nucleic acids

using an ultracentrifuge [35]. This technique has been used to identify the functional

components of severalmicrobial processes [36] and has been used recently to identify active
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As(V)-respiring bacteria in Cambodian aquifer sediments [18] implicated in the reductive

mobilization of arsenic [37]. 13C-labelled acetate was used as a proxy for organic matter in

these experiments, promoting the reduction of As(V) present naturally in the sediments,

concomitant with the detection of 16S rRNA genes affiliated with the known arsenate

respiring bacteria Desulfotomaculum sp. and Desulfosporosinus sp. In the presence of

10mM added As(V), most of which was associated with the mineral phases in the

microcosms, an organism closely related to the arsenate-reducing organism Sulfurospir-

illum strain NP4 [38] was identified, which was also closely related to clones identified

previously in West Bengal sediments associated with high arsenic concentrations. Func-

tional gene analysis of sediments amended with 13C-labelled acetate and As(V) targeted

the As(V) respiratory reductase gene (arrA) using highly specific primers and identified

gene sequences most closely related to those found in Sulfurospirillum barnesii and

Geobacter uraniumreducens. Neither arrA nor 16S rRNA genes affiliated with known

arsenate respiring bacteria could be detected in the initial sediment, prior to incubation of

the microcosms.

Although stable isotope probing experiments have proved useful in identifying anaerobic

organisms that are potentially involved in the reductive mobilization of arsenic, an obvious

limitation of this approach is the need tomanipulate the conditions in laboratory incubations

through the addition of a labelled substrates, potentially altering the geochemical matrix of

the sediment. This contrasts with the approach used in a recent complementary study where

sediments collected from depths of 8–30m at an arsenic ‘hotspot’ in the Nadia district in

West Bengal [39, 40] were incubated in the absence of an exogenous carbon source and

added arsenate [37]. Analyses of the sediments showed the presence of indigenous organics,

including petroleum compounds previously hypothesized to play a role in promoting the

anaerobic metabolism of metals [34, 37]. The rates and extent of As(III) release and Fe(III)

reduction were quantified alongside changes in bacterial community structure. Again, 16S

rRNA alayses suggested a potential role of species from the genera Sulfurospirillum and

Geobacter in the respiration of Fe(III), the reductive mobilization of arsenic and the

oxidation of organic matter, including in this case petroleum compounds [34]. Thus, there

are converging lines of evidence that suggest organisms affiliated Sulfurospirillum and

Geobactermay play a role in themobilization of arsenic through the activation of genes that

encode respiratory arsenate-reducing enzyme systems.

6.4 Conclusions and Future Directions

Knowledge of aspects of the microbial arsenic cycle is improving in a range of environ-

ments, especially those with ‘extreme’ geochemical conditions that lead to elevated soluble

concentrations of the metalloid. In aquifer sediments, which have more complex geochem-

ical and mineralogical backgrounds and support diverse microbial communities, the role of

specific microorganisms in mobilizing low (typically ppb) but significant concentrations

of arsenic is less clear. However, several recent studies suggest that we are approaching

a consensus that metal-reducing bacteria, especially dissimilatory As(V)-respiring bacteria

may play an important role in this process. Themicrobiological focus of research in this area

is shifting now towards the unequivocal identification of the organisms involved, which will

in turn lead to studies on the underlying mechanisms at a molecular (genetic) level and the
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factors that result in the activation of these physiological processes in situ. Given the

complex interplay between arsenic metabolising microorganisms, and the arsenic bearing

minerals (often Fe-phases) that they interact with, there is a need for a better understanding

at the nanoscale of the microbe mineral interface. There is also an urgent need for

improvements in the understanding of the mechanisms of delivery of key nutrients and

electron donors that stimulate or sustain arsenate-reducing bacteria. These factors relate,

in turn, to the hydrological conditions in situ (e.g., through pulling down of highly labile

organic matter from surface waters through extensive water extractions) and/or the

distribution of alternative extant electron donors in aquifer sediments. Other important

research priorities include a better understanding of the in situ activation of alternative

microbial processes that can reverse the mobilization of arsenic, e.g., sulfate reduction or

Fe(II) oxidation that can lead to sulfide or Fe(III) minerals that sorb arsenic efficiently. For

the latter process, the co stimulation of microbial oxidation of soluble As(III) to As(V)

(which sorbs preferentially to a broad range of minerals) also requires further investigation.
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7.1 Introduction

Biomethylation ofmetals ormetalloids refers to the processwhereby living organisms cause

direct linkage of methyl groups to the metal(loid)s through enzymatic transfer of a

preformed methyl group. The attachment of a methyl group to a metal(loid) changes the

chemical and physical properties of the element, which in turn influences its mobility,

geological cycling and toxicity. Biomethylation of the following metal(loid)s have been

definitively established, although for most very little is known about the biological

mechanism involved: Cd, Hg, Tl, Ge, Sn, Pb, As, Sb, Bi, Se and Te. The biological systems

responsible for metal(loid) biomethylation are almost exclusively microorganisms. Anaer-

obic prokaryotes, operating in anoxic environments such as sediments from environmental

waters and landfill sites, are major biocatalysts of metal(loid) biomethylation in the natural

environment. Methylmetal(loid)s have also been shown to occur in soils from disparate

locations and some aerobic and facultatively anaerobic bacteria, fungi and lower algae have

been shown to be capable of metal(loid) biomethylation. Although higher organisms have

not been shown to biomethylate true metals, methyl derivatives of some metalloids

(including those of Se and As) are formed in a wide range of higher animals and plants.

Over the past decade there has been a diversification of methods for the detection and

measurement of organometallic compounds. Generally, this has been accompanied by

improvements in reliability of detection and measurement of organometal(loid)s at low
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concentration in environmental and biological samples. Volatile methylmetal(loid)s gen-

erated through biomethylation have been extracted from sample by purgingwith an inert gas

and focused through cryotrapping (CT) on a suitable chromatographic adsorption material.

Alternatively, solid-phase microextraction (SMPE) fibres have been used to directly sample

the volatile methylmetal(loid)s from gaseous samples. For nonvolatile methylmetal(loid)s,

hydride generation (HG) has been widely used to volatilize methylmetal(loid)s in situ, prior

to trapping and detection. The advantage of such in situ derivatization of samples is that it

tends to overcome matrix interferences and leads to improved sensitivity of measurement.

Other approaches to pretreatment of samples include organic solvent extraction of samples

(e.g., methanol extraction of plant material) prior to HG. Methods involving HG can be

carried out offline using a batch mode approach followed by cryotrapping and GC

separation, or online after separation of the individual species using HPLC. In a typical

batchmode analysis, the sample is mixedwith sodium borohydride (derivatisation agent) in

an acid environment and the hydrides generated are purged onto a cold U trap. The trap is

heated electrothermally and the analytes are released (separated) according to their boiling

point and passed in an inert gas phase to an element specific detector, such as ICP-MS and

AAS. The coupling of HG with such sensitive detectors has greatly reduced the limits of

detection for many methylmetal(loid)s, including those of As, Sb and Bi. There are several

recent reviews [1–4] of element speciation of particular relevance to the present chapter,

covering pretreatment procedures, HG and a range of hyphenated (or coupled) techniques.

The elements under consideration in this chapter, As, Sb, Bi, have substantial differences

with regards to biomethylation. Whereas biomethylation of arsenic is widespread (occur-

ring in a wide range of microorganisms, algae, plants and animals, including humans)

biomethylation of antimony seems to be limited to certain eukaryotic (fungi) and prokary-

otic (bacteria and archaea) microrganisms. Bismuth biomethylation capability is even less

widespread and appears to be limited to prokaryotes, especially the anaerobic archaea.

Arsenic has a complex natural product chemistry, involving a diverse range of organoar-

senic compounds. Biodegradation of these compounds in the natural environment leads to

the formation ofmono-, di- and trimethylarsenic species. It follows that the presence of such

methylarsenic species in environmental or biological matrices does not necessarily reflect

direct de novo bioconversion from inorganic arsenic, that is, biomethylation. This is not the

case for antimony and bismuth since these elements do not appear to have complex natural

product chemistries and there are no major anthropogenic inputs of methylated species of

these elements into the environment.

Arsenic biomethylation has a long and chequered history, commencing in the early

nineteenth century when cases of poisoning in Germany were linked to arsenic pigments in

wallpaper. In the late nineteenth century the Italian physician Bartolomero Gosio showed

that arsenic was volatilized by certain fungi. The evolved arsenical gas became known as

‘Gosio gas’. It was not until the 1930s that the volatile arsenical was identified as

trimethylarsine (Me3As) by Fredrick Challenger and his associates based at the University

of Leeds. In the mid I940s, Challenger proposed amechanism for biomethylation of arsenic

by fungi. Over the 1970s and 1980s a large number of naturally occurring arsenic

compounds were identified and the range of organisms capable of biomethylation of

arsenic was greatly extended. The 1989 review by Cullen and Reimer [5] was the first

comprehensive review of environmental arsenic compounds and of the underlying chemical

and biological processes. Since that time arsenic metabolism [6, 7] and organoarsenic
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compounds inmarine [8] and terrestrial [9] environments have been well served by reviews.

Cullen’s recent book [10] intriguingly entitled ‘Is Arsenic an Aphrodisiac? The Socio-

chemistry of an Element’ provides an entertaining and informative examination of the

history of arsenic notoriety (and beneficial effects), and includes much in relation to

biomethylation and the environmental distribution of organoarsenic compounds. Recent

research on inorganic arsenic biomethylation has focused on mammalian metabolism,

especially in humans. The present chapter considers the classical mechanism(s) of arsenic

biomethylation as they relates to microorganisms, before dealing with the more recent

developments of mammalian arsenic biomethylation. Whilst the relation between arsenic

biomethylation and formation/degradation of some of the major forms of organoarsenic

compounds is also considered in this chapter, it was not the intention to review the

environmental distribution of organoarsenic compounds in the natural environment.

Research into antimony biomethylation has lagged behind that for arsenic, with earliest

papers appearing in the mid 1990s. At around that time, microbial volatization of antimony

present in PVC covers of cot mattresses was hypothesized to be a cause of cot death and this

further stimulated research into antimony biomethylation. Themicrobial biomethylation of

antimony has been reviewed [11], as has the distribution of organoantimony compounds in

the environment [12, 13]. Research into biomethylation of bismuth has lagged behind even

that for antimony, with the first report [14] of microorganisms capable of bismuth

biomethylation appearing as late as 2000, by Michalke and coworkers. Indeed, most of

subsequent developments on bismuth biomethylation are attributed to the same group

of researchers. There is little or no evidence to indicate that mammalian cells are capable

of biomethylating antimony or bismuth and, as previously mentioned, the organometal

(loid) chemistry of these elements is much simpler than that for arsenic. Given the relative

paucity of published literature on antimony or bismuth biomethylation compared to that

for arsenic, an aim of the present chapter was to comprehensively review the literature on

biomethylation of antimony and bismuth, both in regards to biomethylating organisms

and environmental distribution of the methylated products.

7.2 Biomethylation of Arsenic

There is a long history of research on the biomethylation of arsenic, which has involved a

host of chemists, microbiologists, biochemists, toxicologists and most recently, molecular

biologists.

7.2.1 Microbial Biomethylation of Arsenic

The seminal research of Fredrick Challenger and his associates commencing in the 1930s

provided chemical evidence that certain fungi, including Scopulariopsis brevicaulis, were

capable of methylating inorganic arsenic [15, 16]. A scheme for arsenic biomethylation

involving a series of steps, in which the reduction of arsenate is followed by oxidative

methylations, was proposed [16]. The scheme, shown as Figure 7.1, is commonly referred to

as the Challenger mechanism. Subsequent research by several researchers has extended the

range of fungi capable of arsenic biomethylation; see a review on arsenic speciation by

Cullen and Reimer [5].
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Cullen et al. [17] addressed the question of what was the source of the methyl groups

needed to produce methylated arsenicals by fungi. They showed that when L-methionine-

methyl-d3was added to aerobically growing fungal cultures, theCD3 labelwas incorporated

intact into the evolved Me3As to a considerable extent, which indicated that S-adenosyl-

methionine (SAM)was the likelymethyl donor, that is, transfer of the carbonium ion (Meþ)
from SAM to arsenic. The structure of SAM is shown in Figure 7.2a. Methylated arsenic

species identified during incubation of various fungi, including filamentous Gliocladium

roseum and the yeast Cryptococcus humicola, with inorganic arsenic were consistent with

the intermediates in the Challenger scheme. Fungal biomethylation of arsenic via the

Challengermechanismand involvingSAMasmethyl donor is nowwell established [17, 18].

Using the same CD3 labelling approach, Cullen et al. [19] showed that the marine alga

Polyphysa peniculus used SAM, or some related sulphonium compound, as the methyl

donor in the bioconversion of arsenate to a dimethylarsenic derivative. The Challenger

Figure 7.1 Arsenic biomethylation according to the Challenger mechanism (as proposed for
fungi) involving alternate oxidative methylation (OM) and reduction (R) steps. Arsenate, As(V);
arsenite, As(III);methylarsonate,MA(V);methylarsonous acid,MA(III); dimethylarsinate, DMA
(V); dimethylarsinous acid, DMA(III); trimethylarsine, TMA(III)
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mechanism has also been suggested for prokaryotes [20], although an alternative mecha-

nism may exist in these organisms.

Bacterial methylation of inorganic arsenic has been studies extensively in methanogenic

bacteria. McBride and Wolfe [21] were the first to report on bacterial volatilization of

arsenic; the formation of dimethylarsine byMethanobacterium bryantii. Since then several

volatile methylated arsenic species have been detected in pure anaerobic cultures and in

anaerobic ecosystems. Most notably, Michalke et al. [14] showed that Methanobacterium

formicium was an efficient producer of mono-, di- and timethylarsine (i.e., gaseous

MeAsH2, Me2AsH and Me3As) from inorganic arsenic, while three other obligate anae-

robes; Clostridium collagenovorans and two Desulfovibrio spp, produced only trimethy-

larsine and in relatively small amounts. The original work of McBride and Wolfe [21]

demonstrated that methyl transfer to arsenic by M. bryantii was enzymatically mediated.

These authors also reported that methylcobalamin (structure shown in Figure 7.2b) was far

more efficient than CO2 as a methyl donor in the formation of dimethylarsine from arsenate

by M. bryantii, and that neither serine nor 5-methyltetrahydrofolate was a methyl donor.

Partly based on these findings, an anaerobic biomethylation pathway for dimethylarsine

production byM. bryantii was proposed [21], involving methylcobalamin as methyl donor

and a four electron reduction of dimethylarsinate as the final step:

Arsenate�!2e arsenite�!Me
methylarsonate�!Me

dimethylarsinate�!4e dimethylarsine:

Definitive evidence for the scheme has not been found and almost 40 years later there is

still no consensus as to a mechanism for dimethylarsine formation by anaerobic bacteria.

Numerous reports [5, 20, 22] have considered the possible chemistry for enzymatic and

nonenzymatic methyl transfer from methylcobalamin to arsenic. In principle, methylation

of arsenic by anaerobic bacteria involving methylcobalamine could occur by direct transfer

Figure 7.2 Biological methyl donors involved in metal(loid) biomethylation. (a) S- adenosyl-
methionine (SAM); (b) N-methylcobalamine (Me-CoB12). Reprinted from [1] with permission
from Elsevier
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from methylcobalamine or by indirect transfer involving a carrier molecule; three possible

mechanisms of methyl group transfer from methylcobalamin to arsenic have been pro-

posed [20]:

Me-CoIII ! : Me� þ þCoIII ð7:1Þ

Me-CoIII ! �Meþ �CoIIðB12rÞ ð7:2Þ

Me-CoIII !Meþ þ�CoIðB12sÞ ð7:3Þ

The transfer ofMeþ (Equation 7.3) involves reduction followed by oxidativemethylation

and is thus mechanistically similar to the Challenger scheme involving SAM. However, in

paramagnetic studies [21] the expected Co(I)� species (B12s) was not detected, rather the

B12r with a Co(II) centre, which suggests operation of a free-radical mechanism involving

haemolytic cleavage of themetal (Co)-carbon bond (Equation 7.2). If indirect transfer of the

methyl group occurs, SAM is a candidate carrier molecules and bothmethionine synthetase

and methionine adenosyltransferase could be involved [20]. However, methylation of SAM

bymethylcobalamin has not been definitively demonstrated. Other molecules hypothesized

to be involved in methylcobalamin mediated biomethylation of arsenic include glutathione

(GSH) and coenzyme M (CoM). The latter molecule plays a role in methane generation

in methanogenic bacteria, includingM. barkeri, with Me-CoM involved in the final step of

this process.

Genome sequencing indicates that almost all bacteria and archaea have arsenic-resistance

(ars) operons that confer resistance to arsenite and arsenate [23]. Such widespread

occurrence of ars genes probably reflects the ubiquitous occurrence of arsenic in the

environment; the molecular genetics of microbial arsenic resistance has been recently

reviewed [6]. In most organisms studies, the ars operon encode transport proteins that

exports arsenite from the cell. A methyltransferase (Cyt19) linked to thioredoxin-thior-

edoxin reductase has been shown to be involved in a novel SAM dependent pathway in rat

liver [24]. A homologue of Cyt19, ArsM, has recently been shown to be present in 126

Bacteria and 16 Archaea [25]. ArsM has been characterized in Rhodopseudomonas

palustris and recombinant arsM from R. palustris expressed in an arsenic hypersensitive

strain of Escherichia coli confers the ability to generate trimethylarsine, as well as arsenic

resistance [25]. The recombinant protein was purified and shown to catalyse transfer of

methyl groups from SAM to As(III) foming di- and trimethylated species, with trimethy-

larsine as the final product. Based on these findings a mechanism of arsenite resistance

through methylation and subsequent volatilization has been proposed [25]. Because ArsM

homologues are known to be widespread in nature, this microbial mediated transformation

could have an important impact on the global arsenic cycle.

7.2.2 Mammalian Biomethylation of Arsenic

For most mammalian species, including humans, a large proportion (50–70%) of ingested

arsenate is reduced, mainly in the blood, to arsenite [26]. Reduction of arsenic can occur

enzymatically via arsenate reductase, but also nonenzymatically via glutathione [27]. Since

arsenite at physiological pH is mainly in an undissociated form, it is much more rapidly
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taken up by hepatocytes than ionized arsenate [26]. Both forms of inorganic arsenic are

actively transported into cells, arsenite via aquaglyceroporins and arsenate via phosphate

transporters [28].

Cellular efflux of arsenite in eukaryotes involves glutathionylation coupled to removal of

the As(GS)2 from the cytosol by ABC type membrane transported proteins [6]. An

alternative means of extrusion of arsenite from cells is methylation, with subsequent

cellular export of the methylated species and excretion via urine [29]; exposure to inorganic

arsenic leads to the appearance of high concentrations of dimethylarsinic acid [DMA(V)]

and to a lesser extent methylarsonic acid [MA(V)], in the urine [30]. Compared with the

corresponding trivalent methylated species, these pentavalent species are much more water

soluble, much less reactive and have much lower affinity for biological tissue; factors that

favour preferential excretion of the pentavalent forms. Susceptibility of methylarsonous

acid [MA(III)] and dimethylarsinous acid [DMA(III)] to oxidation may also contribute to

the presence of MA(V) and DMA(V) in urine. Urinary arsenic profiles in humans and their

relation to arsenic toxicity and to variation in genes of arsenic metabolism are discussed in

Section 7.2.2.1.

In mice, the specific activity for arsenic methyltransferase in various organs has the

following order: testesH kidneyH liverH lung [31]. However, in most mammals includ-

ing humans, the principal site of arsenic methylation is considered to be the liver [32, 33].

The two alternating steps involved in inorganic arsenic metabolism in mammals (reduction

of arsenate to arsenite, followed by oxidative methylation) are thought to be catalysed by

MA(V) reductase and arsenic methyltransferase respectively; both enzymes have been

extensively characterized (see for example ref. [34–37]). Human MA(V) reductase is a

member of the glytathione-S-transferase superfamily [34], often referred to as hGST-omego

(GSTO), and catalyses the reduction of arsenate to arsenite as well the reduction of MA(V)

to MA(III) and DMA(V) to DMA(III). In addition, a purine nucleoside phosphorylase

(PNP) has been purified from rat and human liver and shown to catalyse inorganic arsenate

to arsenite [36, 38, 39]. Figure 7.3 shows an enzyme catalysed pathway for arsenic

biomethylation in mammals, which is consistent with the Challenger mechanism of

alternate reduction and oxidative methylation steps. In rats, further metabolism of DMA

forms trimethylarsine oxide (Me3AsO), which can be excreted in the urine and reduced to

trimethylarsine (Me3As) [40].

An alternative arsenic methyltransferase has been described in detail by Thomas and

coworkers [24, 41]; a SAMdependentmethyltransferase from rat liver cytosol that catalyse,

in the presence of exogenous or physiological reductant, themethylation of arsenite through

to dimethylated species. This 42-kDa enzyme had sequence motifs common to many non

nucleic acid methyltransferases and was closely related to methyltransferases identifies by

conceptual translations of cyt19 genes of mouse and human genomes. The rat liver arsenic

methyltransferase was designated as Cyt19 and a scheme linking the enzyme and thior-

edoxin-thioredoxinreductase in themethylationofarsenicalswasproposed[24] (Figure7.4).

The scheme illustrates a possible dual enzymatic role for Cyt19: oxidative methylation of

trivalent arsenicals involving SAM and reduction of MA(V) involving thioredoxin as

reducing agent. In the proposed scheme, a thioredoxin reductase (TR) generates reduced

thioredoxin [Trx-(SH)2] and is coupled to MA(V) reducton through a Trx-TR-NADPH

reaction. Such a reaction has been shown to provide reducing equivalents for reduction of

arsenate by an arsenate reductase from Staphylococcus aureus [42]. Further evidence in
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support of the proposed scheme includes the observation that MA(III) is a very potent

inhibitor or TR activity [43], which indicates a possible feedback control mechanismwithin

the scheme involvingMA(III) as effector [24]. Thomas et al. [24] emphasized, however, that

other cellular reductants may provide reductants for Cyt19, for example, the coupled

reduction systemglutaredoxin–GSH reductase-GSHknown to support reduction of arsenate

by Saccharomyces cerevisiae arsenate reductase [44]. The proposed combined action of rat

Figure 7.3 Generally accepted enzymepathway for arsenic biomethylation inmammals based
on the Challenger mechanism. S-adenosylmethionine, SAM; S-adenosylhomocysteine, SAHC;
glutathione, GSH. Enzyme catalysed steps: (1) GSTO or PNP; (2) arsenite methyltransferase;
(3) GSTO; (4) arsenite methyltransferase; (5) GSTO. Steps shown in parentheses apply to some
rodents, with TMAO believed to be formed from DMA(V). See main text for explanation of
enzymatic steps
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Cyt19 as a methylase and as a reductase does not appear to apply to methyltransferases

purified from tissues of other species, for which distinct reductases are involved in reduction

of pentavalent forms of arsenic [6].

Kobayashi et al. [45] have recently reported on the expression and activity of cyt19 in rat

tissues; both mRNA and protein levels were highest in the liver, with intermediate

expression of cyt19 mRNA observed in the heart and tissue. Furthermore, the liver cytosol

was identified as the site for production of methylated arsenicals [45]. Cyt19 has also

recently been found as a high abundance protein in mouse neuroblastoma cells [46].

Hayakawa et al. [47] have proposed that human metabolism of arsenite to MA and

DMA takes place through an alternative pathway to that of Challenger, not involving

oxidativemethylation (Figure 7.5). In the Hayakawa pathway, arsine triglutathione (ATG) is

generated nonenzymatically from arsine in the presence of glutathione (GHS). Subsequently,

methylation of ATG at the arsenic atom is catalysed by a methyltransferase (Cyt19) utilizing

SAM as methyl donor, with the formation of monomethylarsonic diglutathione (MADG).

Further methylation ofMADG via Cyt19 forms dimethylarsine glutathione (DMAG). These

methylated arsenic intermediates, MADG and DMAG, oxidize to MA(V) and DMA(V)

respectively. The pathway has found favour [29] since the proposed final products, MA(V)

and DMA(V), are the major arsenic metabolites in urine; unlike the Challenger pathway

[5, 16] where these metabolites appear as intermediates. It has been noted however that the

involvement of Cyt19 in human arsenic biotransformation is speculative since the enzyme

has not been purified from human tissue and questions remain as to its inducibility in

human liver [29]. Nevertheless, human Cyt19 has been prepared using DNA recombinant

technology [48] and lack of arsenicmethylation in the chimpanzee is thought to be a result of

deletion of a nucleotide deletion in its cyt19 gene [41]. The HUGO Gene Nomenclature

Committee’s has designated cyt19 as As3mt.

Figure 7.4 Proposed scheme for dual role, oxidative methylation and reduction, of Cyt19 in
arsenic biomethylation. The redox active protein thioredoxin provides reducing equivalents for
Cyt19 reduction of MA(V) to MA(III). Thioredoxin is in turn reduced by the NADPH dependent
enzyme thioredoxin reductase. S-adenosylhomocysteine, SAHC. Adaptedwith permission from
[24] with permission from Elsevier
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7.2.2.1 Arsenic Biomethylation and its Relation to Arsenic Toxicity in Humans

Chronic exposure to inorganic arsenic through drinking water has been associated with

hyperkeratosis, spotted melanosis, skin pigmentation and lung cancer [49]. The research of

Cullen and his associates [5, 50–52] extended the concepts of Challenger’s work and

explored the relationship between arsenic methylation and arsenic toxicity. Over the past

decade, exploration of this relationship by researchers working with mammalian cell

systems has led to significant advances in understanding of arsenic biomethylation. In a

recent review, Tseng [7, 53] highlights the relation between inorganic arsenic methylation

and the non cancerous health hazards associated with chronic exposure in human.

Methylation of inorganic arsenic is generally considered to be a detoxification process

since it results in lowered general toxicity, with lethal doses of MA(V) and DMA(V)

reported to be higher than those of their inorganic counterparts [54, 55]. Furthermore, low

resistance to arsenic in somemammalian species, such marmoset monkey and chimpanzee,

is often attributed to their inability to methylate inorganic arsenic [41, 56] and a greater

susceptibility to serious arsenic poisoning in children is thought to be caused by a lower

degree of arsenic methylation capability when compared to adults [56]. Sakurai

et al. [54, 57] have reported on DMA(V) as an inducer of apoptosis in various mammalian

Figure 7.5 Proposed ‘alternative’ pathway for arsenic bioconversion in mammals involving
glutathione arsenic compounds as substrates for a methyltransferase enzyme. In the scheme
shownCyt19 is shownas onepossiblemethyltransferase.Unlike the scheme shown in Figure 7.3,
this alternative pathway is not based on theChallengermechanism and the ultimate products are
pentavalent forms of methylarsenic compounds. Arsine triglutathione, ATG; monomethylarso-
nic diglutathione, MADG; dimethylarsine glutathione, DMAG. Adapted with permission from
[47]. Copyright Springer Science + Business Media
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species/cells. Since apotosis is a process by which organisms remove damaged, precancer-

ous or redundant cells without evoking an inflammatory response, these authors proposed

that biomethylation of inorganic arsenic in humans is a detoxicating event by not only

reducing its acute toxicity but also by reducing its inflammatory potency.

It is well established that the arsenic species formed during biotransformation of

inorganic arsenic vary markedly in their toxic potency and characteristics of interaction

with biological systems, with trivalent methylated forms MA(III) and DMA(III) having

greater cytotoxic and genotoxic than both arsenate and arsenite [50, 58, 59]. Some

researchers have therefore questioned the involvement of arsenic methylation in detoxifi-

cation [50, 51]. Trivalentmethylated arsenic species have also been shown to bemore potent

that arsenite as inhibitors of key cellular enzymes, such as pyruvate dehydrogenase,

glutathione reductase and thioredoxin reductase [52, 60, 61]. Variability in arsenic toxicity

among relatively homogenously exposed human populations has been observed [62, 63]

and, although MA(V) and DMA(V) are the major urinary arsenic metabolites in humans,

variations in urinary arsenic metabolic profiles in humans have also been reported [7, 64].

Increased proportions of MA(V) and deceased proportions of DMA(V) in urine are

associated with increased retention of arsenic in the body and increased arsenic toxicity

[7, 26, 65, 66]. Inhibition of the secondmethylation step of inorganic arsenic would increase

the chance of cellular exposure to toxic MA(III). Conversely, individuals with an unusually

lower proportion of urinary methylated arsenic as MA(V) may have a faster elimination of

ingested inorganic arsenic [26]. Tseng [7] has speculated that a significant portion of

measured MA(V) may be derived from MA(III), i.e. MA(III) may be excreted in the urine

and rapidly oxidized to MA(V). High MA(V) in urine may therefore only be a marker of

high MA(III) in blood and inside cells where the toxic effects of arsenic occur, which is a

possible explanation of why individuals with a low proportion of MA(V) in urine tend to

have a lower risk of developing arsenic induced diseases [7]. Tseng [7] also points out that an

elevated MA(V) measured in most studies of urinary arsenic metabolites actually measures

a significant proportion of MA(III), thus highlighting the need for improved speciation of

arsenic metabolites in urine.

Variation in the genes of arsenic metabolism has been investigated as a possible

explanation for differences in urinary arsenic profiles and in arsenic toxicity within human

populations. A stronger correlation in arsenic methylation related phenotypes among

siblings than among genetically unrelated individuals has been reported [67]. Genetic

polymorphisms for human cyt19 (As3mt) have been reported in aMexican population [68],

with some of the sites associated with differences in the ratio of urinary DMA(V) and MA

(V) in children. Genetic polymorphism for hGST-omego [MA(V) reductase] has also been

reported and is considered a possible explanation for differences in urine arsenic profiles and

in toenail arsenic concentrations in human populations exposed to inorganic arsenic through

drinking water [69–72]. Brima et al. [64] investigated arsenic metabolism through

comparison of arsenic levels in the urine, hair and fingernails of healthy volunteers from

three unexposed ethnic groups in theUK.They reported significantly different levels of total

arsenic in fingernails and urine and a higher percentage of urinary DMA(V) in a Somali

Black African group, which suggested a different pattern of arsenic metabolism in this ethic

group when compared with Asians and Whites. Engstrom et al. [73] recently investigated

how polymorphisms in six genes affected the urinary metabolite pattern in a group of

indigenouswomen inNorthernArgentina exposed to arsenic in drinkingwater,who had low
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urinary percentages on MA(V) and high percentages of DMA(V). The study found three

polymorphisms in As3mt (i.e. cyt19) that were associated with lower percentage of MA(V)

and higher percentage of DMA(V). The authors concluded that polymorphisms in As3mt

were responsible for a large part of the interindividual variation in arsenic metabolism and

susceptibility.

7.2.3 Arsenic Biomethylation/Demethylation and Organoarsenic Compounds in

the Environment

Arsenic has an extensive organoarsenic chemisty with more than 30 naturally occurring

arsenicals identified. Research on environmental organoarsenic chemistry has focused on

marine systems and a summary of the literature up to 1993 is provided by Francesconi and

Edmonds’ 1997 review [74]. The main developments in environmental and biological

aspects of organoarsenic chemistry over the 1993–2005 period have recently been summa-

rized [1]. Developments since 1993 are large due to improved analytical techniques and

includes the discovery of new classes of organoarsenic compounds, such as thioarsenicals

found in sheep urine [75] and algae, and arsenolipids found in certain algae and in fish

oils [76]. Figure 7.6 shows the structures of a selection of naturally occurring thioarsenicals,

the oxo analogues of which been shown to be involved in the synthesis and degradation of

the major classes of organoarsenic compounds (Figure 7.7). The thioarsenicals are likely to

arise from sulfuration of the oxo-analogs. There are detailed reviews of the occurrence of

organorarsenic compounds in both marine [8] and terrestrial [9] environments.

Aschemeillustratingpossible involvementofmethylation/demethylationprocesses in the

synthesis and degradation of arsenosugars and arsenobetaine is shown as Figure 7.7.

Arsenosugars occur mainly in marine algae and at concentrations up to around 100mg As

kg�1. They are produced de novo by the algae through oxidativemethylation (the Challenger

mechanism) of arsenate in seawater. Most of the arsenosugars identified are based on a

dimethylarsinoylriboside structure with variation in arsenosugar structure arising from

Figure 7.6 Selection of naturally occurring thioarsenicals. During storage these thioarsenicals
undergo abiotic conversion to oxo-analogues (structures shown in Figure 7.7)
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different aglycone groupings comprising common algal secondary metabolites. Trimethy-

larsonioribosideshavealsobeen identifiedin traceamounts inmarinealgaeandare thought to

arise from further oxidative biomethylation of a dimethylarsinoylriboside. In marine

animals, the situation is much simpler since the appreciable quantities of arsenic present

are almost entirely arsenobetaine (trimethylarsonioacetate). This compound has also been

found in some terrestrial biota, including mushrooms and earthworms. Although arseno-

betaine was first identified as the major arsenical in marine animals some 30 years ago,

the route of biosynthesis of this compound is still not clear. Central to discussion on

Figure 7.7 Proposed scheme illustrating the involvement of methylation/demethylation pro-
cesses in the synthesis and degradation of arsenosugars and arsenobetaine. Bold arrows indicate
steps in the degradation of arsenobetaine, all of which are known to be catalysed by bacteria. All
steps in the degradation of arsenosugars to arsenobetaine are also known to be catalysed by
bacteria. Formation of dimethylarsenoadenosyl from DMA(V) is postulated [159] to occur by
transfer of the adenosyl group from SAM
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arsenobetaine biosynthesis are the oxo-arsenosugars, which are abundant in marine algae.

Early laboratory experiments showed that anaerobic microbial activity from marine sand

rapidly converts algal arsenosugars (dimethylarsinoylribosides) to the oxo-arsenosugar

dimethylarsinoylethanol (oxo-DMAE), a readily seen precursor of arsenobetaine via

oxo-dimethylarsinoylacetate (oxo-DMAA). More recently, Ritchie et al. [77] reported that

a lysed cell extract of aPseudomonas sp. was capable of bioconversion of pure oxo-DMAA

substrate toarsenobetaineand thatprovisionofSAMtobioconversionmixturesenhanced the

enzyme catalysed reaction. This work provides further evidence for a part of the scheme

illustrated as Figure 7.7 and suggests that in natural systems the oxidation of DMAE to form

DMAA would precede the reduction and methylation at the arsenic atom. Since the

Pseudomonas sp. was isolated from marine mussel, the work also highlights a possible

direct involvement of bacteria in the biosynthesis of organoarsenic compounds within

marine systems.

In the scheme discussed above, arsenosugars, which are formed de novo through

biomethylation of inorganic, degrade in the natural environment to form the precursors

of arsenbetaine formation through biomethylation. An alternative scheme for formation of

arsenobetaine has been proposed [78] that is independent of arsenosugar biosynthesis and

degradation, with DMAA being formed through a process of ‘arsenylation’ involving

DMA(III) and glyoxylate. It has also been speculated that thioarsenicals may be involved

in the formation of arsenobetaine, possibly through an abiotic methylation process;

arsenobetaine is formed in a reaction of thio-DMAA in MeCN and methyliodide [1].

Degradation of arsenosugars and arsenobetaine in the natural environment through

dealkylation and demethylation processes gives rise to MA(V) and DMA(V). It follows

that the presence of these methylated arsenic species in environmental samples may not

reflect de novo synthesis of these compounds from inorganic arsenic. In the case of

arsenobetaine, it is expected to be released into seawater through death and decomposition

of marine animals yet this orgnoarsenic compound has never been detected inmarinewater.

The ability of mixed cultures of marine microorganisms from a diversity of sources to

degrade arsenobetaine is well established and two routes of arsenobetaine degradation have

been established, as illustrated in Figure 7.7. Jenkins et al. [79] were the first to report that

particular bacteria in pure culture were capable of degrading arsenobetaine, via enzymatic

cleavage of both the methyl-arsenic and carboxymethyl-arsenic bonds giving rise to

DMA(V). Harrington et al. [80] have recently reported on the biodegradation of

arsenobetaine by bacteria from the human gastrointestinal tract. This research highlights

the possible involvement of human gastrointestinal tract flora in the demethylation of

arsenobetaine, which may contribute to increased levels of arsenic metabolites, such as

MA(V) and DMA(V), excreted via the urine following consumption of seafood.

In aerobic terrestrial and aqueous environments, common bacteria such as Alcaligenes,

Mycobacterium and Pseudomonas as known to demethylate mono- and dimethylarsenic

compounds with the formation of inorganic arsenic [81, 82]. Demethylation of methy-

larsenic acids excreated bymarine algae is considered an important part of the biogeological

cycling of arsenic, although little is known about the biochemical mechanism(s) involved.

Thioarsenicals, such as the compounds shown in Figure 7.6, may be involved in the

formation and degradation of arsenosugars and of arsenobetaine. Abiotic in vitro reactions

(e.g., involving methyl iodide as methyl donor) suggests that in vivo methylation and

reduction of thioarsenicals is likely to occur more readily that for the oxo-analogues.
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However, the presence of thioarsenicals in sheep urine may be explained by degradation of

dietary arsenosugars leading to formation of oxoarsenicals, which then react with H2S

(probably arising in vivo through desulfuration of cysteine) to form the thio

analogues [75, 83].

7.3 Biomethylation of Antimony

7.3.1 Organoantimony Compounds in the Environment

Unlike arsenic, there is no evidence for an extensive organometallic chemistry for antimony

in the natural environment. Methylantimony species detected in environmental samples are

thought to arise de novo through biomethylation of inorganic antimony. The first reports on

organometallic antimony compounds in the aquatic environment were in the early 1980s,

using HG-GC-AAS. Later reports [84, 85], however, questioned the nature of the standard

compounds used for the analysis and the experimental conditions used for the hydride

generation during analysis are now known to produce artefacts [86]; demethylation of

Me3Sb species occurs during hydride generation in low pH reaction mixtures. The

molecular structure of the compounds with carbon-antimony linkages detected in the

environment in the early reports therefore remains unresolved.

Table 7.1 presents concentration ranges for MeSb, Me2Sb and Me3Sb species in various

environmental compartments, based on published reports from 1991 onwards. Methylan-

timony species have been detected in sediment from a river in Germany using HG-GC-ICP-

MS [87], with species concentration in the order MeSbHMe2SbHMe3Sb. This order for

methylantimony species in river sediments has recently been confirmed by other work-

ers [88], who reported approximately 10-fold lower concentrations of the species in flowing

water sediments compared with standing water sediments. Highest concentrations of

methylantimony species in river sediment were associated with fractions containing the

highest concentration humic substances and containing up to 40% clays and silt parti-

cles [88]. All three methylantimony species have also been detected, using HG-GC-ICP-

MS, in geothermal waters from New Zealand, with dimethylantimony at the highest

concentration (31 ng Sb kg�1) [89]; the reliability of the quantification has, however, been

questioned [13]. Koch et al. [90] detected, using HG-GC-AA, methylantimony species

including Me3Sb in water samples from two antimony rich environments in Canada. MeSb

andMe2Sb species have also been detected in various ocean and sea waters, although again

the early reports [91–93] are questionable since the hydride generation methodology is

known to produce artefacts [86].

Dodd et al. [94] have reported on organometallic antimony compounds in pondweed

(Potamogetan pectinatus) fromapolluted region inCanada.Me3Sb,Me2Sb andMeSbwere

identified in this sample, usingHG-GC-MS following extractionwith 0.2mol l�1 acetic acid;
quantificationof themethylantimonyspecieswasnot reported.Methylantimonycompounds

have also been found in plants (liverwort andmoss) associatedwith a disused antimonymine

in Scotland, using HG-GC-AAS [95]. Levels of Me2Sb in the 100–200 mg (kg dry weight

range)�1were present in the biota andMeSbwas detected in some samples. In a similar study,

methylated antimony species were found in a variety of plant species from antimony rich

regions of Yellowstone, Canada, following extraction with methanol/water [90]. These
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Table 7.1 Methylated antimony species in the environment and biota (selection of references)

Source Concentration (range, or mean� SD) Analysis Reference

MeSb Me2Sb Me3Sb

Soils:
- Arable 0.55–56.03 0.24–6.18 G0.001–0.28mg kg�1 HG-PT-GC/ICP-MS [103]
- Garden G0.007–19.98 0.05–7.59 H0.001–0.12
- Food plain 0.10–0.07 0.01–0.03 0.03–0.19
- Abandoned Industrial 1.42–35.4 G0.005–3.60 G0.001–0.07
Sewage gas — — 0.62–15mg Sbm�3 GC-ICP-MS [100, 102]
Landfill gas — — 23.9–71.6 (confirmation by

GC-MS)
River sediment 0.2–9.8 0.1–1.2 0.1–0.9mg Sb kg�1 HG-GC-ICP-MS [87]

0.2–18 0.02–8 0.001–0.3mg kg�1 HG-PT-GC/ICP-MS [88]
Pondweed (Potamogetan sp.)
(polluted Canadian lakes)

d-nq d-nq d-nq HG-GC-MS quadrupole [94]

Oceans/seas:

� Black sea ðsurface waterÞ
� Balthic sea

�Western Atlantic ocean

�North Pacific Ocean

) aMeSb and/or Me2Sb species detected HG-GC-AAS
(or photoionization)

[91–93,
153,154]

Plant & moss extracts:
(site adjacent to Sb mine, UK)
- Liverwort — 181� 26mg kg�1 — [95]
- Moss — 101� 15 —
Snail (Stagnicola sp) — d-nq d-nq headspace HG-GC-MS [90]
Moss (Yellowknife, Canada) — d-nq d-nq
- various species, including
Drepanocladus and Funaria

HG-GC-AAS & MS [90]

Cot mattresses (used) d-nq d-nq G20–115 ng Sb g�1 HG-CT-GC-AAS [115]
- inner-foam

d-nq: detected but not quantified.
Purge and trap, PT; gas chromatography, GC; mass spectrometry, MS; hydride generation, HG; atomic absorption spectrometry, AAS; inductively coupled plasma, ICP; cryogenic trap, CT.
aOrigin of methylated species questioned; may have arisen as artefacts of HG.
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authors also reported methylantimony species in an animal, the snail Stagnicola, from an

antimony rich region of Yellowknife, using a headspace HG-GC-MS method.

Further reports of methylantimony compounds in the environment concern volatile

metalloid species in sewage and landfill fermentation gases [96–101], and in hot

springs [98]. Me3Sb was found in these emissions, with reported concentration ranges for

sewage and landfill fermentation gases of 0.62–0.15 and 23.9–71.6 mg Sbm�3 respectively
[102]. Condensed water samples from the landfill gas collection pipeline [96] and standing

water (through which landfill gases percolate) on a landfill site [86] have been reported to

contain all three methylantimony species. Me2Sb and Me3Sb species have also been

detected both above and within algal mats growing in hot springs [98].

Duester et al. [103] reported on concentrations of methylantimony species in a variety of

different soils and on historic and present land use as factors that may have influenced such

concentrations. For all soil investigated, MeSb was found to the main organoantimony

species present with highest concentrations found in arable soil. The generally higher levels

of organometal(loid) (As, Sb, Sn) in agricultural and garden soils, compared with aban-

doned industrial sites and flood plain soil, was partly attributed to both the cultivation and

the increased biological activity of the agricultural soils. Soil parameters (pH, water content

or temperature) did not correlate with the degree of biomethylation observed [103]. In

contrast to the lower in vitro biomethylation efficiency of antimony when compared with

arsenic in microbial incubations (see Section 7.3.4.1), Duester et al. [103] detected higher

proportions of methylantimony species in situ in soil samples and questioned the reliability

of the currently accepted model of antimony biogeological cycling in the real environment.

7.3.2 Antimony Biomethylation in Mammals

Although methylantimony species have been detected in very low abundance in human

urine [101], unequivocal evidence for in vivo antimony biomethylation by humans has not

been reported. Biomethylation of arsenic by rat liver cytosol has been shown to be

completely inhibited by administration of antimony tichloride to rats, but there was no

evidence of antimony biomethylation in vivo [104]. There are recent reports of antimony

biomethylation by faeces incubated anaerobically, and by methanoarchaea and bacterial

isolates from human faeces [105, 106].

7.3.3 Antimony Biomethylation and its Relation to SIDS

Prior to the mid 1990s there was no definitive evidence for the biomethylation of antimony.

However, the plausibility of microbial biomethylation of antimony was investigated

intensively in relation to the sudden infant death syndrome (SIDS) following a claim that

toxic hydride gases from chemicals in polyurethane chloride (PVC) cot mattress covers,

produced by the filamentous fungus Scopulariopsis brevicaulis, was the primary cause of

SIDS [107]. Antimony was the focus of concern and research in relation to this so called

toxic gas hypothesis since Sb2O3 was incorporated into PVC cot mattress covers as a fire

retardant and there were disputed claims that elevated antimony in postmortem serum and

liver samples of SIDS infants [108]. A multifaceted enquiry by the UK Department of

Health into the toxic gas hypothesis for SIDS concluded that the hypothesis was not

substantiated [109]. Nonbiological leaching of antimony from PVC could explain postnatal

exposure to this element leading to elevated levels in tissue and hair samples [110].
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Although the generation of volatile trimethylantimony by S. brevicaulis from Sb2O3 was

established during the enquiry, there was no evidence to indicate that it had a causal

relationship with SIDS [109, 111]. Much of the research initiated in response to the

Government enquiry into the toxic gas hypothesis focused on aerobic fungal isolates and

PVC covers as the site of microbial activity. Subsequently, in response to several reports of

antimony being volatilized by mixed cultures of bacteria growing under anaerobic con-

ditions [112–114], a modified hypothesis was propose in which anaerobic bacteria become

established in the polyurethane foam of cotmattresses and volatilize the inorganic antimony

arising through leaching from PVC [115]. Testing of this hypothesis demonstrated that past

microbial activity had given rise to involatile methylated species of antimony in more than

60% of used cot mattress foams (see Table 7.2) [115]. Abiotic oxidation of biogenic

trimethylantimony together with physical adsorption of methylantimony forms to the

polyurethane foam were thought to account for an apparent absence of ‘escaped’ volatile

antimony species. Furthermore, there was no evidence to suggest from comparison of SIDS

and control groupmattresses that levels ofmethylantimony forms in the foams have a causal

relation to SIDS. The outcomes of this research initiated a change in focus in relation the link

between SIDS and cot mattresses, from volatile gases to the presence of harmful bacteria.

There is now substantial evidence to implicate Staphylococcus aureus as an aetiological

agent in SIDS and its variable presence in different types of cot mattresses provides a

mechanistic explanation for several risk factors for SIDS [116–119].

7.3.4 Microbial Biomethylation of Antimony

Awide range of bacteria and fungi grown under aerobic and/or anaerobic conditions have

been shown to biomethylate various inorganic antimony substrates, with the formation of

one or more methylated species. Table 7.2 summarizes the various studies on microbial

biomethylation of antimony in regards to organism, experimental incubation conditions,

antimony substrate, phase analysed, methylated products, and means of product detection.

The structures of antimony substrates commonly used in biomethylation studies are shown

in Figure 7.8.

7.3.4.1 Microbial Biomethylation of Antimony under Aerobic Conditions

The first report [120] of antimony methylation by a characterized aerobic microorganism

was in 1998, with the formation of trimethylstibine (gaseous Me3Sb) by S. brevicaulis. The

filamentous fungus was grown aerobically in liquid culture in the presence of inorganic

antimony. The existence of biogenic Me3Sb was established following exclusion of oxygen

from cultures after growth, by remote trapping of volatile compounds and analysis by gas

chromatography by mass spectrometry. No other volatile product containing antimony was

detected in culture headspace gases. In a subsequent paper [111], these authors reported that

the yields of volatilized antimony were around twofold higher on a solid medium

[about 6 mg antimony (g dry weight biomass)�1], as compared to liquid culture. The order

of antimony substrates in relation to ease of biovolatilization was reported as PATHHH

Sb2O3HHH Sb2O5HKSb(OH)6 [111]. Other fungal species (Penicillium spp., Aspergillus

spp.,Alternaria sp.) or bacteria (Bacillus spp.) tested under similar experimental conditions

showed no evidence of volatilization of inorganic antimony [111]. Andrewes et al. [121]

confirmed the ability of S. brevicaulis tomethylate inorganic antimony,with the detection of
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Table 7.2 Microbial biomethylation of antimony

Organisms/
enrichment

Incubation Antimony
substrate

Phase
analysed

Antimony
product

Detection Ref.

Scopulariopsis aBiphasic PAT Gas Me3Sb
cGC-AAS/GC-MS [155, 156]

brevicaulis Sb2O3 or Sb2O5 Gas bVolatile Sb ICP-MS [155]
Sb2O3 Gas Me3Sb

cGC-MS [156]
Sb2O5 or PHHA Gas bVolatile Sb ICP-MS

Aerobic PAT Gas Me3Sb
cGC-AAS/GC-MS [122]
cGC-ICP-MS [131]

Sb2O3 Aqueous SbH3, MeSb,
Me2Sb, Me3Sb

HG-GC-ASS [121]

Phaeolus schweinitzii Aerobic PAT or Sb2O3 Aqueous Me2Sb, Me3Sb HG-GC-ASS [124]
Cryptococcus
humicolus

aBiphasic PAT Gas SbH3, Me2Sb,
Me3Sb

SPME-GC-MS [143]

PHHA Gas Me3Sb SPME-GC-MS
Aerobic PAT Aqueous MeSb, Me2Sb, Me3Sb HG-GC-

AAS
[128]

Sb2O3 or PHHA Aqueous Me2Sb, Me3Sb HG-GC-AAS
Flavobacterium sp. Aerobic PAT Aqueous MeSb, Me2Sb,

Me3Sb
HG-GC-AAS [126]

Clostridium
acetobutylicum or C.
cochlearium

Anaerobic PAT Aqueous MeSb, Me2Sb,
Me3Sb

HG-GC-AAS [129]

C. buturicum Anaerobic PAT Aqueous MeSb, Me3Sb HG-GC-AAS [129]
dClostridium sp. Anaerobic PAT Aqueous MeSb, Me2Sb HG-GC-AAS [129]
dClostridium sp. PAT Aqueous MeSb HG-GC-AAS [129]
C. collogenenovorans
Anaerobic or
Desulfovibrio vulgaris

Anaerobic SbCl3 Gas Me3Sb
cGC-ICP-MS [14]

Methanobacterium Anaerobic SbCl3 Gas SbH3, MeSb, cGC-ICP-MS [14, 130]
formicicum Me2Sb, Me3Sb
Methanolobus
tindarius

Anaerobic SbCl3 Gas MeSb, Me3Sb
cGC-ICP-MS [130]

Methanosarcina
barkeri

Anaerobic SbCl3 Gas Me3Sb
cGC-ICP-MS [14, 105, 130]

(continued)
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Table 7.2 (Continued)

Organisms/
enrichment

Incubation Antimony
substrate

Phase
analysed

Antimony
product

Detection Ref.

Methanobrevibacter smithii, Methanosphaera stadtmanae, Methanobacterium thermoautotrophicum, Methanococcus vannielii, Methanococcus
maripaludis, Methanolacinia paynteri, Methanosarcina mazei, Methanoplanus limicola, or Bacteroides vulgatus

Microbial enrichment conditions (undefined mixed cultures):
Nitrate-reducing Anaerobic PAT Gas Me3Sb

cGC-AAS/GC-MS [157]
PAT or PHHA Gas Me3Sb GC-FIC/GC-MS [114]

Methanogenic Anaerobic PAT Gas Me3Sb
cGC-AAS/GC-MS [129, 157]

Fermentative Anaerobic PAT Gas Me3Sb
cGC-MS [157]
eGC-MS [113]

Faeces Anaerobic Sb in faeces Gas Me3Sb
cGC-ICP-MS [106]

Sewage sludge Anaerobic PAT Gas cGC-ICP-MS [135]
Aqueous MeSb, Me2Sb,

Me3Sb
HG-GC-ICP-MS

PAT: potassium antimony tartrate; PHHA: potassium hexahydroxyantimonate. Gas: culture headspace gases. Aqueous: spent liquid culture medium.
aAerobic growth of fungus with trapping of headspace gases under anaerobic conditions.
bVolatile antimony compound not identified.
cPurge of headspace gases onto solid phase trap.
dIsolate from fermentative enrichment culture shown to generate trimethylantimony.
eHgCl2 trap in culture headspace. Gas chromatography, GC;mass spectrometry,MS; hydride generation, HG; atomic absorption spectrometry, AAS; inductively coupled plasma, ICP; solid-
phase micro extraction, SPME; fluorine-induced chemiluminescence, FIC.
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involatile methylantimony compounds, mostly trimethylantimonyoxide [(Me)3SbO], at

concentrations up to 7.1mg Sb l�1 in liquid culture media containing inorganic antimony

(III) compounds. The authors considered thatmethylantimony species in themediawere the

final biotransformation products of antimony (III) biomethylation by aerobic cultures but

did not discount the possible abiotic oxidation ofMe3Sb to produce other methylated forms

of antimony in solution. Later reports [122, 123] established that timethylstibine could be

produced under entirely aerobic cultivation condition (i.e. not requiring an anaerobic

tapping stage) and that this volatile species was the final biotransformation product for

inorganic antimony. Craig et al. [122] postulated that biogenesis of trimethylstibine in

aerobic environments, with subsequent abiotic oxidation of the compound, could account

for the presence of involatile methylated antimony species in natural bodies of water

(Table 7.1) and in the culture media of microbial cultures (Table 7.2).

Involatile Me2Sb andMe3Sb species have been shown [124] to be produced by the wood

rotting fungus Phaeolus schweinitizii, from the inorganic Sb(III) compounds potassium

antimony tartrate (C4H4KO7Sb; PAT) and antimony trioxide (Sb2O3); maximum yield of

Me3Sb was approximately 0.4%. Smith et al. [125] reported on the biomethylation of

Figure 7.8 Selected structures of inorganic antimony andmethylantimony. Inorganic antimony
compounds commonly used as biotransformation substrates in microbial biomethylation
studies: (1) potassum antimonate; (2) potassium antimony tartrate (PAT). Some possible
methylantimony products (compounds 3–5) that might arise from oxidation of biogenically
produced trimethylstibine (MeSb3) [144]. Reprinted from [1] with permission from Elsevier
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inorganic antimony by the anamorphic basidiomycetous yeast Cryptococcus humicolus;

SPME with polydimethylsiloxane fibres was used to trap volatile antimony species in

headspace gases, with subsequent analysis by GC-MS.

Antimony biomethylation by an aerobic bacterium has been reported only relatively

recently [126]. Pure cultures of an aerobically grown Flavobacterium sp. were shown by

HG-CT-AAS toproducedmethylantimony species fromPATsubstrate. Sb(III) concentrations

over the range 0–30mgSb l�1 were shown to influence both the extent of antimony

biomethylation (up to 4.0mgSb l�1) and the relative proportions of the involatile MeSb,

Me2Sb and Me3Sb species formed. Interestingly, provision of inorganic As(III) alongside

Sb(III) was shown to enhanced formation of the involatile methylantimony species up to

eightfold. This report [126] demonstrated that anaerobiosis was not an obligate requirement

for methylantimony formation in prokaryotes, which broadened the range of habitats for

potential formation of methylantimony species in nature. Based on the low yields (G0.03%)

of methylantimony species produced by a Flavobacterium sp., the authors proposed that

antimony biomethylation by aerobic prokaryotes was fortuitous rather that a primary

resistance mechanism for this element. The stimulation of antimony biomethylation through

provision of inorganic arsenic alongside antimony has also been found for other aerobic

microbes; the filamentous fungus S. brevicaulis [127] and the yeast C. humicolus [128].

7.3.4.2 Microbial Biomethylation of Antimony under Anaerobic Conditions

Trimethylstibine production by anaerobic soil/sediment enrichment culture has also been

reported [112–114]. G€urley€uk et al. [114] detected Me3Sb in the culture headspace of soil

bacteria enrichment cultures, when supplied with inorganic antimony in the (III) or (V)

oxidation states. The incubation conditions were designed to promote bacterial growth

through the use of nitrate as terminal electron acceptor in anaerobic respiration. This report

represents the first characterisation of a volatile antimony compound thought to arise

biogenically from an inorganic antimony substrate, although the identity ofmicroorganisms

in soils responsible for the biomethylation was unknown. Gates et al. [113] have also

reported the detection of Me3Sb in the culture headspace of undefined mixed cultures. In

this work, pond sediment samples were incubated under conditions (highly proteinaceous

medium) that promote growth of fermentative bacteria and supplied with PAT. Jenkins

et al. [112] reported positive results for Me3Sb with variable frequency for four of six soils

tested and for three types of enrichment culture, each designed to encourage growth of

fermentative, nitrate reducing or methane producing bacteria. These authors proposed that,

as for arsenic, different metabolic categories of prokaryotic organisms are able to methylate

antimony and that this capability is widely distributed in the natural environment.

Pure cultures of anaerobic bacteria have also been shown to methylate antimony.

Michalke et al. [14] reported on biomethylation of inorganic antimony by pure cultures

of three methanogenic archaea species, and by Clostridium collagenovorans and Desulfo-

vibrio vulgaris. Me3Sb was detected as the sole methylantimony compound in headspace

gases of these cultures. Themost productive species,Methanobacterium formicicum, had a

maximum yield of methylantimony species from inorganic antimony substrate of 0.064%.

Smith et al. [129] reported on formation of involatile methylantimony species by Clostrid-

ium spp. GC-MS profiles of headspace gases from soil enrichment cultures shown to

generate Me3Sb, were used to select characterized Clostridium spp. for assessment of
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antimony biomethylation capability. Using HG-GC-AAS, these authors detected methy-

lantimony species (up to 21mg Sb l�1) in the medium of monoseptic cultures of Clostridium

acetobutylicum, Clostridium butyricum and Clostridium cochlearium. The relative quan-

tities of MeSb, Me2Sb and Me3Sb species produced over the course of a 28 day cultivation

period was consistent with Me3SbO being a final product of antimony biomethylation by

these bacteria, with MeSb and Me2Sb species appearing transiently in the cultures as

intermediates of an antimony biomethylation pathway [129].

The amounts of methylantimony species produced per unit volume of culture by the end

of the incubation period for M. formicicum and for C. collagenovorans [14] were 54-fold

and 5325-fold lower respectively, compared to that reported for C. acetobutylicum

at 21.3mg l�1 [129]. Whereas Michalke et al. [14] assessed antimony biomethylation

capabilities of M. formicicum and C. collagenovorans based on measurement of volatile

forms of methylantimony present in culture headspace gases, that ofC. acetobutylicumwas

based on measurement of involatile methylantimony species present in the culture

medium [129]. It follows that accumulation of involatile forms of methylantimony, such

as MeSb(OH)2, Me2SbOH andMe3SbO, in the culture medium of C. collagenovorans [14]

would have lead to an underestimation of the antimony biomethylation capability of this

organism. Smith et al. [129] proposed that this could account for the apparent lower

biomethylation capability of this organism when compared to C. acetobutylicum. These

authors [129] also proposed that the presence of involatile methylantimony species in

culture supernatants might be related to the mechanism of antimony biomethylation, which

has not as yet been established for methanogenic archaea or clostridia. These metabolic

groups of bacteria were considered [129] likely to differ in some aspects of antimony

biomethylation, such as enzymes, regulation etc. It is possible, therefore, that Methano-

bacterium spp. do not produce involatile forms of methylantimony and that Clostridium

spp have a higher capability for antimony biomethylation [129]. Since clostridia participate

in the multi stage microbial process of methanogenesis Smith et al. [129] proposed they

may be the principal agents of antimony biomethylation in methanogenic environments,

such asmunicipal waste dumps [96] and environmental sediments [87]. These authors [129]

also proposed that mixed community functioning was not an obligate requirement for

antimony biomethylation by undefined soil/sediment enrichment conditions. They found

no evidence of a correlation between antimony biomethylation by characterized clostridia

cultures and low redox potential in the medium. Formation of methylantimony com-

pounds by mixed communities of bacteria under anaerobic conditions was considered to

be determined by the presence of individual prokaryotic species with specific antimony

biomethylating capability, rather than by the overall environmental conditions set by

mixed communities [129].

Recent reports [105, 130] have widened the range of methanoarchaea and bacterial

species known to generate Me3Sb under anaerobic conditions. Michalke et al. [130] also

showed, that in addition to Me3Sb, Methanolobus tindarium isolated from environmental

sediment produced MeSbH2, while M. formicicium isolated from an anaerobic sewage

digester generated SbH3, MeSbH2 and Me2SbH. It is interesting to note that several of the

other methanoarchaea capable of producing Me3Sb in pure culture were isolated

from human faeces [105, 130], as was the case for the bacterial species Bacteroides

vulgatus [105]. Faeces from human volunteers containing around 0.5mmol Sb kg�1 (dry

weight), when incubated anaerobically, has been shown to produce a range of volatile
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antimony species; maximum production rates have been estimated at 0.02, 0.5 and

4.6 pmol h�1 kg�1 (dry weight) for SbH3, MeSb/Me2Sb and Me3Sb respectively [106].

As proposed for aerobic biomethylation of antimony by Flavobacterium sp [126], the

low yields of methylantimony species from monoseptic anaerobic bacterial cultures

(G0.1%) [14, 129] are consistent with antimony being a fortuitous process rather that a

primary resistance mechanism for this element.

7.3.5 Biological Mechanism of Antimony Biomethylation

Supply of 13CD3-labelled L-methionine to cultures of S. brevicaulis incubated aerobically

in the presence of PAT leads to the formation 13CD3 labelled methylantimony com-

pounds [131, 132]. These experiments, which are analogous to Cullen’s early experi-

ments [17] with arsenic and various fungi, used hydride generationwith subsequent GC-MS

on collected fractions to detect the 13CD3-methyl group in nonvolatile methylantimony

compounds in the medium. The methyl group from 13CD3-D-methionine was much less

incorporated in Me3Sb than the L-enantiomer. The high degree of stereospecificity is

consistent with enzymatic (as opposed to abiotic) mediated methylation of antimony and

has a similar specificity of L-enantiomer incorporation to that observed for arsenic

biomethylation. The work [132] suggests that SAM is the biological methyl donor for

antimony biomethylation by S. brevicaulis and that the mechanism of antimony biomethy-

lation is similar to the mechanism proposed by Challenger for arsenic (Figure 7.1). Me2Sb

species have also been shown to be true intermediates of an antimony biomethylation

pathway leading to trimethylantimony [132], that is, not an analytical artefact formed

during the hydride generation step of the analysis. The notion that antimony and arsenic

biomethylation proceeding via the same enzyme catalysed pathway is also supported

by the finding that, for a variety of different microorganisms [126–128], provision of

arsenic alongside antimony substrate leads to enhancement of antimony biomethylation;

an effect that can be explained by enhanced induction of enzyme(s) capable of

biomethylating both of these related elements [126]. The interactive influence of

arsenic and antimony on microbial biomethylation is considered likely to profoundly

influence the biogeochemical cycling and environmental and human toxicity of anti-

mony [126, 128], since these two metal(loid)s coexist in a wide range of natural and

manmade environments.

Determination of the isotope ratios of trimethylstibine produced by anaerobic bacteria

indicates that, as for the aerobic studies on S. brevicaulis, isotope fractionation occurs during

antimony biomethylation [133]. Wehmeier et al. [134] investigated the possible involve-

ment of methylcobalamin in antimony biomethylation. They determined methylantimony

products formed in both abiotic and biotic (sewage sludge/anaerobic bacteria) experiments

by HG-CT-GC-ICP-MS. These experiments showed that methylcobalamin could react as a

methylating agent in an abiotic methylation, formingMeSb andMe2Sb species. However, a

role for methylcobalamin in anaerobic microbial biomethylation was not unequivocally

demonstrated; anaerobic sewage sludge cultures inoculated with enriched 123SbðVÞ pro-
duced species specific 123=121Sb isotope ratio measurements of the different methylanti-

mony species, which suggested stepwise methylation of antimony according to the

Challenger mechanism [134, 135].

There are no reported studies of antimony biomethylation at the enzymatic level.
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7.3.6 Abiotic Reactions of Particular Relevance to Antimony Biomethylation

Studies

Trimethylantimony chloride (i.e. Me3SbCl2), which is commonly used as a standard for

determination of methyantimony compounds involving HG hyphenated techniques, has

been shown in mass spectrometry studies to hydrolyses in water (pH 7.0) most probably

forming [Me3SbOH]
þ [136, 137]. UponHG, trimethylantimony chloride has been shown to

undergo molecular rearrangement (or dismutation) with the formation of SbH3, MeSbH2

and Me2SbH, as well as Me3Sb. This rearrangement has been used to good effect in culture

headspace analysis, where the products of rearrangement arising from HG of trimethy-

lantimony chloride are used as chromatographic standards for identification of biogenically

produced methylantimony compounds by comparison with retention times (Figure 7.9).

Several researchers [94, 138] have reported on experimental conditions for promoting or

eliminating dismutation of methylantimony compounds during HG. Hansen and Pergan-

tis [139] have recently reviewed the analytical techniques and methods used for antimony

speciation analysis in biological materials, including HG and solvent extraction. They

highlight problems associated with (1) quantitative extraction of methylantimony species

from biological materials, (2) species instability and (3) low chromatographic recovery of

species from chromatographic columns.

Studies in the mid 1970s using NMR indicated that trimethylstibine oxidizes rapidly,

probably to (Me)3SbO [140]. More recent studies, however, suggests that trimethylstibine

has reasonable stability in the gas phases, even in the presence of some oxygen. Stability

tests on volatile forms of antimony, including trimethylstibine, suggest that these com-

pounds have an atmospheric half-life that allows them to volatilize from landfill sites and

disperse in their vicinities [102, 141, 142]. These findings are consistent with detection of

nonoxidized trimethylstibine produced from microbial environments that are not entirely

anaerobic [122, 128, 143].

Craig et al. [144] used electrospray ionization and atmospheric pressure chemical

ionization mass spectroscopic methods to investigate the fate of trimethylstibine when

exposed to ambient oxygen. They proposed that when trimethylstibine was allowed to

oxidize, species containing one to five (Me)3SbOmolecules chemically bonded together are

produced in aqueous solution (Figure 7.8); Me2Sb species were not detected under the

experimental conditions used. There are no reports of detection of cyclic antimony species

in environmental samples or in microbial incubation media. This may be a result of the

limitation of current analytical methods for detection of such species at low concentration in

environmental and biological matrices.

7.4 Biomethylation of Bismuth

By the mid 1990s methylated species of arsenic and antimony had been detected in various

environments and, given the chemical similarities of bismuth to arsenic and antimony, it was

speculated thatmethylated bismuth compounds also occur in the environment.However, the

thermodynamic data on gaseous trimethylbismuthine (gaseous Me3Bi) indicates that,

relative to trimethylarsine and even timethylstibine, Me3Bi requires comparatively high

levels of energy for formation and the Bi-C bonds are comparatively weak. Stability of
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Figure 7.9 First identification of trimethylstibine (Me3Sb) as the product of inorganic antimony biomethylation by a characterizedmicroorganism,
S. brevicaulis. (a) mass spectrum of biogenic Me3Sb; (b) simulated mass spectrum of Me3Sb from NIST library; (c) typical GC-CT-AAS
chromatogram of volatile antimony compounds from culture headspace gases; (d) typical GC-CT-AAS chromatogram of volatile antimony
compounds (standards) produced by reduction of Me3SbCl2. Cryogenically trapped volatile antimony species are released from the chromogenic
material by electrothermal heating, according to their boiling points. The order of retention times for the standards is SbH3, MeSbH2, Me2SbH and
Me3Sb. Reprinted with permission from [120]. Copyright 2008 American Chemical Society
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Me3Bi has been reported to be lower than not only Me3As and Me3Sb but also Et3Bi [145].

Nevertheless, the half life ofMe3Bi at low concentration (0.1mgBi l�1) in moist air has been

determined to be more than 7 h[142].

7.4.1 Organobismuth Compounds in the Environment

Concentrations of Me3Bi detected in various environments, or generated during incubation

of environmental samples, are presented in Table 7.3.

During the mid 1990s environmentally occurring Me3Bi was detected in gases emitted

from sewage sludge [96, 100] and volatile bismuth species were detected in gases from

municipal waste deposits [146]. In later work, Feldmann et al. [147] used cryotrapping gas

chromatography and HG coupled with an ICP-MS to detect Me3Sb in landfill and sewage

gas. Among other volatile metal compounds, Me3Bi was found to be a major component in

the gases of sludge digesters, with concentrations up to 25mg l�1 measured at sewage

treatment plants [147]. In fermentation experiments involving mixing of anaerobic cultures

from pond sludge with contaminated soil from four different industrial areas, following

incubation at 30 �C for twoweeks, Me3Bi was detected by GC-ICP-MS in the headspace of

all vessels at levels of 0.076–48 ng Bi (as Me3Bi) kg
�1 sludge. However, the volatilization

rate of bismuth did not correlate with the total bismuth in the sludge nor with the available

fraction of total bismuth (after acid digestion following HG). Methylated bismuth com-

pounds and biomethylation capability have also been detected in various soils [148, 149].

Using HG, Hirner et al. [148] reported 110 ng Bi (as Me3Bi) kg
�1soil at a former gas station

site, but only 0.1 and 0.3 ng kg�1 soil at former industrial and coal processing sites

respectively. These authors also reported that Me3Bi was present in soil from a 25 year

old waste dump at a concentration of 40 ng Bi (as Me3Bi) kg�1, with mono- and

dimethylbismuth species (as hydrides) at concentrations approximately 10-fold lower.

7.4.2 Microbial Biomethylation of Bismuth

Table 7.4 presents the volatile bismuth products generated by pure cultures of bacteria

isolated from a range of sources. The capability of the bacteria to methylate inorganic

arsenic and antimony is also shown.

Michalke et al. [14] investigated the production of volatile derivatives of bismuth by

microflora involved in anaerobic digestion of sewage sludge, using a purge and trap GC

Table 7.3 Me3Bi in the environment or generated during incubation of environmental samples

Source Concentration
(range, or mean� SD)

Analysis Reference

Landfill gas 0.0002–0.927mgm�3 CT-GC-ICP-MS [146]
Sewage gas 0.003–24.2mgm�3 CT-GC-ICP-MS [147]
aSewage sludge 46.2� 6.9mgm�3 CT-GC-ICP-MS [14]
bRiver sediments 0.076–48 ng kg�1 CT-GC-ICP-MS [147]
Soil 0.1–100 ng kg�1 slurry HG-GC-ICP-MS [158]

Cryogenic trap, CT; gas chromatography, GC; mass spectrometry, MS; hydride generation, HG; inductively coupled
plasma, ICP.
aMe3Bi detected in the headspace gases after incubation of sludge for one week at 37 �C.
bMe3Bi detected in the headspace gases of incubation of sediment for two weeks at 30 �C.
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system coupled to an ICP-MS. The biogenic production of Me3Bi by pure cultures was

demonstrated for the first time in this study. Of several anaerobic microorganisms from

different physiological groups, which are known representatives of the sewage sludge

microflora, onlyMethanobacterium formicicum (amethanogenic archaea) andClostridium

collogenovorans (a peptidolytic bacterium) produced Me3Bi; the former organism was

around 380-fold more productive than the latter with respect to generation of the volatile

compound. No volatile bismuth compounds were detected in representative species

of sulfate reducing bacteria. Subsequent research by these authors [150] focused on

biomethylation of bismuth in anaerobic cultures of M. formicicum. The methanogen was

shown to produce Me3Bi from bismuth nitrate [Bi(NO3)3] and, at far lower rates, from the

bismuth containing pharmaceuticals Bismofalk (containing bismuth subgallate and Bi

(NO3)3) and Noemin (containing bismuth aluminate). The highest production rate for

Me3Bi was reported as 1.5 ng h�1 (from 1mM bismuth nitrate) and the highest yield as

2.6� 1.8% (from 5 mM bismuth nitrate). Interestingly, bismuthine (BiH3) and the partial

bismuthines, mono- and dimethyl bismuth hydride (MeBiH2 and Me2BiH), were also

detected in the late exponential growth phase of cultures spiked with relatively low

concentrations of bismuth nitrate [150].Methanosarcina barkeri, a representative member

of the sewage sludge microflora, has been found to produce Me3Bi only in the presence of

Table 7.4 Microbial biomethylation of bismuth

Organism Volatile bismuth
product(s)

Methylation of
related elements
(As and Sb)

Organism
isolated from

Methanoarchaea:
Methanobacterium

formicicum
BiH3, MeBiH2,

Me2BiH, Me3Bi
As, Sb Anaerobic

sewage digester
Methanosphaera

stadtmanae
MeBiH2, Me2BiH,

Me3Bi
As, Sb Human faeces

Methanobrevibacter
smithii,

MeBiH2, Me2BiH,
Me3Bi

As, Sb Human faeces

Methanococcus vannielii MeBiH2, Me3Bi As, Sb Marine mud
Methanococcus maripaludis Me2BiH, Me3Bi Sb Mud
Methanolacinia paynteri Me2BiH, Me3Bi Sb Marine sediment
Methanolobus tindarius Me3Bi Sb Sediment
Methanobacterium

thermoautotrophicum
Me3Bi Sb Sewage sludge

Methanosarcina mazei Me3Bi As, Sb Anaerobic
sewage digester

Methanosarcina barkeri Me3Bi Sb Anaerobic
sewage digester

Methanoplanus limicola Me3Bi As, Sb Swamp mud
Bacteria:
Desulfovibrio piger Me3Bi Human faeces
Eubacterium eligens Me3Bi Human faeces
Lactobacillus acidophilus Me3Bi Human faeces
Clostridium

collagenovorans
Me3Bi As, Sb Sewage

sludge digester

Table compiled from data presented in refs [14, 105, 106, 130, 150].
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cyclic polydimethylsiloxanes [151]. A subsequent comparative study [152] of the effects of

octamethylcyclotetrasiloxane and the ionophores monensin and lasalocid on Me3Bi byM.

barkeri showed that the enhancement of bismuth methylation was not specific for the

siloxane and stimulation of facilitated membrane permeation of the metal ion was proposed

as a mechanistic explanation for the enhanced biomethylation.

Michalke et al. [106] have recently reported on the biotransformation of bismuth

administered to human volunteers and to mice. Their aim was to assess the capability of

the microbiota of the human gut, as well as gut segments to transform bismuth and other

metal(loid)s into volatile derivatives. In ex situ experiments under anaerobic conditions,

human faeces and the gut of mice produced Me3Bi at low concentrations of bismuth (0.2 to

1mmol kg�1[dry weight]). With increased levels of in vivo administration of bismuth (2 to

14mmol kg�1[dry weight]), there was an upshift in Me3Bi generation rate of around 525-

fold to 2100 pmol h�1 kg�1 (dry weight) for human faeces and around 24-fold to 120 pmol

h�1 kg�1 (dry weight) for gut samples. Modulation of cell metabolism in mucosal tissues by

gut microbiota has been reported previously and Michalke et al. [106] did not exclude the

possibility that epithelia cells contribute to the biotransformation of bismuth under in vivo

conditions. Their observation, however, that gut segments of germfree mice were unable to

biotransform administered bismuth supports the notion that gut microbiota play a dominant

role in Me3Bi generation by biotic animals, including humans [106]. In other recent

experiments [105], growing cultures of methanoarchaea isolated from various ecological

niches including the human gut were compared with bacteria from human faeces for an

ability to volatilize bismuth. The 14 anaerobic bacterial strains tested showed a greatly

restricted spectrum of biovolatilization and generally lower rates of production of volatile

bismuth. Since theMethanosphaera stadtmanae andMethanobrevibacter smithii (metha-

noarchaea associatedwith human gut) showed higher potential for biovolatilisation ofmetal

(loid)s compared with the anaerobic bacteria tested, the authors [105] proposed that

methanoarchaea are mainly responsible for production of volatile derivatives in the human

gut. Maximum production rates for Me3Bi byM. stadtmanae andM. smithiiwere reported

as 8.6� 5.7 and 18.6� 3.5 fmol h�1mg�1 protein respectively but was much higher at

1698� 1629 for the sewage sludge isolate Methanosarcina mazei [105].

7.4.3 Biological Mechanism of Bismuth Biomethylation

Little research has been carried out on the mechanism of bismuth biomethylation. Unlike

arsenic and antimony, theþ5 oxidation state of bismuth has a much lower stability than the

þ3 oxidation state. Methylation of bismuth by a Challenger mechanism involving repeated

oxidation of Bi(III) to Bi(V) is therefore unlikely. In experiments using cell free extracts of

M. formicicum, production of Me3Bi was observed in assays supplemented with methyl-

cobalamin [Me-CoB12] but not in assays supplemented with SAM [150]. SomeMe3Bi was

produced in the presence of methylcobalamin even in the absence of extract protein,

indicating abiotic transfer of the methyl group to bismuth. However, a threefold enhance-

ment of Me3Bi formation in the presence of extract protein indicated involvement of

enzymatic catalysed reactions in bismuth biomethylation. Based on the apparent absence of

involvement of SAM in methyl transfer and the known low stability of Bi(V) compounds,

the authors proposed a stepwise biomethylation of bismuth without a change in the

oxidation state of bismuth [150]. Feldmann [142] has subsequently proposed a mechanism
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for bismuth biomethylation involving successive substitution of the hydroxide ligands by

carbanions, i.e. transfer of the methyl group as Me� from Me-CoB12 (illustrated in

Figure 7.10).

Abbreviations

AAS atomic absorption spectrometry

ArsM methyltransferase enzyme(homologue of Cyt19, shown to be present in

some prokaryotes)

As(V) arsenate

As(III) arsenite

As3mt gene for methyltransferase (prokaryotes)

ATG arsine triglutathione

BiH3 bismuthine (gaseous)

CoB12 cobalamin

CoM coenzyme M

CT cryotrapping/cryogenic trap

Cyt19 methyltransferase enzyme (mammals)

cyt19 gene for methyltransferase (mammals)

DMA(V) dimethylarsinic acid/dimethylarsinate

DMA(III) dimethylarsinous acid

DMAG dimethylarsine glutathione

DNA deoxyribonucleic acid

Et ethyl group

FIC fluorine-induced chemiluminescence

GC gas chromatography

GSH glutathione

GSTO hGST-omego

HG hydride generation

HPLC high performance liquid chromatography

HUGO Human Genome Organisation

ICP inductively coupled plasma

MA(V) methylarsonic acid/methylarsonate

MA(III) methylarsonous acid

MADG monomethylarsonic diglutathione

Meþ carbonium ion

Me methyl group

Me-CoB12 methylcobalamin

Me3As trimethylarsine (gaseous)

Figure 7.10 Mechanism of bismuth methylation involving successive substitution of the
hydroxide ligands by carbanions, as proposed by Feldmann (2003) [142]
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Me3Sb trimethylstibine (gaseous)

MS mass spectrometry

mRNA messenger ribonucleic acid

NADPH nicotinamide adenine dinucleotide phosphate (reduced form)

NIST National Institute of Standards and Technology

NMR nuclear magnetic resonance

oxo-DMAE dimethylarsinoylethanol

oxo-DMAA dimethylarsinoylacetate

PAT potassium antimony tartrate (C4H4KO7Sb)

PHHA potassium hexahydroxyantimonate

PNP purine nucleoside phosphorylase

PT purge and trap

PVC polyurethane chloride

SAHC S-adenosylhomocysteine

SAM S-adenosylmethionine

SIDS sudden infant death syndrome

SMPE solid-phase microextraction

thio-DMA thiodimethylarsinate

thio-DMAA thiodimethylarsinoylacetate

thio-DMAE thiodimethylarsinoylethanol

TMAO(V) trimethylarsine oxide

TMA(III) trimethylarsine (gaseous)

TR thioredoxin reductase

Trx-(SH)2 reduced thioredoxin
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8.1 Introduction

Arsenic is considered by the United States Environmental Agency as the most toxic

environmental compound and ranks first on the SuperfundList ofHazardous Substances [1].

It is introduced into the environment from both natural geochemical and anthropogenic

sources. Biological transformations of arsenic create an arsenic biogeocycle [2]. Its

environmental ubiquity is a constant health hazard to much of the world’s population. In

Bangladesh andWest Bengal, arsenic in thewater supply is a health catastrophe [3]. Arsenic

exposure in food and water causes cardiovascular and peripheral vascular diseases,

neurological disorders, diabetes mellitus and various forms of cancer [4, 5]. Arsenic is

introduced by man in the form of herbicides and pesticides, wood preservatives, animal

feeds and semiconductors. In the United States copper-chromium-arsenic (CCA) treatment

was used formanydecades to protectwood against attack by fungi and insects. Although use

of CCA is no longer permitted in the United States, the existing playgrounds, household

decks, boardwalks, telephone poles and other placeswhere CCA treatedwoodwas usedwill

ensure that arsenic will find its way into the water and food supply for many years to come.

Inorganic and organic arsenicals have been and are still used for agriculture and animal

husbandry.Arsenic acid (H3AsO4) orDesiccant L-10 byAtochem/ElfAquitaine,whichwas

Biological Chemistry of Arsenic, Antimony and Bismuth Edited by Hongzhe Sun

� 2011 John Wiley & Sons, Ltd



euphemistically called ‘harvest aid for cotton’ because it was used to defoliate cotton to

allow planting of the next cotton crop, remains in the soil of former cotton fields throughout

the southern United States even though that product has been discontinued. Many of those

fields are now planted with rice, whichmakes grocery store rice from those states the largest

non seafood source of arsenic in the American diet [6]. In addition, the sodium and calcium

salts of methylarsenate (MAs(V)) and dimethylarsenate (DMAs(V)) are sold as herbicides

such as one form ofWeed-B-GoneCrabgrassKiller. DMAs(V) andMAs(V) are in use today

as herbicides and fungicides for golf courses in Florida, and runoff from the golf courses

introduce these arsenicals into the water supply of Florida municipalities. The organic

arsenical roxarsone (4-hydroxy-3-nitrophenylarsonic acid) is used as a growth enhancer and

feed supplement for chickens. Not only do we ingest arsenic by eating the chickens, but the

chicken litter, which is very high in arsenic, is used to fertilize fields. Despite its toxicity,

arsenic has a long history of usage as chemotherapeutic agents [7]. Today, arsenic and

antimony containing drugs are used for treating acute promyelocytic leukaemia (the

arsenical Trisenox) [8] and diseases caused by protozoan parasites (the antimonial

Pentostam) [9], and their use as drugs is expanding, as is resistance to those drugs.

Inorganic arsenic has two biological important oxidation states: pentavalent arsenate

(As(V)) and trivalent arsenite (As(III)). In solid form they are found as oxyacids, arsenic

acid (H3AsO4) and arsenous acid, also called arsenic trioxide (As2O3), respectively. In

solution at neutral pH, arsenic acid ionizes to the arsenate oxyanion, which is a substrate

analogue of phosphate formany critical enzymes. ThepKaof arsenic trioxide is 9.2, so that, at

neutral pH, it would be protonated, and is present in solution as the neutral As(OH)3. The

difference in pKa is important for the uptake of the pentavalent and trivalent forms of arsenic:

arsenate is transported into cells as the oxyanion arsenate, while arsenite is taken up as the

neutral hydroxylated species. The biogeochemical behavior of antimony is similar to arsenic

based on their location in the periodic table. In the environment, antimony also has two

biological important oxidation states, pentalent antimonate (Sb(V)), and trivalent antimonite

(Sb(III)). In solution at neutral pH, antimonate would be present as antimonate oxyanion,

while antimonite exists as an undissociated neutral form, Sb(OH)3, with the pKa of 11.8.

This review will focus on two aspects of arsenic biology. First, to act as either a poison

or a drug, arsenic (and antimony) needs to enter cells, which make it imperative to

recognize their uptake pathways. In recent years, it has been shown that arsenic is taken up

by cells adventitiously using transporters for required solutes such as phosphate or

sugars [10] (Figure 8.1). Second, in response to the environmental pressure of ever

present arsenic, practically all organisms, from E. coli to humans, have mechanisms for

arsenic tolerance and detoxification, without which we would not survive. Most of these

involve transport systems that catalyse extrusion from the cytosol [2] (Figure 8.1). In

bacteria, the genes for arsenic detoxification are usually encoded by arsenic resistance

(ars) operons, which provide these prokaryotes with arsenic resistance. ABC transporters

in the MRP (multidrug resistance protein family) provide tolerance in fungi, plants and

animals, including humans. Not only do these systems protect us, but they also protect

pathogens and cancer cells from metalloid containing drugs, and resistance to these drugs

is a serious challenge for chemotherapy. Thus, knowledge of the pathways and transporters

for metalloid uptake and detoxification is necessary for understanding their toxicity,

for rational design of metallodrugs and for treating drug resistant microorganisms and

tumor cells.
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8.2 Metalloid Uptake Systems

8.2.1 Arsenate Uptake Systems

Arsenate (As(V)) is much less toxic than arsenite (As(III)), and much of its toxicity derives

from its reduction to the trivalent species. To a lesser extent, arsenate toxicity can be ascribed

to its chemical similarity to phosphate [11], and hence it is a competitive inhibitor of many

enzymes. For example, in human red blood cells, arsenate can replace phosphate in the

sodium pump and in anion transport systems [12]. Arsenate also causes rapid hydrolysis

of the high energy bonds in compounds such as ATP [13]. Subsequent generation of ADP-

arsenate can uncouple oxidative phosphorylation [14].

Due to its similarity to phosphate, arsenate is recognized and taken up by phosphate

transporters in most organisms (Figure 8.1). InE. coli, there are two phosphate transporters,

Pit (Pi transport) and Pst (phosphate specific transport) [15]. Both of them have been shown

to catalyse the uptake of arsenate, but the Pit system appears to be themajor arsenate uptake

system [16]. Similarly, in Saccharomyces cerevisiae, arsenate is also taken up by phosphate

Figure 8.1 Uptake anddetoxification of arsenate andarsenite in prokaryotes and eukaryotes. In
most cells arsenate is taken up by phosphate transporters, while arsenite is taken up by
aquaglyceroporins (GlpF in E. coli, Fps1p in yeast and AQPs in mammals). Fps1p is negatively
regulated by Hog1p. In yeast As(III) is also taken up by a number of the hexose transporters
(Hxtp). In both E. coli and S. cerevisiae, arsenate is reduced to arsenite by an arsenate reductase,
in E. coli this is ArsC, and in yeast it is Acr2p. Although these two enzymes are unrelated
evolutionarily, glutathione and glutaredoxin serve as the source of reducing potential for both.
Arsenite detoxification results from removal of themetalloid from the cytosol. In E. coli, arsenite is
extruded from the cells by ArsB alone or by the ArsAB ATPase. In yeast, Acr3p is a plasma
membrane arsenite efflux protein, and Ycf1p, an ABC transporter in the MRP family, pumps As
(GS)3 into the vacuole
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transporters. The pho84 single mutation and the pho86-pho87 double mutation both

conferred arsenate resistance in S. cerevisiae [17]. More recently, NaPi-IIB, the rat intestine

type II Na/Pi cotransporter, has been demonstrated to play a role in arsenate uptake in

several rat tissues and when expressed in Xenopus laevis oocytes [18]. Therefore, NaPi-IIB

may be responsible for intestinal absorption following oral exposures to arsenate in rat. It is

reasonable to assume that arsenate is taken up similarly in humans.

Themain route for arsenate uptake in plants is also through the phosphate transporters. As

the dominant form of arsenic in aerobic soil [19], arsenate has been shown to compete with

phosphate for the same uptake carrier in the roots of Holcus lanatus [20]. In addition,

arsenate resistance has been associated with constitutive suppression of phosphate transport

systems by phosphate in a range of plant species, including Holcus lanatus, and Cytisus

striatus [20, 21]. A recent study on an Arabidopsis thaliana mutant with the Pi transporter

PHT1;1 disrupted, which exhibited improved arsenate resistance and reduced uptake rate

for both phosphate and arsenate, further indicates the existence of an integrated phosphate/

arsenate transport pathway in the plants [22].

Even though antimonite has some similar chemical properties to arsenate and phosphate,

there are differences. For example, the pentavalent oxyanion AsO4
3� is tetradral, while, in

solution, antimonite is the octahedral Sb(OH)6
� [23]. Antimonate is also relatively

insoluble compared to the arsenate and phosphate. For these reasons the transport of

antimonite has not been studied in detail in any organism. Studies on two arsenate

accumulating plants, Zea mays (maize) and Helianthus annuus (sunflower), showed that

phosphate did not affect uptake of antimonate, which suggests a different translocation

pathway for antimonate in plants [24].

8.2.2 Uptake Systems for Arsenite and Antimonite

Trivalent arsenite is considerably more toxic than pentavalent arsenate. The toxicity of

trivalent arsenic is due to its propensity to bind to thiol groups and consequently inhibit the

function of the critical sulfhydryl containing proteins [25]. Trivalent arsenicals readily react

with thiol containingmolecules such as glutathione (GSH) and cysteine in vitro [13], which

raises the redox potential of the cytosol, leading to the formation of damaging reactive

oxygen species. Since the majority of As(III) targets are intracellular, it must be taken up to

exert toxicity. To date, two pathways of As(III) uptake have been identified: aqualgycer-

oporin channels and glucose permeases.

8.2.2.1 Aquaglyceroporins (AQPs) and Metalloid Uptake

In E. coli, GlpF, the glycerol facilitator [26], was the first identified As(III) and Sb(III)

uptake system [27]. A screen of random transposon mutants turned up one in which glpF

was disrupted and conferred resistance to Sb(III). Although the mutant did not exhibit

increased As(III) resistance, disruption of glpF greatly reduces uptake of As(III) and Sb(III)

in E. coli [28], which clearly demonstrates GlpF is the major uptake pathway for both

metalloids. GlpF is a member of the major intrinsic protein (MIP) superfamily. Members of

the MIP family fall into two main evolutionary groups, the aquaporins such as AQP1 are

channels for only water [29], and aquaglyceroporins such as GlpF, which transport water

and uncharged organic solutes such as glycerol and urea [30]. A number of AQP structures

have been solved, including bovine AQP0 [31], human AQP1 [32], E. coli GlpF [33],
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spinach SoPIP2 [34], and AqpM from the malarial parasite Plasmodium falciparum [35],

and they all have a highly conserved structure with a characteristic hour glass shape [36]

(Figure 8.2). The functional unit of AQP is a tetramer, with each monomer forming an

independent water pore. Each monomer contains six transmembrane helices, with two

membrane spanning half helices interacting with each other from opposing sides through

two highly conserved Asp-Pro-Ala (NPA) motifs to form a narrow pore across the

membrane. Close to the extracellular exit of the channel, a conserved aromatic/arginine

(ar/R) constriction region forms the narrowest part of the channel and has been identified as

playing an important role for the channel selectivity of MIPs [37, 38]. Comparison of the

sizes of the constriction regions in the water channel AQP1 and the glycerol channel GlpF

suggests that the almost 1A
�
wider constriction region inGlpF permits largermolecules such

as glycerol and arsenite compared with AQP1, whose steric limit is 2.8A
�
[32, 33] and

may be too small for molecules larger than water to pass through. An increase in pore

diameter of human AQP1 by point mutations in the ar/R region allows the transport of urea

and glycerol [37], which further indicates the importance of ar/R region in the permeation

property of MIPs.

Figure 8.2 Aquaporin structures. (a) The spinach aquaporin SoPIP2;1, which is an aquaporin
water channel, and (b) the E. coli GlpF glycerol channel (PDB1LDI),which is aquaglyceroporin
channel for glycerol and arsenite. On the left is the structure of each, with water molecules (red
spheres) passing through the two channels. On the right are cross-sectional views showing the
narrowest opening of the pore with a water or glycerol molecule, respectively
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HowdoesGlpF recognizeAs(III) andSb(III) as substrates?As(OH)3 andSb(OH)3,which

are the major species in aqueous solution at neutral pH, exhibit similar conformation and

charge distribution as glycerol [39]. A slightly smaller size of As(OH)3 and Sb(OH)3 can be

an additional advantage for their transit through the channel. On the other hand, this

advantage is counteracted by the higher rigidity of the metalloid hydroxyl groups, which

prevents them from adapting their conformation to the topology of the GlpF channel such as

the more flexible glycerol can do.

In S. cerevisiae, Fps1p, a homologue of GlpF, has been shown to be a route for As(III) and

Sb(III) uptake [40]. Disruption of FPS1 increases tolerance to both As(III) and Sb(III) and

greatly reduces their rate of uptake rate. Cells expressing Fps1p are highly sensitive to both

As(III) and Sb(III), and uptake of bothwere shown to bemediated by Fps1p [41]. The Fps1p

mediated pathway is osmoregulated: the channel is rapidly closed in response to hyper-

osmotic stress to allow glycerol accumulation, whereas hypoosmotic stress reactivates

Fps1p to permit glycerol release [42]. Kinases and phosphatases may also be involved in

Fps1p activity. For example, S. cerevisiaemitogen-activated protein kinase (MAPK) Hog1p

has been demonstrated to control the basal activity of Fps1p [43]. In response to As(III) and

Sb(III), Hog1p is activated by phosphorylation. The arsenite activated kinase then

phosphorylates the N-terminal domain of Fps1p, which inhibits its metalloid transport

activity inside the cell. Therefore, yeast cells can minimize metalloid influx and damage by

regulating the channel.

In mammals, 13 AQPs (0–12) have been identified. Four have been identified as

aquaglyceroporins: AQP3, AQP7, AQP9 and AQP10 [44]. The closest mammalian homo-

logues to E. coliGlpF and yeast Fps1p are AQP9 and AQP7. The rat AQP9 gene was shown

to complement the phenotype and function of the yeastFPS1 knockout [41].Microinjection

of rat AQP7 or AQP9 cRNA in to Xenopus laevis oocytes resulted in increased rates of

arsenite uptake [41]. Similar results were obtained with the four known human members

of the aquaglyceroporin family. Human AQP9 is found to be the most efficient human

aquaglyceroporin channel for As(OH)3 uptake in oocytes, followed by hAQP7 [45]. In

oocytes neither hAQP3 nor hAQP10 catalysed significant arsenite uptake. However,

overexpression of AQP3 in human embryonic kidney 293T cells increased arsenic

accumulation, and the cells became more sensitive to As(III), suggesting that AQP3 may

transport As(III) to some extent [46].

The finding that AQP9 is the major arsenite transport system in human is relevant to

human health and disease. AQP9 is the primary liver isoform [47], and liver is the major

organ of arsenic detoxification, in part by methylation to less toxic pentavalent forms

(which is controversial because more toxic trivalent methylated species are also pro-

duced) [48] and in part by biliary excretion of As(GS)3 catalysed by multidrug resistance

associated protein MRP2 [49]. The trivalent monomethylated species (MAs(III)) is also

a substrate of AQP9, which has led to the suggestion that As(III) enters the liver from the

blood stream via AQP9 down its concentration gradient. It is then methylated to MAs(III),

which flows down its concentration into the blood stream via AQP9 to other tissues or is

glutathionylated and pumped into bile by MRP2 [50] (Figure 8.3). Elevated expression of

AQP9 could increase arsenic uptake into liver and overwhelm its ability to detoxify

arsenite. Expression of AQP9 in liver has been shown to be elevated by nutritional

restriction [51]. Thus, poor nutrition in Bangladesh and West Bengal could lead to the

increased individual sensitivity to arsenite, and we might predict that improved diets in
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these areas could alleviate the toxicity of arsenite in arsenic contaminated regions of the

world.

In addition, Trisenox, the active ingredient of which is As(OH)3 in solution [52], is used

clinically as a chemotherapeutic agent for the treatment of acute promyelocytic leukae-

mia [53, 54]. Since AQP9 is expressed in human leukocytes [47], it may be responsible

for the chemotherapeutic effects of arsenite by facilitating diffusion of the drug into the

leukaemia cells. If AQP9 expression can be pharmacologically increased in leukaemia

patients, then lowering the concentration of drug and/or reducing the duration of treatment

can not onlymaintain drug efficiency but also diminish the cardiotoxicity and neurotoxicity

of Trisenox.

To explore whether the two neutral polyhydroxylated substrates, glycerol and As(OH)3,

use the same translocation pathway in mammalian AQPs, the role of specific residues along

the channel was studied [45]. Based on the crystal structure of two homologues, bovine

AQP1 and E. coli GlpF, two residues in the ar/R selectivity filter are likely to be involved

in selectivity. Mutations of these two residues in human AQP9 affected permeation of

As(OH)3 and glycerol equally, supporting the proposal that As(OH)3 and glycerol share

a common channel [45].

Figure 8.3 Hepatic arsenic circulation. Arsenate is actively taken into hepatocytes by
phosphate transporters, where it is reduced to arsenite, most likely using GSH as the reductant.
Arsenite flows into hepatocytes through the AQP9 channel in the form of As(OH)3. It is
methylated by AS3MT, an As(III)-S-adenosylmethionine (SAM) methyltransferase to a series of
species, one of which is methylarsenite (MAs(III) or MAs(OH)2). Both As(III) and MAs(III) can
be glutathionylated and pumped into bile by MRP2. MAs(OH)2 flows downhill into the
bloodstream via AQP9 to other tissues. Methylated arsenicals are eventually eliminated in urine
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MIPs are also expressed in high concentrations in roots of rice andother plant species [55].

The competition studies for the uptake of As(III) with glycerol in rice led to the suggestion

that As(III) is transported by members of the MIP family in plants [56]. Plant MIPs form

a large and divergent family, withmore than 30 identifiedmembers in the genomes ofOryza

sativa [57], Arabidopsis thalianab [58], and Zea mays [59]. Based on the sequence

similarity and localization, plant MIPs have been classified into four subfamilies [60, 61]:

plasma membrane intrinsic proteins (PIPs), tonoplast intrinsic proteins (TIPs), nodulin

26-like intrinsic proteins (NIPs), small and basic intrinsic proteins (SIPs). The existence of

the diverse subfamilies of MIPs represents wide differences in substrate specificity,

subcellular localization, and regulation. Not all plant MIPs are selective for water; some

of them are also permeable to other neutral molecules [62]. For examples, TIPs have

been reported to transport glycerol and ammonia [63, 64]; NIPs facilitate the transport of

glycerol [65], ammonium [66], lactic acid [67] and metalloids such as boron [68] and

silicon [69]; the SIP1 subgroup of SIPs has been reported to take up water [70]; and TIPs

have been shown to be CO2 channels [71]. These differences in selectivitymay have derived

from the properties of residues in the narrow aromatic/arginine (ar/R) selectivity filter,

as has been suggested from the homology modeling of MIPs in A. thaliana, Z. mays and

O. sativa with crystal structures of bovine AQP1, E. coli GlpF and AqpZ [72].

Since members of the NIP subfamily are considered to be the functional equivalents of

aquaglyceroporins, it was postulated that NIPs might also serve as arsenite transporters in

plants [73]. Recently, several NIP isoforms from A. thaliana, Lotus japonicus, andO. sativa

were cloned and expressed in a yeast FPS1 knockout strain that is resistant to As(III) and

Sb(III) [73]. Cells expressing AtNIP5;1, AtNIP6;1, and AtNIP7;1 from A. thaliana,

OsNIP2;1, OsNIP2;2, and OsNIP3;2 from O. sativa, and LjNIP5;1 and LjNIP6;1 from

L. japonicas regained wild type sensitivity to As(III), and direct transport assays confirmed

their ability to facilitate As(III) transport across cell membranes. Yeast cells expressing

AtNIP7;1 were strongly Sb(III)-sensitive [73].

Physiological studies of metalloid transport in O. sativa are consistent with those

studies [74]. OsNIP2;1, a silicic acid transporter [69], is expressed at high levels in rice

roots whether or not the plants were exposed to As(III) [74]. Disruption of OsNIP2;1

significantly decreased As(III) accumulation in the roots and shoots of rice compared with

wild type. Furthermore, addition of silicic acid in the nutrient medium reduced arsenite

concentration in both roots and shoots of wild type rice, but not in the mutant, which

indicates that silicic acid and arsenite may use the same transporter in the rice [74]. Thus

OsNIP2;1 appears to be responsible for much of the uptake of arsenic (and silicon) into rice

roots (Figure 8.4a).

Similar results are also obtained from in Arabidopsis thaliana [75]. A loss-of-function

mutation in AtNIP7;1 improved plant tolerance to As(III) and greatly reduced the uptake

rate of As(III). Yeast cells expressing AtNIP7;1 were highly sensitive to As(III), and uptake

assays indicated that As(III) uptake is mediated by AtNIP7;1.

Based on the diameter of their ar/R regions, the NIP family can be subdivided into three

subgroups NIP I, NIP II, and NIP III [76]. NIP I channels, which are characterized by the

consensus motif W I/V A/G R in its ar/R region, conduct water, glycerol and lactic

acid [77, 78]. Substitution of alanine for tryptophan in that region of the NIP II channel

results in a larger pore diameter that allows larger solutes, such as urea [77] and boric acid to

pass through [68]. In contrast to the ar/R region of the other two, the ar/R region of NIP III
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has the motif GSGR. These small residues in the NIP III result in the largest pore diameter,

allowing conduction of silicic acid [76]. As(OH)3, which is more similar in cross-section to

glycerol [79], has been reported to be transported by each subgroup of NIPs.

Understanding the pathways of arsenic uptake in plant will be useful in developing

strategies for reducing the arsenic content in food crops such as rice. The ar/R selectivity

filter and other structural features of these channels allow aquaglyceroporins to discriminate

between different solutes. For example, rice OsNIP2;1 is permeable to As(III) but not

glycerol [69, 74]. AtNIP5;1 and AtNIP6;1 are more permeable to As(III) than Sb(III), but

the opposite is true forAtNIP7;1,which shows selectivity for Sb(III) [73]. Thus, engineering

NIPs to reduce As(III) permeability is a plausible approach to creation of low arsenic crops.

A recent report demonstrates the feasibility of that approach: a mutation of a single residue

(Glu152) at extracellular entry point of the pore of the Leishmania aquaglyceroporin

LmAQP1 reduced the rate of As(III) movement without affecting glycerol conduction [80].

This shows that in at least one AQP metalloid and glycerol transport can be separated by

a single mutation. Finally, growing crops in soil containing high levels of silicic acid might

reduce their arsenic content, since it has been observed that rice seedlings grown in the

presence of silicic acid show comparatively lower levels of arsenic accumulation [74]. In

Figure 8.4 Metalloid distribution in plants. Metalloids are taken up by plant roots and
distributed to above ground tissues by a series of membrane transporters. In O. sativa (rice)
and A. thaliana initial uptake into roots is mediated by aquaglyceroporins in the NIP subfamily.
(a) In rice, Lsi1 facilitates influx of silicon and arsenite at both the exodermis and endodermis for
transport across the casparian bands into the stele. NIP3;1, a close homologue of Lsi1, accounts
for the uptake of boron into the xylem. Lsi2, which is an ArsB homologue unrelated to NIPS,
catalyses efflux of silicon and arsenite into the xylem. (b) In A. thaliana, AtNIP5;1 conducts
arsenite and boron through root endodermis cells for further translocation from the roots to the
shoot. AtBOR1 is an efflux transporter that accounts for the xylem loading of boron. It is not clear
whether BOR1 or another efflux system exports arsenite into the xylem
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summary, a detailed understanding of the mechanisms of arsenic transport by plants

will lead to strategies for preventing arsenic entry in the food chain, and improving human

health [81].

8.2.2.2 Glucose Permeases and Arsenic Uptake

The second family ofmembrane transporters that catalyses arsenite uptake includes glucose

permeases [82], which belong to the major facilitator superfamily (MFS) [83]. In

S. cerevisiae, most arsenite is taken up by the aquaglyceroporin Fps1p in the presence

of glucose. However, in the absence of glucose, the fps1-deleted strain exhibits only a 25%

reduction in arsenite uptake, suggesting that themajority of arsenite accumulation in yeast is

via hexose permeases [82]. The family of hexose permeases in S. cerevisiae includes

18members, Hxt1p to Hxt17p andGal2p [84]. Ayeast strain lacking FPS1 and the genes for

all 18 hexose permeases exhibited only residual uptake of arsenic trioxide, and expression

of HXT1, HXT3, HXT4, HXT5, HXT7, or HXT9 restored arsenite transport ability [82].

These data clearly demonstrate that yeast hexose permeases catalyse the transport of

arsenite.

Mammalian glucose transporter isoform 1, or GLUT1, which is a homologue of the yeast

hexose permeases, has also been shown to mediate a low rate of As(III) uptake and a higher

rate ofMAS(III) uptake in both yeast andXenopus oocyte expression systems [85]. GLUT1,

which is found in the epithelial cells that form the blood-brain barrier and mediates the

majority uptake of glucose into brain through the blood-brain barrier [86],may represent the

major pathway for entry of arsenite into brain [85].

However, it is still not clear how trivalent arsenic and glucose can be recognized and

transported by the same transporter. Are these substrates transported in the same pathway or

two different translocation channels? There are two possibilities: first, trivalent arsenic

might occupy the same binding site as glucose in GLUT1, forming a cyclic trimer that

resembles the glucose molecule [82]. This hypothesis gains some supports from the search

of the Cambridge Structural Data Base, where 109 oxo-bridged As-O-As compounds,

including 10 with six-membered (As-O)3 rings, have been identified. The crystal structure

of arsenious oxide, As4O6, is also a six-membered (As-O)3 ring with the fourth As(III)

coordinated to the three axial oxygens. So it is reasonable to consider the possibility that

arsenic trioxide forms a similar six-membered cyclic oxo-bridged ring, an inorganic

molecular mimic of the chair form of glucose molecule. Second, trivalent arsenic might

go through a different channel through GLUT1 than glucose. Instead of forming a glucose

like trimer, trivalent arsenic may be recognized in the monomeric form as As(OH)3. Rather

than filling the glucose binding site, they may interact with other hydrophilic residues in

GLUT1 to form hydroxyl bonds. The results of extended X-ray absorption fine structure

spectroscopy (EXAFS) indicate that As(OH)3, the most stable structure existing in solution

at neutral pH, can be considered an inorganicmolecular mimic of glycerol [52], which is the

form most likely to be recognized by AQP9 [41]. Similarities in structural properties

between As(III) and glycerol are also indicated by quantum mechanical calculations [39].

Reminiscent of uptake ofAs(OH)3 by aquaglyceroporins, arsenicalsmay alsomove through

a water channel in hexose transporters. GLUT1 has been predicted to have a water

channel [87]. From the results of transport studies with a GLUT1 T310I mutation, which

causes a GLUT1-deficiency syndrome, it has been proposed that the water channel is
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different from the translocation pathway for glucose [88]. This mutant has selectively lost

glucose transport but not water transport, indicating that GLUT1 has two independent

channels [88]. This assumption is supported by two lines of evidence. First, inhibition of

glucose by MAs(III) is noncompetitive, which would be expected if the two substrates do

not bind at the same site [85]. Second, the classic glucose transport inhibitors cytochalasin B

and forskolin do not inhibit uptake of MAs(III) by GLUT1. The translocation properties of

GLUT1 for trivalent methylarsenite and glucose were investigated in more detail [89].

Substitution of Ser66, Arg126 and Thr310, residues critical for glucose uptake, led to

decreased uptake of glucose but increased uptake of CH3As(OH)2. The Km for uptake of

CH3As(OH)2 of three identified mutants, S66F, R126K and T310I, were decreased 4–10

fold compared to nativeGLUT1. The osmotic water permeability coefficient (Pf) of GLUT1

and the three clinical isolates increased in parallel with the rate of CH3As(OH)2 uptake.

GLUT1 inhibitors Hg(II), cytochalasin B and forskolin reduced uptake of glucose but not

CH3As(OH)2. These results clearly demonstrate that CH3As(OH)2 andwater use a common

translocation pathway in GLUT1 that is different from the pathway for glucose.

8.2.3 Boron Uptake Systems

Boron (B) is much less prevalent in the Earth’s crust than arsenic but, even so, is widely

distributed in nature and released into the environment mainly through both geochemical

sources and, to a lesser extent, anthropogenic sources. The major usage of boron in industry

includes as an insulator, in the production of glass fibers and as a fire preventative

material [90].

8.2.3.1 Uptake of Boron in Plants

Although apparently not required bymammals, boron is an essential element for plants [91].

In agriculture, boron deficiency is a major problem that impedes crop growth and generally

leads to the rapid cessation of root elongation, reduced leaf expansion and reduced fertility

in plants [92]. Most of these properties are associated with the role of boron in the structure

and function of the plant cell wall, where boron crosslinks pectic polysaccharide through

bonding of two rhamnogalacturonan II (RG-II), which is necessary for intercellular

attachment and the maintenance of cell structure in plants [93, 94]. To maintain cell wall

biosynthesis and optimal plant growth, boron is required to be continuously delivered to

growing plants from soil though roots and vascular tissues. However, there is a narrow range

of boron concentrations below which there is deficiency and above which is toxicity [92].

Reduced crop quality and yield in soils containing toxic levels of boron is a worldwide

problem in the food production [95]. Thus, an understanding of the physiology of boron

absorption and homeostasis in plants is important for alleviating boron deficiency and

toxicity in agriculture.

In solution at physiological pH, boron exists mainly as uncharged boric acid B(OH)3,

aweakLewis acidwith a pKa of 9.24. Boric acid is a smallmoleculewith amolecule volume

similar to urea and other small nonelectrocytes. At higher pH, this weak acid dissociates to

the borate anion B(OH)4
�, which is chemically similar to bicarbonate. Boron is taken up

by plant roots as B(OH)3, and the uptake of boron by plant roots has been described as

a combination of passive transport through the lipid bilayer and channel mediated

transport [96]. The evidence for the channel mediated transport comes from the partial
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inhibition of boron permeation across plasmamembrane vesicles isolated from squash roots

bymercuric chloride [96], which indicates the binding ofmercurywith the cysteine residues

of the membrane boron channel and results in occlusion of the channel pore [97]. Recovery

of boric acid permeability by 2-mercaptoethanol further indicates that Hg sensitive channels

are involved in the boric acid transport [96]. Furthermore, small solutes such as urea and

glycerol have been shown to inhibit 35–54% of boron uptake by squash roots [98], which

indicates a common channel for these solutes. Several MIPs have been suggested as

promising candidates to mediate the membrane transport of boron into plants. Expression

of Zea mays PIP1, a member of MIP family, results in a 30% increase in boron uptake into

oocytes [96]. Other MIPS, PIPib, PIP2a, and PIP2b from Arabidopsis thaliana have also

been suggested to facilitate uptake of boric acid in oocytes [99].

However, the molecular identity of boric acid importers and their physiological signifi-

cance has not been clear until the AtNIP5;1 gene, which encodes a member of MIP family,

was identified as the boric acid channel required for both boric acid uptake and normal

growth ofArabidopsis thaliana under boron limitation [68]. Transcriptome analysis showed

thatAtNIP5;1was upregulated in boron deficient roots, and the transcript accumulationmay

result from the high NIP5;1 promoter activity observed in root epidermal, cortical, and

endodermal cells, particularly in the elongation zone under boron limitation. The expression

of AtNIP5;1 in oocytes produced a high rate of transport of boric acid and a lesser rate of

water. Since AtNIP5;1 is localized in the plasma membrane of Arabidopsis protoplasts, it

is reasonable that this transporter functions as a major boric acid channel in planta.

Importantly, disruption of AtNIP5;1 inhibited the plant growth and greatly reduced the

boron concentration in roots and shoots under boron limitation but not under adequate boron

supply [68]. These results strongly suggest that AtNIP5;1, which is regulated by transcrip-

tional mechanism, is required for boron uptake into roots, and crucial for the normal plant

growth under boron limitation (Figure 8.4b) [68]. Similarly, OsNIP3;1, the closest homo-

logue to AtNIP5;1, has also been identified as a boric acid channel required for efficient

growth under boron limitation in rice (Figure 8.4a) [90].

8.2.3.2 Uptake Systems for Boron in Other Eukaryotes

It is not clearwhether or howboron is involved in the normal physiology of other eukaryotes,

including mammals. In mammals, boron deprivation has been associated with slower

growth, abnormal bone development, impaired metabolic function and reduced activity of

steroid hormones [100, 101]. Maintaining Xenopus laevis and Zebrafish on a low boron diet

impaired reproductive and embryonic development [102, 103]. However, boron is also toxic

to vertebrates: the effect of boron on Xenopus laevis and zebrafish growth followed a bell

shaped curve [102, 103].

Boron appears to be involved in proliferation of S. cerevisaie [104], which is a boron

tolerant eukaryotic organism that can grow under the 90mM boron conditions [105]. Yeast

has been suggested to have a specific uptake system for boric acid. SeveralMIPs andDUR3,

a urea transporter [106], were chosen as possible candidates for boron transport. Among

them, deletion ofDUR3or FPS1was shown to decrease accumulation of boron and to confer

tolerance to toxic levels of boron [105]. However, no significant increase in boron

accumulation was observed in yeast cells expressing either DUR3 or FPS1 [105]. These

results suggest that DUR3 and FPS1 can transport boric acid; however, other factors may
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also be required for the maintenance of intracellular boron concentrations. The physiologi-

cal roles of boron uptake via DUR3 or FPS1 in yeast are still uncertain, although it has been

proposed to play a role in cell wall structure, as in plants.

These studies in plants and yeast clearly demonstrate the importance of MIP family in

boron uptake and suggest that mammals might also have boron uptake pathways. AQP9 is

a reasonable candidate for a boric acid transporter in mammals, including humans since it is

the closest homologue of AtNIP7;1 and has the broadest substrate specificity [47].

Although no boric acid transporter has been identified in humans so far, a Naþ-coupled
borate cotransporter (NaBC1), which is also a bicarbonate transporter [107], has been

demonstrated to catalyse uptake of borate [108]. NaBC1 is ubiquitously expressed in the

basolateral membrane of salivary gland acinar cells and kidney tubules. ClonedNaBC1was

expressed in HEK 293 cells, which are derived from human embryonic kidney cells. In the

absence of borate, NaBC1 increased permeability Naþ and OH�; whereas in the presence of
borate, NaBC1 acts as a selective, voltage regulated electrogenic Naþ-B(OH)4 cotran-

sporter. Borate activated the MAPK pathway, stimulating cell growth and proliferation at

low concentrations; at high concentrations borate inhibited this growth related signaling

pathway. Consistent with this observation, overexpression of NaBC1 shifted the entire

borate concentration response curve to higher concentrations, whereas a knockdown of

NaBC1 prevented the effect of borate on cell growth and proliferation. These results may

suggest both a physiological role for borate and a mechanism of toxicity in humans.

8.2.4 Uptake Systems for Silicon and Germanium

Silicon (Si) is the second most abundant element after oxygen in the earth’s crust. It is

essential for animals [109] and has been implicated in optimal development of bones and

connective tissue in humans [110]. It is also an essential element for diatoms [111]. Uptake

and processing of silicon is required for the formation of species specific, porous and

silicified structures of the diatom cell wall [112]. However, silicon is not considered

essential in plants; instead, it is a beneficial or ‘quasi-essential’ element for the growth of

plants [69, 113, 114]. Silicon helps plants to overcome both biotic and abiotic stres-

ses [114, 115]. For examples, Si enhances resistance of plants to pathogens such as blast on

rice [116], and powdery mildew on cucumber [117]. Silicon is also effective in decreasing

abiotic stresses, including salt stresses, nutrient imbalance, high or low temperature, and

radiation damage [118]. Most of these beneficial effects of silicon have been ascribed to the

silicon deposition in the cell walls of the epidermal surfaces of leaves and roots.

Silicon is taken up by plant roots in the form of silicic acid, Si(OH)4, a monomeric,

uncharged molecule in solution below pH 9 [119]. After it is taken up, silicic acid is

translocated to the shoot via xylem in the same form [120], and finally deposited in the cell

wall as a polymer of hydrated amorphous silica, SiO2�nH2O, forming silica-cuticle double

layers and silica-cellulose double layers [121]. Therefore, silicon accumulation in the plants

enhances the strength of cell walls, which protects the plants from various stresses.

Although all plants contain silicon, plants differ considerably in the amount of silicon

accumulated in the shoots, ranging from 0.1% to 10% silicon, dry weight [114]. In the plant

kingdom, Si is highly accumulated in Gramineae and Cyperaceae (H4% Si), followed by

the Cucurbitales, Urticales and Commelinaceae, with intermediate Si accumulation of

2–4%. Most other species show low Si level [76, 121]. This difference in Si accumulation
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of different plant species has been ascribed to the different ability of the roots to take up

silicon [120]. Rice, which is a typical silicon accumulating plant, with up to 10%of the shoot

dryweight, has been reported to have the greatest ability to uptake silicon by roots among all

the gramineous species, including wheat, maize and barley [122]. Therefore, rice roots are

likely to have a specific uptake system for Si.

A gene family encoding silicon transporters, SITs, has been identified in the diatom

Cylindrotheca fusiformis [123]. Oocytes expressingCfSIT1 showed a significant increase in

uptake of germanium, another metalloid closely related to silicon in chemical properties, in

a sodium dependent pattern [124]. Inhibition of germanium uptake by silicon in oocytes

expressing CfSIT1 suggests that the twometalloids compete for uptake via SIT1. However,

no SIT homologue has been identified in plants so far. Furthermore, silicon uptake was not

increased by expression any one of the CfSIT genes in tobacco [125], indicating that the

silicon uptake system in plants is different from that in diatoms.

Recently, a gene encoding a Si transporter, Lsi1 (OsNIP2;1), was indentified from a rice

mutant defective in Si accumulation (Figure 8.4a) [69]. This Lsi1 mutant has been shown to

accumulate less silicon in the shoot and is more susceptible to pests and diseases compared

with wild type rice. Lsi1 is constitutively expressed in rice roots, but its expression level is

regulated by silicon [69]. In the roots, Lsi1 has been shown to localize at the plasma

membrane of distal side of both exodermis and endodermis, where casparian strips

exist [126]. Because solutes are unable to freely pass through casparian bands [69], it is

likely that Lsi1 is a transporter required at both exodermis and endodermis for transport of

silicon into the stele for further translocation from the roots to the shoot. Importantly, when

Lsi1 expression was suppressed, Si accumulation in rice was also correspondingly

reduced [69]. Lsi1 shows both influx and efflux transport activity for Si in oocytes, although

it only functions as an influx silicon transporter in rice roots [69]. These results suggest that

Lsi1 is amajor transporter of Si into rice roots and is required for efficient uptake of silicon in

rice. In addition, OsLsi1 appears to be specific for silicon and arsenite over glycerol and

boric acid [76, 127], although the basis for this selectivity is unclear.

Lsi6 (OsNIP2;2), a close homologue of Lsi1 in rice (77% sequence identity) has also been

isolated from cDNA of rice roots [76]. Lsi6 is expressed in both the roots and the shoots of

rice. However, knockdown of Lsi6 in rice did not affect uptake of silicon by roots, which

suggests that Lsi6 has only a small contribution to root silicon uptake. In the shoot, Lsi6 is

expressed only in the plasma membrane of xylem parenchyma cells that are adjacent to

vessels in both leaf blades and leaf sheaths. The abnormal excretion of silicon fromguttation

fluid excreted from xylem sap of rice with Lsi6 disrupted suggests that Lsi6 is a transporter

that may be responsible for the transport of Si out of the xylem and subsequently affects the

distribution of Si in the shoots (Figure 8.4a).

Maize (Zea mays) is also able to accumulate high amounts of silicon in the shoot,

although the levels are lower than in rice [121]. Recently, two homologues of OsLsi1 and

OsLsi6, ZmLsi1 (ZmNIP2;1) and ZmLsi6 (ZmNIP2;2), have been identified as silicon

transporter inmaize [76]. Heterologous expression in oocytes showed that both ZmLsi1 and

ZmLsi6 have the influx transport activity for Si similar to OsLsi1. However, the expression

pattern and cellular localization of ZmLsi1 is different from its rice homologue. The

expression of ZmLsi1 in the roots was constitutive, but its expression was not affected by

continuous silicon supplementation, which may indicate a different regulatory mechanism

from that of OsLsi1. Furthermore, ZmLsi1 has been localized at the plasma membrane of
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epidermis and hypodermis cells but not endodermis cells. This difference may be attributed

to the differences in root structure ofmaize and rice: There is only one casparian band,which

is located at the endodermis of maize roots, under normal growth conditions [128]. Silicon

may be taken up byZmLsi1 at epidermis and hypodermis and then transported to stele by the

symplastic pathway in maize root. From its cellular localization and transport activity,

ZmLsi1 may be responsible for uptake of Si from the soil to the root. In contrast to ZmLsi1,

ZmLsi6 is localized at the xylem parenchyma cells in the leaf sheaths and blades, similar

to that of OsLsi6. It is likely that ZmLsi6 has a similar function to OsLsi6 and acts mainly as

a silicon transporter for xylem unloading.

OsLsi1, OsLsi6, ZmLsi1 and ZmLsi6 all belong to plant unique nodulin 26-like intrinsic

protein (NIP) of the major intrinsic proteins (MIP). Lsi1 and Lsi6 have been classified as

members of NIP III group due to their distinct ar/R regions. Unlike other groups of NIPs, the

highly conserved ar/R constriction filter in theNIP III group consists of aGSGRmotif [129].

The smaller size of the four residues in the ar/R region yields a larger pore diameter

comparedwith other NIP groups, which allows silicic acid, with a larger diameter than other

metalloids, to pass through the channel. Other members of NIP III group have been found in

zucchini, which is also able to accumulate high levels of silicon [130]. Therefore, it is likely

that NIP III is unique to Si-accumulated plants and functions as a silicon transporter [76].

Germanium, with a pKa of 9.4, would be expected to be taken up in the form of Ge(OH)4.

AlthoughGe has similar chemical property to Si, it is toxic to plants, causing brown spots in

leaves and stems. Ge is taken up by plant roots similarly to Si. For example, plants with high

Si uptake also take up high levels of Ge [131]. More specifically, plants with markedly

different capacities for Si accumulation in their shoots are able to take up Ge without

discriminating between these two elements [132]. A direct competition between Si and Ge

has been observed in wheat (Triticum aestivum) [133], suggesting the antagonism between

Ge and Si exsits. The ricewith Lsi1 disrupted showed higher resistance to Ge toxicity [121].

This feature has been applied in the selection of ricemutants defective in Si uptake [121].All

these facts indicate that silicon transporters also take up Ge(OH)4.

8.3 Metalloid Efflux Systems

8.3.1 Eukaryotic MRP Efflux Pumps

In eukaryotes arsenite resistance is conferred bymembers of theMRP (multidrug resistance

associated protein) group of the ABC superfamily of transport ATPases [134], which

catalyse export of GS-conjugates such as leukotriene C4 (LTC4) [135]. MRP1 catalysed

export of glutathione from cells was increased by arsenite, suggesting that MRP1 functions

as a As(GS)3 carrier [136]. In liverMRP2 extrudes arsenic–glutathione complexes into bile

and may be a major route of arsenic detoxification in humans [49].

MRP homologues have been shown to confer arsenic resistance in eukaryotic microbes.

Metalloid containing drugs are still the first line therapy for trypanosomiasis and leish-

maniasis, and clinical resistance is a serious problem in treatment. In arsenite resistant

strains selected in vitro there is increased expression of pgpA, which encodes an MRP

homologue [137]. Legare et al. have has demonstrated that PgpA transports As(GS)3 [138].

In S. cerevisiae, anMRP homologue, Ycf1p, confers Cd(II) resistance by pumping Cd(GS)2
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into the vacuole [139, 140]. Ycf1p also transports As(GS)3 into the vacuole and confers

arsenite resistance in yeast [141]. In addition to Ycf1p, S. cerevisiae has a gene cluster of

three ACR genes that also confer arsenic resistance [142]. Acr1p is a transcription factor,

and Acr2p is an arsenate reductase. Acr3p is a membrane protein that is homologous to an

arsenite carrier protein inB. subtilis andmediates efflux of arsenite [141, 143].While Ycf1p

is located in the vacuolar membrane and catalyses sequestration of As(GS)3 in the vacuole,

Acr3p is a plasma membrane carrier protein that catalyses extrusion of arsenite from

cytosol. Bacterial Acr3 family members are discussed below.

8.3.2 ArsB

Bacterial operons encoding resistance to arsenicals and antimonials (ars operons) can be

found on transmissible plasmids and in chromosomes. These operons usually have either

three (arsRBC) or five (arsRDABC) genes (Figure 8.5). The arsB encodes a secondary

transporter that catalyses efflux of the arsenite anion from cells [144]. Nearly all ars operons

have these three genes, but some operons have two additional genes, arsDA. ArsD is an

arsenic metallochaperone that delivers As(III) to ArsA [145]. ArsA is an As(III)/Sb(III)-

stimulated ATPase [146] that associates with ArsB to form an extrusion pump that is more

efficient than ArsB alone [147]. Interaction with ArsD increases the affinity of ArsA for

arsenite, thus increasing its ATPase activity at lower concentrations of arsenite and

enhancing the rate of arsenite extrusion. Cells are consequently resistant to environmental

concentrations of arsenic.

Figure 8.5 Arsenic resistance operons. There are many arsenic resistance operons in bacteria
and archaea. Two E. coli operons illustrate the diversity. The chromosomally encoded arsRBC
operon has three genes that encode ArsR, a negative regulatory protein that represses in the
absence of As(III) and dissociates from the DNAwhen As(III) is bound; ArsB, a proton coupled
arsenic efflux antiporter, and ArsC, an arsenate reductase that reduces arsenate to arsenite. The
arsRDABC operon found on plasmid R773 has two additional genes, arsD,which encodes an As
(III) metallochaperone, and arsA, which encodes the ArsA ATPase that forms a complex with
ArsB to create an ATP-coupled As(III) efflux pump
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ArsB is one of the most widespread determinants of arsenic resistance in bacteria and

archaea. It is a member of the ion transporter superfamily [148], with 12 membrane

spanning segments and a membrane topology that is similar to many carrier proteins [149].

ArsB transports trivalent metalloids inE. coli coupled to the protonmotive force [28]. Since

As(III) is the undissociated oxyacid As(OH)3 in solution at neutral pH [52], ArsB is most

likely an As(OH)3/H
þ antiporter.

8.3.3 ArsA

The arsRDABC operon of Escherichia coli plasmid R773 encodes the ArsAB ATPase,

a metalloid pump that confers resistance by actively extruding As(III) or Sb(III) from

cells [150]. The 583-residue ArsA is a metalloid-stimulated ATPase that comprises the

catalytic subunit of the pump [146, 151]. It is normally bound to ArsB [152], but, in the

absence of ArsB, ArsA is found in the cytosol and can be purified as a soluble protein. ArsA

has two homologous halves, the N-terminal A1 domain (residues 1� 288) and the

C-terminal A2 domain (residues 314� 583), which are connected by a flexible 25-residue

linker peptide (residues 289� 313) (Figure 3.15). Each half has a consensus nucleotide-

binding domain (NBD). At the interface of the two domains is a binding site for As(III) or

Sb(III), the metalloid binding site (MBD) involved in activation of ATPase activity.

Connecting the MBD to the two NBDs are signal transductions domains (STDs) in each

half of ArsA.

8.3.3.1 The Nucleotide Binding Domain (NBD)

Although ArsA has two very similar NBDs, they are not identical in either sequence or, as

discussed below, function. Mutations in either NBD1 or NBD2 resulted in a loss of

resistance, transport and ATPase activity [153, 154]. Both structural information and

the results of genetic suppression show that the two NBDs in ArsA interact with each

other [155, 156]. Both NBDs are required for activity, and considerable effort has been

expended to elucidate the role of the individual sites in arsenite transport In the presence or

absence of the pump substrate, Sb(III) or As(III).

Mg2þ is required for ArsA ATPase activity [157]. Conformational changes at the

nucleotide binding site as evidenced by the increase in intrinsic tryptophan fuorescence

were observed only on the addition of MgATP, suggesting that Mg2þ binds to ArsA as

a complex with ATP [158]. It has been shown that the aspartic residue in ATP- and GTP-

binding proteins serve as Mg2þ ligand. Sequence alignment of ArsA with other ATPase

such as nitrogenase iron protein (NifH) [159], RecA [160] and Ras p21 [161] suggested

that Asp45 might be a putative Mg2þ ligand. Mutation studies showed that cells expressing

D45 mutated arsA genes lost arsenite resistance. Purified D45A and D45N ArsAs were

inactive, whereas the D45E enzyme exhibited 5% of wild type activity with a fivefold

decrease in affinity for Mg2þ, demonstrating that D45 is part of the Mg2þ binding site.

Both NBD1 and NBD2 hydrolyse ATP, with steady state hydrolysis dominated by the

activity of NBD1. The overall rate of ATP hydrolysis is slow in the absence of metalloid

and is accelerated by metalloid binding. Previous results suggested that the active sites,

NBD1 and NBD2, in the two halves of ArsA play different roles in catalysis. ATP binding

and hydrolysis at the individual NBDs was examined binding by photolabeling with the

ATP analogue 8-azido-50-[a-(32)P]-ATP at 4 �C [162]. Metalloid stimulation correlated
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with a H10-fold increase in affinity for nucleotide. To investigate the relative contribu-

tions of the two NBDs to catalysis, a thrombin site was introduced in the linker between

A1 and A2. This allowed discrimination between incorporation of labeled nucleotides into

the two halves of ArsA. The results indicate that both the NBD1 and NBD2 bind and

hydrolyse ATP, even in the absence of metalloid. Sb(III) increases the affinity of NBD1 to

a greater extent than NBD2. 8-Azido-50-[g-(32)P]-ATP was used to measure ATP

hydrolysis at 37 �C. Under these catalytic conditions, both nucleotide binding domains

hydrolyse ATP, but hydrolysis in A1 is stimulated to a greater degree by Sb(III) than A2.

These results are strong support for the hypothesis that the two homologous halves of the

ArsA are functionally nonequivalent. Perhaps they are both catalytic, or perhaps one is

regulatory. Future experiments will be required to elucidate their individual roles are in

ArsA function.

8.3.3.2 The Metalloid Binding Domain (MBD)

The two NBDs are located at the interface between A1 and A2, in close proximity to each

other [156]. Over 20A
�
distant from the NBDs is a metalloid-binding domain (MBS),

where three Sb(III) or As(III) are bound at the A1-A2 interface (Figure 3.15). Antimonite

or arsenite allosterically activates ArsA ATPase activity. In absence of the metalloids,

ArsA has a low level of ATPase activity. Arsenite stimulatesATP hydrolysis by three- to five-

fold, whereas a 10- to 20-fold stimulation is observed with antimonite as the activator. All

other oxyanions tested had no effect on ATPase activity [157]. In the crystal structure, one

Sb(III) is coordinated to Cys113 from A1 and Cys422 from the A2 (Site 1), a second to

Cys172 from A1 and His-453 from A2 (Site 2), and the third to His-148 from A1 and Ser-

420 from A2 (Site 3). Thus, the three metalloid atoms act as molecular glue to bring the A1

and A2 halves of ArsA together, an event that is linked to activation of ATP hydroly-

sis [151, 163]. Ruan et al. showed that ArsA binds a single Sb(III) with high affinity only

in the presence of Mg2þ-ATPgS. Mutation of the codons for Cys113 and Cys422

eliminated Sb(III) binding to purified ArsA. C113A/C422A ArsA has basal ATPase

activity similar to that of the wild type but lacks metalloid stimulated activity. Cells

expressing the arsAC113A/C422AB genes had an intermediate level of metalloid resistance

and accumulation between those expressing only arsB alone and those expressing wild

type arsAB genes, indicate that, whereas metalloid stimulation of ArsA activity enhances

the ability of the pump to reduce the intracellular concentration of metalloid, high affinity

binding of metalloid by ArsA is not obligatory for transport or resistance. However,

cells bearing wild type arsAB replaced cells with mutant arsAC113A/C422AB in mixed

populations of cells in the sublethal concentration of arsenite, suggesting that the metalloid

binding site confers an evolutionary advantage. What is the role of the other metalloids

observed in the crystal structure of ArsA, which shows one liganded to Cys172 and

His453, and the other liganded to His148 and Ser420? The contribution of those putative

metalloid sites was examined [164]. There was little effect of mutagenesis of residues

His148 and Ser420 on Sb(III) binding. A C172A ArsA mutant and C172A/H453A double

mutant exhibited decreased affinity for Sb(III). Thus, while there appears to only a single

high affinity metalloid binding site in ArsA, the results suggest that Cys172 controls the

affinity of this site for metalloid and hence the efficiency of metalloactivation of the ArsAB

efflux pump.
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8.3.3.3 The Signal Transduction Domain (STD)

Connecting the single MBD to the two NBDs are the STDs, one in each half of the

protein [165]. TheSTDs each have a 12-residue signature sequenceD142TAPTGH148TIRLL

(STD1) and D447TAPTGH453TLLLL (STD2), which correspond to the Switch II region of

many other nucleotide binding proteins and have been proposed to be involved in transmis-

sion of the energy of ATP hydrolysis to metalloid transport. ArsA homologues have been

found in every sequenced genome of eubacteria, archaea, fungi, plants and animals. This

sequence is highly conserved in ArsA homologues from every kingdom, indicating that this

common motif has a conserved function. In the crystal structure, the two DTAPTGHT

sequences clearly spans the spaces between the MgADP-filled NBSs and the metalated

allosteric site [165]. During ATP hydrolysis the carboxy-terminal end of the A1 sequence

becomes exposed to a less polar environment, whereas the amino-terminal end becomes

exposed to a more hydrophilic environment as the product, ADP, is formed, indicating that this

sequence exhibits considerable conformational mobility during the catalytic cycle. From these

results the DTAPTGHT sequences have been proposed to be signal transduction domains that

are involved in cross talk between the NBSs and the allosteric domain [165, 166].

8.3.3.4 The Linker Region

ConnectingA1 andA2 is a linker region of 25 residues. In the absence ofATP andmetalloid,

ArsA is hypersensitive to trypsin [157], with the initial attack within the linker at residue

Arg-290 [167]. Binding of both nucleotide and metalloid provides substantial synergistic

protection from protease. The requirement for this linker sequence was examined by the

mutagenic insertion of five glycine residues or by the deletion of five, 10, 15 or 23

residues [168]. Cells expressing arsAwith the five residue insertion had wild type arsenite

resistance. Resistance of cells expressingmodified arsA geneswith deletionswas dependent

on the length of the linker but independent of the actual sequence. Cells with five or 10

residues deleted exhibited slightly reduced resistance. Further deletions decreased resis-

tance significantly. The purified mutant with the five esidue insertion had the same affinity

for ATP and Sb(III) as the wild type enzyme. Murtants with 10-, 15- or 23-residue deletions

exhibited decreased affinity for both Sb(III) andATP.The enzymewith a 23-residue deletion

exhibited only basal ATPase activity andwas unable to be activated by Sb(III). These results

suggest that the linker brings the two halves of the protein into proper contact with each

other, facilitating catalysis.

8.3.3.5 Function of Smaller ArsA Homologues

Genomic sequencing indicates that homologues ofArsA arewidely distributed in nature and

are found inmembers of all three domains: prokarya, archaea, and eucarya [169]. Eukaryotic

homologues are half the size of the bacterial ArsA.Ahuman homologue ofArsA, hARSA-I,

has been purified and shown to have ATPase activity [170]. Disruption of ARR4, a

S. cerevisiae homologue, was not lethal, but the disrupted strain displayed increased

sensitivity to metal salts and temperature [171]. The purified wild type ARR4 protein

exhibited a low level ofATPase activity butwas not arsenic stimulated.Amouse homologue,

Asna1, had been identified that Exhibits 27% identity to the bacterial ArsA ATPase. To

identify the physiological role of the protein, heterozygousAsna1knockoutmice (Asna1þ/�)
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were generated by homologous recombination. The Asna1þ/� mice displayed similar

phenotype as the wild type mice. However, early embryonic lethality was observed in

homozygous Asna1 knockout embryos between the E3.5 and E8.5 stages. These findings

indicate that Asna1 plays a crucial role during early embryonic development [172].

Recently novel role involved in the insertion of proteins into biological membranes was

identified for the yeast ARR4 homologue [173].Whilemostmembrane proteins are inserted

in membranes through their N-termini, there are some that are anchored in intracellular

membranes by a single transmembrane domain close to the C-terminus. A cytosolic

recognition complex termed TRC40 that targets this type of membrane protein for insertion

into the endoplasmic reticulum was recently identified. The putative catalytic subunit of

TRC40 was identified as Asna1. Asna1 interacts posttranslationally with membrane

proteins for delivery to a receptor at the endoplasmic reticulum. Subsequent release from

TRC40 and insertion into themembrane requiredATP hydrolysis byAsna1. Thus this group

of ArsA homologues appears to have evolved a function quite different from the arsenite

detoxification function of the bacterial ArsAB pump.

8.3.4 Acr3

In addition to the MRP and ArsAB families, a third arsenic resistance transporter is Acr3,

which is amember of the BART (bile/arsenite/riboflavin transporter) superfamily. TheAcr3

subfamily includes members found in bacteria, archaea and fungi and is at least as

widespread and perhaps more than members of the ArsB family [174, 175]. Unfortunately,

the literature is confused by the fact that manymembers of the Acr3 family are annotated as

ArsB even though they exhibit no significant sequence similarity toArsB. Thefirst identified

member of this family is encoded by the ars operon of the skin (sigK intervening) element in

the chromosome of B. subtilis [176]. The membrane topology of the B. subtilis Acr3 was

recently investigated using translational fusions, but the results could not distinguish

between eight and 10 transmembrane segments [177]. The properties of a more distant

homologue from Shewanella oneidensis was examined recently [178]. The S. oneidensis

homologue confers resistance to arsenate but not arsenite. Similarly, the purified protein

binds arsenate, not arsenite, indicating that this protein is not an Acr3 orthologue. Fungal

members of this family include the S. cerevisiae Acr3p metalloid efflux protein [141, 142].

Interestingly, yeast Acr3p appears to be selective forAs(III) over Sb(III), which is surprising

considering the similarity in chemical properties between the two metalloids. As discussed

above, both ArsA and ArsB have higher affinity for Sb(III) than As(III). Perhaps this

difference in selectivity relates to the fact that, in solution, arsenite is As(OH)3 while

antimonite is the octahedral [Sb(OH)6]
3� [23].

To gain the basic structural information of a Acr3, Aaltonena and Silow [177] analysed

the transmembrane topology of B. subtilis Acr3 by constructing a total of 42 translational

fusions, which create chimeric proteins of truncated forms of Acr3 and two reporter

proteins, alkaline phosphatase and Green Fluorescent Protein at 22 different positions in

the amino acid sequence of BsAcr3. Their results suggest that BsAcr3 has an even number

of transmembrane (TM) segments. However, the results could not distinguish between

eight and 10 transmembrane segments [177]. Moreover, this approach produces inactive

proteins that may have altered topology as a result of fusion to a large protein like alkaline

phosphatase. Recently Fu et al. [179] used cysteine scanning mutagenesis and accessibility
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to thiol-reactive probes to determine the transmembrane topology of Acr3 from Coryne-

bacterium glutamicum. This method is more likely to yield an accurate topology since it

utilizes active membrane proteins. Their results clearly demonstrate that CgAcr3 has

10 transmembrane spanning segments, with the N- and C-termini localized in the cytosol

(Figure 8.6).

8.3.5 Efflux Systems for Silicon

Asmentioned in Section 8.2.4, silicon enhances plant growth, and several genes involved in

silicon uptake have been identified. However, there is little known about silicon efflux. To

identify genes involved in the efflux transport of silicon,Ma et al. [130] isolated ricemutants

defective in silicon uptake by selecting for tolerance to germanium they isolated an lsi2

mutant (lsi2) defective in silicon efflux.

Lsi2 is locatedonchromosome3andconsists of two exonsandone intron.TheORFof this

gene is1416bp long,and thededucedproteinconsistsof472aminoacids,withapredictionof

11 transmembrane domains. When expressed in oocytes, interestingly, Lsi2 did not show

influx transport activity for silicic acid but did showefflux transport activity [130], indicating

that, unlike Lsi1, the silicon uptake transporter, Lsi2 is a Si efflux transporter capable of

transporting Si out of cells (Figure 8.4a). Interestingly, efflux of Si was inhibited at low

temperatures and by three protonophores; 2,4-dinitrophenol (DNP), carbonylcyanide

3-chlorophenylhydrazone (CCCP) and carbonylcyanide p-(trifluoromethoxy)phenylhydra-

zone (FCCP). Furthermore, the efflux activity of Lsi2 was increased at lower external pH

values.Theseresultssuggest that transportofSibyLsi2isanenergydependentactiveprocess,

which is driven by the proton gradient. Lsi2 is unrelated to the Lsi1 uptake system and is, in

fact, a very distant relative of the bacterial ArsBAs(OH)3/H
þ antiporter. Consistent with its

Figure 8.6 Membrane topology of the Acr3 As(III) efflux permease. Cysteine scanning
mutagenesis and accessibility to thiolreactive probes was used to identify 10 transmembrane
segments in the C. glutamicum Acr3. (^) periplasmic residues accessible to both BM and AMS;
(}), cytosolic residues located accessible to BM but not AMS; (.), residues not labeled
by BM [179]
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lineage, Lsi2 is possibly an efflux pump for arsenic [74]. Lsi2 mutants of rice defective in

silicon efflux also had lower levels of arsenite in shoots and xylem.

8.3.6 Efflux Systems for Boron

Arabidopsis thaliana AtBOR1 is an efflux system for xylem loading of boron and is

essential for preventingboron deficiency in shoots [180]. SixBOR1-like genes are present in

Arabidopsis. BOR1-like genes have also been found in a number of other plant species,

including rice, suggesting the importance of BOR1 and similar genes in plants. A

homologous S. cerevisiae ORF, YNL275w (BOR1) is responsible for the ability of yeast

to maintain a low cellular boron content following incubation for 1 h in medium containing

0.5mMboric acid [105]. BOR1 deleted strains were more susceptible than wild type strains

to growth inhibition by boric acid, and overexpression of BOR1 produced further protection

against boric acid toxicity. Recently, Takano et al. [181] showed that efflux is slower in the

BOR1-deleted yeast strain than in the wild type strain. Bor1p mediates a saturable boron

efflux against a concentration gradient, with characteristics consistent with a bicarbonate

independent exchange of extracellular Hþ for intracellular H3BO3 [182]. BOR1mRNA and

Bor1p protein are both constitutively expressed in cells grown in richmediumwithout boron

and are increased only slightly during growth in boron concentrations that significantly

inhibit growth. Figure 8.4 summarizes current knowledge of the pathways of metalloid

uptake into roots, transcellular movement and efflux into xylem.

8.4 Summary and Conclusions

Arsenic is a toxic metalloid that has no known physiological role in any organism. It is

ubiquitous in the environment, and, even though cells do not take it up purposefully, arsenic

gets into cells adventiously through transporters for physiological solutes, including

phosphate permeases, sugar transporters and aquaglyceroporins. This poses a serious

challenge for survival, which is why nearly every organism, from E. coli to humans, has

evolvedmechanisms for arsenic tolerance, in particular efflux pathways that remove arsenic

from the cytosol of cells. Members of every kingdom have such systems, although they

appear to have arisen at least three times by convergent evolution.

Understanding the types and mechanisms of these uptake and efflux pathways will allow

mankind to either restrict or enhance the accumulation of arsenic in cells. Engineering cells

with lower uptake or higher rates of efflux can lead to lessened toxicity in individuals

exposed to arsenic in the food or water supply. It can produce safer food supplies with lower

levels of arsenic. Altering the selectivity of transporters could lead to plants that take up

boron or silicon without accumulating arsenic. Increased uptake or decreased efflux can

result inmore effective chemotherapywithmetalloid containing drugs. It will be interesting

to see how this knowledge is applied over the next decade.
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9.1 Introduction

In the past, the major medical application of bismuth consisted of the treatment of gastric

ulcers by ingestion of large quantities of bismuth citrate. More recently, the resurgence of

interest for bismuth medical applications has been more oriented towards possible

applications in radiotherapy, and particularly in alpha-radioimmunotherapy (Figure 9.1) [1].

As this specific application will be reviewed exhaustively in Chapter 13 of this book, we

will only discuss the design, synthesis and coordination properties of bismuth porphyrin

complexes in this chapter, assuming that the goals and limits of this peculiar application are

known. However, we should keep in mind that both alpha-emitter isotopes of bismuth-212

and 213 exhibit a very short half life of 60 and 45min respectively, as this radiochemical

property directly implies fast kinetics formation of complexes. Even if this potential

application is far from being achieved, this very basic requirement will guide the research

for new bismuth porphyrins.

From the coordination point of view, porphyrins are known to coordinate most of the

metallic and pseudometallic elements, andmetalloporphyrins with over 80 different central

Biological Chemistry of Arsenic, Antimony and Bismuth Edited by Hongzhe Sun

� 2011 John Wiley & Sons, Ltd



metals have been isolated and characterized [2]. However, despite the large number of

isolated metalloporphyrin derivatives, few solid state structures of bismuth porphyrins

have been published so far and the coordination chemistry and reactivity of bismuth

porphyrins remain a relatively unexplored area. Also, considering practical applications of

such molecules, medical implications arise if porphyrins – or macrocycles in general – can

be localized in specific areas of the body. This particular field is in permanent progress with

the use of specific monoclonal antibodies for which both the immunochemistry and the

specificity can be tuned [3]. Thus, for our purpose, we will consider that in the future,

specific and efficient targeting of metalloid chelates will be available.

9.2 Early Work (1969–1994)

The very first instances of group 15 (As, Sb, Bi) porphyrin complexes were published as

recently as 1969 and 1974 by Treibs et al. [4] and Buchler et al. [5] respectively. In these

works, bismuth was inserted in octaethylporphyrin (OEPH2) by refluxing themacrocycle in

pyridine at 120 �C for 30min. Although the resulting complexes were fully characterized

by proton NMR and electronic spectroscopies as well as mass spectrometry, the intimate

structure of the complex remained unknown although an out-of-plane coordination of the

metal was suspected. Actually, this structural feature is expected for a large cation such as

bismuth which exhibits a covalent radius of 1.5 Å where the radius of the porphyrin cavity is

close to 2 Å.

UV visible spectroscopy is a powerful tool in porphyrin chemistry and this is particularly

true for bismuth porphyrins. Whereas usual porphyrin spectra exhibit a Soret band around

420 nm and four Q bands ranging chiefly from 500–700 nm, bismuth porphyrins show a

hyper spectrum with the Soret band at 470 nm. This hyper p type of spectrum has been

discussed by Gouterman et al. [6]. It is characterized by two Soret bands around 350 and

470 nm and two weaker bands further to the red around 600 and 650 nm. The extra Soret

band at 350 nmwas attributed to the presence of an allowed 6pz (bismuth) ! p� (porphyrin)
charge transfer transition in the visible near UV region.

Ten years later, in 1992, a definitive proof of the out-of-plane coordination was reported

with the study of a bismuth complex of meso-tetra-tolylporphyrin (TTP). Using the same

Figure 9.1 Schematic representation of a-radioimmunotherapy via targeting with a monoclo-
nal antibody.
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procedure as previous research, the nitrato-bismuth porphyrin was characterized by

elemental analysis and studied by variable temperature 1H NMR spectroscopy. When the

spectrum was recorded at 255K, the four p-tolyl protons appeared as four doublets instead

of two doublets in the free base ligand, indicating that the plane of the porphyrin was no

longer a plane of symmetry and hence that the bismuth cation was out of the macrocycle

plane.

Interestingly enough, the first water soluble adduct, bismuth(III) tetrakis-(N-methyl-3-

pyridyl)porphyrin was synthesized in 1994 [7]. It was demonstrated that whereas the

removal of bismuth from the macrocycle is, as expected, catalysed by protons, major anion

and hydroxide contributions are also present. It is important to note that this property of base

solvolysis can have important consequences in terms of stability of the complex during

therapeutic applications or even during the metalation process.

9.3 Bismuth Complexes of Unfunctionalized Porphyrins

In this paragraph, the word ‘unfunctionalized’ is intended to describe porphyrins that are

substituted only by inert alkyl or aryl groups in the eight b-pyrrolic or four meso positions,

respectively.

9.3.1 The First X-ray Structure of (OEP)Bi(SO3CF3)

The first solid state structure of a bismuth porphyrin was reported by Guilard, Kadisk et al.

in 2000 [8]. In this work, either bismuth nitrate or bismuth triflate was used. The bismuth

salt was refluxed in DMF with the free base porphyrin for 75min. In the solid sate,

(OEP)Bi(SO3CF3) is a dimer (Figure 9.2) with the two entities symmetrically related by an

inversion center. The two triflate molecules act as bridging counter anions between the two

bismuth atoms, either as a monodentate ligand or as a bidentate ligand.

Bismuth is a seven coordinate and located 1.07(1) Å above the four-nitrogen plane

towards the triflate anions. Finally, taking into account the coordination sphere of bismuth

in this complex, the bismuth lone pair position should be parallel to the N(1)-N(3) axis in

order to minimize electrostatic repulsion with the triflate anions. Unlike the other Group 15

elements, the Bi(III) in a porphyrin cannot be electrochemically oxidized at the metal

center.

9.3.2 Other X-ray Structures with Tetra-Mesoaryl Porphyrin: Bi(tpClpp)NO3

and Bi(tpClpp)Br

Two interesting structures were solved by Brothers et al. in 2003 by crystallizing two

bismuth complexes of meso-tetrakis-p-chlorophenyl-porphyrin (tpClpp) [9]. These two

structures are important as they point out the important influence of the counter anion on

the structure itself. For instance, using bismuth nitrate, the first noncentrosymmetric dimer

was obtained with two nitrate residues as the counter anions of both bismuth cations

(Figure 9.3a). But where one of them (N(9)) coordinates Bi(1) in the usual bidentate fashion

through O(1) and O(2), the second nitrate group (N(10)) bridges between the two bismuth

atoms through two oxygen atoms O(6) and O(5). Additionally, the third oxygen atom of the

second nitrato group, O(4) interacts with both bismuth atoms with longer Bi-distances.
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These Bi-O distances are all very long when compared to other bismuth complexes

containing nitrate ligands, as we will see.

At the opposite, the halide complexes (Cl, Br and I) of this bismuth complex all crystallize

as centrosymmetric dimers with two m-bridging halides (Figure 9.3b). The bridging halide
groups are staggered with respect to the porphyrin nitrogen atoms, giving distorted trigonal

prismatic geometry around each bismuth atom.

These data indicate that the dinuclear arrangement observed for all the above mentioned

structures is the result of first, the out-of-plane bismuth coordination leading to electrostatic

effects and second, its tendency to increase its coordination number (up to eight in a

porphyrin).

9.4 Bismuth Complexes of Functionalized Porphyrins

In coordination chemistry, an important ligand property that increases metal complex

stability is preorganization, the tendency of the free ligand to assume the conformation

necessary for metal ion complexation. Additionally, bismuth is both azophylic and

oxophylic, with a coordination number (CN) that ranges from three to 10. It was thus

reasonable to investigate the coordination property of pendant arms porphyrins bearing

Figure 9.2 X-ray structure of (OEP)Bi(SO3CF3). Reprinted with permission from [8]. Copyright
(2000) Society of Porphyrins & Phthalocyanines
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potential oxygen atom donors, analogous of DOTA like compounds. But a major difference

with the latter consists of the possible preorganization of the picket(s) if attached on the

ortho position of the meso aromatic rings.

9.4.1 Picket Porphyrins

For instance, an easy raw material porphyrin is meso-tetrakis-2-aminophenyl porphyrin

(TAPP), which can be acylated by any acyl chloride, leading to four picket porphyrin

(Scheme 9.1). Actually, TAPP exists as a mixture of four atropisomers at room

temperature and up to 50 �C, and so do most of picket porphyrins synthesized from

TAPP. Scheme 9.1 indicates the reaction of ethyl succinyl acyl chloride (i) on

Figure 9.3 X-ray structures of (a) Bi(tpClpp)NO3 and (b) Bi(tpClpp)Br. Aryl rings are omitted
for clarity. Reproduced from [9] by permission of The Royal Society of Chemistry
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TAPP aaaa atropisomer – with the four anilino groups oriented towards the same

side – followed by bismuth insertion (ii) with bismuth nitrate.

Thus, with porphyrin 1, bismuth insertion was achieved under mild conditions by heating

a solution of the ligand in pyridine at 50 �C over two hours with the bismuth salt and led to

1BiNO3. Completion of the reaction was easily monitored by UV visible spectroscopy with

the absorption of the bismuth porphyrin at 470 nm (Figure 9.4) [10]. Indeed, in opposition

Scheme 9.1 Synthetic pathway for the preparation of succinylamido pickets porphyrins.
Reagents and conditions: (i) ClCO(CH2)2CO2Et (5MM equivalent for 1 or 1.1MM
equivalent for 3), NEt3, THF; (ii) Bi(NO3)3 � 5H2O (10M equivalent), 55 �C, pyridine, 2 h;
(iii) CH3COCl (3MM equivalent), NEt3, THF; (iv) KOH, EtOH, 55 �C f 4; (v) Bi(NO3)3 � 5H2O
(1.2M equivalent), rt, pyridine, 10min. (Reproduced with permission from The American
Chemical Society. Copyright � 2004 The American Chemical Society)
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to unfunctionalized porphyrins as (OEP)BiSO3CF3, the chromatography process of com-

pound 1BiNO3 does not afford any free base analogue.

Crystals suitable for X-ray study were obtained by a slow diffusion of a H2O/MeOH

mixture onto a saturated THF solution of 1BiNO3. The ORTEP [11] plot of the X-ray

structure is shown in Figure 9.5. The Bi(III) is eight coordinate with an approximate square

Figure 9.5 Ball and stick representation of the crystal structure of 1BiNO3. Reprinted with
permission from [17]. Copyright 2004 American Chemical Society

Figure 9.4 UV visible spectra of porphyrin 1 upon addition of bismuth at different time. Note
that the appearance of the absorption at 479 nm is characteristic for bismuth insertion in
porphryin 1. Reproduced from [11] by permission of The Royal Society of Chemistry
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antiprismatic geometry. The four nitrogen atoms of the macrocycle form a square, the

distorted other square being formed by four oxygen atoms described as follows: two oxygen

atoms of the nitrate anion, the oxygen atom of awater molecule and a carbonyl oxygen atom

of the terminal ester group belonging to an arm attached to a symmetrically related

macrocycle, forming in this way, a centrosymmetric dimer in the solid state. The Bi atom

lies 1.125 Å above the four nitrogen plane and themeanBi-N bond length is 2.34(2) Å, these

values are similar to those observed in (OEP)Bi(SO3CF3) which also adopts a centrosym-

metric dimeric form (D4N¼ 1.07 Å and GBi-NH¼ 2.31(1) Å).

The Bi-O bond lengths are larger than the sum of their ionic radii (1.13þ 1.40¼ 2.53 Å)

[12] 2.706(5) and 2.789(4) Å for the bonds with the nitrate anion (respectively with O13

and O15), 2.816(5) Å with the oxygen of thewater molecule (Ow1) and 3.018(5) Å with the

oxygen atom of the carbonyl group (O8#). This later value is large but, to the best of our

knowledge, this type of bond between a Bi atom and an ethoxycarbonyl group is

unprecedented, however such a large distance is observed in the (OEP)Bi(SO3CF3) dimer

where a Bi-O distance of 2.98(2) Å was found between the Bi atom and a triflate oxygen

atom.A secondwatermolecule (Ow2) is present in the cage and as shown in Figure 9.5, both

water molecules are engaged in an intra- and intermolecular hydrogen bond net, contribut-

ing to the stability of the dimer, in which the counter anion is not bridging the two porphyrin

units as in the previously reported complexes of unfunctionalized porphyrins. One arm of

the molecule does not participate in any interaction and thus exhibits a regular conforma-

tion. As reported above, one arm participates to the coordination sphere of the Bi atom -

belonging to the second molecule of the dimer - and the two remaining arms involved in

the hydrogen bond net with Ow1 and Ow2, adopt folded conformations. Even if this ester

picket poprhyrin cannot be applied in therapy due to the too long time required for the

metalation, the positive effect of the four pickets should be noted.

Thus, a rational evolution of this ester picket porphyrin consists of the synthesis of acidic

picket porphyrins which are obviously obtained by saponification of the former ligand.

The synthesis of such a porphyrin is also depicted in Scheme 9.1 for porphyrin 4Bi bearing

only one acidic picket but actually, all the possible porphyrins bearing either one, two,

three or four acidic pickets were also studied. In the case of 4Bi for which an X-ray structure

was resolved, it turned out that the metalation was achived at room temperature in only

10minutes, and therefore, these conditions become plausible with an eventual use in alpha-

radioimmunotherapy. However, the most striking difference with all bismuth porphyrins

reported to date, for which X-ray data were obtained, is the mononulear structure with the

counter anion delivered by the unique arm of 4Bi (Figure 9.6) [13]. Indeed, the two oxygen

atoms of the carboxylate group (O4 and O5) bound to the metal center are stabilized by

two hydrogen bonds with the neighboring nitrogen from the amide linkage, N7 and N8

respectively. The two other coordination sites are occupied by twowater molecules (O7 and

O8), the bismuth being eight-coordinate and lying 1.145 Å above the N4 plane.

The mean Bi–N bond length is 2.343(2) Å, the same value as 2.340(2) Å in 1BiNO3. The

two coordinated water molecules are also included in a hydrogen bonding net. The first one,

O7 is hydrogen bonded to O5 from the carboxylate group and to N5 from an acetamide

residue. The second one, O8 is hydrogen bonded to N10 of a solvated pyridinemolecule and

to another water molecule (O9) itself hydrogen bonded to N6, also from an acetamide

residue. The bismuth atom is coordinated in a distorted antiprismatic geometry as shown in

Figure 9.7b. This distortion is particularly appreciable with the O7–Bi–O8 and O4–Bi–O8
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Figure 9.6 Ball and stick representation of the crystal structure of 4Bi. Reprinted with
permission from [17]. Copyright 2004 American Chemical Society

Figure 9.7 Ball and stick polyhedron coordination top views of (a) 1BiNO3 and (b) 4Bi and
side views of (c) 1BiNO3 and (d) 4Bi. All the deviations refer to the mean porphyrin plane.
Reprinted with permission from [17]. Copyright 2004 American Chemical Society

Bismuth Complexes of Functionalized Porphyrins 217



angles which are 76.87� and 76.31� respectively, where the O4–Bi–O5 and O5–Bi–O7 are
46.97� and 58.30�. It is reasonable to correlate this distortion to the deformation of the

porphyrin plane which adopts a ‘saddle shaped’ and ruffled conformation (Figure 9.7d). To

the best of our knowledge, this type of deformation of the macrocycle has never been

reported for bismuth porphyrins. Indeed, the carbon atoms in the opposite meso positions

(C5, C15 and C10, C20) are not located in the 24-atom least-squares plane but above or

below.More precisely, the deviations (Cm) from the mean porphyrin plane of the four meso

carbons are 0.297,�0.150, 0.243 and�0.164 Å, leading to an average value of 0.213 Å,

smaller than that observed for highly distorted nickel porphyrins. Furthermore, the dihedral

angles between the two opposite pyrrole planes, e.g. C7–C8 and C17–C18 or C2–C3 and

C12–C13 are 15.5 � and 12.8 � respectively. These two major distortions seem to be the

result of a too short length of the coordinating arm as the latter has to pull themeso carbon on

which it is tethered to be able to coordinate the metal.

For comparison purposes from the coordination point of view, Figure 9.7 summarizes

both the coordination polyhedron of bismuth and the distortion of the porphyrin core in

1BiNO3 (Figure 9.7a and c) and 4Bi (Figure 9.7b and d). In both structures, the bismuth

cation is largely displaced out of theN4 plane of the porphyrin, 1.125 and 1.145 Å in 1BiNO3

and 4Bi respectively. In the binuclear structure of 1BiNO3, the intermetallic distance is

10.61 Å. In terms of therapeutic applications, and so in aqueous medium, if this binuclear

edificewasmaintained, it would be possible to deliver not one but two radioactive nuclei per

complex. Thiswould represent a simple and efficientmethod to directly increase the amount

of alpha particles around the targeted cells.

Two other significative differences between these two complexes are also exhibited in

Figure 9.7. The first one concerns the antiprismatic coordination sphere which is almost

regular in 1BiNO3 but severely distorted in 4Bi. For example, the angle in the dimer between

O13-Bi and Bi-O17 is 77.5� but is only 58.3� in the monomer between O5-Bi and Bi-O7.

A possible explanation for this distortion in which a labile water molecule occurs could be

that O7, to be stabilized, needs to be equidistant from O5 and N5 but the length of the

hydrogen bonds O5-O7 (2.821 Å) and O7-N5 (3.053 Å) are not very consistent with this

explanation. In fact, the angle between the oxygen atom-Bi bonds of the bidentate ligand is

the only one to be identical in the two complexes.

The second main distortion to be observed concerns the porphyrin core itself. Indeed,

porphyrins are known to adopt various conformations according to the bound metal and

the steric hindrance or the electronic properties of its substituents. Chiefly, to identify this

distortion, the displacement of the four meso carbon atoms as well as the eight b-pyrrolic
carbon atoms in respect to the 24 atom mean porphyrin plane is calculated. The mean

porphyrin plane refers to the least squaremean plane calculated for the 24 atommacrocycle,

and not for the four coordinating nitrogen atoms, the metal being not included in the

calculations. The Ca-N-N-Ca torsion angle is also taken into account to quantify the degree

of ruffling. According to these displacements, it appears that the porphyrin in the dimer is

domed whereas it is both ruffled and saddled in the monomer. The former distortion is quite

usual in most of the previously reported X-ray structures of bismuth porphyrins and can be

attributed to the out-of-plane coordination of the metal itself. Typically, the domed

conformation is only observed when the porphyrin is coordinated to a large central metal

ion, usually with one or more axial ligands. Indeed, it is clear that all the b pyrrolic carbons

are on one side (belowwith a positive displacement) of the porphyrin mean planewhere the
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meso carbons are in or near the plane, Figure 9.7a. All the a carbons but two, C1 and C11,

and the nitrogens are located above the mean porphyrin plane with negative displacements,

on the same side than the metal [15].

In light of both X-ray structures, it has been verified that this type of porphyrin could be

further functionalized without interfering with the key features of the coordination sphere.

This is the reason why, as a test reaction, ligand 1 was transformed in a bifunctional

linker [14] ready to react with immunoglobulins (IgG) [15]. Indeed, for potential applica-

tions with the radioactive isotope in which bismuthmust be coordinated in the very last step,

the free carrier, and not themetaled complex,will have to be attached to the IgG. Thegeneral

synthetic pathway for such a transformation is described on Scheme 9.2.

As mentioned earlier, in 1BiNO3, only one picket does not seem to be decisive in the

stability of the complex. Thus, it was reasoned that this ethylsuccinyl picket could be

replaced by a linker properly designed without perturbating considerably the coordination

properties of the ligand. The synthesis consists of sparing one amino function of TAPP by

employing the single trityl TAPP (TrTAPP), as previously described [16]. The further steps

Scheme 9.2 Synthesis of various bifunctional ligands related to porphyrin 1, starting from
porphyrin9NH2, and their couplingwith an antibody (Ab) or reduced antibody (Fab0). Reagents
and conditions: (i) ClCO(CH2)2CO2Et (4M equivalent), NEt3, THF; (ii) TFA, CH2Cl2;
(iii) ClCOCH¼CH2 (1.5M equivalent), NEt3, THF; (iv) succinic anhydride (2 equiv), EtOH,
50 �C, 48h; (v) reduced antibody Fab0); (vi) NHS/DCC; (vii) antibody; (viii) SIAB-activated
reduced antibody. (Reproduced with permission from The American Chemical Society.
Copyright � 2004 The American Chemical Society)
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then introduce a reactive function for either primary amines of the lysine residues or thiols

groups from the cysteine, and particularly those obtained after reduction of the disulfide

bridges of immunoglobulins which leads to the Fab0 fragments (Scheme 9.2) [17]. The

reaction targeting coupling with thiol groups of the Fab0 was performed from the reduced

fragment of the IgG obtained according to the usual methodology with 2-mercaptoetha-

nolamine. In the first case, the sulfhydryl groups of the reduced IgG are known to react

with the acrylamide function according to a 1,4-addition creating a stable thioether bond.

In the second case, the resulting porphyrin 9SA bearing a four carbon spacer was activated

by the N-hydroxysuccinimide (NHS) method and then coupled with the complete IgG via

formation of amide bonds. Because of the lack of precise methods as gamma emission

counting, only a rough evaluation of the porphyrin/IgG ratios was possible. Indeed, as the

porphyrin exhibit an absorption at around 420 nmwith an average molecular coefficient («)
of 350 000M�1 cm�1 whereas the protein (IgG) at 280 nmwith the molecular coefficient («)
of 195 000M�1 cm�1, this evaluation was performed by UV visible spectroscopy. Addition-

ally, in our case, it is also expected to be convenient for future in vivo studies with the

bismuth complex which adsorbs at 470 nm.

First, the coupling of porphyrin 9Acr to Fab0 fragments was investigated. With an excess

of 50M equivalents of this porphyrin (« of 350 800M�1 cm�1), only 40% of the Fab0 was
found to be conjugated to the porphyrin. When decreasing the excess of porphyrin down

to 25 equivalents, only 15% of Fab0 was labeled. The same type of measurement was

performed to evaluate the coupling between IgG and porphyrin 9SA according to the

activated ester method but the result was as disapointing as for the previous one. Indeed,

only 20% of the protein was linked to the porphyrin. In fact, although the two reactions

cannot be compared, these two results are consistent one with another and could be

explained by a too short length of the spacers (three - four atom lengths). Indeed, it has been

reported that the approach of the reactive functions from the antibodies can be sensitive to

the steric hindrance of the chelate [18].

These results prompted the authors to reinvestigate the conjugation by using a commer-

cially available spacer. N-succinimidyl(4-iodoacetyl)aminobenzoic acid (SIAB) was cho-

sen for two reasons. First, the length of this spacer is more important than for the two

previous one with a value of 10.6 Å. Second, the activate ester function of the spacer allows

the direct coupling of the Fab0 on porphyrin 9NH2without any other reaction or purification

step on it. The iodoactetyl function of this heterobifunctional cross linker will react with the

thiol groups of the reduced IgG (Fab0). According to the samemethod, the ratio of porphyrin

over the antibody (Cp over Cab) is found equal to 1.5. If one considers that the Fab0 is
completely labeled, 50% is attached to one porphyrin where the other 50% are doubly

marked. This third coupling reaction clearly indicates that with a chelate such as picket

porphyrins, the length of the linker becomes critical in comparison with other ligands such

as non aromatic tetraazamacrocycles.

Another critical issue to address for therapeutic applications is the stability of the

resulting complexes in physiological medium. However, as these porphyrins are not water

soluble, a simpleway to evaluate their relative stability at a first glance consists of dissolving

the bismuth complex in an acidic solution and tomonitor the release of bismuth as a function

of time. As this reaction leads to the free base porphyrin that exhibits a different absorption

(�420 nm), this first evaluation is really easy to perform. For instance, we found that in the

case of ester and acidic pickets porphyrins, exposing the bismuth complexes to 2500
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equivalents of trifluoroacetic acid in methylene chloride gave a good evaluation scale over

a 3 h period of time [19].

To experimentally verify the actual influence of the length of the arm on the distortion of

the macrocycle, porphyrin 5 was also studied for its ability to complex bismuth rapidly.

In the latter, the succinate motif was substituted by the glutarate motif which possesses

one more carbon, but actually, no significant difference was observed about the kinetics of

metalation of 4 or 5 by bismuth nitrate. On the other hand, 5Bi proved to bemuch less stable

than 4Bi in acidic medium. To further address this question, a study of the decomplexation

of bismuth from these two chelates bearing acid pickets differing only by one carbon atom

was undertaken. The characteristic absorption at 470 nm of the metallated porphyrin [6]

was monitored while the complex was exposed to 2500 equivalents of trifluoraocaetic

acid (TFA). A typical result is illustrated in Figure 9.8 for the bismuth complex 4Bi. In this

particular example, even after three hours only 37% of the complex (Soret at 470 nm) was

transformed to the free base porphyrin (Soret at 420 nm) via bismuth decomplexation.

Thus, this methodologywas also applied to the other complexes with a direct comparison

with their precursors bearing ester pendant arms as it represents a simpleway to compare the

stability of metal complexes which are not water soluble (Figure 9.9). Clearly, the various

complexes can be classified into two main groups. The first group of complexes, for which

the decomplexation of the bismuth cation is evaluated to be around 80–90%after three hours

in acidic medium, is composed of the following molecules in order of decreasing stability:

7Bi (79%), 9Bi (84%), 8aBi (88%), 8bBi (90%), 1Bi (92%), 3Bi (92%) and 5Bi (98%). The

second group is composed of the five porphyrins bearing 4-1 succinic acid picket(s) for

which the percentage of demetalation remains below 40%, in order of decreasing stability:

Figure 9.8 Demetalation of 4Bi in methylene chloride in the presence of 2500M equivalent of
TFA monitored by UV visible spectroscopy. Reprinted with permission from [21]. Copyright
2006 American Chemical Society
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10Bi (7%), 12Bi (14%), 11aBi (23%), 11bBi (32%), 4Bi (37%).Midway between these two

groups is located bismuth complex 6Bi (67%). Actually, the first group which represents the

least stable complexes is mainly composed of all the pendant ester picket complexes (from

9Bi to 3Bi).

However, a striking result comes from complex 5Bi which is the direct analogue of 4Bi,

with the glutaryl motif instead of the succinyl motif. Indeed, from the distortion of the

macrocycle observed in the X-ray structure of 4Bi and independently of the theoretical

calculations, it was resonable to think that an analogous complex able to realease this

distortion would bemore stable than 4Bi. Although no structural evidencewas collected for

5Bi, it was hypothesized that elongating the pendant arm of one atom of carbon should

release this distortion. But it turns out that this change in length does not induce the expected

effect as it leads to the least stable bismuth complex of this series. The stability of 5Bi is

even lower than that of the complex with one ethyl ester picket, namely 3Bi. A plausible

explanation could be that the glutaryl motif with three methylene groups would not readily

allow the coordination of the intramolecular carboxylic acid to function due to the

arrangement of dihedral angles along the propyl skeleton. This observation is also consistent

with the conclusions from the theoretical calculations, that is, the distortion of the

macrocycle is mainly due to the presence of water molecules in the bismuth surroundings

rather than the length of the carboxylate picket [19].

A second approach consisted of investigating the influence of the pre-organization with

the two methylene motif of the succinyl picket while increasing the rigidity of the picket.

This increase in rigidity is a priori satisfied in compounds 6 and 7. However, it was

disappointing to observe that none of the resulting bismuth complexes gain stability in

comparisonwith 4Bi. Actually, 6Bi and 7Bi are just slightlymore stable than the ester picket

porphyrins. In these two examples, it is clear that toomuch pre-organization can disfavor the

stability of the bismuth complex. In the case of 6Bi, the dihedral angles between the two

Figure 9.9 Relative stability of 12 bismuth complexes in methylene chloride in the presence of
2500M equivalent of TFA. Reprinted with permission from [21]. Copyright 2006 American
Chemical Society
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methylene groups joining the amide and the carboxylic acid are dictated by the cyclohexyl

ring and the trans configuration. If the ‘coordinating carboxylate’ is not properly located,

the possibilities of movement to adjust its position are smaller than in 4Bi.

For its aromatic analogue 7Bi, the pre-organization is even stronger for two reasons. First,

the ‘coordinating carboxylate’ is expected to be conjugated with the aromatic cycle of the

picket: such an orientation does not favor the coordination in the h2-acetato mode. Second,

in most of the known X-ray structures reported in which a phthalic acid is conjugated with

an aniline just as in porphyrin 7 [20], the two aromatic cycles are almost orthogonal but not

coplanar. This conformation is supposed to locate the ‘coordinating carboxylate’ away from

the center of the porphyrin.

In the second group composed of all the succinic acid picket porphyrins, from 10Bi to

4Bi, the percentage of decomplexation of the bismuth increases from7% for 10Bi up to 37%

for 4Bi. In the series, it appears that the stability of the bismuth porphyrin is almost

proportional to the number of succinic acid pickets of the ligand. As in the precursor series

concerning the ethyl succinic ester picket porphyrins 8a and 8b, the 5,10-isomer is more

stable than the 5,15-one but the difference between them is even more pronounced in the

acid series, 11a and 11b. These observations indicate that porphyrins bearing succinic acid

pickets as chelators for bismuth(III) cation are efficient both in terms of the kinetics of

complexation and thermodynamical stability. Indeed, in comparison with their ester

pickets precursors, they complex bismuth at room temperature in 10 minutes, leading to

fairly stable complexes. Serendipituously, the succinylmotif led to themost efficient ligands

in comparison with either the longer glutaric acid or pre-organized diacids such as trans-

1,2-cyclohexyl dicarboxylic acid or phthalic acid, these three leading to less stable bismuth

complexes.

It should also be mentioned that a picket porphyrin 13 (Scheme 9.3) bearing a dopamine

picket has been successfully metalated with bismuth with a quantitative yield in 15 minutes

at room temperature with only one equivalent of bismuth nitrate [21]. It is worth noting that

the resulting complex 13Bi does not demetalate at all during the purification process on

silica gel column chromatography. This result seems to indicate that a synergy does exist

between the two hydroxy groups of the catechol unit in the particular case of bismuth

complexation. It also verifies that any coordinating group must be attached to the macro-

cycle via a flexible and long enough link. Unfortunately, no X-ray structure of 13Bi that

could confirm the effective coordination of the catechol to the bismuth cation was reported.

However, the chemical shifts of the two methylene groups from the arm in both the free

base (2.88/2.21 ppm) and the bismuth porphyrin (1.37/1.42 ppm), indicate that the arm is

clearly downfield shifted upon the metalation. This observation is consistent with an

interaction of the catechol group with bismuth inside the porphyrin.

However, as pre-organized structures are expected to lead to more efficient chelators in

general, a balanced structure between pre-organization and flexibility to deliver a catechol

or an acidic group in close proximity of the coordinated bismuth cation inside the

macrocycle had to be found and this came with particular strapped porphyrins.

9.4.2 Bis-Strapped Porphyrins

This second approach is based on a general and easy preparation of several types of strapped

porphyrins in only two steps, starting from different ‘U-shaped’ acceptors, by acylation of
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Scheme 9.3 Synthetic route leading to various acid picket bismuth porphyrins. (i) 3 eq.
CH3COCl, THF, NEt3; (ii) ! 1, 5 eq. EtO2C-(CH2)2-COCl, THF, NEt3; (iii) 1.2 eq. MeO2C-
(CH2)3-COCl, THF, NEt3; (iv) KOH, MeOH, 55 �C; (v) Bi(NO3)3, pyridine, rt; (vi) trans-1,2-
cyclohexyl anhydride, AcOH; (vii) phthalic anhydride, CH2Cl2, aluminum oxide; (viii) 2 steps:
1.8M equivalent of CH3COCl, THF, NEt3, chromatography then EtO2C-(CH2)2-COCl, THF,
NEt3; (ix) diphosgene (1 h) the dopamine (1.1M equivalent), NEt3, THF; (as the bismuth
counter anion was unambiguously shown to be the carboxylate group only for 4Bi, the various
complexes are noted as Biþ complexes). (Reproduced with permission from The American
Chemical Society. Copyright � 2006 The American Chemical Society)
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three isomers of TAPP [22]. This methodology was shown particularly adapted to the

preparation of various cation binding superstructures and can be regarded as a generaliza-

tion of Chang’s ligand appended reaction [23]. Briefly, it consists of linking to the porphyrin

an ethylmalonyl motif by the means of two benzylic chloride pickets on each side of the

porphyrin. Unlike the aaaa atropisomer, when achieved on the aabb and abab
atropisomers, this synthesis is unambiguous and leads to a single compound [24]. A further

ester cleavage step provides a novel interesting ligand 16 possessing four carboxylic acid

functions (Scheme 9.4,aabb atropisomer). To avoid the decarboxylation reaction expected

in b-ketoesters such as in 15, we have used a method described by Hirsch et al. to obtain 16

Scheme 9.4 Synthesis of ‘pearl oyster like’ bis-strapped porphyrins. (i) CH2(CO2Et)2 (20M
equivalent), THF/EtONa, rt, 2 h (the subscripted letters i and o of the ethyl groups stand for ‘in’
and ‘out’); (ii) 15Ni: Ni(OAc)2, pyridine, reflux, 48 h; 15Zn: Zn(OAc)2, AcONa, CHCl3, reflux,
1 h; 15Pb: 10M equivalent of Pb(OAc)2 � 3H2O, pyridine, 50 �C, overnight; 15Bi: 10M
equivalent of Bi(NO3)3 � 5H2O, pyridine, 100 �C 2h; (iii) NaH/toluene then MeOH, 80 �C,
10 h; (iv) 1-10Mequivalent Bi(NO3)3 � 5H2O, pyridine at room temperature. (Reproducedwith
permission from The American Chemical Society. Copyright � 2007 The American Chemical
Society)
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in quantitative yield [25]. The basic and simple concept of this family of ligands is the

possible flexibility of the straps on which hangs either ester or acid groups. The various

X-ray structures of several complexes synthesized from these ligands actually show that a

bis-strapped porphyrin such as 15 can adopt several conformations.

To probe the effective flexibility of the particular strap encountered in 15, nickel(II) and

zinc(II) were inserted in 15 in the usual method [26]. Indeed, in a porphyrin, nickel(II) is

known to be square planar four-coordinate and to induce a ruffled distortion of the

macrocycle. Accordingly, no interaction between an ester carbonyl from a strap and nickel

is expected in 15Ni. In contrast, in the case of 15Zn, in which zinc is expected to be square

pyramidal five-coordinate with a weakly bound fifth axial ligand, usually a water, THF or

methanol molecule, it would be plausible to observe an intramolecular interaction with

a carbonyl ester from a strap. Incidentally, this type of intramolecular interaction has

already been reported, both in solution and in the solid state, as a bond stable enough to

avoid the exchange between several carbonyl functions at room temperature (length

Zn-O¼ 2.132 Å) [27].

Luckily, 15Ni and 15Zn were characterized by X-ray structural analysis. The resulting

structures are represented in Figure 9.10 [28]. A simple visual analysis of these

structures confirms the fact that this type of strap is particularly flexible. For instance, it

is striking to compare the conformation of the straps in both nickel (left) and zinc (right)

porphyrins.

As expected, in the four-coordinate nickel complex, the straps exhibit a relaxed

conformation, bent over the metal with an angle of 57� between the mean porphyrin

Figure 9.10 Lateral stick models of the solid state structures of (a) 15Ni and (b) 15Zn.
Reprinted with permission from [30]. Copyright 2007 American Chemical Society
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plane and themean plane of the strap. At the opposite, in the case of the zinc complexwhich

was synthesized to probe whether a carbonyl oxygen atom could complex the zinc atom,

the straps appear almost in vertical position with an angle to the mean porphyrinic plane

of 88�. This conformation is certainly a consequence of the coordination of two axial THF

molecules on the metal and obviously, the intramolecular coordination of the carbonyl is

not possible anymore. Another consequence of the six-coordination of the zinc [29] is the

fact that the ethylmalonyl residue is rejected outside of the pocket of the porphyrin. In 15Ni,

it should be noted that the porphyrin is significantly ruffled and that the shortest distance

between a carbonyl oxygen and the metal is 3.836 Å. Thus, these X-ray data demonstrate

that this particular 5,10-strap is indeed flexible at two different levels. First, the strap

bearing the malonyl motif can be either vertical or bent over the center of the porphyrin,

like the shell of a pearl oyster in opened or closed position. Second, the malonyl unit can be

oriented inside or outside the pocket of the porphyrin by a simple rotation around the

benzylic carbon atoms C1 and C3. As these two structural features should allow porphyrin

15 to complex various metals of different sizes and valences as lead(II) and bismuth(III),

the coordination of these two elements by 15was also investigated. Indeed, in addition with

the fact that lead(II) is isoelectronic with bismuth(III), it should be specified that for

radioimmunotherapy applications, the generation of isotope 212 of bismuth stating from

isotope 212 of lead via a b-decay has already been studied with DOTA [30] and fully

justifies that potential chelates of bismuth(III) should also be evaluated for their aptitude to

complex lead(II).

Therefore, lead insertion was performed by heating the porphyrin 15 at 50 �C overnight

in pyridine with 10M equivalent of Pb(OAc)2 � 3H2O. The metal insertion was monitored

by UV visible spectroscopy and resulted in a ‘hyper’ absorption spectrum with typical split

Soret bands at 355 nm and 471 nm. The compound was purified by silica gel column

chromatography without any demetalation. The 1H NMR spectrum was recorded at 298K

and proved to be well resolved with sharp signals, in which the two sides of the porphyrin

are slightly different (Figure 9.11a and c). These NMR data are in full agreement with an

out-of-plane coordination of lead, as reported in three X-ray structures [31, 32]. Indeed,

in these solid state structures of lead(II) porphyrins, the metal lies at�1.2 Å above themean

porphyrinic planewithout any axial ligand and therefore remains four-coordinate. This type

of polyhedron of coordination is fully consistent with the 1H NMR data observed in 15Pb

and in agreement with a lack of coordination of a carbonyl oxygen on a strap with lead.

Definitely, if such a coordination occurred, it would be detected on the NMR spectrum by

a shift of the ethyl groups, of the proton H7 and, of the benzylic protons of the considered

strap. However, none of these protons are significantly different from a strap to the other

one in 15Pb and all the chemical shifts in 15Pb are very similar to those of the free base

porphyrin 15.

Thereafter, single crystals suitable for X-ray analysis were obtained by slow evaporation

of a mixture of 15Pb in CH2Cl2, MeOH and water. The resulting solid state structure is

represented (Figure 9.12). Lead is located 1.368 Å out of the plane of the porphyrin with no

axial coordination andwith an averageN-Pb length of 2.389 Å. It is particularly striking that

lead remains four-coordinate in spite of the possible close location of the oxygen atom from

the ester carbonyl group as seen in the lower strap (Figure 9.5b). The two straps adopt a

‘W-shaped’ conformation with the ‘out’ ethoxy group closest to the metal than the ‘in’

ethoxy group. In this case, the shortest distance between lead and an ester carbonyl atom is
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6.875 Å where the longest (within the ‘in’ group) is 7.034 Å. No comparison can be

performed with the other strap as the metal is out-of-plane coordinated.

Conversely to what was observed in solution where the two straps are slightly different

because the two sides of the macrocycle are not equivalent, in the solid state, the two straps

Figure 9.11 500MHz 1HNMR spectra of 15Pb and 15Bi at aromatic region (11a and 11b) and
aliphatic region (11c and 11d) in DMSO-d6. Reprinted with permission from [30]. Copyright
2007 American Chemical Society
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of the complex are really in two extreme positions. Indeed, the strap on the opposite side

to lead, exhibits the same relaxed ‘bent-over’ conformation as in 15Ni with neither any

coordination driving force nor any electrostatic repulsion. The angle between the mean

porphyrin plane and the mean plane of this strap is 34�, a value even smaller than the angle

of 57� found in 15Ni. This smaller angle is certainly due to the domed distortion of the

porphyrin as the two adjacentmeso carbon atoms towhich is attached the strap are displaced

(0.20 and 0.08 Å) on the same side of the porphyrin. On the other side of themacrocycle, the

strap adopts a vertical conformation as it does in 15Zn although no axial ligand exists on

lead, with an angle to the mean porphyrin plane equal to 70�. This value compares well with

the analogous angle of 84� found in 15Zn. It clearly appears that in the absence of an axial
ligand on lead, this vertical position of the strap is mainly due to the electrostatic repulsion

of the strap with the lone pair of lead, which is expected to be in axial position. In fact,

in 15Pb, the position of the strap can be regarded as a probe of a ‘stereochemically active

lone pair’.

The same study was performed towards bismuth insertion in 15, which was achieved in

a mixture of pyridine/MeOH at 100 �C overnight, using 10M equivalent of Bi(NO3)3.

Completion of the reactionwas alsomonitored byUVvisible spectroscopy (split Soret band

at 355 nm and 476 nm). 15Bi was purified on a silica gel column chromatography as a

mixture of several green bands. However, each band led to the same MALDI-TOF mass

Figure 9.12 Ball and Stick (a), and lateral stick (b) views of the X-ray structure of 15Pb.
Reprinted with permission from [30]. Copyright 2007 American Chemical Society
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spectrum and therefore all were collected together. The proton NMR spectrum was studied

but appeared at room temperature, in DMSO-d6 not exploitable because of broad signals

for most of the peaks. However, at higher temperatures, the spectrum becomes simpler

with well resolved signals and is characteristic of a porphyrin in which the two sides are

magnetically different, an observation consistent with bismuth insertion on one side of the

porphyrin. The resolution of the spectrumwas optimal at 333K and by comparing the NMR

data of 15Pb at 298K and those of 15Bi at 333K, both in DMSO-d6, three main differences

were observed in 1Bi (Figure 9.11b and d). First, the two signals of H7 are really different,

one of them being strongly downfield-shifted to 6.97 ppm. This value compares well with

the chemical shift of the same proton of the analogous free base porphyrin in the aaaa
geometry for which the X-ray structure clearly showed that the two straps, located on the

same side of the porphyrin and because of a reciprocal steric repulsion, were almost in

vertical position [22]. Second, one doublet of the AB system corresponding to the benzylic

protons is shielded down to �0.06 ppm, just like in 15Zn (Figure 9.11d). Third, one

quadruplet (3.90 ppm) and one triplet (0.97 ppm) of an ‘in’ ester group are down field

shifted and resonate in the same region that the ‘out’ ester groups. These observations

are consistent with one strap invertical position as in the solid state structure of 15Zn. As the

coordinated Bi(III) cation needs a counter anion which is presumably a nitrate residue, the

strap of the same side of the bismuth has to ‘stand-up’ to accommodate the counter anion.

Actually, in terms of geometry of the straps, the structure in solution of 15Bi seems to be

close to the solid state structure of 15Zn. There is no clear spectroscopic evidence in favor

of an intramolecular interaction between a carbonyl oxygen atom and the coordinated

bismuth in 15Bi.

In a last step, we reasoned that the situation could be different in porphyrin 16, resulting

from the cleavage of the ester groups of 15. Indeed, in 16, the carboxylic acid functions

should induce less steric hindrance for bismuth than the ester groups and moreover, the

metal could have an intramolecular counter anion delivered by the strap. At this step, it is

worth mentioning that no 1H NMR spectrum of 16 suitable for conformational analysis was

possibly recorded. Although the high resolution MS data of 16 were fully consistent with

the proposed structure, the 1H NMR spectrum was representative of an equilibrium of the

compounds and exchanged on the 1H NMR time scale. Nevertheless, bismuth insertion in

16 was performed at room temperature in pyridine. The complexation was rapid as proved

by the appearance of the typical Soret at �470 nm in the UV-visible spectrum of the

reactionmixture but never went to completion. Additionally, when pyridinewas evaporated

to purify the resulting mixture of the free base and the metalloporphyrin, demetalation

occurred instantaneously. These two last observations concerning both 16 and 16Bi

are consistent with a possible interaction between the carboxylic acid groups and the

macrocyclic core. As a result of the coexistence of both the pre-organization and the

flexibility of the considered strap, this interaction could result in a partial intramolecular

protonation of the internal pyrrolic NH functions. Moreover, this protonation can occur

from both sides of the porphyrin with the straps in various conformations as depicted in

Figure 9.10, hence the exchange phenomenon observed in the proton NMR spectrum of the

free base porphyrin 16. In the case of 16Bi, where one carboxylic acid from one side of

the porphyrin can complex bismuth inside the macrocycle, the carboxylic groups from the

other side of the porphyrin can protonate the macrocycle. This protonation reaction results
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obviously in the decomplexation of bismuth and explains why themetalation step cannot be

quantitative.

Thus, in this first conformation with bis-strapped porphyrins, this type of 5,10-strap

appears to be too flexible for delivering a carboxylate group to bismuth in the porphyrin

while avoiding the possible protonation of the macrocyclic core. It has been shown that a

correct balancewas possible between these two possibilities with exactly the same synthetic

pathway applied to the abab conformation, in which the carboxylate group really hangs to

the strap (Scheme 9.5) [33].

In 17, the abab analogue of porphyrin 15, the distance between the centroid of the four

nitrogen atoms of the porphyrin and the carbonyl oxygen atom from the closest ester group

was measured to be 3.111 Å. However, considering the single crystal structure of a

mononuclear bismuth porphyrin reported so far, in which the carboxylate was bound to

the bismuth in a h2-carboxylato complex, the distances between the centroid of the four

nitrogen atoms of the porphyrin and the two oxygen atoms from the carboxylate were found

to be 3.591 Å and 3.658 Å. This means that without any coordination driving force, at least

one of the two oxygen atoms of the future carboxylic group in 18 (theabab analogue of 16)

is close enough to form a bond with a metal such as bismuth known to coordinate

approximately 1.2 Å out of the plane of the macrocycle. Thus, bismuth insertion was

Scheme 9.5 Synthesis of hanging carboxylate porphyrins. (i) KOH, EtOH, 48 h, reflux;
(ii) Bi(NO3)3 � 5H2O, 30% MeOH/pyridine, room temp.; (iii) Pb(OAc)2 � 3H2O, pyridine at
room temperature. (Reproduced with permission fromWiley-VCH Verlag GmbH. Copyright�
2007 Wiley-VCH)
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achieved at room temperature by stirring 1MM equivalent of Bi(NO3)3 � 5H2O with a

solution of 18 inMeOHand pyridine for 5min. Thesemild conditions ofmetalationmust be

opposed to the fact that, even at reflux of pyridine, bismuth insertion was not observed in

the precursor porphyrin 17, and therefore are consistent with an internal coordination of the

hanging carboxylate group. This argument is reinforced by the comparison of the 1H NMR

spectra of both 18 and 18Bi and particularly proton H2 (Scheme 9.5 for atom labeling in

porphyrin 18). In the case of the free base porphyrin 18 these four protons appear as two

singlets (5.05 and 5.01 ppm) since the two protons of each strap are not magnetically

equivalent, whereas in 18Bi, these four protons give rise to four singlets (5.59, 5.41, 4.96,

and 4.87 ppm). This observation indicates that the two straps are not equivalent anymore in

18Bi and is consistent with a coordinating strap via its carboxylate group. This potential

coordination was also investigated by IR spectroscopy, but no conclusion could be drawn

due to other CO bands from the amide groups of the compound. Incidentally, this

intramolecular coordination was confirmed by the resolution of the crystal structure of

18Bi (Figure 9.13a). Indeed, in a mixture of acetone/water/DMSO, 18Bi crystallizes as

green cubic crystals in the triclinic space group P-1.

This complex represents the second example of a mononuclear bismuth porphyrin with

an intramolecular counter anion. The main structural feature of all known bismuth

porphyrins is the large displacement of the metal from the 24 atoms mean porphyrinic

plane (average value of 1.255 Å based on known structures), in 18Bi, the metal lies 1.309 Å

above from the mean plane, the largest distance reported so far for such a displacement.

Such a large displacement is presumably due to the linkage of the carboxylate group to

the strap. However, this strap exhibits some flexibility as shown by the two different

conformations found in 18Bi, i.e. the carboxylic group of the non coordinating strap

(Figure 9.14) is oriented outside the cavity of the porphyrin where the coordinating

carboxylate of the other strap is locked inside the cavity by a ‘W-shape’ of the strap. The

bismuth atom is seven-coordinate with the four Bi-N bonds of the macrocycle, two bonds

with the oxygen atoms from the carboxylate group (2.925 Å and 2.367 Å) and a bond with

a DMSO molecule (2.587 Å) from the solvent of crystallization. As a result of the

coordination of the carboxylate group, the bismuth atom is slightly displaced from its

apical position towards the carboxylate function as indicated by the length of two bonds

Bi-N1 (2.279 Å) and Bi-N2 (2.323 Å) shorter than Bi-N3 (2.490 Å) and Bi-N4 (2.460 Å).

The delocalization over the carboxylate group is not symmetrical with the two C--O bond

lengths of 1.206 Å and 1.295 Å and the two Bi-O3 and Bi-O4 bond lengths of 2.925 Å and

2.367 Å, respectively. It is worth noting that the Bi-O3 bond is located close to the apical

position to the bismuth and therefore, the lone pair of bismuth (6s2) is expected to occupy

the vacant coordination site of the polyhedron as it cannot be in apical position due to

electronic repulsion. In summary, the crystal structure of 18Bi clearly indicates that the type

of strap existing in 18 is adequate for the coordination of bismuth owing to the ability of the

carboxylate group to switch from the ‘out’ (not coordinated) to the ‘in’ (coordinated)

position.

Consequently, lead has been inserted in 18, to obtain a complex in which the bivalent

metal is out-of-plane as shown in all reported crystal structures of lead(II) porphyrins with

an average distance ofmetal-to-mean porphyrinic plane 1.272 Å, leaving the intramolecular

carboxylic group in the ‘out’ position. At the opposite of the metalation conditions reported

in the literature (refluxing DMF for 2 h), it was intriguing to find that 18 was metalated
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Figure 9.13 ORTEP views of 2Bi(DMSO) (a) and 2Pb2(DMSO)4 (b) drawn with the thermal ellipsoids at the 30% probability level. Hydrogen
atoms are omitted for clarity. Selected bond lengths [Å] and angles [�]: 2Bi(DMSO): N1-Bi 2.279(4), N2-Bi 2.323(4), N3-Bi 2.490(4), N4-Bi
2.460(4), O1-Bi 2.587(4), O3-Bi 2.925(4), O4-Bi 2.367(4), Bi-24 mean-plane 1.309, plane(O3-O4-C36-C35)-24 mean-plane 73.24;
2Pb2(DMSO)4: Pb-Pb

0 3.598(3), N1-Pb 2.480(3), N2-Pb 2.787(3), N3-Pb 2.648(3), O4-Pb 2.320(3), O5-Pb 2.651(3), O6-Pb 2.832(3), Pb-24
mean-plane 1.795, plane (O3-O4-C36-C34)-24 mean-plane 88.55, plane(N1-C1-C2-C3-C4)-24 mean-plane 11.03; plane (N2-Pb-N3-Pb0)-24
mean-plane 86.04. Reprinted with permission from [35]. Copyright 2007 Wiley-VCH Verlag GmbH & Co. KGaA
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Figure 9.14 Apical ball and stick views of 2Bi(DMSO) (Left, non coordinating strap in black) and 2Pb2(DMSO)4 (Right, owing to the axial
symmetry, only one strap is not represented). Reprinted with permission from [35]. Copyright 2007 Wiley-VCH Verlag GmbH & Co. KGaA
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by lead acetate in pyridine, after 10min at room temperature. Surprisingly, the 1H NMR

spectrum of the lead metalloporphyrin indicates that the two sides of the macrocycle are

identical to the ligand, 18. Indeed, the protons H2 appear as two singlets at 5.90 and

5.48 ppm in 18Pb2 instead of four singlets in 18Bi. This could be in favor of a metal atom

disordered over two positions on each side of the porphyrin as described by Plater et al. [32].

However, the high resolution MS spectrum of 18Pb2 revealed a 2 : 1 ratio of lead for

porphyrin. Additionally, the lead metalloporphyrin crystallizes in the monoclinic space

group C2/c in a mixture of acetone/water/DMSO. The crystal structure exhibits a mononu-

clear bimetallic structure (Figure 9.13b) which belongs to the class III/type M in Buchler’s

classification ofmetalloporphyrins [34]. In this class, the complex ismononuclear in regards

to the porphyrin which acts as a bridging ligand between the two metal atoms. The type M,

also named trans-(MZ3)2(P), implies two metal atoms (one above and one below the plane

of the porphyrin) bonded to three adjacent nitrogen atoms from the porphyrin and three other

bonds with three neutral or negatively charged axial ligands. So far, this specific configu-

ration has only been reported for monovalent metals such as Re, Tc [35] and Tl [36]. The

crystal structure of 18Pb2 represents the first example of such an arrangement for a bivalent

metal. The coordination sphere of each six-coordinate lead atom represents an unsymme-

trical trigonal antiprism as shown in Figure 9.14 (right). It is composed of three nitrogen

atoms from the porphyrin N1, N2, N3, one mono-hapto carboxylate group O4 and two

DMSO molecules O5 and O6 from the solvent. The plane of the carboxylate is almost

perpendicular (88.55�) to the mean plane of the porphyrin. N2 and N3 atoms are bound to

both lead ionswith a distance of 2.787(3) and 2.648(3) Å, respectivelywhile theN1-Bi bond

as expected, is shorter (2.480 Å). The distance from the metal ion to the uncoordinated

fourth nitrogen atom is rather long, 2.995(3) Å. On each side, the metal lays 1.795 Å away

from the mean porphyrinic plane. The two metal ions, with distance of 3.598(3) Å, are

almost positioned over the center of the porphyrin oppositely towhat was reported either for

bis-tricarbonyl-rhenium-tetraphenylporphyrin (TPP)[Re(CO)3]2 or bis-tetrahydrofuran-

thallium-octaethylporphyrin (OEP)[Tl(THF)]2 in which the metal atoms are more centered

above the three adjacent nitrogens. This almost apical position of the two lead atoms is

illustrated by the angle of 86.04� between the plane (Pb-N2-N3-Pb0) and the mean

porphyrinic plane, the C2 axis being located along the N2-N3 axis.

Interestingly, the trigonal antiprismatic environment around the Pb atoms in 18Pb2 is

rather strongly distorted and some void can be identified in the distribution of bonds. The

coordination geometry of lead is somewhat ‘hemidirected’ according to the terminology of

Glusker et al., with lead-to-ligand bonds directed throughout only part of the encompassing

space. Such a distortion is not uncommon for six-coordinated Pb(II) complexes, which

might reflect some evidence of a ‘stereochemically active lone pair of electrons’. This

phenomenon is often associated with some ionic bonding character between lead and the

surrounding ligands. In agreement with this, two Pb-O and three Pb-N bonds are rather long

(vide supra). This stereochemically active lone pair of electrons is also consistent with the

examination of the deformation electron density map (Figure 9.15) [33].

Examination of the electron density supports this conclusion with a density hole clearly

identified between the twoPb atoms.Obviously, they are forced by themetal-nitrogen bonds

to be close to each other, and their repulsionmight induce the observed porphyrin distortion.

Examination of the deformation electron density map [27] shows some pockets in the

vicinity of the lead atoms pointing away from the O- and N-ligands (Figure 9.15). We
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speculate that this can be associatedwith the presence of a lone pair of electronswhichmight

favor an hemidirected geometry in 18Pb2.

9.4.3 Single-Strapped Porphyrins

This series of porphyrins has been designed as bifunctional a-emitters, that is, these

molecules were synthesized to be able to emit a-particles by two different ways that can be
qualified of spontaneous as in the case of 212Bi or 213Bi isotopes or triggered as in the case of

boron, in boron neutron captured therapy [37]. Indeed, upon irradiation of boron with a low

energy thermal neutron beam, a nuclear fission reaction generates the formation of 7Li3þ

and 4He2þ particles, accompanied by about 2.4MeVof energy [38]. This strategy implies

the synthesis of compounds bearing both boron atoms and a coordination site for an alpha

emitting nuclide. A number of investigators have incorporated stable boron clusters into

various carriers [39]. Boronic acid derivatives, which are usually less toxic than the

corresponding carborane derivatives, are also attractive species for BNCT.

Figure 9.15 Deformation density iso-surface (contour value: þ0.01 e/bohr3) of the DFT
optimized molecular structure of 2Pb2. Color code: Pb, light blue; S, yellow; O, red; N, dark
blue; andC, green. Hydrogen atoms are omitted for clarity. Reprintedwith permission from [35].
Copyright 2007 Wiley-VCH Verlag GmbH & Co. KGaA
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Thus, according to previous results concerning hanging carboxylate porphyrins such as

18, porphyrin 26was synthesized as a bismuth chelator and a boron carrier [40].Hence, after

reduction of the nitro functions of 19, the atropisomer aa 20 was separated by a silica gel

column (Scheme 9.6). Acylation with 3-chloromethylbenzoyl chloride led to bis-picket

porphyrin 21, which was strapped by the reaction of diethylmalonate in the presence of

sodium in THF. Deprotection of the hydroxy groups of 22 was performed with BBr3 in

methylene chloride with a concomitant hydrolysis of the ester functions, resulting in 23.

The acid functions of the latter had to be protected by reaction of 2-trimethylsilanyl-ethanol

in the presence of dicyclohexyl carbodiimide (DCC) and N,N-dimethylpyridin-4-amine

(DMAP) in pyridine before further acylation of the hydroxy groups. Unexpectedly, this

synthetic step resulted in a partial decarboxylation of the malonic system, leading to

porphyrin 24. Finally, acylation of 24 with boron substituted benzoyl chloride ArCl led to

25, whose carboxylic ester was deprotected by reaction with TBAF in THF to afford the

targetedmolecule 26 bearing four Bpin groups and a hanging carboxylic strap to coordinate

bismuth(III). The complexation of bismuth was achieved quantitatively in pyridine at

room temperature with bismuth nitrate and monitored as usual by the appearance of the

absorption at 479 nm, characteristic of the hyper type spectrum of bismuth porphyrins. As

the solid state structure of 18Bi (Figure 9.13a) indicated an h2-carboxylato coordination of

the intramolecular hanging carboxylate group, and considering the identical structure of the

strap in 26Bi, it was assumed that such an intramolecular coordination also occurs in 26Bi.

Both the fast kinetics of bismuth insertion and the relative stability of the resulting complex

in organic solvents of 26Bi are comparable with those of succinic acid picket porphyrins,

and are consistent with a bismuth coordination assisted by the strap of porphyrin 26Bi.

Although the number of boron atoms in 26 is not sufficient to obtain a therapeutic effect,

the possibility of having the two functionalities on one porphyrinic chelate has been

demonstrated.

9.5 Future Strategies Towards Bifunctional Chelates
(BFC) - Conclusions

The above mentioned results about the coordination chemistry of porphyrin 18 directly

imply two different orientations in the design of future bifunctional chelates based on the

porphyrin macrocycle. First, based on the structure of 18Bi, it is obvious that only one strap

is sufficient to stabilize bismuth(III), and therefore, a synthetic strategy that spares on side

of the porphyrin for other purposes as a linker for a biological vector will be adequate.

Second, on the track to design an in-situ lead/bismuth generator, the X-ray structure of

18Pb2 rules out the use of a symmetrical bis-strapped porphyrin. Indeed, in this strategy, the

lead atom is expected to desintegrate in bismuth via a b emission and therefore, the chelate

has to complex only one lead cation and only one bismuth cation. On the other hand, the

bis-strapped porphyrins could be adequate structures to resist theb-emission resulting from

the transformation of lead into bismuth. Therefore, a very fine tuning of the ligand will be

needed but a porphyrin macrocycle, properly functionalized, may exhibit the correct

conformation to stabilize both elements, for which the influence of the lone pair is crucial

with structures detailed here above.
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Scheme 9.6 Synthesis of porphyrins bearing four Bpin residues. Reagents and conditions: (i), SnCl2, HCl, 80%; (ii), silica gel chromatography,
CH2Cl2, 40%; (iii), 3-(chloromethyl)benzoyl chloride (3 eq), NEt3, THF, 85%; (iv), CH2(CO2Et)2 (10M equivalent), THF, EtONa, room temp.,
12 h, 53%; (v), BBr3, CH2Cl2, room temp., 12 h, 97%; (vi), DCC (20 equiv.), DMAP (20M equivalent), 2-(trimethylsilyl)ethanol (100M
equivalent), pyridine, 0 �C, 18%; (vii), ArCl (20M equivalent), NEt3, THF, 2 h, 38%; (viii), TBAF, THF, room temp., 12 h, 70%, ! 26;
(ix), Bi(NO3)3 (1.25M equivalent), pyridine at room temperature for 30min, quantitative yield. (Reproduced with permission from the Society of
Porphyrins & Phthalocyanines. Copyright � 2007 Society of Porphyrins & Phthalocyanines)
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Various developments including the water solubility of porphyrins have to be further

studied but the chemistry of meso-tetraaryl porphyrins should allow correct functionaliza-

tions to synthesize water soluble chelates, simultaneously preserving the different spheres

of coordination described in this chapter.
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10.1 Introduction

Bismuth was confused in early times with tin and lead because of its resemblance to those

elements [1]. The element was discovered by the Muslim alchemist, Jabir ibn Hayyan (also

known as Geber), in the eighth-century [2, 3]. ‘Artificial bismuth’ was commonly used in

place of the genuine metal. It was made by hammering tin into thin plates, and cementing

them with a mixture of white tartar, saltpeter, and arsenic, stratified in a crucible over an

open fire. Bismuth was also known to the Incas and used (along with the usual copper and

tin) in a special bronze alloy for knives [1].

The use of bismuth compounds in medicine can be traced back to the Middle Ages. The

first account of the use of bismuth as a therapeutic agent dates back to 1786 as reported

by Louis Odier for the treatment of dyspepsia [4]. Presently, with the accumulation of

knowledge of the properties and characteristics of elemental bismuth, many bismuth

compounds have been synthesized and some have been found to have significant clinical

and healthcare applications. Currently, the major medicinal use of bismuth compounds

is focused in two broad areas, namely antimicrobial chemotherapy and anticancer

chemotherapy [5].
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Bismuth oxychloride (BiOCl) is sometimes used in cosmetics (Table 10.1) [6]. Bismuth

subnitrate (Bi5O(OH)9(NO3)4) and bismuth subcarbonate (Bi2O2(CO3)) are used in medi-

cine. Bismuth subcarbonate sometimes designated as (BiO)2CO3 is a chemical compound

of bismuth containing both oxide and carbonate anions: in this case bismuth is in the þ3

oxidation state. Bismuth subcarbonate occurs naturally as the mineral bismutite [6]. Its

structure consists of Bi-O layers andBiCO3 layers and is related to kettnerite (formula: CaBi

(CO3)OF). It is highly radiopaque and for example is used as a ‘filler’ in radiopaque

catheters which can be seen by X-ray [7]. In modern medicine, bismuth subcarbonate has

been made into nanotube arrays that exhibit antibacterial properties [8]. It was also a

constituent of ‘milk of bismuth’ which was a popular ‘snake oil’ in the 1930s [9]. Bismuth

subsalicylate (Table 10.1), the active ingredient in Pepto-Bismol and Kaopectate, is used as

an antidiarrheal and to treat some other gastrointestinal diseases. Also, the product

Table 10.1 Bismuth compounds used in medicine

Name Formula

Bismuth oxychloride BiOCl
Bismuth subnitrate Bi5O(OH)9(NO3)4
Bismuth subcarbonate (BiO)2CO3

Bismuth subsalicylate

Colloidal bismuth subcitrate (For 3D-Structure
of Polymeric-form; see Figure 10.1)

Bismuth subgallate

Bibrocathol
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Bibrocathol (INN, trade names Noviform and Posiformin; chemical name: 4,5,6,7-tetra-

brom-1,3,2-benzodioxabismol-2-ol) is an organic molecule containing bismuth and is used

to treat eye infections. Bismuth subgallate (the active ingredient in Devrom) is used as an

internal deodorant to treat malodor from flatulence (or gas) and feces [6]. The X-ray

structure of the aggregation complex formed in vivo on administration of colloidal bismuth

subcitrate is shown in Figure 10.1.

10.2 Helicobacter pylori

Helicobacter pylori (H. pylori) is the type species of the new genus helicobacter [10]. As

shown in Figure 10.2, Helicobacters are curved or spiral, Gram-negative and flagellat-

ed [11]. These are the general characteristics of most mucus associated intestinal bacteria.

Figure 10.3 shows an electron micrograph of H. pylori on the mucosal surface of the

stomach.

H. pylori grow best in an atmosphere of reduced oxygen (5–15%) with added carbon

dioxide (CO2). These conditions are easily obtained in the laboratory by use of

Figure 10.1 Projection of the X-ray structure of complex 1 down the b axis. The polyanionic
chain of [Bi(cit)2Bi]

2�was formed by the aggregation of dimers I and II along the c axis, and the
aggregation of dimers II and III along the a axis. All potassium and ammonium ions, hydrogen
atoms, and free lattice water molecules are omitted for clarity (courtesy of H Sun, University of
Hong Kong, P.R. China)
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Campylobacter atmosphere generation kits, or carbon dioxide incubators [12]. Ideal

temperature is 37 �C rather than the higher temperature (42 �C) required by the campy-

lobacters.Helicobacters have been separated fromCampylobacters based on their sheathed

flagella, unique fatty acid profiles, different respiratory quinones and very different

16SRNAsequences.H. pylori is thereforemore related to the genusWollinella, commensals

of the cow rumen [13].

Although no ideal animal model exists for H. pylori and peptic ulcers, Koch’s postulates

have been fulfilled for H. pylori and gastritis in gnotobiotic pigs [14], mice [15] and

monkeys [16]. Importantly,Helicobacter felis, the organism initially cultured from cats, can

colonize the stomach of mice where it causes chronic gastritis, atrophic gastritis and

Figure 10.2 A digital construct of H. pylori to scale. Note the presence of seven flagella. The
bacterium is 3.6mm long and 0.6mm thick with 1.5 wavelengths

Figure 10.3 Photomicrograph of H. pylori on mucosa (courtesy of J.R. Warren and John
Armstrong, Royal Perth Hospital, Western Australia)
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possibly even premalignant changes. H. pylori is usually acquired in childhood, probably

from infected parents and siblings, but perhaps also via fecal contamination of drinking

water or the environment. When ingested, the bacterium is able to survive in gastric acid

because its urease enzyme hydrolyses urea in gastric secretions and generates ammonia and

bicarbonate [17], which provide an alkaline microenvironment in which the organism

thrives. Detection of this urease allows simple and accurate diagnosis of HP via rapid urease

biopsy tests (CLOtest) and the urea breath tests [18, 19].

The acute infection causes gastric inflammation of thewhole stomach, a condition which

is associated with parietal cell failure and acute achlorhydria [20]. In most cases, a mild

vomiting illness which lasts a few days occurs. After the acute episode, patients return to an

asymptomatic state. Acid secretion may remain low or absent for many months until the

patient is able to clearmost of the organisms from the body of the stomach. Themature stage

of the illness is when HP causes a chronic inflammation localized to the lower part of the

stomach (antral gastritis) and in the duodenal bulb (duodenitis). The upper half of the

stomach is less severely involved and acid secretion returns to normal or even to high levels.

This is the stage at which the patient is susceptible to peptic ulceration. Lifelong

inflammation may eventually cause replacement of normal gastric mucosa with intestinal

mucosa and, as a result, acid secretion fails. These changes may be precursors to gastric

adenocarcinoma [21].

10.2.1 Disease Associations and Clinical Manifestations

10.2.1.1 Duodenal and Gastric Ulcer

The most obvious disease associated with HP is peptic ulceration. More than 90% of

duodenal ulcers (DU) are associated with HP. When a patient with a DU does not have

HP, etiologic factors such as Zollinger Ellisson syndrome or non steroidal inflammatory

drug (NSAID) use are likely [22]. In gastric ulcer, two causes prevail, and many patients

will exhibit both. Most gastric ulcers have HP which can be identified by presence of the

bacterium and/or chronic gastritis. The stomach is also directly exposed to ingested

agents such as NSAID and is more likely than the duodenum to ulcerate in response to

these agents. Therefore, in the United States, about 50% of gastric ulcers are not

associated with histological chronic gastritis or HP but are caused by NSAID. Other

etiologies can also be suspected or proven by the histological appearance of the mucosa;

Zollinger Ellisson syndrome and gastric cancer being two less common causes of gastric

ulcer.

10.2.1.2 Adenocarcinoma

The incidence of this lesion has declined in the United States since 1930. At that time it was

the most common cancer but now it ranks about ninth. The current incidence is only six per

100 000 persons per annum, a decline from 50 in 1930 [23].Worldwide, gastric cancer is the

second most common cancer, with high prevalence areas being Brazil, Colombia, Korea,

China and Japan. HP infection affects more than half the population in all these countries. In

an extensive review of gastric cancer and HP [24], the Eurogast Study Group determined

that presence of HP confers an approximately six-fold risk of gastric cancer, accounting for

at least half of all gastric cancers.

Helicobacter pylori 245



10.2.1.3 Lymphoma

In the initial report of the association, Wotherspoon et al. found that 92% of 110 mucosa

associated lymphoid tissue (MALT) lymphomas were associated with HP compared with

50% of control cases [25]. Subsequent reports suggest that these tumors are sometimes

driven by continuing HP antigenic stimulus and regress when HP is treated [26, 27]. In

a recent study the German MALT-Lymphoma Study Group reported that apparent cure of

MALT lymphoma occurred in half of the patients in whom HP was eradicated [28]. HP

therapy is the initial step in the treatment of proven or suspected gastric lymphoma.

10.3 Bismuth as an Antimicrobial Agent

Bismuth compounds have been successfully utilized in the treatment of a spectrum of

prokaryotic infections such as syphilis (sodium/potassiumbismuth tartrate, bismuth quinine

iodide, iododbismitol, bismuth chloride, etc.), colitis (bismuth subnitrate, bismuth citrate),

skin-wound infections (bismuth oxide), quartan malaria (sodium bismuth thioglycolate),

dyspepsia (bismuth subsalicylate, bismuth subnitrate, etc.), diarrhea (bismuth subsalicylate,

bismuth nitrate, etc.) and peptic ulcers (colloidal bismuth subcitrate, bismuth citrate,

bismuth subnitrate) [29, 30]. Three bismuth compounds, bismuth subsalicylate (BSS,

Pepto-Bismol; the Procter & Gamble Company, Cincinnati, Ohio, USA), colloidal bismuth

subcitrate (CBS, De-Nol; Gist Brocades and Yamanouchi), and ranitidine bismuth citrate

(RBC, Tritec and Pylorid, GSK) are used worldwide to treat various gastrointestinal

diseases which, we now recognize to be related to the infection of Helicobacter pylori

(H. pylori, first discovered in 1983). A new complex of bismuth with d-polygalacturonic

acid, the so called ‘colloidal bismuth pectin’, was approved for clinical use in China for the

treatment of peptic ulcers [31].

10.3.1 Bismuth Subsalicylate (BSS)

Marshall et al.were the first to note the antibacterial effects of bismuth citrate [32], CBS and

other bismuth compounds on Helicobacters specifically H. pylori. Figure 10.4 shows the

effect of bismuth on a culture ofH. pylori. This leads to a clear understanding on the efficacy

of bismuth compounds in the treatment of peptic ulcer disease reported in earlier

studies [33, 34]. Prior to the study of Marshall et al. in 1985, extensive animal and clinical

studies suggested that BSS was also effective in the treatment of a wide variety of diarrheal

disorders [35–38]. BSS has been demonstrated to exhibit in vitro bactericidal activity

against enterotoxigenic E. coli [39], and its effectiveness both in the prevention and

treatment of travelers’ diarrhea is well documented [38].

Graham et al. reported that 600mg BSS (equivalent to about 35ml of Pepto-Bismol)

administered eight and two hours prior to the challenge and two and four hours after the

challenge, afforded prophylactic efficacy in 75% (PG 0.03) of the subjects [39]. Steffen has

compared the efficacy of BSS in the treatment of travelers’ diarrheawith other antidiarrheal

agents including loperamide, cotrimoxazole, doxycycline, mecillinam, and Streptococcus

feacium SF 68 in a total of 2520 individuals involving four randomized studies [40].

Subjects took medication only if diarrhea occurred, and a total of 530 individuals were

evaluated in the study. Around half of the subjects (47%) have symptoms relieved within
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eight hours of BSS being administrated, while 25% to 49% of other antidiarrheal agents

administrated for eight hours, in particular placebo exhibits effectiveness only in 18% of the

subjects.

Prior to recognition of the etiological role of Helicobacter (formerly Campylobacter)

pylori in gastric and peptic ulcer disease, therewere only limited studies on utilizing bismuth

subsalicylate (BSS) to treat disorders of the upper gastrointestinal tract in humans. In 1976,

in a placebo controlled study, Goldenberg et al. demonstrated that BSS had antiemetic

properties in dogs, and was an antinauseant and antiemetic in humans [41]. Previously, they

had also demonstrated that Pepto-Bismol prevented alcohol, aspirin and cold restraint stress

related gastric erosions in rats [42].

In 1984, Halley and Newsom compared the efficacy of BSSwith placebo in the treatment

of patients with chronic dyspepsia with BSS and the dosage used was 30ml of BSS or

Figure 10.4 The in vitro effect of bismuth on an H. pylori culture
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placebo at the onset of symptoms, followed by 30ml every 30min up to a maximum of

eight doses. The results showed that BSS was more effective than placebo in relieving

symptoms of nausea, heartburn, flatulence, sense of illness and abdominal distension [43].

Gryboski et al. reported that BSS was also effective in the therapy of infants and children

with chronic diarrhea of diverse etiologies [44]. In their study, 29 children at age of 2–70

months were treated in double-blind fashion with BSS or placebo. The BSS treated group

had significantly fewer stools with less water content, and had significant improvement in

clinical status compared with the placebo treated group. BSS has also been reported to

be effective in the treatment of acute diarrhea caused either by rotavirus or bacteria in

children [45].

Several mechanisms apparently contribute to the effectiveness of bismuth subsalicylate

in the treatment of diarrhea. Ericsson and colleagues reported that BSS significantly reduced

the toxin secretory activity ofE. coil andVibrio cholera [36]. They demonstrated that Pepto-

Bismol binds cholera toxin in vitro and reduces accumulation of fluid in secretory, and

inflammatory diarrhea.

In vitro bactericidal activity of BSS against enterotoxigenic E. coil and other enter-

opathogens has been demonstrated by several investigators [36, 42]. The beneficial effect

of BSS in childhood diarrhea of diverse etiologies has been demonstrated, and BSS was

found to effectively eradicate enterotoxigenic E. coli and other enteropathogens from the

stools of the infected children [42]. Moreover, the beneficial effect of BSS in a hamster

model of C. difficile colitis has also been reported recently [46], and BSS has marked in

Figure 10.5 Electron micrograph of H. pylori obtained from stomach biopsy 30min after oral
treatment of patient with bismuth medication. Note the dark dots around the bacterium,
indicative of bismuth precipitation in these regions
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vitro antibacterial action against C. difficile with a very low inhibitory concentration

(MIC90 –minimum inhibitory concentration to kill 90%, of organisms) of 128 mg/l [47], and
a low MIC90 values against B. fragilis.

Marshall et al. have reported relatively low MIC values of colloidal bismuth subcitrate

against C. difficile [48]. Sox and Olson demonstrated that BSS was able to bind bacteria

of diverse species based on in vitro studies, and such bound bacteria were subsequently

killed [49]. Moreover, the intracellular ATP concentration decreased rapidly upon

exposure of E. coli to 10mM BSS, and the ATP content was only 1% of its original

level after 30min exposure to the metallodrug. However, the extracellular ATP content

increased after exposure to BSS, but the increase in extracellular ATP was not sufficient

to account for the loss of intracellular ATP. They postulated that the bactericidal activity

of BSS is likely attributed to cessation of ATP synthesis or to a loss of membrane

integrity.

The salicylate component of BSS may contribute to its effectiveness in the treatment of

diarrhea. Burke and Gracey et al. demonstrated that salicylates are capable of antagonizing

or abrogating toxin induced intestinal secretion produced by a wide range of organisms

including E. coli, Shigella and Salmonella [50]. Additionally, Manhart demonstrated that

sodium salicylate, a hydrolysis product of BSS that is formed in the gut, had demonstrable

antibacterial activity [51].

10.3.2 Colloidal Bismuth Subcitrate (CBS)

Acolloidal suspension of bismuth subcitrate (CBS) is available asDe-Nol inmany countries

(except in the United States) for the treatment of peptic ulcer. Its efficacy and safety in ulcer

healing have been well demonstrated in a number of studies. The introduction of swallow-

able/chewable tablets has improved patient compliance since these preparations success-

fully mask the unpleasant ammonia like taste of the liquid formulation [52].

CBS shares with other bismuth preparations an antibacterial action against H. pylori. In

addition, there is in vitro evidence that CBS contributes to inhibition of hydrogen ion

passage through the gastric mucus [53]. CBS has also been shown to increase the

prostaglandin content of rat gastric mucosa and to increase mucosal bicarbonate secre-

tion [54, 55]. These cytoprotective mechanisms are thought to assist the ability of CBS to

heal peptic ulcers and to protect against mucosal damage from aspirin, alcohol, acetic acid,

and cold immobilization [56].

10.3.2.1 CBS, H2-Receptor Antagonists (H2RA’s) and their Efficacy

Against H. pylori

The important role of H. pylori in the etiology of gastritis and peptic ulcer disease has

resulted in an important application of bismuth in the therapy of these disorders. Since the

discovery of the role ofH. pylori in the etiology of peptic ulcer disease and the antibacterial

action of bismuth compounds by Marshall et al., a number of studies appeared to

demonstrate the healing equivalence of CBS and the histamine H2-receptor antagonists

(H2RA) [32]. It was reported that CBS is superior to cimetidine in six out of seven studies

and equivalent to cimetidine in one study [57].

Although the difference was not statistically significant for each individual study, CBS

had a significantly better healing rate when combining all the experimental data. When
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ranitidine was compared with CBS, there was no difference in healing rate between the two

groups [58]. Healing rates of CBS and cimetidine were found to be 93% and 86%

respectively in an eight week therapy [57].

10.3.2.2 Relapse Rates of H. pylori Observed with CBS and H2RAs

Although ulcer healing rates are similar for CBS and theH2RAs, a difference in relapse rates

has been observed after administration of the two agents. This was demonstrated with

cimetidine byMartin et al. [58] and with ranitidine by Lee and Samloff [59].Whether or not

H. pylori was eradicated or suppressed appears to be significant in determining the relapse

rate. WhenH. pylori persists, the relapse rate with any acute therapy is about 85%, whereas

is less than 20% when H. pylori has been cleared [60, 61].

In a clinical and histologic study in 50 evaluable patients with H. pylori and non ulcer

dyspepsia, McNulty et al. employed regimens of placebo, erythromycin ethylsuccinate

syrup, or BSS (Pepto-Bismol) for 21 days [62]. At the end of therapy, clearance ofH. pylori

was achieved in 78% (14/18), 7% (11/15) and 0% (0/17) of patients taking BSS,

erythromycin and placebo respectively. Therewas histological improvement of the gastritis

in 81% (13/16) of patients taking BSS, 23% (3/13) of patients on erythromycin and in none

of the placebo treated patients. All differences amongst BSS, erythromycin and placebo

were highly significant. Symptomatically, 92% and 66% of the patients on BSS and placebo

showed improvement respectively, indicating statistically non significant difference

between the two drugs.

Follow up studies on some of these patients revealed that at four weeks, virtually all of

the patients who had been initially cleared ofH. pylori showed evidence of persistence of the

organism and a return of the histology to baseline levels [63]. Twelve to 18 months after

treatment, McNulty performed a follow up examination on 10 of the 15 patients cleared of

H. pylori [62]. Eight patients had evidence of H. pylori infection with six of them having

histologically proven gastritis. Only two patients were still clear of H. pylori; neither had

histologically confirmed gastritis. When recrudescence of colonization with H. pylori

occurs, the originalH. pylori strain has been shown to be responsible for the recurrence. This

has been demonstrated by restriction endonuclease analysis of the bacterial DNA [64].

McNulty et al. stated that the site and mechanism of the dormancy of the organism remains

undetermined [62]. Whereas symptom improvement is dramatic for ulcer sufferers when

H. pylori is eradicated, treatment of ‘non ulcer’ dyspepsia (gastritis) only cures about 20%of

symptomatic patients.

10.4 Mechanism of Action of Bismuth Citrate and CBS on H. pylori
and Ulcer Healing

In the pioneering study whereMarshall et al. tested the in vitro effects of several antibiotics

and bismuth citrate on pyloric campylobacter isolates, penicillin, erythromycin, and

tetracycline were found to be 100% effective (53/53) against all isolates tested [32].

Tinidazole and metronidazole were 70% (28/39) and 90% (1/12) effectivewhile rifampicin

was only 50% effective (15/30). In contrast, gentamicin (13/13), cephalothin (13/13) and

bismuth citrate (30/30) were 100% effective against the tested isolates.
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Later in 1987, Marshall et al. conducted a study based on the analysis of sequential

endoscopic biopsies resected from patients after treatment [48]. At the outset, cimetidine

and CBS were compared for their effects on CP and gastric histopathology. It was known

that colloidal bismuth subcitrate (CBS, De-Nol) heals duodenal ulcers but with a lower

relapse rate than cimetidine, perhaps due to inhibition of Campylobacter pyloridis (CP)

organisms.

In the same study Marshall et al. evaluated the outcome of patients receiving different

forms of combination therapy aimed at achieving long term, or permanent, eradication of

the gastric organism. In parallel with the clinical studies, they observed the in vitro effect

of bismuth compounds on cultures of CP and other bacteria, and evidence was sought for

direct effects of bismuth on CP organisms in vivo and on affected epithelial cells using

electron microscopy of biopsy specimens obtained shortly after the administration of oral

bismuth medications.

Cimetidine had no effect on CP or gastric mucosal histology, but with CBS therapy there

was a significant reduction in the number of bacteria (pG 0.0001). However, relapse of both

CP infection and gastritis usually occurred once CBS was withdrawn. The fecal bismuth

concentration found in patients taking regular doses of CBS indicates that any gut organism

with anMIC less than 4000mg/l would be vulnerable to the drug.When CBSwas combined

with amoxycillin or tinidazole, long term disappearance of both CP bacteria and gastritis

was achieved (pG 0.0001).

In ultrastructural studies for 30–90min after single oral doses of CBS or bismuth

subsalicylate, CP had detached from the gastric epithelial cells and exhibited structural

degradation associatedwith the selective deposition of amicro-particulate bismuth complex

within and on the surface of the organisms (Figure 10.5). The ‘bismuth mirrors’ observed in

their Petri dishes led them to suspect that bismuth may similarly be subject to precipitation

in the human stomach colonized by CP organisms.

In vitro, CP and other campylobacters were inhibited by bismuth compounds at

25mg/l but they were resistant to cimetidine and ranitidine. CBS has a powerful

antibacterial effect against CP but relapse of infection is common after treatment using

CBS alone. In combination with antibiotics however, eradication of CP and long term

healing of gastritis occurs. In such cases the gastroduodenal mucosa is intact, and less

likely to ulcerate.

Reviewing the subject, Wagstaff et al. stated that although the precise mechanism by

whichCBSheals ulcers has not been fully elucidated, several actionsmight be involved [53].

They pointed out that CBS andmucus form a glycoprotein-bismuth complex in vitro, which

provides a diffusion barrier to hydrochloric acid (HCl) and may, therefore, provide

a ‘protective coating’ in the ulcer crater, which allows healing of the lesion to occur.

Prostaglandin E2 production is also stimulated by CBS with subsequent secretion of

alkali into the mucus layer. In addition, CBS has a direct inhibitory effect on C. pylori.

Administration of CBS results in low levels of bismuth absorption. Most of the ingested

bismuth is excreted as bismuth sulfide, causing (harmless) blackening of the faeces, and the

small amount absorbed is excreted in the urine.

Stiel et al. also states that although themode of action of CBS is incompletely understood,

there is evidence that it acts topically as a diffusion barrier to hydrochloric acid at the ulcer

base and impedes proton back diffusion into gastric mucosa [65, 66]. Its efficacy requires an

acidic pH, at which it forms an insoluble precipitate [67]. It has been widely assumed that
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the bismuth is not absorbed from the gastrointestinal tract after administration of colloidal

bismuth subcitrate [68]. Studies in laboratory animals, however, reveal detectable concen-

trations of bismuth in several organs after long term high dose colloidal bismuth subcitrate

administration. Low (subtoxic) bismuth concentrations have also been reported in the blood

and urine of human volunteers and patients with peptic ulcers after colloidal bismuth

subcitrate therapy for several weeks [69]. It is clear, therefore, that some gastrointestinal

absorption of bismuth occurs after administration of colloidal bismuth subcitrate.

The results of Stiel et al. show uptake of bismuth by both gastric and small intestinal

mucosa within 24 h of administration of colloidal bismuth subcitrate [65]. This represents

intramucosal uptake and not simply adherence of bismuth to the surfacemucus, as the tissue

was meticulously rinsed and no measurable amounts of the non absorbable tracer could be

detected in the homogenates. It should be pointed out, however, that the doses of colloidal

bismuth subcitrate used in this study were high, and that gastrointestinal luminal con-

centrations of bismuth in this study almost certainly exceeded those achieved therapeuti-

cally in ulcer patients.

The relatively lower bismuth concentrations, in gastric compared with small intestinal

mucosa, may have resulted from different yields of mucosa and submucosa during tissue

harvesting. A more likely explanation, however, is that precipitation of colloidal bismuth

subcitrate occurred within the acidic gastric lumen. In contrast, the pH within the intestinal

lumen is generally above 4.5 (the pH below which precipitation of colloidal bismuth

subcitrate occurs).

Wieriks found bismuth to be present in the stomach, duodenum, and cecum of rats and

dogs after several months of daily dosing with colloidal bismuth subcitrate [70]. In this

study, however, bismuth content of the entire wall of the intestine (including adherent

mucus) was measured and no comment was made about mucosal bismuth concentration.

Steil et al. also reported that the bismuth content of antral and duodenal mucosa fell

progressively over 72 h after cessation of colloidal bismuth subcitrate administration, which

could be explained either by gradual systemic absorption of bismuth from themucosa, or by

shedding of bismuth containing cells or their constituents into the lumen during crypt-to-

villus maturation [71].

Although blood bismuth concentrations were not measured in their study, the results of

the subcellular fractionation experiments clearly show the presence of bismuth within

duodenal enterocytes from which it could be absorbed into the circulation. An electron

microscopic study by Coghill suggests that bismuth is phagocytosed by duodenal epithelial

cells and accumulates in multivesicular bodies (possibly lysosomes) [72]. Stiel et al.

suggested that this was more indicative of localization to the brush border membrane and

cytosol of the enterocyte. Accumulation in the brush border membrane could be in linewith

the claims that colloidal bismuth subcitrate stimulates mucus glycoprotein secretion and

increases the thickness of the glycocalyx, though these findings have been disputed [73].

Moreover, accumulation of bismuth within gastrointestinal mucosal cells may exert as yet

unknown influences on cellular functions. Heavy metals are well known modifiers of

enzymes, and for example, bismuth has been shown to inhibit human intestinal alkaline

phosphatase activity [74]. The anti ulcer effects of colloidal bismuth subcitrate may in fact

be more complex than simple precipitation within the ulcer crater and further studies are

needed to clarify the effect of this drug and of bismuth in particular, on brush border

structure and function.
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10.4.1 Bismuth Toxicity

Bismuth intoxication (encephalopathy) has been reported with prolonged administration of

bismuth salts, and there has been one report of similar intoxication in a patient receiving

unusually high doses ofCBS for a prolonged period [52]. Concerns of bismuth toxicity arose

due to experiences in France and Australia. In France, bismuth became a widely used

gastrointestinal panacea during the 1970s. Bismuth subcarbonate, subgallate and subnitrate

were commonly consumed in doses up to 20 g of elemental bismuth per day [75], which led

to an epidemic of ‘bismuth encephalopathy’ between 1973 and 1977, resulting in fatalities.

In Australia, where high doses (3–20 g/day) of bismuth subgallate were widely used by

patients with colostomies, 29 cases of encephalopathy were reported in patients who had

taken the drug for between six months and three years [76]. Assessment of the French and

Australian data revealed that prolonged use of high doses (H1.5 g of bismuth/day) yielded

bismuth toxicity. Serum levels of bismuth in toxic patients often reached 150–4000 mg/l
(150–4000 ppb of whole blood), while the usual therapeutic dose of bismuth (G1.5 g/day)

in normal subjects exhibited levels of 15–35 mg/l after two months of use.

Restrictions on the use of bismuth in France and the banning of the use of bismuth

subgallate in Australia have virtually eliminated further cases of bismuth toxicity. There

have been no documented cases of bismuth toxicity with the recommended acute dosages of

either bismuth subsalicylate or colloidal bismuth subcitrate. A single case of encephalopa-

thy associated with BSS has been reported in Australia [77]. The diabetic patient had been

taking BSS continuously for over a year, much longer than the customary short duration of

BSS therapy, and for a period of time for which there is little experience with BSS.

However, no such intoxication has been reported with CBS used at its recommended

dosage in the acute treatment of peptic ulcer disease, and no other serious adverse effects

have been associated with CBS. Tissue accumulation during prolonged therapy seems

likely, and the safety ofCBSduring long termmaintenance therapy has not been established.

The lack of effect on gastric acid secretion is observed as an additional advantage for CBS,

since prolonged drug induced hypochlorhydria has been postulated to have potentially

detrimental effects. Thus, while the role of C. pylori in peptic ulceration requires further

clarification, CBS would appear to play an important role in the treatment of peptic ulcer

diseasewith the advantage of relatively slow relapse rates after initial healing and treatment

discontinuation [53].

10.5 In Vitro Susceptibility of H. pylori and other Bacteria to Bismuth
Compounds and Antibiotics

Bismuth subsalicylate (BSS) is a compound with almost no solubility in aqueous media but

has been widely used for the treatment of gastrointestinal disorders. BSS is able to bind

bacteria of diverse species, and these bound bacteria were subsequently killed [46]. A

4-log10 reduction of viable bacteria occurred within 4 h after a 10mM aqueous suspension

of BSS was inoculated with 2� 106 E. coli cells per ml.

Such binding and killing were dependent on the inoculum density of the bacteria, and

significant binding but little killing of the exposed bacteria occurred at an inoculum level of

2� 109E. coli perml. Intracellular ATP decreased rapidly after exposure ofE. coli to 10mM

BSS and, after 30min, and was only 1% of the original level. Extracellular ATP increased
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after exposure to BSS, but the accumulation of extracellular ATP was not sufficient to

account for the loss of intracellular ATP. The killing of bacteria exposed to BSS may have

been due to cessation of ATP synthesis or a loss of membrane integrity.

In 1987 the in vitro susceptibility of several Danish human clinical isolates of Campylo-

bacter pyloridis to cimetidine, sucralfate, bismuth subsalicylate and 16 antimicrobial agents

was studied by Andreasen and Anderson [78]. The sensitivities were determined by an

agar dilution technique. Benzylpenicillin was found to be the most active drug (MIC90¼
0.1mg/ml); whereas ampicillin, erythromycin, gentamicin and ciprofloxacin were slightly

less active. All strains were resistant to 100mg sulfarnethizole, and nalidixic acid also

had exhibited little activity on weight basis. Of the three antipeptic ulcer drugs, bismuth

subsalicylate was the most active one (MIC90¼ 25mg/ml), but sucralfate and cimetidine

also had moderate (or low) antibacterial activity with MIC90 of 3200 mg/ml.

More recently, Li et al. examined the mechanism of action of CBS which possibly

involves the formation of bismuth citrate ‘polymeric matrix’(Figures 10.1 and 10.2) by

forming a coating on ulcer craters thereby protecting the ulcer from further erosion by the

gastric acid and gastric proteases [79]. In fact,minute crystalline species have been observed

in ulcer craters of animal models and patients after administration with colloidal bismuth

subcitrate [80, 81].

10.6 The Effect of pH on Bactericidal Activity of Bismuth Compounds

Bactericidal activity of BSS was also investigated in a simulated gastric juice at pH 3.

Killing of E. coli at this pH was much more rapid than at pH 7 and was apparently due to

salicylate released by the conversion of BSS to bismuth oxychloride. It is proposed that both

the binding and killing observed for BSS contribute to the efficacy of this compound against

gastrointestinal infections such as traveler’s diarrhea. Insoluble salts of bismuth have been

extensively used as antimicrobial agents. The product containing bismuth subsalicylate

(BSS) as the active ingredient has been shown to be clinically effective in the prevention and

treatmentof anumberofgastrointestinal infections, including traveler’s diarrhea [37, 39, 82]

and Campylobacter pylori gastritis [83].

Despite a long history of therapeutic use of BSS and other bismuth compounds, relatively

little is known about their antimicrobial mode of action. The bacteriostatic [45] and

bactericidal [39, 84] activities of these compounds have been reported previously. Further-

more, electron microscopy of C. pylori present in gastric biopsies taken after oral

administration of bismuth compounds indicated both intracellular and extracellular asso-

ciation of bismuth with C. pylori [48, 85]. In the meantime, bacteria lost adherence to the

gastric epithelium, and structural degradation of the bacteria was evident. Although the

antimicrobial mode of action of bismuth compounds has received relatively little attention,

the actions of other metals have been examined extensively. For example, mercury exerts

antimicrobial activity as a result of binding to sulfhydryl groups, that is, cysteine residue, on

essential macromolecules [86]. Several other metals such as uranium [87] and nickel [88]

are taken up in large quantities by microorganisms; these metals do not covalently bind to

the cells, and viable cells are not needed for this uptake to occur.Micrococcus luteus and an

Azotobacter sp. were reported to bind large amounts of lead [89] with no effect on their

growth rate or viability.

254 Helicobacter pylori and Bismuth



In addition to antimicrobial properties of Bi3þ, BSS also contains salicylate, an effective

antimicrobial agent under acidic conditions [90]. Sox and Olson’s work has focused on

determining the events that occur during the killing of bacteria by BSS [49]. Their work

demonstrated the bactericidal activity of BSS at both neutral and acidic pH. The effects of

BSS described including its ability to bind several species of bacteria and the subsequent

killing of the bound organisms, may contribute to the observed in vivo efficacy of this

compound. The bacteria they used were in stationary growth phase, and the responses of

bacteria in other growth phases were not examined. There appear extensive reports on the

binding of microorganisms to other surfaces. Binding may occur as a result of specific

(lectin like interactions) or nonspecific processes such as electrostatic and hydrophobic

interactions, hydrogen bonds, and van der Waals interactions [91]. It has been suggested

that BSS binds to a range of organisms via nonspecific binding. Pretreatment of BSS with

a protein (albumin) decreased the rate of binding and killing, but complete killing of the

exposedE. coliwas still observed. This suggests that albumin and bacteria compete to some

extent for the same binding sites.

10.7 Novel Preparations of Bismuth Compounds

Synthesis of inorganic nanotubes has attracted considerable attention since the discovery of

carbon nanotubes by Iijima [92]. The general synthetic strategies involve arc discharge,

laser ablations, hydrothermal process, and surfactant assisted synthesis [93]. The synthesis

of metallic bismuth and antimony nanotubes using a low temperature hydrothermal

reduction method has been reported [94].

Fabrication of (BiO)2CO3 nanotubes from bismuth citrate has been reported and these

nanotubes have uniform diameters of about 3–5 nm. Importantly, these nanotubes exhibited

antibacterial properties against H. pylori (50% inhibition at 10mg/ml). Sun et al. are

currently studying the feasibility of filling other drugs into the nanotubes to form

‘nanodrugs’ for treating H. pylori infections and other diseases [8]. The synthesis of

(BiO)2CO3 nanotubes under moderate conditions could be useful for its potential medical

applications. Furthermore, these nanotubes can also be used as carriers for other drugs. A

new complex of bismuth with d-polygalacturonic acid, the so called ‘colloidal bismuth

pectin’, was approved for clinical use in China for the treatment of peptic ulcers [31].

10.8 Novel Delivery Systems for Bismuth Compounds
and Other Antibiotics

Among the relatively modern bismuth containing pharmaceuticals, colloidal bismuth

subcitrate (CBS, De-Nol and Lizhudele) and ranitidine bismuth citrate (RBC, Pylorid)

are the most widely used drugs in many countries for the treatment of gastric disorders. In

combination with antibiotics, bismuth therapy has been used as one of the standard salvage

treatments for H. pylori infections, which is refractory to first line therapies such as

combinations of clarithromycin/amoxicillin/PPI (such as Losec-Hp7 and Nexium Hp7).

Based on this, a single bismuth based triple therapy monocapsule (Helicide) containing

colloidal bismuth subcitrate, tetracycline and metronidazole was developed and approved
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for marketing in North America for the eradication of H. pylori. This drug is not a simple

mechanical mixture but a smaller capsule inside a bigger capsule (a bismuth compound), to

prevent possible reactions between these drugs. (BiO)2CO3 nanotubes may be efficacious

as a ‘capsule’ due to their unique nanostructure (e.g., size), antimicrobial activity and

dissolution characteristics under acidic conditions. Moreover, these nanotubes can also be

used as potential carriers for other drugs [93, 95].

10.9 The Biochemical Targets of Bismuth

Although the acquisition of antibiotic resistance by H. pylori is the main reason for

treatment failure with standard first line therapies [96], there are no reports of H. pylori

developing resistance to bismuth compounds, which have the potential to reduce resistance

levels when co-administered with antibiotics [97]. The molecular mechanisms underlying

treatment with bismuth are currently not fully understood. The major biological targets for

bismuth appear to be proteins and enzymes.

10.9.1 Enzymes with Zn(II) and Fe(III) Sites

Bismuth can bind to both zinc(II) and iron(III) sites in proteins and enzymes, and the

biochemical mechanisms of bismuth’s bactericidal effects on H. pylori may reside in its

ability to interfere with zinc and iron(III) cofactors in significant enzymes and iron (III)

metabolismitself.Inanelegantstudy,GeandSunconductedadetailedcomparativeproteomic

analysis of H. pylori cells both before and after treatment with colloidal bismuth subcitrate

(CBS) [98]. Eight proteinswere found tobe significantly upregulated or downregulated in the

presence of 20mg/ml of CBS. Bismuth induced oxidative stress was confirmed by detecting

greater levels of lipid hydroperoxide (1.8-fold greater) andhemin (3.4-fold greater), inwhole

cell extracts ofbismuth treatedH.pyloricells, comparingwith those fromuntreatedcells.The

presenceofbismuthalsoledtoanapproximatelyeightfolddecreasein thebacterium’scellular

protease activities.Thedata ofGe et al., suggest that the inhibition of a spectrumofproteases,

modulation/interferencewiththebacterium’scellularoxidativestressregulatorymechanisms

and interference with nickel homeostasis may be key processes underlying the molecular

mechanism of bismuth’s bactericidal actions against H. pylori [98].

10.9.2 Heat Shock Proteins

Using immobilized bismuth affinity chromatography, seven bismuth binding proteins from

H. pylori cell extractswere isolated and subsequently identified [98]. The intracellular levels

of four of these proteins (HspA, HspB, NapA and TsaA) were influenced by the addition of

CBS, which strongly suggests that they interact directly with bismuth. Hsp’s are a group of

highly conserved, abundantly expressed heat shock proteins which confer protective

advantage through their functions as molecular chaperones, assisting proper folding of

a number of substrate proteins that are otherwise destined to aggregation [99, 100]. HspA

and HspB are also involved in urease activation and protection. Urease activity was

increased four-fold in E. coli when coexpressed with HspA, suggesting that HspA possibly

plays an important role in the activation of urease, probably by means of its Ni-binding

domain in the C-terminus [101].
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TheH. pyloriGroEL homologue HspB belongs to the HSP60 family [102], and has been

shown to increase the risk of gastric carcinoma, possibly by directly inducing the

hyperproliferation of gastric cells [102, 103]. HspB has been suggested to be responsible

for the protection and regulation of urease activity. Many identified Ni-interacting proteins

in H. pylori have a functional role as antioxidant, antitoxic, and antiinflammation agents.

H. pyloriTsaA is amajor component of the thioredoxin dependent thiol specific antioxidant

(TSA) system that catalyses the reduction of hydroperoxides [104] and peroxynitrite [105].

The cleavage or degradation of TsaA suppresses the ability of H. pylori cells to protect

themselves against oxidative stress. NapA is also directly involved in cell defense with

reference to oxidative stress. It was so named because of NapA’s ability to mediate

neutrophil adhesion to endothelial cells [106], and to bind to mucin and neutrophil

glycosphingolipids [107]. NapA has been identified as a 150 kDa DNA binding dodecamer

that protects cells from DNA damage caused by free radicals generated under oxidative

stress [108, 109]. NapA is apparently positively regulated by iron, repressed by ferric uptake

regulator (Fur) [109], and unaffected by copper, nickel, or zinc [110]. An excess of iron can

be potentially harmful as it catalytically mediates the generation of toxic reactive oxygen

species (ROS) via the Fenton reactions.

10.9.3 Other Metabolic Enzymes

Pathogenicmicroorganisms such asH. pylori produce a range of enzymes, which serve their

metabolic needs and allow them to express virulent characteristics. Inhibition of such

enzymes by bismuth containing drugs is therefore thought to be central in the mechanism of

action of bismuth based therapeutics. The mode of action of CBS in the treatment of

gastroduodenal disordersmay involve in the prevention of adhesion ofH. pylori to epithelial

cells and inhibition of hydrolase enzymes secreted by H. pylori, such as proteases, lipases,

glycosidases, and phospholipases [111]. Some of the hydrolases incapacitated by bismuth

are briefly discussed below.

10.9.4 Fumarase and Translational Factor Ef-Tu

The most notable bismuth interacting proteins identified were two enzymes (fumarase and

the urease subunit UreB), and a translational factor (Ef-Tu). Fumarase is likely associated

with energy metabolism and bioenergetics of the bacterium.

10.9.5 Phospholipases

It has also been found that CBS can induce a dose dependent inhibition of phospholipases

A (PLA2) and C in both H. pylori lysates and filtrates, and it has been suggested that

bismuth binds to the calcium site of PLA2 [112]. CBS was also found to be able to inhibit

the F1-F0 ATPase, an enzyme involved in bacterial energymetabolism, in a dose dependent

manner.

10.9.6 Pepsin

Bi(III) can also inhibit the enzyme pepsin at pH 1.0 to 2.0, and such inhibition is probably

due to negatively charged bismuth salts derived from CBS via ionic interactions with

positively charged groups of pepsin, thereby inactivating the enzyme [113].
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10.9.7 Alcohol Dehydrogenase

Alcohol dehydrogenase (ADH) is a common denominator found in most bacterial species.

ADH enables those species which possess it to carry out anaerobic energy generation by

fermenting a spectrum of monosaccharides and disaccharides via acetaldehyde to alcohol.

ADH from H. pylori is able to modulate this reversible enzyme via redox reaction (where

NADþ /NADH is the coenzyme for the dehydrogenase) to generate acetaldehyde from an

excess of alcohol in vitro. Since acetaldehyde is a toxic and chemically reactive compound it

can irreversibly bind to the host’s phospholipids and proteins, andmediatemucosal damage.

It has been shown that various bismuth complexes do inhibit theH. pyloriADH and thereby

suppress acetaldehyde production by the bacterium from endogenous or exogenous ethanol

and thereby indirectly prevent mucosal damage [114, 115].

10.9.8 Urease

The native urease ofH. pylori is composed of two different subunits (withmolecularweights

of 61.7 and 26.5 kDa encoded by the genes ureA and ureB. These differ fromothermicrobial

ureases containing three different subunits, and also from the jack bean urease, a single

polypeptide [116]. At least four accessory genes (ureD, ureE, ureF and ureG) are required

for the synthesis of the biologically active enzyme. Bismuth complexes inhibit H. pylori-

produced urease, and bismuth complexation with bimercaptoethanol shows about 1000

times higher activity than the ligand alone against urease [117]. Mercaptoethanol inhibits

the enzyme by targeting the enzyme both directly by bridging the two Ni(II) ions in the

active site through the sulfur atom and indirectly by forming a disulfide bond with Cys322,

hence sealing the entrance to the active site cavity [118].

10.10 Binding of Bismuth Compounds to Plasma Proteins

Although bismuth complexes have beenwidely used in clinic as antiulcer drugs, some rather

varied adverse effects have been observed and the linkage to bismuth complexes has been

diagnosed and generally confirmed by the detection of bismuth in blood or blood plasma.

Sun and Szeto studied the binding of bismuth to human serum albumin using fluorescence

spectroscopy [119]. The binding of bismuth to human albumin and transferrin was carried

out at pH 7.4 by FPLC and ICP–MS. It was found that over 70% of bismuth binds to

transferrin even in the presence of a large excess of albumin. The ratio of binding albumin:

transferrin was observed to be 30 : 70 at pH 7.4, 10mM bicarbonate [120]. The distribution

of bismuth between the two proteins was almost unchanged when cysteine units of albumin

were blocked. Transferrin is probably the major target of bismuth in blood plasma, and may

play a role in the pharmacology of bismuth. It may act as either an active sequestering site or

‘bio sink’ for bismuth and possibly other heavy metals entering circulatory system: thus

preventing these deleterious species from further interacting with other more vulnerable

biomolecules. In this regard, the binding of bismuth to transferrin is probably a neutralizing

detoxicification process. However, if the bismuth level in blood or serum increases beyond

a certain point (i.e., beyond a saturation point afforded by transferrin), bismuth, transported

by transferrin, may permeate through to the more sensitive targets including the brain,

causing adverse effects. The reported neurotoxicity of bismuth drugs is probably related to
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transferrin transportation and transferrin receptor recognition in the brain which is also

known to cause dialysis encephalopathy [121].
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11.1 Introduction

Acute promyelocytic leukaemia (APL) is a distinct subtype of acute myeloid leukaemia

(AML). Morphologically, it is identified as AML-M3 by the French-American-British

classification. Cytogenetically, APL is characterized by a balanced reciprocal translocation

between chromosome 15 and 17, which results in the fusion between the promyelocytic

leukaemia (PML) gene and retinoic acid receptors (RARa) [1–3]. In 90% of de novo APL

patients, administration of all-trans retinoic acid (ATRA) induces differentiation of

leukemic blasts and clinical remission, and 70% of them have been cured by ATRA

administration in combination with chemotherapy [4]. Thus, ATRA has become a first-line

administration for de novoAPL patients [4, 5]. Nevertheless, the remaining 30% of patients

relapse and often become resistant to this conventional combination treatment protocol [4].

A new breakthrough therapy has been introduced into the treatment for relapsed as well as

newly diagnosed patients. Investigators from China and the USA have demonstrated that

treatment with arsenic trioxide (ATO) results in complete remission in 90% of relapsed

1This chapter was dedicated to the memory of late Prof. Toshikazu Kaise.
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patients [6–8]. From then on, a dramatic clinical efficacy of ATO-based regimens against

APL has been reported around theworld. An impressive drug efficacy against APL led to its

approval in the USA and in Europe under the brand name of Trisenox for ‘the induction of

remission and consolidation in patientswithAPLwhose conditions are refractory to, orwho

have relapsed from retinoid and anthracycline chemotherapy, and whose APL is character-

ized by the presence of the t(15;17) translocation or PML-RARa gene expression’ [8].

These available clinical data inspire investigators to unravel the detailed mechanisms of

action of ATO through biochemical and molecular biological studies. All of these

achievements make us confident that APL status can evolve from highly fatal to highly

curable. Furthermore, in addition to APL, it has recently been discussed that ATO exhibits a

potential therapeutic benefit in the treatment of other types of leukaemia and even the

nonhematologic malignancies [9]. This chapter reviews (1) cellular andmolecular mechan-

isms of ATO actions; (2) pharmacokinetics of ATO in APL patients; (3) potential

combination therapies with ATO, and (4) Potential ATO application for the treatment of

other leukaemias.

11.2 Cellular and Molecular Mechanisms of ATO Actions

11.2.1 History of Arsenic as a Drug

Arsenic and its compounds are widely distributed in the environment and exist in organic

and inorganic forms. There are three inorganic forms of arsenic: yellow arsenic (As2S3, also

known as orpiment); red arsenic (As4S4, also known as realgar); and white arsenic or

ATO (As2O3), which is made by burning realgar or orpiment (Figure 11.1) [10]. Although a

Figure 11.1 Structural formulae of three inorganic forms of arsenic. Three inorganic forms of
arsenic are shown here. Arsenic trisulfide (As2S3, also known as orpiment or yellow arsenic);
tetra-arsenic tetra-sulfide (As4S4, also known as realgar or red arsenic); and arsenic trioxide
(As2O3, also known as white arsenic). Arsenic trioxide (ATO) can be made by burning realgar
or orpiment
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well-known poison, arsenic has been used medicinally for over 2000 years. In the

eighteenth-century, arsenic, in the form of Fowler solution (potassium bicarbonate-based

solution of arsenic), was introduced clinically for the treatment of various types of infectious

and malignant diseases [11]. However, due to its toxicity, arsenic was superseded by

application of radiation and cytotoxic chemotherapy in the early twentieth-century. In the

mid-1990s, there was a resurgence of interest in such a therapy when it was found to induce

apoptosis and differentiation in APL cells [6, 12, 13].

11.2.2 Uptake of Arsenic

Since drug action usually requires uptake of the drug, it was considered that intracellular

arsenic content might determine ATO sensitivity. Therefore, understanding the cellular

mechanisms responsible for arsenic transport has both toxicological and pharmacological

relevance. Pentavalent arsenate (AsV) is a predominant form of arsenic in nature. It has been

postulated that AsV can be taken up by cells through phosphate transporters, since it is a

phosphate analogue [14, 15]. Moreover, toxicity of AsV may partially result from its

reduction to trivalent arsenic (AsIII) [14, 16, 17]. Recently, Lu et al. have reported that

organic anion transporting polypeptide-Cmay support to uptake inorganic arsenic (AsIII and

AsV) in a glutathione (GSH)-dependent manner based on a study using a human embryonic

kidney cell line (HEK cells) [18]. It has been demonstrated that aquaglyceroporins (AQPs)

play a pivotal role in the uptake of arsenic based on a series of studies in various leukaemia

cell lines [9–21] including an APL cell line, NB4 [22]. AQPs are members of the aquaporin

superfamily and transport a variety of small neutral solutes such as glycerol and urea

(Chapter 8, Figure 8.2) [23, 24]. At physiological pH, AsIII exists primarily as an aqueous

formofAsIII, As(OH)3, and is taken into cells viaAQPpathways [25]. By expressing various

AQP genes in yeast or Xenopus oocytes, As(OH)3 was transported into cells efficiently by

AQP9 and AQP7 [26, 27], whereas there was little or no transport by AQP3 or AQP10 [27].

However, a possible contribution of AQP3 and AQP10 for As(OH)3 transport could not be

excluded, since a previous study has demonstrated that AQP3 is closely associated with

arsenic uptake in human lung adenocarcinoma cell line (CL3) and human embryonic kidney

cell line (HEKcells) [28]. The sensitivities toATOhave been shown to be proportional to the

expression of AQP9 in leukaemia cells. Intracellular arsenic concentrations in chronic

myeloid leukaemia lineK562 transfectedwith theAQP9 genewere significantly higher than

those in untransfected K562, resulting in an increased ATO-induced cytotoxicity [20].

Furthermore, the study on the expression levels of AQP9 in leukaemia samples from 80

patients showed that APL expressed significantly higher AQP9 levels than all the other

subtypes of acute myeloid leukaemia [20]. Moreover, methylarsonous acid (MAsIII), one of

the initial products of AsIII methylation, is thought to be incorporated by AQP9 [29]. Since

AQP9 is expressed primarily in human leukocytes [30], it is possible that AQP9 is

responsible for ATO uptake into leukaemia cells, suggesting that monitoring AQP9

expression levels in APL patients before or during ATO treatment may provide an index

of their responses to ATO therapy. Therefore, AQP9 may become a novel target in the

development of treatment strategies against APL. Intriguingly, pretreatment of a myeloid

leukaemia line HL-60 with ATRA upregulated AQP9 expression, leading to a significant

increase in arsenic uptake and ATO-induced cytotoxicity in the presence of ATO, which

might explain a synergism of ARTAwith ATO [20]. More recently, it should be noted that
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AQP9mediates the therapeutic effects of Realgar-Indigo naturalis formula, which has been

proven to be very effective in treating human APL as a model [21] in China.

Recently, the study by Rosen and colleagues demonstrated that human glucose trans-

porters (GLUT), such as GLUT1 and GLUT4, also catalyse uptake of both arsenite and

MAsIII [15]. GLUT1 is the major glucose permease in erythrocytes and epithelial cells that

form blood-brain barrier. These observations suggest that GLUT1 may be a major pathway

responsible for the uptake of both inorganic andmethylated arsenic in those tissues andmay

contribute to their accumulation, leading to undesirable arsenic-related cardiovascular

complications and neurotoxicity [15]. Indeed, we have demonstrated that total arsenic

concentrations in the blood cells, prepared from anAPL patient undergoingATO treatment,

increased with time during the consolidation therapy [31]. Moreover, it has also been

indicated that arsenic can pass through the blood-brain barrier with general intravenous

infusion, although its content is below the therapeutic concentrations [32, 33]. A recent

report has demonstrated that GLUT4, the insulin-responsive isoforms, also catalyses

transportation of arsenite and MAsIII [15]. Since neither AQP9 nor GLUT1 can be detected

in adult cardiomyocytes byWestern blot, uptake of inorganic andmethylated arsenicals into

cardiac cells via GLUT4 may be a contributing factor to arsenic-related cardiovascular

disorders [15], such as electrocardiogram abnormalities which is the most frequent adverse

events in APL patients undergoing ATO treatment [8, 9, 34].

11.2.3 Efflux of Arsenic

It has been established that multidrug resistance-associated proteins (MRP1/MRP2) and

P-glycoprotein (P-gp), which belong to the ATP-binding cassette transporter superfamily,

are involved in the efflux of arsenic [16, 28, 35–40]. MRP1/MRP2 and P-gp are plasma

membrane glycoproteins that can confer multidrug resistance (MDR) by lowering intra-

cellular drug concentrations [28, 35–39]. A previous report has demonstrated that MRP1 is

capable of transporting AsIII, but not AsV, only when in the presence of GSH, based on the

results using membrane vesicles from the MRP1-overexpressing lung cancer cell line,

H69AR [36]. Whereas, the cytotoxicity of AsIII and AsV has been abolished in HeLa and

human small cell lung cancer cell line (GLC4) when these cells are transfected with MRP1

gene [39, 40]. Collectively, these results suggest that in intact cells AsV is reduced to AsIII

before the efflux from these cells. In fact, the reduction of AsV to AsIII in mammalian cells

has been considered to occur spontaneously in the presence of GSH [41]. The reduction by

GSH has been shown to be linked to the formation of arsenic triglutathione, a complex in

which AsIII is bound to the thiol moieties of the cysteinyl residues of three GSH

molecules [16, 41]. Indeed, it has been proposed that arsenic triglutathione are transported

out from cells by MRP1/2 [16, 36]. Therefore, it is concluded that in mammalian cell

models, MRP1 is shown to confer resistance to both AsIII and AsV in a GSH-dependent

manner. Furthermore, it has been demonstrated that glutathione S-transferase (GST) play a

pivotal role in the arsenic reduction and efflux, resulting in acquiring tolerance to arsenic

cytotoxicity [16, 35, 36, 38, 42, 43]. It is well known that the transport of arsenic from the

liver to bile is dependent on GSH in rat model [44]. The study supported in vivo evidence

where the conjugation of arsenic with GSH is important for its biliary excretion via the

MRP2 transporter [45, 46]. Furthermore, a previous report demonstrated that a dose

of 15mg arsenite/kg caused 50% lethality in MRP1-null mice but only 17% of that in
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the wild-type mice [47]. All these findings support an idea that upregulation of MRP

proteins plays an important role in acquired tolerance to arsenic.

P-gp is encoded by multidrug resistant gene (MDR1). It has been demonstrated that

MDR1a/1b double-knockout mice, which lack the expression of MDR1-encoded P-gp, are

more sensitive to acute arsenic toxicity and accumulated more arsenic than wild-type mice,

suggesting that P-gp are involved, at least partially, in arsenic efflux in mammals [48]. On

the other hand, using APL cells including NB4 and blast cells fromAPL patients, Takeshita

et al. demonstrated that the expression levels of P-gp were not inversely proportional to the

intracellular accumulation ofATO inAPL cells, and that ATOwas also effective in cells that

expressed considerable amounts of P-gp, suggesting that P-gp may not represent a major

cause of arsenic resistance at the concentrations of ATO achievable in patients [49].

As mentioned above, although the roles of P-gp in arsenic efflux remain controversial,

monitoring of P-gp expression levels should attract considerable attention in order to

provide an effective treatment protocol for APL patients.

In addition, the expression of MRP and P-gp is also involved in cross-resistance to

chemotherapeutic agents including anthracyclines, which have been used commonly in

APL treatment [50, 51]. Therefore, efforts to increase intracellular concentrations of

ATO as well as other chemotherapeutic agents by modifying these MDR transporters will

benefit for APL treatment. Indeed, several MDR-reversing agents, such as MK571,

VX-710, PSC833, GF120918, and LY335879, are in various stages of clinical develop-

ment [35, 50]. Pathways of uptake and efflux of arsenic in mammalian systems are

summarized in Figure 11.2.

11.2.4 Apoptosis Induction

11.2.4.1 Apoptosis Pathway Involved in ATO-Induced Apoptosis

The clinical results achievedwith ATO in relapsed as well as newly diagnosed APL patients

have prompted investigations to determine the mechanisms mediating its activity. ATO is

believed to function primarily by promoting apoptosis at its concentrations ranging from 1

to 2mM in vivo and in vitro [12, 13, 52–54]. Apoptosis is characterized by a rapid cell

shrinkage and loss of normal cellular architecture. Subsequently, cells undergoing apoptosis

exhibit dense chromatin condensation, nuclear fragmentation, cytoplasmic blebbing, and

cellular fragmentation into apoptotic bodies [55]. Generally, apoptosis induction occurs

throughmultiple pathways, and thus various stimuli activate different pathways [56]. So far,

two principal signal pathways of apoptosis have been identified (Figure 11.3) [56]. The

intrinsic mechanism of apoptosis involves a mitochondrial pathway. Apoptosis stimuli

destruct mitochondrial membrane structure under the control of Bcl-2 (B-cell leukaemia/

lymphoma) family, resulting in the release ofmitochondrial proteins including cytochrome c.

Once cytochrome c is released it activates caspase-9 (initiator caspase) through interaction

with Apaf-1 (apoptotic protease activating factor-1) and dATP [57, 58], and ultimately leads

to caspase-3 and -7 (effector caspases) activation [59]. On the other hand, the extrinsic

pathway induced by death receptors, such as tumor necrosis factor receptor (TNFR) and Fas,

is responsible for the activation of caspase-8 and caspase-10 (initiator caspase) accompanied

by the activation of caspase-3 and -7 [59]. The effector caspases are the finalmediators in the

intrinsic and extrinsic pathways that cleave substrates and lead to cell death.Moreover, a third
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pathway involving endoplasmic reticulumandcaspase-12has been reported to associatewith

apoptosis [60]. A number of markers have been utilized to reveal apoptosis including cell

viability, cytochrome c release, caspase-3 activation, poly (ADP-ribose) polymerase (PARP)

cleavage, and DNA fragmentation [61].

Figure 11.2 Pathways of uptake and efflux, and biotransformation of arsenic in mammalian
systems. Pentavalent arsenate (AsV) is a phosphate analogue, and phosphate transporters are
believed to act to incorporate AsV with phosphate. Organic anion transporting polypeptide-C
(OATP-C)isthoughtohaveanauxiliaryroleinarsenicuptake,sinceitcantransport inorganicarsenic
(trivalent arsenic (AsIII) and AsV) in a glutathione-dependent manner. It has been indicated that
aquaglyceroporins (AQPs) and glucose transporter GLUT1/4 can transport AsIII and/or methyl-
arsonous acid (MAsIII). In particular, the pivotal role of AQP9 on the arsenic accumulation in
leukaemia cells has been identified. On the other hand, it has been demonstrated that multidrug
resistance associated proteins (MRP1/2) are involved in the efflux of arsenic (arsenic triglutathione
(As(GS)3), whereas the roles of P-glycoprotein (P-gp) in arsenic efflux remain controversial.
Biomethylation is a major metabolic pathway for inorganic arsenic in human and many animal
species,andtheliverapparently is themajorsiteofbiomethylation. Inhuman,dimethylarsinousacid
(DMAsIII) anddimethylarsinic acid (DMAsV) appear tobe the endproductsof this pathway [41]. In
the pathway, arsenate reductases, such as the omega isoformof glutathione S-transferase (GSTO),
and purine nucleoside phosphorylase (PNP), catalyse the reduction of arsenate species [16].
Human arsenic (þ3 oxidation state) methyltransferase (AS3MT) catalyse the methylation of
arsenite [16,43,158–161]. S-adenosylmethionine (SAM) is the methyl donor [16]
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It is well known that Bcl-2, localizing in the outer membranes of the mitochondria, has

drawn particular attention to its potential role in the regulation of apoptosis induction

pathway because of its importance in stabilizing mitochondrial transmembrane poten-

tials [56]. It has been clarified that treatment with 1mMATO potently downregulates Bcl-2

gene expression at the mRNA and protein levels in NB4 cell line, accompanying induction

of mitochondrial transmembrane potentials collapse due to the opening of permeability

transition pore, which triggers the release of cytochrome c from mitochondria to cytosol,

followed by caspase activation and degradation of specific substrates [12, 52, 53].Moreover,

arsenic also causes the release of apoptosis-inducing factor from the mitochondrial

intermembrane space, resulting in the inductionof a caspase-independent cell death [62, 63].

Figure 11.3 Molecular mechanisms of arsenic trioxide (ATO) inmalignant cells targeting. ATO
exhibits therapeutic effects against malignant cells through apoptosis induction, cell cycle arrest
and proliferation inhibition, and differentiation. The detailed information can be referred to
Section 11.2.ATRA synergizeswithATO toprovide a superior efficacyof combination therapy in
patients through promoting the effects of ATO on several genes indicated in the shaded box.
NADPH, reduced nicotinamide adenine dinucleotide phosphate; MAPK, mitogen activated
protein kinase; JNK, c-Jun NH2-terminal kinase; RXRa, retinoid X receptor a; pRXRa,
phosphorylation of retinoid X receptor a; PI3K, phosphoinositide 3-kinase; Apaf-1, apoptotic
protease activating factor-1; AIF, apoptosis inducing factor; TNFR, tumor necrosis factor
receptor; TRAIL, tumor necrosis factor related apoptosis inducing ligand; GRP78, glucose
regulated protein of 78 kDa; CHOP, CCAAT/enhancer binding protein homologous protein;
ATF-6, activating transcription factor 6;AE,Anionexchanger;Chk, checkpoint kinase;Cdc2, cell
division cycle 2
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Taken together, these observations suggest that mitochondria-mediated intrinsic apoptotic

pathway is involved inATO-induced apoptosis. On the other hand, the extrinsic pathway via

death receptors, such as TNFR and Fas, has been reported to be implicated in ATO-induced

apoptosis in HL-60 and RL, a B-cell lymphoma cell line [64]. Moreover, Szegezdi et al.

reported that the ATO enhanced tumor necrosis factor related-apoptosis-inducing ligand

(TRAIL)-mediated apoptosis in leukemic cells [65]. The same study also showed that ATO-

sensitized TRAIL-induced leukemic cell apoptosis was associated with Akt-inhibition,

downregulation of the short isoform of FLIP (FLICE-inhibitory protein, FLIPs), and

increased cell surface expression of Death Receptor 5 (DR5) [65]. Recently, Kim et al.

also reported that ATO treatment of human glioma cells induced DR5 upregulation, which

in turn enhanced TRAIL-induced apoptosis in the cells, suggesting that DR5 upregulation is

critical for ATO-induced sensitization of the cells in TRAIL-mediated apoptosis [66].

Furthermore, they also clarified that CCAAT/enhancer binding protein homologous protein

(CHOP) was closely associated with DR5 upregulation, since they found siRNA-mediated

CHOP suppression not only attenuated ATO-induced DR5 upregulation but also inhibited

the ATO-stimulated TRAIL-induced apoptosis [66]. However, Kitamura et al. demon-

strated that Fas-independent, but GSH concentration-dependent caspase-8 activation, was

involved in ATO-induced apoptosis in NB4 cell line [67]. Meanwhile, a previous study has

demonstrated that ATO induces apoptosis in NB4 cell line by promoting caspase-10

activation. [68]. Therefore, further studies are needed to verify or clarify the molecular

details of whether extrinsic apoptotic pathway is implicated in ATO-induced apoptosis in

APL cells. Recently, it has been demonstrated that ATO induces the endoplasmic reticulum

stress-mediated apoptosis in the chronic myeloid leukaemia cell line K562, and that an

apoptosis level was synergistically enhanced by combination of tyrosine kinase inhibitor

imatinib mesylate (STI571) [69]. Taken together, these observations suggest that coordi-

nation of intrinsic, extrinsic and endoplasmic reticulum-mediated apoptosis is involved in

the mechanisms underlying the therapeutic efficacy of ATO.

11.2.4.2 The ROS Production System to ATO-Induced Apoptosis

Reactive oxygen species (ROS) are oxygen containing chemical species with reactive

chemical properties. They include free radicals such as superoxide and hydroxyl radicals

which contain an unpaired electron and non-radical molecules such as hydrogen peroxide

(H2O2) [56]. ROS can initiate lipid peroxidation, convert proteins to be oxidized, inactive

states, and cause DNA strand breaks and mutations, leading to apoptosis induction [56]. In

fact, the mechanisms underlying the apoptosis induction by ATO include generation of

ROS [41, 53, 70–74]. This idea is supported by clinical data that the levels of 8-hydroxy-20-
deoxyguanosine, one of the most abundant oxidative products of DNA, are increased in

plasma from APL patients after remission induction and consolidation therapy [72].

Mitochondria has been though to be a potential source of ROS production induced by

ATO, because mitochondrial respiration consumes about 90% of the oxygen used by

cells [75]. It has been discussed that through blockading of electron flow at complex III and

IV,ATOdisruptsmitochondrial respiration to elevate the generation of oxygen free radicals,

which is thought to result from leakage of electrons from the respiratory complexes [76].

This leads to an increase in the intracellular H2O2 concentrations which enhance the

permeability of the mitochondrial membrane [53]. In addition to mitochondria, the reduced
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nicotinamide adenine dinucleotide phosphate (NADPH) oxidase, which is described for the

first time in professional phagocytes responsible for generating a large burst of superoxide to

kill the ingested pathogens, is also associated with ATO-induced ROS generation [73, 77].

Through analyses of gene expression profiles by oligonucleotide microarrays, Chou et al.

found that NADPH oxidase components were dramatically upregulated within days in

myeloid cells treated with 0.75mM ATO [77]. They also demonstrated that the clinically

used phorbol myristate acetate analogue, bryostatin 1, synergistically enhanced arsenic-

induced ROS production by stimulating NADPH oxidase enzyme activity, and that this

synergism between very low doses of both arsenic and bryostatin-1 can effectively kill

leukemic cells [77]. Recently, Wang et al. demonstrated all the components of NADPH

oxidase (its membrane components gp91phox and p22phox, and the major cytoplasmic

subunits p67phox and p47phox) in NB4 cells, which could be effectively activated by various

stimulants, including ATO and ATRA [73, 77]. Thus, these findings suggested that NADPH

oxidase-derivedROS are responsible for the high susceptibility to arsenic cytotoxicity in the

cells. Taken together, these observations uncover amajor role ofNADPHoxidase in arsenic-

induced ROS production and cytotoxicity, and also provide a conceptual basis for the

development of clinical protocols for the treatment of leukaemias, in particular APL,

through regulation of NADPH oxidase activity.

11.2.4.3 The ROS Elimination System to ATO-Induced Apoptosis

Normally, cells are protected from the effects of excess ROS by reductive-oxidative (redox)

buffering systems, such as thioredoxin and GSH, and anti-oxidative enzymes including

superoxide dismutase (SOD), catalase and glutathione peroxidase (GPx). SODmetabolizes

superoxide whereas catalase and GPx metabolize H2O2 [78]. GST is another family of

enzymes that use GSH as a cofactor to modify substrates, such as oxidized proteins and

lipids [78]. Therefore, one can easily expect that insufficient ROS elimination as a result of

reduced antioxidant enzyme activities, leads to the accumulation of intracellular ROS.

Indeed, it is well known that NB4 cell line, which is themost sensitive toATO, has relatively

low levels of reduced GSH, GPx, catalase, and GST p, and has a constitutively higher H2O2

content than other non-APL leukemic cell lines, such asHL-60,U937, andKG1 [53, 70, 71].

Furthermore, apoptosis can be induced in NB4 cells at concentrations of ATO, at which no

apoptosis was occurred, in the presence of the GPx inhibitor [79], such as mercaptosuccinic

acid; or catalase inhibitor [79], such as 3-amino-1,2,4-triazole [53].More importantly, from

a therapeutic point of view, HL-60 and U937 cells, which require high concentrations of

ATO to undergo apoptosis, become sensitive to clinically acceptable low concentrations of

ATO in combination with these GPx and catalase inhibitors [53]. Recently, in addition to

GPx, the other selenoenzyme thioredoxin reductase (TrxR) has emerged as an important

molecular target for cancer therapy by ATO [80]. A previous report has demonstrated that

ATO irreversibly inhibits mammalian TrxRwith an IC50 value of 0.25mM, and that both the

N-terminal redox-active dithiol and the C-terminal selenothiol-active sites of reduced TrxR

may participate in the reaction with ATO [80]. Arsenite andMAsIII have also been shown to

be potent inhibitors of TrxR both in vitro and in vivo [81–83]. Furthermore, ATO decreases

selenium incorporation into selenoproteins, which are essential components for selenoen-

zyme activities such as TrxR and GPx [84], possibly through forming a complex seleno-bis

(S-glutathionyl) arsinium ions [85]. Besides participation in cellular efflux of ATO, it has
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been indicated that monomeric GST p forms a complex with c-Jun NH2-terminal kinase

(JNK), resulting in the inhibition of JNK activity [86, 87]. Such inhibition is reversed by

oxidative stress that causes an oligomerization ofGST-GSTdimers andmultimers involving

the Cys-47 and Cys-101 residues of the GST p, consequently JNK can exert its kinase

activity, leading to apoptosis induction [88]. It is interesting to note that a similar

phenomenon has been recently reported in NB4 cell line treated with ATO [89]. These

observations are consistent with the concept that sulfhydryl groups of the protein could be

the main targets of ATO [71, 90, 91]. Furthermore, proof-of-principle experiments have

shown that SOD inhibitor, 2-methoxyestradiol, is shown to enhance the superoxide levels

and apoptosis induced by ATO in primary leukaemia cells from patients with chronic

lymphocytic leukaemia [76, 92]. Collectively, these observations suggest that modification

of a protective network, comprisingGPx,GST, TrxR, catalase, SOD,GSH, and thioredoxin,

might represent a nonspecific mechanism underlying the response to antineoplastic drugs

(e.g., ATO) acting on cell-redox status.

As described above, ATO can induce intracellular ROS accumulation through not only

enhancing the ROS production system but also impairing the ROS elimination system. An

increased intracellular ROS levels result in the opening of the permeability transition pore,

which leads to activation of intrinsic apoptotic pathways in hematological cell lines

including APL cell line [12, 52, 53, 70, 93, 94].

11.2.4.4 ATO-Induced Apoptosis Mediated Through Other Molecules

Several lines of evidence have indicated that arsenic affects several signal transduction

cascades, and thus inhibits or activates transcription factors through elevating ROS

production [16, 86, 87, 90, 95, 96]. The transcription factor nuclear factor-kappa B

(NF-kB) promotes cell survival and plays an important role in many malignant

diseases [16, 95]. Arsenite has been shown to inhibit degradation of IkB, NF-kB specific

inhibitory protein localizing in cytoplasmby binding to the cysteine residue (Cys-179) in the

activation loop of the IkB kinase catalytic subunit and consequently, to suppress NF-kB
activation [16, 96]. On the other hand, ATRA has been reported to induce NF-kB activation,

resulting in prolongation of the life span of mature leukocytes associated with the

development of retinoic acid syndrome [97]. Intriguingly, it has been established that ATO

can overcome the antiapoptotic effect of ATRA-induced NF-kB activity, which help to

reduce incidence of side effects linked to retinoic acid syndrome [97]. Furthermore, ATO

has a potential to activate the mitogen-activated protein kinase (MAPK), particularly JNK

and p38 that are involved in ATO-induced apoptosis [90, 94, 97–102]. Recently, Tarrade

et al. demonstrated that retinoic acid potentially enhanced ATO-induced JNK activation,

and promoted ATO-induced phosphorylation of retinoid X receptor a, resulting in the

amplification of ATO-induced apoptosis in APL or non-APL cells [99]. They also indicated

that retinoid X receptor a appears to be a key molecule in the cross-talk between retinoid

acid and ATO for apoptosis induction through the phosphorylation of its N-terminal

domain [99]. In addition, the inhibition of phosphoinositide 3-kinase/Akt [16] and activa-

tion of checkpoint kinase 2, a proapoptotic kinase associated with DNA damage [103], are

also involved in ATO-induced apoptosis.

Human telomerase, a cellular reverse transcriptase (hTERT), is a nuclear ribonucleo-

protein enzyme complex that catalyses the synthesis and extension of telomeric DNA, and
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plays an important role in cellular immortalization and tumorigenesis. Previous reports

have demonstrated that arsenic at clinically achievable concentrations is able to inhibit

transcription of the human telomerase, resulting in the formation of chromosomal end

lesions and consequently in apoptosis induction [74, 104–106]. This effect may be

explained that arsenic triggers the oxidation of the Sp1 transcription factor and attenuates

its binding to the promoter of hTERT, which contributes to its diminished expres-

sion [74, 104]. It has also been demonstrated that in NB4 cells retinoid downregulates

telomerase activity and telomere length through a pathway distinct from leukaemia cell

differentiation [107]. Thus, a success of ATO/ATRA treatment in APL pathology may be

attributed partially to a synergistic effect of these two drugs in triggering sufficient

downregulation of telomerase efficient to cause telomere shortening and subsequently,

cell death [105].

Moreover, the cytoskeleton including tubulin, which contains sulfhydryl-containing

proteins, is another cellular target for arsenic [91]. ATO cross-links two vicinal cysteine

residues (Cys-12 and Cys-213) that are close to the guanosine triphosphate binding site in

tubulin and results in the blockage of guanosine triphosphate, ultimately leads to apoptosis

induction [91]. In addition, ATO-mediated upregulation of prostate apoptosis response

gene-4 and downregulation ofWilms’ tumor gene, which is upregulated in various subtypes

of AML, are also involved in the apoptosis induction of ATO [104].

Anion exchanger 2 (AE2) mediates the exchange of chloride/bicarbonate across the

plasma membrane and plays a role in the regulation of intracellular pH. Besides relieving

intracellular alkaline and carbon dioxide loads, it also has an important role during

development and cell death [108]. It has been demonstrated that ATO enhances directly

the activity of AE2, resulting in cellular acidification and interrupting cell homeostasis, and

consequently to cell death [109].Moreover, previous results indicate that arsenite sensitizes

human tumor cells to apoptosis via the TNFa-mediated apoptotic pathway [110], and that

the death receptor-associated ATP induces the activation of AE [111]. These observations

suggest that in addition to the direct activation described above, ATOalso indirectly activate

the AE2 protein.

JWA, a novel signaling molecule, has been reported to be associated with cell differenti-

ation, growth inhibition, and apoptosis induction mediated by ATO, ATRA, and 12-O-

tetradecanoylphorbol 13-acetate in human malignant cells including myeloid leukaemia

cell lines and primary cultured APL blasts [112–114]. Recently, Zhou et al. reported that

JWA is required for ATO induced apoptosis in HeLa and MCF-7 cells via ROS and

mitochondria linked signal pathways [115]. Taken together, these data may be helpful to

develop new strategies in using JWA as a potential target for the therapeutic use of ATO in

certain types of tumors, including APL. In summary, the molecular details of ATO-induced

apoptosis are proposed and shown in Figure 11.3.

11.2.5 Differentiation Induction

In vitro and in vivo experiments have demonstrated that a low dose of ATO (0.1–0.5mM)

induces differentiation of NB4 cells as well as fresh APL cells [7, 13, 52]. The differentia-

tion is characterized by several factors such as maturation of morphology, decreased

nuclear-cytoplasm ratios, condensation of chromatin, decreased cytoplasmic granules,

increased neutrophilic granules, increased expression of CD11b and adhesion molecules,
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and decreased expression of CD33 [7, 13, 52]. Although these changes are in linewith those

observed in granulocyte differentiation triggered by ATRA, the extent of modulation is

lower than that induced by ATRA [13, 116]. In contrast to the ATAR-induced differentia-

tion, the nitroblue tetrazolium reduction test is negative, indicating a partial differentia-

tion [12, 13, 52, 117, 118]. On the other hand, Cai et al. have demonstrated that the

concentrations ranging from 0.1 to 0.5mM of ATO do not induce differentiation in ATRA-

resistant NB4-derived sublines [52], instead they induce differentiation-related changes in

ATRA-sensitive HL-60 cells, but not in ATRA-resistant HL-60 sublines with RARa
mutation [52], suggesting that ATO induces APL cell differentiation partially through the

activation of retinoic acid receptor-related signaling pathways.

Zhao and colleagues have provided experimental evidences that in bothNB4 cells and the

fresh APL cells, the ATRA-induced differentiation process is associated with a rapid

increase in the intracellular cyclic adenosine monophosphate (cAMP) level as well as

protein kinase A activity [119]. They showed that a strong synergy exists between a low

concentration of ATO and the cAMP analogue, 8-CPT-cAMP, in inducing terminal

differentiation of NB4 and fresh APL cells, suggesting that cAMP facilitates the degrada-

tion of ATO-mediated fusion protein PML-RARa [120]. These observations suggest that

ATO-mediated differentiation of APL cells is enhanced by ATRA through a cross-talk with

protein kinase A-cAMP signaling pathway and RAR signaling pathway.

In addition, ATO enhances the activity of AE2 in several human leukemic cells including

NB4, resulting in cellular acidification, which in turn drives the ATO-induced degradation

of PML-RARa, and promotes cell differentiation [109]. Thus interruption of intracellular

pH homeostasis via ATO-induced AE2 elevation is also involved in ATO-induced cell

differentiation.

11.2.6 Degradation of PML-RARa

Although there is evidence to suggest that PML-RARa expression is not the sole genetic

event required for the development of APL, it is no doubt that the fusion protein plays a

central role in the initiation of leukemogenesis [10, 117, 121]. Moreover, the fact that ATO

selectively exerts therapeutic effects against APL suggests a crucial link between its

mechanisms of action and PML-RARa [8, 122]. Indeed, it is postulated that the PML is

a target moiety of ATO-mediated PML-RARa degradation [12, 13, 117, 118, 123]. Dissec-

tion of the mechanisms underlying the role of ATO-induced PML-RARa degradation in

disease remission shows that arsenic modulates the microspeckled pattern of PML distribu-

tion within the nucleus of APL cells and induces the rapid reformation of PML-nuclear

bodies [121]. Furthermore, arsenic induced covalentmodifications of the PMLprotein by the

ubiquitin-related peptides, small ubiquitin-related modifier (SUMO) [121]. Sumoylation is

required for the targeting of nuclear body-associated protein onto PML-nuclear bodies. It is

shown that sumoylation of PML and PML-RARa might take place at the amino acid

residues, Lys65, Lys160, and Lys490, but only Lys160 is important for the effect of ATO,

since Lys160 mediates not only sumoylation but also subsequent recruitment of 11S

proteasome, a process which is essential for the degradation of PML and PML-RARa
proteins [122, 124]. Recently, Tatham and colleagues demonstrated that the RING-domain

containing ubiquitinE3 ligase, RNF4, targets poly-SUMO-modified proteins for degradation

mediated byubiquitin [125].RNF4depletion or proteasome inhibition led to accumulation of
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mixed, polyubiquitinated, poly-SUMO chains [125]. They also demonstrated that the

PML protein accumulates in RNF4-depleted cells and is ubiquitinated by RNF4 in a

SUMO-dependent fashion in vitro [125]. Furthermore, in the absence of RNF4, arsenic

failed to induce degradation of PML and SUMO-modified PML accumulated in the

nucleus [125]. Therefore, they concluded that poly-sumoylation can be a prerequisite step

to initiate ubiquitin-mediated proteolysis [125]. Degradation of PML-RARa as well as PML

release their repressive effects on retinoic acid pathways and enhances the acetylation of

histone, a process which is important for the transcriptional activation of retinoic acid

targeted genes [10, 42]. In addition, it has been reported that arsenic, like ATRA, can activate

a common caspase-dependent cleavage in the PML part of the fusion protein [121, 126].

These findings suggest that PML may be a target molecule of caspase during the executor

phase of apoptosis [121, 123]. It has been well characterized that ATRA activates the RARa
through activation function 2 (AF-2) transactivation domain and induces the polyubiquitina-

tion-19S proteasome-dependent catabolism of PML-RARa [10, 121, 122, 127]. Therefore,

these studies might provide a plausible explanation for superior efficacy of the combination

drug (ATO and ATRA) therapy. Collectively, the antileukemic effects of ATO have been

proposed to be directly mediated by its ability to induce the relocalization and degradation of

PMLaswell as PML-RARa inAPL cells. Contrary to expectation,Wang et al. have reported

that ATO induced apoptosis in myeloid leukaemia cell lines and functioned in a PML and

PML-RARa independent manner, and suggesting that these agents may be more broadly

used for treatment of leukaemias other than APL [128].

11.2.7 Proliferation Inhibition and Angiogenesis Inhibition

In addition to inducing apoptosis, promoting differentiation, and degradation of

PML-RARa as well as PML, ATO also acts through the intracellular environment to

influence growth arrest and angiogenesis [90, 95]. It has been demonstrated that therapeutic

concentrations of ATO induce growth inhibition throughATP depletion and prolongation of

cell cycle time in malignant lymphocytic cells [129]. A previous report also demonstrated

that treatment of U937 with ATO led to G2/M arrest which is associated with the activation

of cyclin B-dependent kinase and accumulation of cyclin B, and correlates with the onset of

apoptosis [130]. Whereas, treatment of an adult T-cell leukaemia cell line, MT-1, with ATO

arrests the cells in the G1 phase [131]. Zhang et al. also demonstrated that ATO induced

G1 phase arrest in HL-60, Raji, and Daudi, contributing to ATO-mediated proliferation

inhibition [132]. Furthermore, in several human myeloma cells, ATO-induced G1 and/or

G2/M phase arrest, which is associated with induction of p21 cyclin-dependent kinase

inhibitor, has been implicated in growth inhibition [133]. These findings suggest that the cell

cycle arrest induced by ATO contributes to its antitumor effects.

It is well established that angiogenesis and expansion of existing endothelium play a

critical role in the growth of solid tumors [134] as well as in the proliferation of

hematological tumors, such as leukaemia [135–137]. It has been shown that activated

endothelial cells release cytokines responsible for stimulating leukemic cell growth [138].

Leukemic cells, in turn, can release endothelial growth factors, such as vascular endothelial

growth factor [138]. To study the antiangiogenic effects of ATO, human umbilical vein

endothelial cells have been used as a model [139]. In the model system, ATO induced

upregulation of endothelial cell adhesion molecules, prevention of capillary tubule growth
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and vessel branching, apoptosis of endothelial cells and inhibited vascular endothelial

growth factor production from HL-60 [139]. Furthermore, ATO inhibited vascular

endothelial growth factor production in the human erythroleukaemia cell line, HEL [139].

Therefore, it is speculated that ATO may interrupt a reciprocal stimulatory loop between

leukemic cells and endothelium by acting directly on both cell types, which exerts an

antileukemic effect via inhibition of angiogenesis.

11.3 Pharmacokinetics of ATO in APL Patients

11.3.1 Administration Route and Distribution

In 1970s, oral administration ofATOwas found to be associatedwith severe gastrointestinal

and liver side effects, and thus intravenous (i.v.) administration ofATOhas beenwidely used

for APL patients [140]. In fact, ATO has usually been infused either in the dose of 0.16mg/

kg (or 10mg/day) in 250–500ml of normal glucose saline solution over 2–3 h once a day in

Chinese studies [6, 10, 141], or in the FDA-approved dose of 0.15mg/kg in 100–250ml of

5% dextrose in either water or 0.9% sodium chloride solution over 1–2 h daily [8, 9, 142]. In

addition, a reduced dose of 0.08mg/kg/day (low dosage) corresponding to a 50% of the

conventional dosage (0.16mg/kg/day), has also been applied in the treatment of APL

patients [143, 144]. It should be noted that in two clinical trials, treating APL patients with a

low dose of ATO yielded a similar complete remission rate (80%) compared to that (85.1%)

attained with a conventional dosage [143, 145]. In the low dosage group, a follow-up study

for over 7–33 months after complete remission in 14 relapsed patients demonstrated that

the estimated disease-free survival rates and overall two year survival rates were

49.11� 15.09% and 61.55� 15.79%, respectively, which were similar to the results

obtained in another follow-up study for over 7–48 months in 33 relapsed patients in the

conventional dosage group (41.62� 9.95% and 50.24� 10.25%, respectively) [143, 145].

Furthermore, APL patients treated with low dosage arsenic demonstrated a reduced toxicity

and a similar efficacy comparedwith that observedwith the conventional dosage, although a

larger scale randomized study must be launched in order to draw a solid conclusion [143].

On the other hand, in order to overcome attendant inconvenience of intravenous

administration including high-cost hospitalization, Kwong and his colleagues have recently

developedanoralATOformulation for patients in order to improvequality of life [146–148].

The treatment protocol includes 10mg ATO administration by i.v. infusion over 1 h on

Day 1, followed by taking 10mg ATO in 10ml solution 24 h post i.v. (Day 2) and

thereafter [147]. Pharmacodynamic studies demonstrated that the mean plasma and blood

AUCs (areas under the arsenic levels versus time curves) determined by oral administration

are almost the same as those by i.v. dosing [147]. More importantly, all five patients in this

study went into remission [147]. In spite of the satisfactory clinical outcomes, further

observations and studies will be needed to define its efficacy of the oral ATO formulation.

After entrance into human body, an accumulation of arsenic mainly occurs in tissues rich

in sulfhydryl group containing proteins such as hair, toenail, skin, blood, and bone

marrow [6, 31, 141, 149]. Furthermore, distribution of arsenic can be observed in other

internal organs, such as the brain, liver, heart, pancreas, kidney, lung, and gastrointestinal

tract [141, 149–151]. Recent studies have also demonstrated that arsenic exists in the

cerebrospinal fluid of patients receiving ATO administration [32, 33, 146, 148]. It is well
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known that the accumulation of arsenic causes a variety of disorders, including skin lesions,

respiratory system problems, nervous system effects, and cardiovascular disease, which are

also observed in APL patients undergoing ATO treatment [8, 141, 150]. Therefore, a better

understanding of the distribution of arsenic in human bodywill be valuable to lessen the side

effects of arsenic through appropriate biomonitoring of arsenic.

11.3.2 Metabolism and Pharmacokinetics

Ithasbeenestablished thatbiomethylation,whichoccurredprimarily in the liver [149,152], isa

major metabolic pathway for inorganic arsenic in human and many animal species [153], by

whicharsenicundergoesmetabolicconversionbythe reductionofAsVtoAsIIIwithsubsequent

methylation,yieldingmonomethylatedanddimethylatedmetabolites [154, 155].Apostulated

scheme is as follows: AsV !AsIII ! methylarsonic acid (MAsV) ! methylarsonous acid

(MAsIII) ! dimethylarsinic acid (DMAsV) ! dimethylarsinous acid (DMAsIII). It has been

reported that followingarsenicexposure,40–60%ofarsenic intake iseliminated throughurine.

The standard profile of urinary arsenic in human is comprised of 10–30% inorganic arsenic,

10–20%monomethylated arsenic (MAs:MAsIIIþMAsV), and 60–80%dimethylated arsenic

(DMAs: DMAsIIIþDMAsV) [156, 157].

A recent study has demonstrated that among exonic single nucleotide polymorphisms

(SNPs) of human arsenic (þ3 oxidation state) methyltransferase (AS3MT) gene, the

M287T polymorphism is considered to be related to interindividual variation in the arsenic

metabolism [158]. The M287T (T ! C) polymorphism has been shown to be related to an

increased percentage of urinary MAs in a central European male population [43] and a

Chilean male group [159, 160]. Moreover, Fujihara et al. have postulated that ethnic

differences in five intronic polymorphisms are associated with arsenic metabolism within

the AS3MT gene [161]. It is worthy to note that a novel PCR-based genotyping method to

detect exonic and intronic SNPs in the AS3MT gene has been developed [162]. Thus, future

studies will be attempted to elucidate the relationship between these SNPs and arsenic

metabolism in APL patients.

The toxicity of arsenic compounds varies and depends on the valency, in general, the

trivalent forms aremore toxic than pentavalent forms [152, 163]. BecauseDMAsVis amajor

urinary metabolite in human exposed to arsenic and displays less acute toxicity than either

AsIII or AsV [149, 164], biomethylation has generally been considered as a major

detoxification pathway for inorganic arsenicals [163]. However, intermediary metabolites

of arsenic, such as MAsIII and DMAsIII, also possess cytocidal activity against various cell

types including leukaemia and lymphoma cells [152, 165, 166]. Especially, MAsIII was

more cytocidal than AsIII [152]. Furthermore, a previous report indicated that methylated

trivalent metabolites of AsIII are more potent growth inhibitors and apoptotic inducers than

ATO in lymphoma and leukaemia cells including NB4 cells, although they do not induce

PML-RARa degradation, restore PML-nuclear bodies or differentiation in NB4 cells [165].

These observations together with our recent study [31] suggest that biomethylation may in

fact generate potentially cytocidal metabolites that may significantly contribute to the

therapeutic effect as well as side effects of ATO in APL patients. Indeed, MAsIII and

DMAsIII have been detected in the urine of APL patients undergoing ATO treatment [167]

and healthy individuals who have drunk water containing inorganic arsenic [155, 168], and

in human hepatoma (HepG2) cells exposed to AsIII [155]. Therefore, elucidation of arsenic
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metabolism is very important for achieving better therapeutic effects, and is critical in

reducing side effects of ATO.

An initial pharmacokinetic study showed that arsenic concentrations in plasma rapidly

reached the peak level after about 4 h of infusion, and thereafter its plasma concentrations

were maintained between 3-0.5 mM/l in eight relapsed APL patients when 0.16mg/kg/day

(or 10mg/day) ATOwas infused [6]. The study also showed that the mean Cpmax, t1/2a and

t1/2b were 6.85 mM/l (ranging from 5.54-7.30 mM/l), 0.89 h and 12.13 h, respectively [6].

Moreover, in patients given 0.08mg/kg/day ATO plasma arsenic concentrations reached

peak levels after 2 h of infusion with the mean Cpmax of 2.63mM/l (ranging from 1.54-

3.42mM/l), and thereafter its plasma concentrations were maintained between 0.5-0.1 mM/

l [143]. In the study, the t1/2a and t1/2b were 1.41 h and 9.4 h, respectively [143]. Based on

in vitro studies, we expect that the major effects of ATO in the conventional and low dosage

lie in apoptosis and differentiation induction, respectively. On the other hand, our study

utilizing a dose of 0.15mg/kg demonstrated that plasma concentrations of AsIII and AsVon

Day 1 reached similar Cpmax values of 12.4 and 10.2 ng/ml, respectively, immediately after

the completion of administration followed by a biphasic elimination [169]. The peak arsenic

concentrations in plasma varied from 200 to 600 nM/after 10mg/kg of oral ATO [146, 147].

These results suggest that plasma arsenic concentrations vary largely depending on

administration dosage and route, and that monitoring of its concentrations will provide

detailed information for optimizing efficacy of ATO.

Central nervous system relapse of APL occurs in 1–5%of patients [170, 171], the optimal

therapy for this case remains unclear. Fortunately, clinical data have demonstrated that ATO

seems to be capable of crossing the blood-brain-barrier in humans [32, 33, 146, 148, 172]. In

these patients treated with ATO, ATO concentrations in the cerebrospinal fluid were in the

range of 12–30% compared with those in whole blood or plasma [33, 146, 172]. Further-

more, Meng et al. have developed a non-invasive method via concomitant with 20%

mannitol intravenous bolus injection to help ATO entering into central nervous

system [173]. Their regimens include 125ml of 20%mannitol bolus throughmedial cubital

vein at the rate of 12� 30ml/min, and followed with 250ml of mixed solution (including

20% mannitol and ATO 0.08mg/kg/day) through intravenous infusion at the rate of 6ml/

min, followed by ATO 0.08mg/kg/dayþ 5% glucose 250ml infusion at the rate of 0.5ml/

min in the total dosage of ATO (0.16mg/kg/day) [32]. Results demonstrated that more

dynamic changes of arsenic in cerebrospinal fluid were observed with the help of mannitol

than general intravenous infusion, indicating that a significant amount of arsenic can

penetrate through blood-brain barrier [32], and the arsenic in cerebrospinal fluid reached to

the concentrations that is needed for APL cell differentiation [13, 52, 174, 175].

The pharmacokinetic studies in APL patients have been well discussed by using urine

samples [6, 144, 169, 176]. It has been demonstrated that urinary arsenic contents slightly

increased during drug administration, and the total amounts of arsenic excreted daily into

the urine accounting for approximately 1–8% of the daily dose [6]. On the other hand, our

previous report revealed that the mean total arsenic excretion rate including inorganic

arsenic andmethylated arsenic was about 20% of daily dose onDay 1 and remained at about

60% of daily dose during subsequent weeks [169]. Moreover, a clinical pharmacokinetic

study performed in an APL patient showed that in the urine sample collected for 24 h after

administration ofATO, the total amount of inorganic arsenic and themethylatedmetabolites

was almost 30%more of the daily dose [144]. As described above, there are large variations
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among individual patients with regard to the arsenic metabolic profiles and excretion

patterns. Indeed, Wang et al. [176] have demonstrated that there is an interindividual

difference in excretion profiles and the relative concentrations of major arsenic species in

the urine among four Chinese APL patients undergoing ATO treatment. Furthermore, other

pathways of excretion, such as through the bile, have been also suggested to play a partial

role in the elimination of arsenic [6, 176].

Recently, to clarify the speciation of arsenic, we collected blood samples at various time

points from a patient with APL after remission induction therapy and during consolidation

therapy [31]. Our results demonstrated that during the drug-withdrawal period, AsV in

plasma was more readily eliminated among all arsenic metabolites as reported by other

groups [144, 177]. AsIII concentrations in plasma initially declined more quickly than those

of MAs and DMAs, suggesting that methylated metabolites (MAs and DMAs) are major

metabolites in plasma, again in agreement with other reports [153–155]. Furthermore, we

also demonstrated that the concentrations of methylated metabolites (MAs and DMAs) as

well as inorganic arsenic (AsIII and AsV) in plasma increase with multiple administration

during the consolidation therapy period [31]. In contrast, Fujisawa et al. [169] demonstrated

no increase in the maximum concentrations of inorganic arsenic (AsIII and AsV) regardless

of multiple administrations, suggesting that inorganic arsenic in plasma may reach a steady

state after multiple administrations, but the concentrations of methylated metabolites (MAs

and DMAs) increased. The exact cause for this apparent difference is not known, but we

noted that there are many differences in patient characteristics in the two studies. For

example, only one out of 14 patients who participated in the study of Fujisawa et al.was in

the first relapse whereas the other 13 patients were in the second to fifth relapses [169]. But

the patient in our study was in the first relapse [31]. Therefore, the differences in the patient

characteristics may explain the discrepancy in the concentrations of inorganic arsenic.

These results also suggest that understanding the differences in metabolism among patients

is very useful for providing an effective treatment protocol for individual APL patients.

Most of the pharmacokinetic studies in APL patients have been conducted using plasma

or urine [6, 144, 169, 176], and rarely using blood samples. It has been demonstrated that

90% of arsenic in blood is bound to hemoglobin [178], suggesting that pharmacokinetic

studies including red blood cells could provide better treatment protocol for APL patients.

Our recent report demonstrated that in all blood samples collected either after the remission

induction therapy or during consolidation therapy, approximately 80–90% of the total

arsenic in the blood samples was observed in the blood cells, suggesting that careful

attentions should be paid to profiles of arsenic species in blood cells [31]. Previous in vitro

studies demonstrated that DMAs and dimethylmonothioarsinic acid are taken up and

metabolized by human red blood cells [179]. Furthermore, our results clearly demonstrated

that not only inorganic arsenic, but also methylated metabolites (MAs and DMAs) could

accumulate in the blood during the consecutive administration of ATO toAPL patients [31].

As described above, trivalent methylated metabolites also possess cytocidal activity against

various cell types including leukaemia and lymphoma cells [152, 165, 166]. Taken together,

these observations raise a possibility of application of methylated arsenic metabolites to

APL patients.

Because of the different toxicities of the various arsenic metabolites, understanding of

arsenic metabolism in APL patients is necessary in order to implement proper doses and

duration of arsenic treatment and to optimize the treatment outcome. Actually, recently
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not only total arsenic analysis but also speciations of arsenic metabolites have

generally been conducted in clinical samples from APL patients undergoing ATO

treatment [31, 144, 169, 176, 180]. However, an issue associated with speciation of

trivalent methyl arsenic metabolites (MAsIII and DMAsIII) arose from their higher

reactivity. It has been reported that preservatives, such as diethyldithiocarbomate [176]

and 2,3-dimercaptopropanesulphonate [180], are added to the urine samples to stabilize

these trivalent arsenic species, yet, to our knowledge, the use of these preservatives into

the blood samples has not been mentioned. Furthermore, it is easily expected that

considerable amounts of arsenic species exist in clinical samples as a protein-bound

complex. Although analysis of these protein-bound arsenic complexes has been con-

ducted, the losses of these complexes from the sampling to the detection stage are not

resolved [180]. Therefore, the development of more applicable contemporary analytical

protocols for these unstable arsenic species shall be explored.

Except for administration of arsenic to APL patients in clinical practice, arsenic usually

enters the body through food chains. Themost common exposure to high levels of arsenic in

food is via marine products in the form of arsenobetaine or plant products in the form of

various arsenosugars [163, 181]. Arsenobetaine, a trimethylarsenic compound, is one of the

major organic arsenic in seafood, and is not produced by the metabolism of AsIII in

human [182–184]. Once arsenobetaine is ingested, it will be excreted from the body in the

same form.Although arsenobetaine is almost nontoxic [184, 185], seafood intake during the

periods of remission induction therapy and consolidation therapy will result in interruption

of accurate arsenic speciation. Therefore, to evaluate the pharmacokinetics of arsenic

species accurately, it is necessary to take daily diet, in particular seafood, into

consideration [31, 144, 169].

11.3.3 Adverse Effects and Biological Monitoring

An immediate side effect of ATO therapy in APL is an increase in the white blood cell

count [122, 186], which was observed in more than 50% of cases in most studies, but

hyperleukocytosiswith signs similar to retinoic acid syndromewas relatively infrequent and

most cases responded to corticosteroids treatment, such as dexamethasone [122].

QT prolongation is another feared complication in ATO therapy [8, 9, 31, 34, 187].

The extent of prolongation was higher in men than in women, and in patients with

hypokalemia [9]. A recent report demonstrated that in three in four African Americans

given ATO developed arrhythmias versus only one in 73 non-African American

patients [188]. These observations suggest that ethnic group is the primary predictor of

arrhythmias, and thus more attention should be paid to African American patients.

Generally, prior to commencing ATO treatment, electrolyte measurements and electrocar-

diogram should be performed and any preexisting electrolyte abnormalities should be

corrected. Moreover, during the periods of remission induction therapy and consolidation,

electrocardiogram should be performed every 1–2 weeks [9]. In general, ATO administra-

tion should be discontinued when the electrocardiogram showed QT interval prolongation

(greater than 500ms) [31, 189]. So far, the other reported main side effects of ATO

administration include gastrointestinal disorders, respiratory complaints, neuropathy, liver

dysfunction [6, 143, 190, 191], although these side effects are negligible compared to its

clinical efficacy.
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In order to achieve better therapeutic effects for individual APL patients and reduce side

effects of ATO, detailed arsenic biomonitoring should be diligently performed. Clinical

samples (such as blood and urine) from APL patients undergoing ATO treatment should be

used for not only the study of pharmacokinetics of ATO, but also arsenic biomonitoring.

Blood and/or urine samples are able to evaluate accurately the arsenic burden in individual

APL patients. However, there are several attendant drawbacks, such as inconvenience and

hospitalization. More convenient methods for the biological monitoring of arsenic in the

body are to measure the accumulation of arsenic in hair or toenails [150]. Hair samples are

used as a biosamples for arsenic because inorganic arsenic and DMAs are stored in the hair

root and thus reflect past exposure [150]. Nails of fingers or toes are used as they reflect

arsenic storage threemonths ago in fingers and sixmonths ago in toes. Indeed, hair and nails

are used as biomarkers to estimate average arsenic exposure in chronic arsenic

poisoning [192]. These biomarkers should be useful for predicting occurrence of serious

adverse event during long-term administration of ATO.

11.4 Potential Combination Therapies with ATO

An extensive body of literature has clearly demonstrated superiority in treating APL

simultaneously with ATO andATRA [10, 117]. In the following content, wewill discuss the

other potential candidate agents, which are expected to potentiate the efficacy of ATO,

except for ATRA.

11.4.1 Natural Product Derived Substances

Flavonoids, including anthocyanins and isoflavone, have been shown to exhibit

anticarcinogenic activity against multiple cancer cells types in vitro and tumor types

in vivo [102, 193–198]. Potential cancer chemopreventive activities of anthocyanins

revealed from in vitro studies include anti-cell proliferation, induction of apoptosis and

differentiation, anti-inflammatory, antiangiogenesis and invasiveness effects [102, 193, 197].

Recently, it has been demonstrated that the most common type of anthocyanins, cyanidin-3-

rutinoside, induced apoptosis in HL-60 cells in a dose- and time-dependent manner [194].

Cyanidin-3-rutinoside treatment resulted in ROS-dependent activation of p38 MAPK and

JNK, which contributed to cell death by activating the mitochondrial pathway mediated by

Bim, one of proapoptotic gene of Bcl-2 family [194]. More importantly, cyanidin-3-

rutinoside treatment did not lead to increasedROS accumulation in normal human peripheral

blood mononuclear cells (PBMNC) and had no cytotoxic effects on these cells [194] as

indicated by our preliminary data concerning treatment of HL-60 and PBMNC with

anthocyanidin (unpublished data). Genistein is a soy-derived isoflavone with multiple

biochemical effects, including estrogen receptor binding and activation [199], DNA topo-

isomerase II inhibition [200], downregulation of phosphoinositide 3-kinase/Akt signaling

pathway and NF-kB transcription factor activity [201], alteration of cell cycle-regulatory

kinase activities [202]. Recently, S�anchez et al. have reported that genistein selectively

potentiates ATO-induced apoptosis in human leukaemia cells (HL-60, THP-1, and

Jurkat) via ROS generation and activation of ROS-inducible protein kinases (p38-MAPK,

AMP-activated kinase) [102]. However, the same phenomena were not observed in
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phytohemagglutinin stimulated non-tumor peripheral blood lymphocytes [102]. Further-

more, a recent report has indicated that quercetin, a plant-derived flavonoid, specifically

a flavonolwhich has been used as a nutritional supplement, cooperateswithATO in apoptosis

induction against human myeloid leukaemia cell, although the efficacy depends very much

on the used cell line [198]. The potentiation of ATO toxicity by quercetin correlates andmay

be explained at least partially by the capacity of the flavonoid to downregulate Akt

phosphorylation and to decrease the intracellular GSH contents in the leukaemia cell

model [198]. We also demonstrated recently that Vitex agnus-castus fruit extract, composed

mainly of flavonoids, exhibits cytotoxic effects against various cancer cells, including

leukaemia cell lines (Kikuchi et al. manuscript in preparation, [203–205]). Intriguingly, it

has recently been revealed that flavonoids inhibit the function of ATP-binding cassette

transporters such as MRPs as well as P-gp [195, 206], which are suggested to selectively

potentiate the efficacy of ATO in APL patients.

In addition, a previous report has demonstrated that isothiocyanates, which are

rich in cruciferous vegetables including broccoli, may provide protection against many

different cancers, making them excellent candidates for cancer prevention [197]. The

chemopreventive properties of isothiocyanates are mainly referable to modulation of

carcinogen metabolism, inhibition of cell proliferation, and induction of apoptosis [197].

In fact, cell proliferation inhibition and apoptosis induction mediated by isothiocyanates

have been reported in both animal and human cancer cells including leukaemia

cells [207, 208].

Taken together, these observations suggest flavonoids and isothiocyanates, as potential

candidate agents, can potentiate the efficacy of ATO for effective treatment of APL. On the

other hand, poor absorption of flavonoids into the bloodstream of humans is an outstanding

problem for their ultimate use for chemoprevention of human cancer [193]. Indeed,

pharmacokinetic data indicate that the absorption of anthocyanins into the bloodstream

of rodents and humans is minimal, suggesting that they may have little efficacy in tissues

other than the gastrointestinal tract and skin, where they can be absorbed locally [193].

Therefore, future studies on enhancing the absorption of anthocyanins and/or their

metabolites may be necessary for their optimal application in the chemoprevention of

human cancer.

11.4.2 Cytokine

Recently, Matsui et al. have demonstrated that the granulocyte colony-stimulating factor

(G-CSF) and granulocyte-macrophage colony-stimulating factor (GM-CSF) markedly

increased the differentiation of NB4 cells or APL blasts from clinical samples treated

with ATRA, ATO, or bryostatin-1 as evidenced by the enhanced expression of CD 11b and

the inhibition of clonogenic growth [209]. Therefore, the combined use of ATO, ATRA and

these cytokines may improve the clinical efficacy of differentiation therapy in APL.

Phase III clinical trials in the treatment of patients with previously untreated AML have

been conducted in Japan [210]. In the clinical trials, a large randomized study selectively

focused on the G-CSF priming was performed [210]. Among patients attaining complete

remission in this study, the probability of relapse was reduced when receiving G-CSF along

with induction chemotherapy. The benefit of chemotherapy-sensitization by G-CSF was

particularly evident among the intermediate-risk group [210].
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Interferons (IFNs) are a large family of multifunctional secretory proteins that regulate

cellular antiviral, antitumor and immunological responses by activating the expression of

IFN-stimulated genes [211]. It has been reported that IFNa and 1mM ATO act synergisti-

cally to induce apoptosis in non-APL cells [212, 213]. Moreover, Mounira and colleagues

have demonstrated that 0.1 mM ATO acts cooperatively with IFNs (a or g) to induce

differentiation in NB4 and in retinoic acid-resistant NB4 cells [211]. They also demon-

strated that pretreatment with IFNs, particularly IFNg, enhanced 1mM ATO induced

apoptosis in NB4 and retinoic acid-resistant NB4 cells [211]. Therefore, it would be

interesting to examine whether treatment of APL patients with ATO plus IFNg could

increase the proportion of cells undergoing differentiation or apoptosis and thereby enhance

chemotherapeutic response.

11.4.3 Other Reagents

The pivotal role ofGSH inATOactions has beenwell discussed in the previous sections. It is

easily expected that compounds that lower the GSH content potentiate the antitumor effect

of ATO. Buthionine sulfoxide, a specific inhibitor for glutathione synthesis [35, 95, 129],

has been demonstrated to lower the GSH content of NB4 cells and potentiate the apoptotic

effect of ATO [71]. Furthermore, ATO-resistant subline, NB4/As, has been reported to have

a higher concentration of intracellular GSH than NB4 [67]. However, reduction of the GSH

level by buthionine sulfoxide completely restored the sensitivity to ATO [67]. Therefore,

these data suggest that a favorable clinical outcome of ATO in combination with buthionine

sulfoxide can be achieved in leukaemia patients who are insensitive to the clinically

acceptable ATO concentrations.

It has been previously demonstrated that in HL-60 and su-DHL-4 (B-cell lymphoma)

cells, ascorbic acid acts as an oxidizing agent by decreasing the GSH content of the cells,

which in turn synergizes the growth-inhibitory as well as apoptotic effect of ATO [71]. The

synergistic growth-inhibitory effect of ATO and ascorbic acid was observed not only in cell

lines, but also in primary culture of chronic lymphocytic leukaemia cells [71].Moreover, the

study by a lymphoma mouse model revealed that ascorbic acid enhances anti-lymphoma

effect of ATO in vivo without additive toxicity as compared with ATO or ascorbic acid

treatment alone [71]. Thus, co-administration of ascorbic acid may potentiate therapeutic

effects of ATO in APL.

Chou et al. have reported that phorbol myristate acetate and its clinically used analogue,

bryostatin 1, stimulate NADPH oxidase activity and synergize with ATO to enhance ROS

production and cytotoxicity in NB4 cells [77]. They have also exploited the synergistic

induction ofNADPHoxidase activity andROS production by arsenic and phorbolmyristate

acetate to provide proof-of-concept that this synergy may be clinically applicable [77].

Moreover, Emodin, a natural anthraquinone derivative, has been revealed to enhance the

cytotoxicity of ATO via the generation of ROS in HeLa cells and U937 cells, but not in

nonmalignant human fibroblasts [214]. Recently, Brown et al. have also reported a potent

synergistic effect of the combination of ATO and IFNa with emodin and docosahexaenoic

acid on cell-cycle arrest and cell death of human leukaemia cells [215]. The study

demonstrated that combination of emodin and docosahexaenoic acid with ATO allows

the arsenic concentration to be decreased by 100-fold while preserving its antitumor

activity [215], suggesting a broad application in the treatment of leukaemias and lymphomas.
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Moreover, it has been revealed that combination treatment with phytosphingosine, one

of sphingolipid metabolites, and ATO induces synergistic apoptosis in ATO-resistant

leukaemia cells through the p38 MAPK-mediated mitochondrial translocation of Bax and

the PARP activation, and that p38 MAPK and PARP activations are ROS dependent [94].

The molecular mechanism may provide an insight into the design of future combination

cancer therapies to cells intrinsically less sensitive to ATO treatment. Furthermore,

previously it has been demonstrated that nitric oxide induces apoptosis in human leukemic

lines through mitochondria-dependent mechanisms [216], in agreement with our previous

reports [79, 217, 218], suggesting that nitric oxide donormay potentiate the clinical efficacy

of ATO in APL.

Recently, we have established a good model system, comprising the primary cultured

cells prepared from human fetal membranes, to study the responses of these cells to various

external stimuli including oxidative stress [79, 217–219]. Because the effects of ATO on

normal cells have not yet been well discussed, we hypothesize that the model system can be

used to study the toxicological as well as pharmacological relevance, and have obtained

preliminary data associatedwith uptake and efflux aswell as cytocidal effect ofATO in these

cells (Yoshino et al.manuscript in preparation). We expect these data will provide detailed

information regarding to arsenic metabolisms in fetal membranes, and a new insight into

reducing the side effects of arsenic in future.

11.5 Potential ATO Application to Other Leukaemias

The application of ATO to APL has been well discussed in many studies [6–8, 12, 13, 191],

and it has been recognized that ATO is able to induce a high complete remission rate among

relapseAPL patients and can reach a relatively high relapse-free survival rate after complete

remission when used with chemotherapy [6–8, 117]. Especially, the success of ATRA and

ATO in APL treatment provides the first model of molecular target-based induction of

differentiation and apoptosis. Recently, besides APL, the application of ATO to other

leukaemias has also been discussed.

It has been reviewed that the mechanisms of action of ATO and their relevance to the

treatment ofmyelodysplastic syndrome, a disease for which no standard treatment currently

exists [34]. Recently, a phase II multicenter study has been performed and concluded that

ATO treatment consisting of an initial loading dose (0.3mg/kg per day of ATO for five days)

followed by maintenance therapy (0.25mg/kg ATO twice weekly for 15 weeks) has

moderate activity in myelodysplastic syndrome, inducing hematological responses in both

lower- and higher-risk patients [220].

It has been reported that the BCR/ABL tyrosine kinase inhibitor imatinib markedly

improves the prognosis of chronic myeloid leukaemia patients [221], however, imatinib

preferentially targets dividing cells, whereas nondividing leukemic cells are resistant to

imatinib-mediated apoptosis [222]. Namely, surviving leukaemia stem and progenitor cells

are a potential source for relapse. Therefore, the leukaemia-initiating cells (LIC) cannot be

eradicated by the current therapy, leading to disease relapse on drug discontinuation [222].

Recently, an exciting study performed by Ito et al. [223] has demonstrated that PML is

indispensable for LIC maintenance, and that inhibition of PML by ATO disrupts LIC

maintenance and increases the efficacy of antileukemic therapy by sensitizing LIC to
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proapoptotic stimuli, such as cytosine arabinoside treatment. Therefore, a new therapeutic

approach, based on treatment with ATO, has been presented for targeting quiescent LIC and

possibly cancer-initiating cells by pharmacological inhibition of PML [223].

Moreover, the cytocidal effect of ATO on primary leukaemia cells from patients with

chronic lymphocytic leukaemia was enhanced by a SOD inhibitor, 2-methoxyestradiol,

suggesting that it is possible to use the combination of ATO and 2-methoxyestradiol to

enhance the antileukaemic activity and to overcome drug resistance [76, 92, 95]. Such a

combination strategy may have potential clinical applications.

The efficacy of ATO to lymphomawas initially explored by Zhu et al. [129] in their study

on a panel of malignant lymphocytes. They demonstrated that the therapeutic concentra-

tions of ATO (1–2mM) induced a substantial growth inhibition and apoptosis of most

malignant lymphocytes, including SKW-3, Molt-4, BJAB, su-DHL-4, Namalwa, Raji and

Nalm-6 [129]. Thus, ATO may be proved to be useful in the treatment of malignant

lymphoproliferative disorders.

Human T-cell lymphotropic virus type I (HTLV-I) is the causative agent of adult T-cell

leukaemia/lymphoma (ATL). ATL is an aggressive proliferation of mature activated T-

cells associated with a poor prognosis due to its intrinsic resistance to chemo-

therapy [42, 224, 225]. Although zidovudine and IFNa yield some responses in ATL

patients and improve the prognosis, alternative therapies are required. It has been

reported that arsenic and IFNa synergize to induce cell cycle arrest and apoptosis in

HTLV-I transformed cells through mechanisms associated with Tax (known as the viral

transactivator protein and a powerful activator of the NF-kB pathway) downregulation

and reversal of NF-kB activation [224, 225]. Such studies provide strong rational for

combined arsenic-IFN therapy in ATL patients.

Although a previous report demonstrated that single ATO treatment did not induce a

clinical response in 11 adult patients with relapsed and refractory acute lymphoblastic

leukaemia (ALL) [226], a further study has showed that subtoxic doses (0.25 mM) of ATO

can restore the sensitivity to dexamethasone in glucocorticoid resistant T and precursor B

ALL cells, which provides evidence for the Akt/XIAP pathway as a candidate target for

combinatorial therapy in glucocorticoid resistance [227]. Therefore the combination of

ATO with glucocorticoid could be advantageous in glucocorticoid-resistant ALL and

reveals additional targets for the evaluation of new antileukemic agents [227].

In addition, previous studies showed that ATO induced growth inhibition and apoptosis in

a number of tumor cell lines, such as non-Hodgkin’s lymphoma cells [132],megakaryocytic

leukaemia [228], multiple myeloma [133] and non-M3 acute myeloid leukaemia [229].

Therefore, the clinical use of ATO for the treatment of diseases associated with the

dysfunction of these cells should be considered.

11.6 Conclusion

A striking global arsenic research is being explored to understand the mechanisms of action

ofATO in leukaemia therapy. So far, in vitro and in vivo studies have demonstrated that ATO

exerts a dose-dependent dual effect on APL cells, triggering apoptosis at relatively high

concentrations and inducing differentiation at lower concentrations. Both in vitro and in

vivo studies have also demonstrated the effectiveness of arsenic in various hematological
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malignancies besides APL. Indeed, multiple phase I and II clinical trials are also underway

to evaluate its feasibility, safety and potential effects. Furthermore, ROS induction by

arsenic is intimately associated with the apoptosis induction, and it has been demonstrated

that the basal levels of ROS could determine the apoptotic sensitivity of cells to ATO.

Therefore, a synergistic effect can be expected when combining ROS producing agents,

apoptosis inducing agents and/or differentiation agents with ATO, to potentiate the ATO

effect. For example, ATO-ATRA combination has been applied to treat newly diagnosed

and refractory APL, and has achieved satisfactory outcomes. All these achievements show

the power of integrating Western and Eastern wisdoms and make us confident that APL

status has evolved from highly fatal to highly curable. In order to further optimize ATO-

based regimens for a better complete remission rate and survival time, the efforts to exploit

potential combination therapies with ATO are ongoing. Meanwhile, the effectiveness of

ATO-induced apoptosis on some solid tumor cells has also been investigated, and the results

suggest that apoptotic effects ofATOare not restricted to leukaemia cells but also in selected

types of tumor cells, such as esophageal, prostate, and ovarian carcinomas and neuroblas-

toma cells. Thus, the experiences acquired in the treatment of leukaemia patients, especially

APL, are valuable in that they mirror the way to conquer the nonhematologic malignancies.
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12.1 Introduction

Metal based drugs continue to play a vital role in contemporary medicine. Accordingly,

molecular complexes of platinum(II) for example, cisplatin (I) and carboplatin (II), find

wide use as chemotherapeutic agents for the treatment of various forms of cancer; see

Figure 12.1 for chemical structures of drugs discussed in this section. Gold(I) compounds,

for example, monomeric auranofin (III) and polymeric myochrisine (IV), are still used in

the amelioration of the inflammation and pain associated with the debilitating disease,

rheumatoid arthritis. The silver(I) complex of sulfadiazine, (V), is used as an antimicrobial

and antifungal agent. Age related macular degeneration disease may be remedied by the tin

(IV) compound ethyl etiopurpurin, (VI), by exploiting the principles of photodynamic

therapy. Owing to its ability to release NO to promote vascular muscle relaxation, sodium

nitroprusside, containing iron(II), that is, Na2[Fe(CN)5(NO)]�2H2O (VII), is used clinically

as a hypotensive agent. While not a coordination complex, lithium(I) carbonate, Li2CO3

(VIII), was introduced in the 1950s for the treatment of bipolar disorders and it

still employed for that purpose. Another carbonate but associated with lanthanum(III),

i.e. La2(CO3)3 (IX), may be prescribed for chronic renal failure. It is evident from the
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foregoing that there is a wide range of metal based chemotherapeutic agents: the important

contribution metal complexes play in diagnostic medicine should also be acknowledged. In

recognition of the special roles played by metal complexes in modern medicine, it is not

surprising that there are books (e.g., [1–7]) and many reviews (e.g., [8–18]) addressing the

general concept of metals in medicine.

While no mention has been yet made of the elements that form the focus of this Chapter,

namely arsenic, antimony and bismuth, these too form an important part of modern

medicine, as may be seen in other chapters collected in this book. Herein, the anticancer

activity/potential of arsenic, antimony and bismuth compounds is summarized after a brief

introduction of the history of each element in human medicine.

Figure 12.1 Chemical structures of molecules relevant in metal based drugs: cisplatin (I),
carboplatin (II), auranofin (III), and polymeric sodium aurothiomate (IV), sulfadiazine, (V), tin
ethyl etiopurpurin, (VI) and sodium nitroprusside (VII)
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12.2 Arsenic Compounds

Arsenic holds a special place in medicinal inorganic chemistry. Paul Ehrlich’s role in

contemporary medicine partially revolved around the development of arsenic based

therapeutic compounds for the treatment of syphilis and sleeping sickness, African

typanosominasis. Indeed, it is the emergence of the arsenic containing compound Salvarsan,

developed as a ‘magic bullet’ that probably marks the beginning of modern chemothe-

rapy [19]. However, the use of arsenic in medicine predates Ehrlich by well over

2000 years [20–22]. Hippocrates recorded the use of the arsenic sulfur derivatives, realgar

(red arsenic, As2S2) and orpiment (yellow arsenic, As2S3), for the treatment of ulcers.

Arsenic trioxide (white arsenic,As2O3;X)wasmentioned as a cure for tuberculosis.Arsenic

as a medicine has figured prominently in Western society, being used as an important agent

for the treatment of leukaemia from the 1700s, for about two centuries. A familiar reagent,

Fowlers solution (arsenic trioxide in a potassium bicarbonate solution), was used for the

treatment of a variety of human ailments, including leukaemia [23]. Inorganic arsenic

compounds also feature in Traditional Chinese Medicine (TCM) and it is probably true to

state that the resurgence of interest into their therapeutic use arose in that country. This came

about after extensive clinical observations in the 1970s suggesting the efficacy of arsenic

trioxide (contained within a TCM used for the treatment of leukaemia, incidentally also

containing mercury) in the treatment of Acute Promyelocytic Leukaemia [24]. This is a

cancer of the blood and bone marrow, and is a subtype of acute myeloid leukaemia.

Subsequently, significant attention has been devoted to the development of arsenic trioxide

(Trisenox) as a drug, determining its mechanisms of action and new modes of delivery.

A precise mechanism of action for Trisenox remains unknown and studies investigating

the interaction of arsenic with biomolecules continue [25–28]. Patients suffering from acute

promyelocytic leukaemia (AML) are characterized by an accumulation of immature

granulocytes (i.e., promylelocytes: a category of white blood cells with granules in their

cytoplasm) in their bone marrow. Further, patients test positive for a chromosome

abnormality, that is, a chromosomal translocation involving the retinoic acid receptor a

(RARa or RARA) gene, which usually generates a leukemogenic fusion gene. This latter

feature of AML makes this leukaemia susceptible to tretinoin therapy (tretinoin, the acid

form of vitamin A, is often referred to as all-trans retinoic acid) [29, 30]. At high

concentrations, the dominant effect of Trisenox is cell death by apoptosis while at low

concentration, the effect appears due to its ability to disturb cell differentiation [23, 29]. A

molecular mechanism for Trisenox is the degradation of the retinoic acid receptor of

promyelocyte [30, 31].

The above notwithstanding, arsenic is widely, and correctly, regarded as a toxin and is

implicated as a carcinogen, that is, it is a paradoxical species in human physiology [22, 32].

The emergence of Trisenox has prompted investigations into alternative and more effective

means of delivery, for example exploiting principles of nanotechnology [33] and lipid

encapsulation [34]. In addition, the quest for molecular forms of ‘arsenic’ as chemothera-

peutic agents is ongoing.

It has already been mentioned that Salvarsan was the first compound to be developed

specifically as a chemotherapeutic agent. Having spirochaeticidal activity, this and related

compounds were used in the forefront of the eradication of Treponema pallidum, the

bacterium implicated in syphilis; their use continued until the advent of penicillin [35]. It
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was not until only recently that the chemical composition of Salvarsan was determined. It

turns out that Salvarsan in fact comprises cyclic species, for example, tricyclic (XI) and
pentacyclic (XII) [36], see Figure 12.2. Regardless of the true structure of Salvarsan, it

functions as a prodrug, providing a slow release source of the therapeutically active species

(3-amino-4-hydroxyphenyl)As(OH)2.

Compared with the interest in molecular antimony and bismuth compounds as potential

anticancer agents, investigations of molecular arsenic compounds are lagging, probably

owing to perceived problemswith toxicity. Amongst the first arsenic containing compounds

examined for their potential as anticancer agents were those already used clinically. For

example, the typanocide, melarsoprol (XIII), Figure 12.2, which is still used in the

treatment of African typanosominasis [37, 38], is effective against leukaemia cell lines,

more so than arsenic trioxide and causes apoptosis but not cell differentiation [39]. In vivo

studies in immune suppressed mice showed no advantage in terms of inhibiting myeloma

growth [40]. More positive were investigations on human breast and prostate cancer cells

inoculated in mice which indicated melarsoprol reduced the anticipated growth of the

tumours [41]. While the previous study did not present any obvious side effects associated

with administration of melarsoprol, further development as an anticancer agent is unlikely

owing to (i) severe toxicity to the central nervous system resulting in encephalopathy, and

(ii) lack of a clinical response [42–44]. The amoebicidal and bactericidal arsthinol (XIV),
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Figure 12.2 Chemical structures of molecules relevant to arsenic pharmacology: tricyclic
component of Salvarsan (XI), pentacyclic component of Salvarsan (XII), melarsoprol (XIII), and
arsthinol (XIV)
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also known as Balarsen, displays significant cytotoxicity against the K562 erythroleukaemia

and U937 myelomonocytic leukaemia cell lines [44]. Interestingly, the therapeutic index,

calculated as LD50 in mice/IC50 in cell line, was considerably better than either of arsenic

trioxide andmelarsoprol.With this background, synthetic arsenic analogues of arsenic based

drugs have been investigated.

The simplest organoarsenic compound investigated for putative anticancer activity is

dimethylarsenic acid (XV), Figure 12.3. An important, if not the, detoxificationmechanism

of ‘inorganic’ compounds is biomethylation. Here, methyl-metal bonds are formed to

generate organometallic species that are more readily excreted from the body, for example,

via respiration. Arsenic species are detoxified this way and dimethylarsenic acid is one of

the metabolites. Compounds XV and As2O3 (X) were evaluated against a panel of eight

leukaemia and multiple myeloma cell lines [45]. Concentrations of compound XV, on

average, 1000 times more were required to achieve the same cytotoxic responses compared

with (X). Compound XV induced apoptosis in the cancer cells but not in progenitor cells,

and has little effect on the maturation of leukaemic cells [45].

The compound where organoarsenic is complexed to glutathione, 4-(N-(S-glutathiony-

lacetyl)amino)phenylarsonous acid (XVI), inhibits the growth of a variety of cancer cells,

including pancreatic, lung and prostrate cancers, by amechanismwhereby the blood supply

to the tumour is restricted, that is, halting angiogenesis by targeting mitochondria in

endothelial cells [46, 47]. Compound XVI exhibits no obvious side effects and Phase I/IIA

trials of the compound are ongoing [23]. A closely related compound XVII, a result of the
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Figure 12.3 Chemical structures of synthetic arsenic containing molecules investigated for
anticancer potential: dimethylarsinic acid (XV), 4-(N-(S-glutathionylacetyl)amino) phenylarso-
nous acid (XVI), S-dimethylarsino glutathione (XVII; Darinaparsin) and generic structure of
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combination of the essential components found in compounds XV and XVI, S-dimethy-

larsino glutathione (Darinaparsin), also displays exciting potential as a metal based

anticancer drug, having a similar profile of activity to XVI. For example, it has been

reported that XVII was well tolerated by patients having advanced haematological

malignancies in a Phase I trial [23]. In a complementary study based on the National

Cancer Institute’s panel of 60 cancer cell lines, that is in vitro, a series of compounds with

the general formula shown in (XVIII) were evaluated [48]. Of the R¼Me, Et, n-Pr and i-Pr

compounds tested, the most cytotoxic was the R¼ n-Pr derivative clearly indicating that

systematic studies of different organoarsenicals is warranted.

As a footnote to this section, it is of some interest that the principal author of the previous

study [48] abandoned pioneering studies in this area in the mid 1970s, presumably owing to

anxieties over toxicity issues, lack of funding and so on [49]. The foregoing summary of

arsenic compounds and their cytotoxicity/antitumour activity quite plainly demonstrates

that this is a field of endeavour well deserving of continued attention.

12.3 Antimony Compounds

Various antimony compounds find continued use in the treatment of tropical diseases, most

notably leishmaniasis caused by Leishmania species, which are human protozoan parasites

of the trypanosomatidae family [50–54]. The two most prominent antimony compounds

used in the treatment of cutaneous and visceral leishmaniasis are sodium stibogluconate

(XIX, Pentostam) and meglumine antimonate (XX, Glucantime): their molecular composi-

tions let alone precisemolecular structures remain uncertain [55].While each of these drugs

features an antimony(V) centre, it is likely that these are reduced to antimony(III)

in vivo [51]. Besides these leishmaniacides, the other antimony compound relevant to

contemporary medicine is potassium antimony tartrate (XXI, Tartar Emetic) which may

also be used against leishmaniasis. This species has antimony present in theþIII oxidation

state and is also known to be highly toxic [51]. The biological targets of antimony containing

therapeutics remain under investigation [50–54] and some progress has been made towards

understanding their molecular mechanism (Chapters 3 and 8): this knowledge may have

implications for the design of anticancer active antimony compounds. As indicated earlier,

the antimony(V) drugs are prodrugs, being reduced in vivo, either enzymatically (e.g. by a

thiol dependent reductase (designated TDR1) or the pentavalent antimony reductase,

Leishmania major, LmACR2) or by some other bioreduction mechanism, yielding anti-

mony(III). A key feature of the Trypanosomatidae family is their specific redoxmetabolism

which gives a clue as to the mode of action of therapeutic antimonials. While other

eukaryotes rely on glutathione/glutathione reductase system, trypanosomatidae utilize a

trypanothione/trypanothione reductase system. Antimony(III) can inhibit trypanothione

reductase and this disruption of the oxidative-stress defence mechanism is the likely cause

of leishmanicidal activity exhibited by antimonials [51]. In support of this postulate, a recent

crystal structure determination of the reduced formof trypanothione reductase,NADPHand

antimony(III) shows coordination of antimony(III) by cysteine (x 2), threonine and histidine

residues (Chapter 3, Figure 3.14) [52]. The aforementioned results suggest that enzymes or

proteins may be biological targets for antimony anticancer agents as opposed to cellular

DNA for cisplatin (I) and other transition metal complexes.
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Some of the antimony compounds used for the treatment of leishmaniasis have also been

investigated for potential antitumour activity [56–59]. Sodium stibogluconate has been

evaluated for antileukaemic activity against the myeloid leukaemia cell lines (NB4, HL-60

and U937) and shown to induce differentiation of acute myeloid leukaemia. Further, the

results suggest that sodium stibogluconate is functioning as a PTPase inhibitor in the

leukaemia cells [57]. It appears that most attention in developing new antimony based

anticancer agents has been directed to newly synthesized molecules [58, 59]. The following

is an overview of recent studies in this area.

In probably themost sustained systematic study of antiproliferative activities of antimony

compounds, their complexation with various heterocyclic thioamides was researched, with

the latter being present in the neutral and/or deprotonated forms [60–63]. As a consequence,

a full range of coordination geometries and aggregation patterns have been determined for

these derivatives. Compounds formed with antimony trichloride and the heterocyclic

thiones 2-mercapto-benzimidazole (MBZIM), 5-ethoxy-2-mercapto-benzimidazole

(EtMBZIM) and 2-mercapto-thiazolidine (MTZD) thioamides are uniformly monomeric

based on a distorted octahedron or a trigonal bipyramid whereby in each case the thioamide

coordinates in the neutral mode via the sulfur atom only and a stereochemically active lone

pair of electrons occupies a coordination site [62]. Representative compounds prepared in

this study are Sb(MBZIM)4Cl2 (XXII) and Sb(MTZD)2Cl3 (XXIII), Figure 12.4. The

antimony compounds were examined for cytotoxicity against the following cancer cell

lines: L1210 (Murine Leukaemia Cells), FM3A(Murine Mammary Carcinoma Cells),

Molt4/C8, CEM (Human T-lymphocyte Cells), and HeLa (Human Cervix Carcinoma

Cells). The key result from this study was that the antimony compounds displayed selective

antiproliferative activity against the HeLa cells, with up to and greater than 10-fold more

potency against the other cell lines investigated. For example, compound XXII inhibited

growthof theHeLa cells at 6.4� 1.6mMcomparedwith 12� 7, 36� 6, 24� 16, 90� 19mM
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Figure 12.4 Chemical structures of synthetic antimony containing molecules investigated for
anticancer potential: Sb(MBZIM)4Cl2 (XXII), Sb(MTZD)2Cl3 (XXIII), Sb(pmt)3 (XXIV) and [Sb
(NNS)Cl2] (XXV)
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for the L1210, FM3A, Molt4/C8, and CEM cell lines, respectively. It was also reported that

the antimony compounds were more potent than the standard drugs cisplatin (I) and

carboplatin (II). In another study, comparable reactions with antimony bromides were

conducted whereby distinctive structures as well as those resembling XXII and XXIII

were isolated [60]. Dimerization and even polymerization was achieved in some of the

antimony bromide derivatives owing to the presence of bridging bromide atoms. The

antimony bromides were found to be less potent than the corresponding antimony chlor-

ides [60], with only modest cytotoxicity found against almost the same panel of cancer

cell lines. Interestingly, evidencewas found for an enhanced antiproliferative activity against

the HeLa cells.

The binary compound Sb(pmt)3 (XXIV), where pmtH is the heterocyclic thioamide 2-

mercapto-pyrimidine, having a coordination geometry based on a pentagonal pyramid,

proved ineffective in low doses against leiomyosarcoma cells. However, it inhibited cancer

cell induced platelet aggregation [63].

The coordination of a Schiff base to antimony(III), leading to [Sb(NNS)Cl2] (XXV),

results in a compound that displaysmoderate activity against the CEM-SS (T-lymphoblastic

leukaemia) human cell line [64].

The foregoing studies allow conclusions based on in vitro assays only, with no definitive

indication of antitumour activity. However, antitumour activity is indicated by animal

studies on antimony(III) compounds with aminopolycarboxylic acid ligands, that is in the

sodium and ammonium salts of [Sb(nta)(Hnta)]2�(Naþ¼XXV_Na, Kþ¼XXV_K), where

H3nta is nitrilotriacetic acid, N(CH2COOH)3 [65]. The toxicities ofXXV_Na andXXV_K

were investigated in allogenic mice and found to be approximately 150mg/kg (¼ LD50).

Next, mice were inoculated with Ehrlich Adenocarcinoma in the ascitic (fluid) form and

survival rates were monitored. With doses of 25–50mg/kg, survival rates increased

significantly, up to 90%. The remaining studies to be described involve organoantimony

species, with antimony in either the þIII or þVoxidation states.

The majority of cytotoxicity trials with organoantimony have the antimony present as

antimony(V), with only one study involving antimony(III). A series of diorganoantimony

(III)-phthalimide and -succinimide derivatives, see representative structures, XXV, XXVI

(and other organoantimony compounds) in Figure 12.5, were synthesized and their

cytotoxicity against MCF-7 (breast adenocarcinoma) and EVSA-7 (mammary) cancer cell

lines recorded [66]. CompoundsXXV andXXVI and their derivativeswith partially or fully

fluorinated aryl groups displayed moderate to good activity with respect to the standard

compound, b-oestradiol. It is also noted that these compounds also displayed antibacterial

and antifungal activity [66].

The coupling ofN-phenylglycinewith tri-arylantimony(V) results in compounds of the

general formula (XXVII), Figure 12.5 [67]. The amino acid derivatives displayed greater

potency than Ph3SBr2 in KB (human epidermoid), Bel-7402 (hepatocellular carcinoma)

and HCT-8 (colon) cancer cells. Interestingly, the screening of triarylantimony com-

pounds showed evidence of systematic variations in that the triphenyl derivative was

markedlymost potent against the KB cell line compared with the other compounds tested,

similarly the p-tolyl derivative exhibited the same trend against Bel-7402 and the p-chloro

derivative against HCT-8, with the latter being the most potent compound of the series

investigated [67]. Compound selectivity is of vital importance in developing new drug

therapies and the foregoing results might provide pointers in this regard. This being stated,
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the next studies to be described perhaps suggest that tetraarylantimony(V) compounds

offer advantages over triarylantimony(V) derivatives.

A comprehensive series of tri- and tetra-arylantimony(V) arylhydroxamates, with exam-

ples XXVIII and XXIX shown in Figure 12.5, was synthesized and investigated for their

cytotoxicity against the following panel of cancer cell lines: HL-60 (human immature

granulocyte leukaemia), BGC-823 (human gastric carcinoma) and MDA-MB-435 (human

mammary gland carcinoma) [68]. The neutral tetraorganoantimony(V) compound displayed

significantly greater cytotoxicity than the charged (anionic) triorganoantimony(V) com-

pounds. Of the latter series, with the additional substitution of --NH2 in the 2-position of the

arylhydroxamate ligands were more potent than those derivatives without this substitution

pattern. The precursor compoundwas also included in this study, that is, (4-CH3C6H4)3SbBr2,

which had inhibition ratios compared to the --NH2 substituted compounds. Against all three

cell lines, cisplatin (I) was more potent than all of the triorganoantimony compounds.

However, the (4-CH3C6H4)4Sb[ON(H)C(¼O)Ph] compound (XXIX) was more effective

than cisplatin (I) against the HL-60 and MDA-MB-435 cell lines [68].

The influence of having three or four aryl substituents in organoantimony(V) compounds

was further probed for two series of neutral compounds represented by compoundsXXX and

XXXI in Figure 12.5. Using a wider panel of human cancer cell lines, i.e. HL-60 (immature

granulocyte leukaemia), PC-3MIE8 (prostatic carcinoma), BGC-823 (gastric carcinoma),

MDAMB-435 (mammary gland carcinoma), Bel-7402 (hepatocellular carcinoma), and

HeLa (carcinoma), it was again demonstrated that the tetraorganoantimony(V) compounds

were markedly more potent than their triorganoantimony(V) analogues. For the tetraorga-

noantimony(V) series, the antimony-bound p-tolyl substituent generally gave rise to greater

potency. No clear cut trends that could be related to the nature of saturation in the

demethylcantharimidebased ligandswerediscerned.Comparing themostactivecompounds

with cisplatin (I) suggests that theorganoantimony(V) compoundsweremorepotent byup to

a factor of two against the HL-60, MDA-MB-435 and Bel-7402 cell lines [69].

The remaining two studies to be summarized incorporate additional metal centres, that is,

germanium and iron, with the aim to improve the efficacy of the organoantimony species.

For the series of compounds with the generic formulae R4Sb[O2CCH(R
0)CH(R00)GePh3]

(XXXII) and R3Sb[O2CCH(R
0)CH(R00)GePh3]2 (XXXIII), it was reported that the anti-

mony compounds had greater potency than that exhibited by the carboxylic acid precursor

compound, HO2CCH2CH2GePh3 [70]. No discernible trends in terms of the utility of tetra-

versus tri-arylantimony derivatives were evident although the most potent compound

against the cancer cell lines tested, that is HL-60 (leukaemia), EJ (bladder), SKOV-3

(ovarian), HeLa (cervical), BGC-823 (gastric) cancer cells, was the triaryl derivative,

(p-ClC6H4)3Sb[O2CCH2CH(Me)GePh3]2 [70]. In a related study, arylantimony(V) ferro-

cenecarboxylate derivatives, Aryl(5-n)Sb[O2C(C5H4)FeC5H5]n, where n¼ 1 and 2 for

XXXIV and XXXV respectively, were investigated for their cytotoxicity against the

HL-60, Bel-7402, KB and HeLa cancer cell lines [71]. Although, again, details are sparse,

it is possible to conclude from the data included in the publication that (i) the presence of

antimony increased potency and (ii) no discernible trends were found, viz a viz, whether

tetra- versus tri-arylantimony compounds have greater potency. Within the tetraaryl series,

the presence of a halide in the 4-position of the antimony bound aryl group clearly increased

potency. Within the triaryl series, the p-tolyl derivative proved consistently more potent

across the four cancer cell lines tested [71].

302 Anticancer Activity of Molecular Compounds of Arsenic, Antimony and Bismuth



12.4 Bismuth Compounds

Along with arsenic and antimony, bismuth has a long history in medicine; its use was again

motivated by the need to treat bacterial infections, such as caused by the pathogenic

organismHelicobacter pylori [72, 73]. Gastric complaints began to be treated with bismuth

formulations in the nineteenth century and this use continues today whereby De-Nol

(colloidal bismuth subcitrate), Pepto-Bismol (bismuth subsalicylate) and Pylorid (raniti-

dine bismuth citrate), for example, are readily available, often over the counter [72–74].

Such availability attests to the relative nontoxic character of bismuth to humans. The utility

of bismuth formulations hasmotivatedmany studies into their possiblemechanismof action

and to the discovery of their biological targets [51, 75]; as with antimony containing drugs,

the precise molecular structures of bismuth drugs remain unknown. Studies show that

bismuth can interact with enzymes generated byHelicobacter pylori such as the Jack Bean

urease (responsible for the catalysis of the process whereby urea is hydrolysed to ammonia

and carbon dioxide), ATPase (the class of enzymes that are responsible for catalysing the

decomposition of adenosine triphosphate (ATP) into adenosine diphosphate (ADP) and free

phosphate with the release of energy), and cytosolic alcohol dehydrogenase (ADH; the zinc

containing enzyme responsible for the oxidation of alcohol to aldehyde). Bismuth is also

known to interact with proteins such as transferrin, the glycoproteins responsible for the

transportation of ferric ion [51, 73]. Thus, as for antimony, bismuth appears to target non-

DNA sites, a feature which offers new opportunities for novel mechanisms of action in the

treatment of cancer. Additional impetus to studying the medicinal chemistry of bismuth

compounds was gained recently with the report of the ability of several bismuth compounds

to inhibit the SARS coronavirus [76]. The antitumour potential of bismuth compounds has

not attracted as much attention as have the lighter elements of this group. A bibliographic

review summarising the screening of bismuth compounds appeared in 2002 [58] and herein,

recent studies are summarized.

The first studies to be summarized are those on binary bismuth 1,1-dithiolates. Three

xanthate structures, Bi(S2COR)3where R¼Et (XXXVI), Figure 12.6, i-Pr, and cyclohexyl,

displayed similar cytotoxicity against Calu-6 (lung adenocarcinoma), which is highly

sensitive to cisplatin (I), indicating little influence exerted by the R group [77]. By contrast,

the R¼ cyclohexyl derivative was significantly less cytotoxic against MCF 7 (mammary

carcinoma), which is relatively non responsive to cisplatin (I), than the compounds with

smaller R groups. Interestingly, when cytotoxicity was scored at pH¼ 6.8, mimicking the

pH of a solid tumour, the potencywas greater for the R¼Et and i-Pr compounds [77]. It was

determined that the comparable binary platinum(II) xanthates were significantly more

cytotoxic than the bismuth compounds which have potency comparable to cisplatin (I).

Changing the nature of the 1,1-dithiolate ligand to dithiocarbamate, �S2CNR2, a species

renowned for its use/potential use in medicine [78], a very potent series of compounds is

generated.

Compounds of general formula Bi(S2CNR2)3, for example R¼Et (XXXVII),

Figure 12.6, were screened for potency against a panel of seven human cancer cell

lines: A498 (renal), MCF-7 (breast), EVSA-T (breast), H226 (non-small cell lung),

IGROV (ovarian), M19 MEL (melanoma), and WIDR (colon) [79]. Several compounds

proved quite potent and a qualitative structure activity was established. Thus, for

the compounds with straight chain R groups, potency varied in the following order:
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Figure 12.6 Chemical structures of synthetic bismuth containing molecules, including orga-
nobismuth molecules, with additional metal centres investigated for anticancer potential:
Bi(S2COEt)3 (XXXVI), Bi(S2CNEt2)3 (XXXVII), the 1,4,7,10-tetrakis(2-pyridylmethyl)-1,4,7,
10-tetraazacyclododecane macrocyclic ligand in the structure of (XXXVIII), N-tert-butyl-
bi-chlorodibenzo[c,f][1,5]azabismocine (XXXIX), bi-chlorodibenzo [c,f][1,5] thiabismocine (XL),
bi-chlorophenothiabismin-S,S-dioxide (XLI), Ph3Bi[O2CCH(Me)CH2GePh3]2 (XLII), (p-tolyl)3Bi
(O2CCH2N¼C(H)C6H4OH-2)2 (XLIII), generic structure for triarylbismuth N-(p-toluenesulfo-
nyl) aminoacetate XLIV), tris[2-(N,N-dimethylaminomethyl)phenyl]bismuth (XLV), and generic
structure for bismuth tris(8-quinolinethiolate) (XLVI)
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Me G Et H n-Pr H n-Bu. The introduction of branching decreased potency, for

example n-Pr H i-Pr. For examples where NR2 was a ring, smaller rings were more

potent, such as, n¼ 4 H n¼ 6 for N(CH2)n. Finally, introducing aromatic rings

decreased potency. Of the full series, compound XXXVII was chosen as the lead

compound as it displayed uniformly high cytotoxicity and a broad range of potency in

the cancer cell lines tested. Gross toxicity trials in a Balb/C murine model gave a

maximum tolerated dose (LD90) of 7mg Bi/kg mouse; LD50¼ 3.6 mg Bi/kg mouse.

While this value is low, the very low concentrations required to arrest the growth in the

in vitro trial, for example IC50 (mM): 0.009 [EVSA-T], 0.015 [H226], G0.005

[IGROV], and 0.006 [MCF-7] cf. G0.004 mM for Taxol in all cell lines, clearly

justified in vivo trials for antitumour activity. The tumours inoculated in Nude Balb/C

mice were OVCAR-3 (ovarian) and HT-29 (colon). Compound XXXVII returned an

average tumour weight inhibition (TWI) score on Day 26 of 54%, indicating significant

anti-tumour activity. Against the virulent HT-29 colon cancer, the tumour growth was

curtailed compared to untreated animals. The foregoing results suggest that promising

in vitro results obtained for the Bi(S2CNR2)3 compounds are translated to antitumour

activity and that further studies are clearly justified.

In a rare example of a study linking cytotoxicity assays with possible mechanisms of

action, the cytotoxicity and DNA binding ability of a water soluble bismuth macrocyclic

complex have been determined [80]. The precise structure of the compoundXXXVIII is not

known but is likely to be cationic. The structure of the macrocyclic ligand was shown in

Figure 12.6. The complex of Bi3þ with the ligand (XXXVIII) is approximately 100 times

more potent against B16-BL6 (melanoma) cells than cisplatin (I). Under physiologically

relevant conditions, the compound was shown to form a non covalent interaction with calf

thymus-DNA [80].

While studies on the antitumour potential of bismuth compounds currently used in

medicine are lacking, some interesting indicators are forthcoming from studies of their

putativemechanism of action. For example, very recent studies indicate thatmethylbismuth

species, a biomethylated metabolite of bismuth drugs, are responsible for cytotoxic effects

rather than the originally applied bismuth drugs [81]. Further, another recent report suggests

that organobismuth compounds can induce apoptosis [82]. In this study, heterocyclic

organobismuth compounds XXXIX – XLI, Figure 12.6, showed good activity against

leukaemic cell lines and displayed lower cytotoxicity towards TIG cells (normal human

fibroblasts). The IC50 values in the ranges 0.059–4.7, 0.036–4.8 and 0.20–5.1 mM,

respectively, indicate compound (XLI), with a six-membered heterocyclic ring, was less

cytotoxic compared with the more flexible molecules with eight-membered rings. Studies

on the possible mechanism of cell death were conducted and showed that at low

concentrations of compound XL, that is 0.22–0.44 mM, the cell death was by apoptosis

but at higher concentrations, that is, H1.1 mM, the cell death was by acute necrosis [82].

Several more studies on the potential anticancer activity of organobismuth compounds

have been reported. A range of triarylbismuth bis(carboxylates) related to the structure of

Ph3Bi[O2CCH(Me)CH2GePh3]2 (XLII), shown in Figure 12.6 and the antimony derivatives

described above [70], have been synthesized and their cytotoxicity against the cancer cell

lines KB (carcinoma of the nasopharynx), Bel-7402 (hepatocellular carcinoma) and HCT-8

(intestinal adenocarcinoma) cells explored [83]. As with the study of the antimony

derivatives, the influence of varying the aryl group and the substituents in the carboxylate
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ligand, [�O2CCH(R
0)CH)(R00)GePh3], were investigated. First and foremost, many of the

triarylbismuth bis(carboxylates) were significantly more potent than either of

Ph3GeCH2CH2COOH and Ph3BiCl2. In terms of the bismuth-bound aryl groups, phenyl

and p-tolyl derivatives were more potent than their p-chlorophenyl and p-bromophenyl

analogues. Interestingly, two of the three p-fluorophenyl derivatives synthesized in

this study, namely (p-FC6H4)3Bi(O2CCH(Me)CH2GePh3)2 (all three cell lines) and

(p-FC6H4)3Bi(O2CCH2CH(Ph)GePh3)2 (in the KB and Bel-7402 cell lines) gave indica-

tions of significant potency. The Ph3Bi(O2CCH(Me)CH2GePh3)2 compound was selected

for a comparative assaywith cisplatin (I) and proven to bemore substantiallymore potent in

the KB cell line when administered at concentrations of 0.5, 0.05 and 0.005 gml�1 [83]. A
related study of several carboxylate derivatives where the carboxylate is derived from

N-salicylidene amino acids, e.g. (LXIII), again indicated significant cytotoxicity for the

compounds investigated [84]. In this study, the advantage of combining bismuth with

carboxylatewas demonstrated as the bismuth compounds had significant better cytotoxicity

profiles compared with the precursor compounds and cisplatin (I). The most potent

compound in the trial was (LXIII), against the MDA-MB-435 (mammary carcinoma) but

across the three human cell lines investigated, that is, MDA-MB-435, HL-60 (immature

granulocyte leukaemia), and BGC-823 (gastric carcinoma), the triphenyl derivative with

R¼CH2C(H)(CH3)2 at the a-position of the carboxylic acid was the most potent [84].

Continuing the carboxylic acid theme, a series of triarylbismuth N-(p-toluenesulfonyl)

aminoacetates were synthesized, see generic structure (LXIV) [85]. Similar observations

were observed, that is, the compoundsweremore active than their precursor carboxylic acid

and cisplatin (I) and the triphenylbismuth derivativewas the most potent compared with the

p-methyl, p-chloro and p-bromo derivatives. Particularly noteworthy was the potency of the

triphenyl derivative against the PC-3MIE8 (prostatic carcinoma) cancer cells [85].

An obvious difficulty in gauging the potential of one series of compounds against another

is that experimental protocols, let alone cell lines, vary form study to study. There are

relatively few trials where both antimony and bismuth compounds have been studied

concurrently. In a rare example, a study designed to discover a bismuth compound selective

for vascular endothelial cells, a comprehensive series of organobismuth compounds and

their antimony analogues were investigated [86]. The study revealed that a single derivative,

namely tris[2-(N,N-dimethylaminomethyl)phenyl]bismuth (LXV), was cytotoxic to bovine

aortic endothelial cells but not to bovine aortic smooth muscle cells and porcine kidney

epithelial LLC-PK1 cells. The antimony derivative did not exhibit cytotoxicity under the

same conditions [86].

In a systematic study of compounds related to bismuth tris(8-quinolinethiolate) (LXVI),

Lukevics et al. included both arsenic and antimony derivatives (along with many other

metals). In a cytotoxicity trial of the selenolate derivatives, with methyl substituents in the

ringwith the heteroatom, against theHT-1080 (fibrosarcoma),MG-22A (mouse hepatoma),

B16 (mouse melanoma), and Neuro 2A (mouse neuroblastoma) cell lines, arsenic com-

pounds were generally more potent than the bismuth compounds which were in turn more

potent than the antimony analogues [87]. It is noted that the tested compounds were also

cytotoxic to non cancerous cells. No significant differences between bismuth (LXVI) and

antimony 8-quinolinethiolates [88] and their methyl- and methoxy-substituted 8-quinoli-

nethiolates [89]were noted in subsequent studies: again the compoundswere highly toxic to

non cancerous cells.
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12.5 Conclusions

The foregoing summary of the development of arsenic, antimony and bismuth compounds

as anticancer drugs clearly indicates the potential of these elements to augment their

therapeutic roles. Perceived toxicity issues associated with these and other metal based

drugs are clearly laid to rest by the arsenic containing drug used for the treatment of Acute

Promyelocytic Leukaemia, i.e. Trisenox. Evidently, there are therapeutic windows in which

these metal based drugs can provide significant clinical benefit. Systematic studies of

arsenic, antimony and bismuth compounds in the context of anticancer potential are,

regrettably, sparse. One can only wonder whether an easily synthesized, stable and effective

molecule is awaiting discovery by the diligent chemist working in tandem with biomedical

colleagues. The low toxicity and potent cytotoxicity exhibited by some of the reported

compounds surely demand more attention. Fundamental questions such as (i) the relative

efficacy of arsenic versus antimony versus bismuth compounds, (ii) ‘inorganic’ versus

‘organometallic’ species, and so on remain unanswered. The reliance on in vitro studies, the

importance of which cannot be denied as an early indicator of potential antitumour activity,

is also regrettable. For serious advances to be made, in vivo studies are essential. Further

impetus to continued studies of arsenic, antimony and bismuth compounds as anticancer

agents is warrantedwhen it is considered that nonDNA sites are the likely biological targets

for these compounds offering differing mechanisms of action compared to the currently

used anticancer platinum drugs. The prevalence of cancer diseases and the human suffering

they cause is surely sufficient motivation for the necessary investment of resources, in all

their guises, to investigate the potential utility of arsenic, antimony and bismuth compounds

as anticancer agents.
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13.1 Introduction

Threemain weapons in the arsenal for cancer treatment are surgery, external beam radiation

therapy, and chemotherapy. Inoperable tumors, tumors situated close to radiation sensitive

organs, metastatic disease, and diseases like leukaemia and lymphoma are frequently

difficult to treat with traditional modalities. Use of targeted radiation therapy has been

developed to address these obstacles. Targeted radiation therapy involves specific localiza-

tion of a radionuclide emitting ionizing radiation to cancer cells to deliver a cytotoxic

radiation dose to that cancerous tissue while sparing surrounding healthy tissue. Carrier

molecules specifically targeting cancer cells are required to execute this strategy.

Monoclonal antibodies (mAbs), for example, are a viable strategy for delivery of

therapeutic, particle emitting radionuclides specifically to tumor cells. Proper, rational

selections of radionuclide and antibody combinations are a key to radioimmunotherapy

(RIT) to be a standard therapeutic modality due to the fundamental, significant differences

between a- and b�-particles. Compared to b�-particles, the a-particle has a shorter path

length (50–80 mm) characterized by high linear energy transfer (�100 keV/mm). Actively

targeted a-therapy offers a specific tumor cell killing action with less collateral damage to

surrounding normal tissues than b�-emitters. These properties make targeted a-therapy
appropriate for the elimination of minimal residual or micrometastatic disease. The RIT
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using a-emitters for example, 212Bi, 213Bi, 211At, or 225Ac has demonstrated significant

activity in both in vitro and in vivo model systems (vide infra).

Limited clinical trials have demonstrated safety, feasibility, and therapeutic activity of

targeted a-therapy, despite traversing complex obstacles [1]. One key aspect to this

advancing modality is a need for additional sources of and more efficient production of

these radionuclides. Refining conjugation and/or radiolabeling chemistry combined with

rational applications for isotope delivery, targeting vectors, molecular targets, and identifi-

cation of appropriate clinical applications continue to be active areas of research.At present,

clinical evaluation has been limited to small Phase I/II trials, so it remains that randomized

trials of targeted a-therapy combined with integration into existing standards of care

treatment regimens will determine overall clinical utility.

Herein we present a review of those bismuth radionuclides, ‘Radiobismuth’, that are

suitable for targeted radiation therapy applications.We take note of the fact that a very broad

review of this field partially covered the therapy applications of bismuth radionuclides a

number of years ago and we direct the reader to that additional reference [2]. As such, this

chapter will cover those results and developments that have occurred within this field of

study since that report.

13.2 Targeting Vectors

The seminal publication of Kohler and Milstein’s hybridoma/monoclonal antibody (mAb)

technology provided a clear opening towards the development of antibody targeted

radiation [3]. Murine mAbs against tumor associated antigens (TAA) generated multitudes

of preclinical studies that initially provided proof-of-concept targeted radiation therapy

results and then demonstrated disconnections in their predictability of efficacy in human

trials. Issues such as production of human antimurine immunoglobulin antibodies (HAMA)

by patients after one to three treatments, inadequate therapeutic dose delivery, insufficient

activation of effector function(s), slow blood compartment clearance, low affinity and

avidity, trafficking to or targeting of normal organs, antigen heterogeneity on tumor cells,

and insufficient tumor penetration combined to compromise this therapeutic modality [4].

Manyof these challenges have been addressedwith genetic engineering eliminatingHAMA

by production of chimeric mAbs, complementarity-determining region (CDR) grafting, or

complete humanization of the protein [5].

Investigators are now able to fully explore the real therapeutic potential of radiolabeled

mAbs with the elimination of many obstacles and a better understanding of the inherent

limitations of mAbs. As such, many radiolabeled mAbs have been, or currently are being

evaluated in Phase III trials. The Food and Drug Administration (FDA) approved two

radiolabeled mAbs for the treatment of non-Hodgkin’s lymphoma (NHL), Zevalin radi-

olabeled with theb�-emitter, 90Y (t1=2 ¼ 2.67 d) and Bexxar radiolabeledwith theb�-emitter
131I (t1=2 ¼ 8.07 d), making the approval of additional targeted radiation therapy products

probable [6].

Another option of delivery vector to complement the targeted delivery of radiobismuth is

peptides that not only traffic to the targeted sites very rapidly but also clear from the body

very rapidly. The former property promotes efficient delivery of the short half life

radionuclide, however the latter property while generally sparing to normal tissue does

312 Radiobismuth for Therapy



generally passage through the renal excretion pathway wherein considerable renal toxicity

may be a limitation. Rapid internalization of the radiolabeled peptide with equally rapid re-

expression of the cell surface target is a highly desirable property that enhances the total

delivery of these radionuclides into malignant sites. Peptides such as octreotide, a-MsH,

arginine-glycine-aspartic acid-containing peptides (RGD peptides), bombesin derivatives,

and others may all be feasible for use with 213Bi or 212Bi [7].

13.3 a-Emitters versus b�-Emitters

Radionuclides that decay by b�-particle emission emit electrons with maximum kinetic

energies of 0.3–2.3MeV with corresponding ranges of �0.5–12mm in vivo. This range

decreases the requirement for cellular internalization while also providing for these

b�-particles to traverse several cells (10–1000). This effect has been termed ‘crossfire’

and improves tumor dose homogeneity and ensures delivery of the sufficient dose to each

cell [8]. Single cell diseases such as leukaemia, micrometastases, postsurgical residual

disease, and other disseminated types of cancer are not well addressed by targeted

b�-particle therapy. Humm et al. reported that in order to attain cell kill probability of

99.99% for single cells, several hundreds of thousands of b�-decays at the cell membrane

would be required [9]. In that specific scenario, a significant portion of the dose would then

impact the surrounding normal tissue. Basic physics and radiobiology of b�-particle
radiation then defines a poor tumor-to-normal-tissue dose ratio for treating single cell

disease. Selection of an a-particle emitter over a b�-particle emitter promotes a viable

strategy in which such diseases may be treated with targeted radiation therapy.

Due to the greater mass and charge of the a-particle with the average energy imparted per

unit path length, termed linear energy transfer (LET), being 60–230keV/mm [10], the energy

deposition per unit path length in tissue is far higher than that of b-particles. This confers the
properties of a single a-particle traversal of the cell nucleus to have a 20–40% probability of

killing that cell [11–13]. Typicala-particle kinetic energies of 5–9MeV result in a 50–90mm
range in vivo translating to�2–10 cell diameters. Delivery of the a-emitting radionuclide at

the cellmembrane is sufficient tokillmalignant cells andonly a fewhundreda-particle decays
at the cell membrane, due to three dimensional emission geometry considerations, are

required for a 99.99% level of cell kill with a correspondingly low normal tissue toxicity

as opposed to 106 b�-emissions [9]. Given a sufficiently precise targeting vector for an

a-particle emitter, a highly localized and exquisitely cytotoxic radiation dose can be delivered

to malignant cells with minimal damage to surrounding normal tissue since high LET

radiation is well established as being far more lethal to cells than low LET radiation [14–18].

Toxicity originates from the increased frequency of clustered DNA double-strand breaks

(DSBs) observed with high LET radiation [15, 19–21]. The cytotoxicity of a-particles has
been shown as independent of both dose rate and oxygenation status of the cells [14].

13.4 Radionuclides

There are over 100 a-particle emitting radionuclides, however, the overwhelming majority

of these radionuclides have half lives that are either too short or far too long to realistically
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permit them to be of anymeaningful therapeutic use, or there is no viable existing chemistry

for this use, or there is no viable supply either bymeans or economics. Fortunately, 212Bi and
213Bi do meet the baseline parameters that define reasonable use within this context and as

such both of them have also been investigated in animal models or humans.

Comprehensive reviews are available on the general medicinal chemistry of bismuth

compounds [22, 23]. In brief, bismuth has an ionic radius of 103 pmwith a normal oxidation

state of 3þ (Bi3þ) [24]; pentavalent species (Bi5þ) arewell knownas oxidative reagents [25].
Stable and non-radioactive bismuth has been used in antiulcer and antibacterial drugs.

Beyond possessing a strong affinity for oxygen and nitrogen donors, bismuth is known to

form very stable complexes with sulfur and halogens, especially iodide. Chelating agents

with oxygen and nitrogen donors or compounds with thiolate donors can form very stable

complexes with Bi(III) with the coordination number varying from 3 to 9. Bi(III) is known

to bind to Zn(II) sites (e.g., metallothionein) and Fe(III) sites (e.g., transferrin) in proteins.

Bi(III) has a high affinity for the kidneys and is excreted relatively quickly through the renal

clearance system, with the kidneys also being a temporary deposition organ.

13.4.1 212Bi

212Bi (t1=2 ¼ 60.6min) emits a-particles with a mean energy of 7.8MeV to ultimately form

stable 208Pb (Figure 13.1). A generator that employs ion-exchange bound 224Ra (t1=2 ¼ 3.4 d)

provides for on-site production of 212Bi necessary for its use since the half-life limits the

realistic transportation between sites [26]. 224Ra is extracted from 228Th, currently at Pacific

Northwest Laboratories, with the 228Th originating from 232U [26]. A daughter radionuclide

of 212Bi, 208Tl, emits a 2.6-MeV g-ray that requires shielding to minimize the radiation

exposure to personnel. This may limit the clinical utility of 212Bi because of the uncertainty

of what level of shielding is really necessary in a clinical setting due to the combination

of both actual clinical dosing schedule and half life. 212Bi may be eluted selectively

from the 224Ra generator in either the chloride form or as the tetra-iodide complex. After

pH adjustment this material can be used to radiolabel mAbs, peptides, or other vectors

that can conjugate with a suitable bifunctional chelating agent such as C-functionalized

trans-cyclohexyldiethylenetriamine pentaacetic acid derivative, CHX-A00 DTPA

(Figure 13.2) [27–30].

Figure 13.1 Decay scheme for 212Bi from the parental radionuclide 224Ra
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13.4.2 213Bi

213Bi is similarly available via generator based technology from 225Ac dispersed onto a

cation exchange resin to prevent charring and decomposition of resin due to the confined

radiation flux [31, 32]. The supply of 225Ac in the United States is currently limited to Oak

Ridge National Laboratories, although additional sources reside in both Germany and

Russia. The ultimate source materials extend back through 225Ra extracted from 229Th that

has its origin from 233U [10, 33].
213Bi decays to stable 209Bi by emitting an a-particle and two b�-particles (Figure 13.3).

Fortuitously, a 440-keV photon emission allows real time biodistribution, pharmacokinetic,

and dosimetry studies to be performed within the context of the actual half life of the

therapeutic. Again, 213Bi can be selectively eluted from an 225Ac generator, and can readily

conjugate to mAbs, peptides, or other vectors that have been modified with a suitable

bifunctional chelating agent, such as CHX-A00 DTPA [27–30].

13.5 Radiolabeling – Chemistry

The key fundamental requirement of targeted radiation therapy is the stable sequestration of

the radionuclide in vivo to maximize the delivery of radiation to tumors while minimizing

the toxicity [6]. All radionuclides have specific in vivo sites of deposition which when free

pose as a source of toxicity concerns. Bismuth is very well established to have high affinity

for localization in the kidney [34].

Radioconjugates are also susceptible to catabolism post-internalization into target cells

or to radiolysis effects originating from radioactive decay. A large number of options have

Figure 13.2 Structures of DTPA and bifunctional DTPAs such as the cyclic dianhydride of
DTPA, CyDTPA, 1B4M-DTPA, and CHX-A00 DTPA, and structures of DOTA and bifunctional
DOTAs, including C-DOTA, PA-DOTA, CHX-DOTA, and lys-DOTA
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been investigated for conjugating radioisotopes to antibodies, peptides, and so on, depen-

dent on the chemical nature of the radionuclide [35].
213Bi and 212Bi, being metallic in nature, require chelation chemistry or bifunctional

chelators for linkage to antibodies. Bifunctional chelating agents derived from DTPA

include the cyclic dianhydride of DTPA [36], 1B4M-DTPA (MX-DTPA, tiuxetan) [37], and

a family of trans-cyclohexyl derivatives that includes the specific stereoisomer, CHX-A00

DTPA (Figure 13.2) [28–30]. The CHX-A00 DTPA is the only reported DTPA derivative

found to form suitably stable complexes with 213Bi and 212Bi conjugated to mAbs or

peptides in vivo [28–30], resulting in radioimmunoconjugates used effectively in clinical

trials [27]. While the fundamental studies of the physical characteristics and coordination

chemistry have not been performed on the specific enantiomeric form, CHX-A00 DTPA,
studies on the parental ligands CyDTPA and DTPA and their respective Bi(III) complexes

are available [38]. While the adoption of eight-coordinate structures, that is, square

antiprisms, for each complex was reported, the impact of inclusion of the trans-cyclohexyl

ring is evident by shorter Bi-ligand bond distances, butmore importantly by all eight donors

of the coordination sphere originating fromCyDTPAbeing bound toBi(III). In contrast, one

carboxylate donor in the simple parental DTPA complex originates from a neighboring

molecule. This observation easily translates forward to the significant differences in in vivo

complex stability found for the CHX-A00 DTPA versus DTPA [39].

Macrocyclic bifunctional analogs chelators for linkage to antibodies have been

well represented by numerous analogs of 1,4,7,10-tetraazacyclododecanetetraacetic acid

(DOTA) (Figure 13.2) which have been investigated for radiolabeling proteins and peptides

with 111In, 90Y, 177Lu, 212Pb, and 212Bi [8, 10, 40–43]. Structurally,DOTAcomplexes tend to

be eight-coordinate square antiprisms that exist in an equilibrium between isomeric

arrangements of the carboxylate arms and ring twists forms that also permit saturation

of the coordination spheres about Bi(III). However, the complex formation mechanism

associatedwithDOTAcorrelateswith a time course that compromises the use ofDOTAwith
212Bi (or 213Bi) [44, 45]. There is no luxury of time when using short half life radionuclides

except in select caseswhere the formation rate can be accelerated by significant heating, and

this option is primarily limited to small molecules and peptides [46].

Figure 13.3 Decay scheme for 213Bi from the parental radionuclide 225Ac
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More recently, the efficient and short synthetic route to the structurally novel bimodal

ligand NETA ({4-[2-(Bis-carboxymethyl-amino)-ethyl]-7-carboxymethyl-[1,4,7]triazo-

nan-1-yl}-acetic acid) been reported which possesses both a macrocyclic cavity and a

flexible acyclic moiety [47, 48]. Complexation kinetics, serum stability, and favorable

in vivo biodistribution profile of its 205Bi and 206Bi complex make this ligand attractive for

further evaluation as a chelator for 212Bi and 213Bi.

Several reactive functional groups for conjugating bifunctional chelating agents to

proteins, peptides, or other vectors have been reported with an aryl isothiocyanate being

one of themore prevalent [8]. Other groups such as reactive halogens,maleimide, and active

esters have been relatively less studied. An important fact relevant to conjugation chemistry

is that except in special cases, all conjugation strategies, when usedwith proteins do result in

randomdistributions of products as a consequence of reactingwith available functionalities.

As a consequence, the optimal number of chelates possible per protein molecule has to be

determined empirically to retain the biological activity of the targeting protein. That

resulting number is not a discrete number but represents a distribution of products.

When conjugating with peptides, the chelating agent is generally at the N- or C-terminus

in a 1 : 1 form arranged synthetically providing a discrete product. Generally, bifunctional

chelating agents are conjugated to the targeting vector first and the conjugate then is

radiolabeled after optimization of the reaction conditions. Pre-radiolabeling of the bifunc-

tional chelating agent prior to conjugation, necessary in some selected cases, generally

results in low conjugation yields potentially complicated by radiolysis issues and is not a

feasible avenue for use with 212Bi or 213Bi due to the half life considerations.

13.6 Preclinical Studies

13.6.1 212Bi

The early reports on 212Bi-containing radioimmunoconjugates were defined by Macklis

et al. [36] and Simonson et al. [49], wherein tumor specific monoclonal antibodies were

radiolabeled with 212Bi using either the cyclic DTPA dianhydride or glycyltyrosyl-lysyl-N-

«-DTPA, respectively. While prolonged survival of colon carcinoma bearing mice was

reported, both of these studies also defined the result of inadequate chelation technology as

indicated by significant renal deposition of 212Bi.

To overcome this deficiency, the bifunctional chelating agent, CHX-A00 DTPA [28], was

defined as suitable for sequestering 212Bi in vivo after conjugation to anti-gp70mAb

103A [50]. Therapy of murine Rauscher erythroleukaemia resulted in decreased splenic

tumor growth and prolonged median survival. Additionally, the CHX-A00 DTPAwas further

validated by its use in forming 212Bi-anti-Tac (anti-CD25) used to treat CD25þ tumor

bearing mice that led to enhanced tumor free survival and prevented development of tumors

in some animals [51].

13.6.2 213Bi

Similarly to the experience with the CHX-A00 DTPA studies with 212Bi, Kennel et al.

targeted blood vessels in lung tumors as a therapeutic approach with 213Bi radiolabeled

mAbs 201B and 34A in a murine model with lung tumors of EMT-6 mammary carcinoma
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and IC-12 tracheal carcinoma [52]. Animals with tumor cross sections of 5–10 cell

diameters (50–400 cells/tumor) achieved 100% cure at a dose of 5.6–7.4MBq

(150–200mCi), but as expected for a-particle mediated therapy, the cure rate dropped

markedly when attempting therapy studies with larger tumors.

In a relatively unique study, the engineeredmAb,HuCC49DCH2, radiolabeledwith 213Bi

was evaluated for treating solid tumors which runs counter to accepted usage of a-particle
mediated therapy [53]. Surprisingly, doses as high as 37MBq (1.0mCi) per animal were

administered i.p. resulting in all animals exhibiting tumor growth arrest with �50% being

cured. Positive responses were also achieved using lower doses of (18.5–27.8MBq

(500–750mCi)) with �33% being cured, 33% responding with delayed tumor growth and

�33% not responding (Figure 13.4). These results were very encouraging and also

challenge conventional belief that solid tumors cannot be successfully treated with

a-emitters. The potential and limitations of 213Bi may in fact more properly reside with

the properties of the delivery vector.

Figure 13.4 Kaplan-Meier survival curves for mice bearing 10–12 day s.c. LS-174T tumor
following treatment with 213Bi-HuCC49DCH2 with increasing doses of 213Bi-HuCC49DCH2 in
Panel A are: (.), PBS-treated; (!) 250mCi; (&) 500mCi; (^) 750mCi; and (~) 1000mCi. Panel B
is the box plots of the estimated slopes for each dose level. The light line is themedian, the upper
region of the box represents the third quartile, the lower portion is the first quartile, the brackets
delineate 1.5 times the interquartile range and the lines outside of the brackets represent outlying
observations
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The Allen group in Australia has performed a wide range of preclinical studies exploring

the utility of 213Bi [54–57]. Efficacy of 213Bi labeled plasminogen activator inhibitor type 2

(PAI2) in regressing prostate cancer model has been reported. Tumor growth was inhibited

with single doses of 947 or 1421MBq kg�1 (25.6–38.4mCi kg�1), while complete tumor

growth inhibitionwas achieved at a total dose of 947MBq kg�1 (25.6mCi kg�1) given on five
successive days [54]. A single local or i.p. injection of 213Bi- PAI2 completely regressed

tumor growth and lymph nodemetastases with no lymphatic spread of cancer resulting from

administration of 222MBq kg�1 (6mCi kg�1) at two days and two weeks postcell inocula-

tion [56]. Anticolorectal cancer mAb c30.6 radiolabeled with 213Bi demonstrated high

tumor uptake and retention [56]. 213Bi-PAI2 was also been evaluated for treating micro-

metastatic breast cancer. A single local injection of 213Bi-PAI2 completely inhibited tumor

growth while a single systemic (i.p.) administration resulted in dose dependent tumor

growth inhibition [57]. The same group evaluated 213Bi labeling of bevacizumab, a

humanized anti-VEGF monoclonal antibody has shown promise in various clinical trials,

via both cDTPA and CHX-A00 chelators. They observed remarkable stability of radio-

conjugates both in vitro and in vivo and concluded that RIT with 213Bi-bevacizumab was

superior to bevacizumab alone [58].

Locoregional therapy of disseminated gastric cancer was performed using single versus

double i.p. injections of mAb d9MAb labeled with 213Bi. Two administrations of 0.37MBq

(10mCi) of 213Bi-d9MAb at Days 1 and 8 after tumor inoculation significantly prolonged

median survival vs. a single injection [59].
213Bi-J591 has been assessed for efficacy in a murine model of prostate cancer using

LNCaP tumors [60]. Significantly improvedmedian tumor free survival (54 days) relative to

controls (33 days), or no treatment (31 days) were observed. Reduction of PSA levels also

correlated to tumor response.

Milenic et al. have evaluated 213Bi-trastuzumab for treatment of disseminated peritoneal

disease [61].Themaximumeffectivedoseof500 mCiwasdefinedbasedonchanges inanimal

weights treating three-day LS-174T i.p. xenografts.Median survival increased from 19 days

to43daysand59dayswith18.5and27.8MBq(500and750mCi), respectively.Therapywith
213Bi-trastuzumab treating five-day xenografts was also efficacious (Figure 13.5). RIT

targeting HER2 was proposed to be potentially beneficial even for those patients currently

ineligible for immunotherapy due to the low antigen expression. Myeloablative radiation

preparative regimens cause significant toxicity despite being potentially curative for several

malignancies when combined with allogeneic marrow transplantation. 213Bi-labeled mAbs

targeting CD45 and TCRab were evaluated for immunosuppression prior to marrow

transplantation in a canine model [62, 63]. Administration of either radiolabeled mAb

combined with immunosuppressive agents resulted in engraftment of transplanted marrow

and stablemixed chimerism.While transientmyelosuppression and liver enzyme abnormal-

ities were noted, actual clinical use of 213Bi radiolabeled mAbs in this arena may be

compromised by the estimated requirement of more than 74MBq kg�1 [2mCi kg�1] doses.
Wilbur et al. investigated the use of recombinant streptavidin (rSAv) as a carriermolecule

for 213Bi. RSAv was conjugated to CHX-A00 followed by further modification with succinic

anhydride since succinylation of the protein lysine amines diminishes kidney localization.

The in vivo data showed that 213Bi-labeled succinylated rSAv has tissue concentrations

similar to those of 125I-labeled modified rSAv which points at its stability towards 213Bi

release [64].
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Kelly and colleagues investigated the efficacy of RITwith 213Bi-labeled humanized anti-

Lewis Y (Ley) monoclonal antibody humanized 3S193 (hu3S193) alone or in combination

with a single dose of 300 mg of paclitaxel in mice bearing Ley-positive MCF-7 breast

carcinoma.
213Bi-hu3S193 was efficacious in bothmicewith a minimal residual and with established

tumors thus underscoring the utility of 213Bi in treatment of palpable solid tumors. The

efficacy was enhanced by paclitaxel to produce defined complete responses [65].

Synergy between RIT with 213Bi-labeled antibodies and chemotherapy was also con-

vincingly demonstrated in vitro. The response of B-Cell chronic lymphocytic leukaemia

(B-CLL) cells to treatment with chemotherapy (cisplatin, fludarabine, doxorubicin, or

vincristine) or other pharmaceuticals (colchicine, simvastatin, or cyclosporin A) in combi-

nation with 213Bi-RIT induced a systematic, higher response, compared to treatment with

drugs alone, even at the highest concentrations [66]. It is not inconceivable, that the samples

of patients tumor cells could be screened in vitro for the response to the combination of

Figure 13.5 Kaplan-Meier survival curves for mice bearing 5 d LS-174T i.p. xenografts treated
with increasingmCi doses of 213Bi-CHX-A00-Herceptin were administered i.p. tomice bearing 5 d
LS-174T i.p. xenografts. The injected doses were (.) mock-treated; (!) 250mCi; (&) 500mCi;
(}) 750mCi; (~) 1000mCi; and (*) 500mCi 213Bi-HuIgG was used as a non-specific control.
Panel B shows the affects of 213Bi-CHX-A00-Herceptin radioimmunotherapy on animal weights.
Themaximum relative weight reduction was calculated for each treatment group and presented
as box plots. The light line is themedian, the upper region of the box represents the third quartile,
the lower portion is the first quartile, the brackets delineate 1.5 times the interquartile range, and
the lines outside of the brackets represent outlying observations
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213Bi-RIT and chemotherapy and that a variety of anticancer drugs and the most optimal

therapy will subsequently be administered to create true personalized medicine.

Michel and colleagues studied 213Bi-antibody toCD74 as a potential therapeutic agent for

disseminated experimental Raji B-cell lymphoma. Their dosimetry calculations showed

that as low as 30 decays of cell-bound 213Bi was required for a 99% cell kill. An irrelevant

control antibody, similarly radiolabeled, also produced toxicity, due to decays occurring in

the medium, but was approximately threefold less potent than the reactive mAb. In SCID

mice bearing Raji B-cell lymphoma, treatment with 213Bi-antibody to CD74 resulted in

suppression of tumor growth and cures in some mice [67].

Chemo-resistance and radio resistance which are quickly acquired by tumors during

conventional therapies are considered to be some of the primary reasons for therapeutic

failure in leukaemia and solid tumors. In a hallmark paper, Friesen et al. found that targeted

radiotherapy using anti-CD45 antibody labeled with 213Bi induced apoptosis, activated

apoptosis pathways, and broke b�-irradiation-, g-irradiation-, doxorubicin-, and apoptosis-
resistance in leukaemia cells. In regard to radiobiological mechanism of action, the 213Bi-

anti-CD45-induced DNA damage was not repaired, and apoptosis was not inhibited by the

non homologous end joiningDNA repairmechanism. In addition, 213Bi-anti-CD45 reversed

deficient activation of caspase-3, caspase-8, and caspase-9, deficient cleavage of poly(ADP-

ribose) polymerase, and deficient activation ofmitochondria in chemo-resistant and in radio

resistant and apoptosis resistant leukaemia cells, thus showing the great promise of therapy

in patients whose tumors have developed chemo- and/or radiation resistance [68].

13.7 Targeted a-Therapy versus Targeted b-Therapy

Several in vitro studies have compared the efficacy of a- versus b-labeled antibodies or

peptides in killing cancer cells: the somatostatin analog [DOTA0-Tyr3]-octreotide (DO-

TATOC) was labeled with 213Bi or 177Lu and used against the somatostatin receptor (sstr)-

positive cell line Capan-2 [69]; two antibodies against epithelial antigens Muc-1 and

syndecan-1 were radiolabeled with 131I or 213Bi and used for evaluation of radiotoxicity

against patient derived multiple myeloma cells lines [70]. In both studies, the 213Bi-labeled

molecules were superior in killing cancer cells when compared to 177Lu or 131I-labeled

molecules, respectively (Table 13.1).

Despite the accepted paradigms that define the appropriate usage of a-emitters and

b-emitters based in both physics and radiation biology, there are actually few studies in the

Table 13.1 Comparison of in vitro killing efficacy of alpha- versus beta-labeled antibodies
and peptides

Cell line Targeting molecule Cell survival, %

Human pancreatic adeno-carcinoma
Capan-2

177Lu-DOTATOC peptidea 47.05
213Bi-DOTATOC peptidea 23.52

Human myeloma U266 131I-B-B4 mAbb 90
213Bi-B-B4 mAbb 0.2

aThe activities of 177Lu-DOTATOC and 213Bi-DOTATOC used in this experiment delivered the same 0.7Gy dose to the
nuclei of Capan-2 cells [69].
b200MBq/l of either 131I-B-B4 mAb or 213Bi-B-B4 mAb were used to produce the effect [70].
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literature that directly compare the efficacy of a-emitters and b-emitters in vivo. Consider-

able enhanced efficacy in inhibiting tumor growth and improved survival rates have been

demonstrated using a-emitters. For example, the 213Bi-labeled Fab0 fragment of mAb

CO17-1A prevented growth of a human colon cancer xenograft while increasing survival as

compared to the 90Y-labeled Fab0 [71].
Pre-targeted RIT technology (PRIT) was created to improve tumor-to-normal organ

ratios concomitantly reducing radiation dose to normal organs. One PRIT strategy involves

administering a mAb conjugated to streptavidin, followed by administration of a biotiny-

lated N-acetylgalactosamine-containing ‘clearing agent’ to remove excess circulating

antibody via the liver. Thereafter, radiolabeled biotin is infused to bind to the ‘pre-targeted’

streptavidin-antibody conjugate at the tumor while unbound radiolabeled biotin rapidly

excrete by virtue of its small molecule nature [72]. PRITwas employed to directly compare
213Bi to 90Y in the treatment of disseminated CD25þ adult T-cell leukaemia [73].While the

a-particle therapy with 213Bi reduced levels of surrogate tumor markers b2mG and soluble

CD25, and improved survival, the treatment with 90Y failed to improve survival and also

resulted in significant toxicity. Extending this same PRIT strategy forward to evaluation of

an anti-CD25 single-chain Fv-streptavidin fusion protein followed by 213Bi-biotin resulted

in a cure of seven out of 10 mice [74].

13.8 Clinical Studies

13.8.1 213Bi

The landmark clinical trial at the Memorial Sloan-Kettering Cancer Center introduced
213Bi-labeled humanized anti-CD33 monoclonal antibody, HuM195, as an targeted a-par-
ticle mediated therapy [75]. Patients (18) with advanced myeloid leukaemia were treated in

a Phase I dose-escalation trial using doses up to 37MBq kg�1 (1mCi kg�1) resulting in

myelosuppression and transient minor liver function abnormalities. Real time g-camera

imaging concurrent with therapy administration of 213Bi-HuM195 demonstrated uptake in

the bone marrow, liver, and spleen, without significant uptake in other organs, and most

importantly, absence from the kidney. Dosimetry calculation provided estimated absorbed

dose ratios between marrow, liver, and spleen and the whole body to be 1000 times greater

than with HuM195 radiolabeled with b�-emitters. While 14 of 18 patients benefited by a

reduction of bone marrow blasts from this therapy, no complete remissions were achieved.

A Phase I/II 213Bi-HuM195 study followed wherein patients were first treated with

cytarabine (200mg/m2/d for 5 d) to achieve partial cytoreduction of the leukaemic burden

followedby213Bi-HuM195at4doselevels(18.5–46.25MBq kg�1[0.5–1.25mCi kg�1]) [76].
Prolonged myelosuppression was reached at the highest dose level while complete

responses, complete responses with incomplete platelet recovery, and partial responses

were achieved at the two highest dose levels. These clinical results indicate that sequential

administration of cytarabine and 213Bi-HuM195 can lead to complete remissions in patients

with acute myeloid leukaemia.

Other groups have investigated locoregional administration of 213Bi-labeled carrier

molecules in solid cancers. Allen et al. reports the intralesional administration of 213Bi-

labeled antibody 9.2.27 to 16 patients with metastatic melanoma to the skin. The 9.2.27

antibody binds to the melanoma-associated chondroitin sulfate proteoglycan (MCSP). The
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doses ranging from 150–1350MBqwere injected into the tumors of various dimensions and

caused significant cell death which resulted in tumor inflammation and some shrinkage

(Figure 13.6). No acute toxic effects such as changes in blood chemistry or HAMA reaction

were observed in treated patients [77]. Kneifel and colleagues developed a new bifunctional

peptidic vector (substance P) that targets the neurokinin type-1 receptor (NK1R) [78],which

is consistently overexpressed in primary malignant gliomas, radiolabeled it with either 90Y

or 213Bi, and administered the radiolabeled substance P via an implanted catheter system

either into the tumor or into the resection cavity. Two patients with progressive glioblastoma

and low grade oligodendroglioma were given an intracavitary injection of 375 and of

825MBq of 213Bi-labeled substance P, respectively, which was well tolerated. While

response assessment was difficult in the glioblastoma patient due to bulky residual tumor,

in the oligodendroglioma patient the resection of a mass lesion 33 months after therapy

showed only radiation necrosis and absence of viable tumor cells [77]. Based on these

encouraging preliminary results, a separate trial of 213Bi-labeled substance P in patients

with brain tumors is currently ongoing.

13.9 Alternate Delivery Methods and Uses

Peptides, as opposed to protein or mAb targeted a-therapy, have also been evaluated to take
advantage of rapid targeting with cellular internalization combined with rapid clearance

pharmacokinetics. The somatostatin analog [DOTA0-Tyr3]-octreotide (DOTATOC) labeled

with 213Bi,H11MBq (300mCi), significantly decreased tumor growth rate in rats treated 10

days post-inoculationwith tumor as comparedwith controls (PG 0.025). Higher doses, that

is, H20MBq (540mCi) resulting in greater tumor reduction [46].

RIT applications have been overwhelmingly oncological in nature. However, some

alternative applications have recently emerged. Wesley and colleagues armed humanized

anti-Tac (HAT) antibody with 212Bi and evaluated the radioimmunoconjugate in a

cynomolgus cardiac allograft model exploiting the fact that IL-2 receptors are expressed

by T-cells responding to foreign antigens, but not by resting T-cells. Monkeys treated with
212Bi-HAT survived significantly longer than controls which points to the possibility of

using a-emitter labeled HAT in organ transplantation [79].

The field of infectious diseases is in crisis and novel approaches to treatment are urgently

needed. Dadachova and coworkers have established a novel arena by demonstrating that

RIT has also broad potential for the treatment of fungal and bacterial infections through

Figure 13.6 Tumor response from intralesional administration of 697MBq (18.8mCi) and in
terms of body weight 8.3MBq/kg of 213Bi-labeled antibody 9.2.27. One can observe the tumor
response and shrinkage achieved after four weeks. Courtesy of Drs. Barry Allen and Chand Raja,
St. George Hospital, NSW, Australia
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targeting microbial antigens with radiolabeled mAbs in experimental models [80, 81].

Thereafter, they extended their approach to treatment of fungal biofilms showing that with

targeteda-therapy a reduction in biofilmmetabolic activity by 50%was achieved versus no

effect by controls which can be a novel option for the prevention or treatment of microbial

biofilms on indwelling medical devices [82]. In addition, they found that HIV-1 infected

cells were eliminated in vitro and in vivo by targeting gp120 and gp41 viral proteins

expressed on the surface of infected cells with radiolabeled viral protein-specific antibodies

(Figure 13.7) [83].

13.10 Prospects and Conclusions

The investigation and evaluation of radiolabeled mAbs for diagnosis and treatment of

cancer remains a burgeoning enterprise with the vast overwhelming majority of RIT trials

being performed with b�-emitting isotopes. The shorter range and higher LET a-particles
allow for more efficient and selective killing of individual tumor cells as opposed to

b�-emitters. Although some results from pre-clinical model experimentation have demon-

strated that targeted a-therapy may have a significant impact on larger or solid tumor

burdens, the majority of preclinical and clinical trials thereafter clearly remain within the

accepted paradigm that a-emitters are best suited for the treatment of small volume disease.

And, while both preclinical and early clinical studies continue to appear promising and

generate valuable data supporting the exquisite potency of a-emitters, obstacles also

continue to obstruct their pathways to widespread acceptance and use, primarily those

associated with supply and economics. To traverse these obstacles, new sources and

methods for production of these medically valuable radionuclides need to be resolved.

Current supplies of both originating from the 225Ac and 224Ra decay pathways remain

limited to those sources of naturally isolated by-products fromweapons developmentwithin

the United States. Additional sources of both reside within Russia and other locations and

within recovery of nuclear fuel materials during reprocessing. However, ramping up

production from any site seems unlikely at this time.

Beyond production of these radionuclides, the next phase of assembly and transport of

generators of sufficient activity amounts to support clinical trials will also have to be

addressed. Current clinical use of 213Bi requires multiple generators linked together

combined with multiple elutions and dose administrations to achieve the total patient dose.

Lastly, simple economics provide a serious challenge to the continued development of these

radionuclides. Their costs haves more than tripled in the past decade for a variety of reasons

while funding has seriously declined challenging the ability ofmany researchers from either

remaining in or entering the field.

Opportunities remain within the area of conjugation chemistry. Despite having traversed

issues pertaining to suitably stable chelation chemistry, more efficient conjugation and

radiolabeling protocols will only promote further advances resulting in more consistent

products with higher specific activities that will optimize therapeutic potentials. Better

pharmacokinetic and dosimetry modeling techniques that actually address the cellular

microdosimetry aspect of targeted a-emitters have only recently started to emerge with the

most recent example being mathematical modeling and feasibility analysis of targeting

cancer stem cell using 213Bi [84, 85].
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There remains room for development of novel efficient delivery methods which must be

carefully studied. In part, this approach has been initiated (vide infra) although their

adaptationtotheburgeoningconceptofmolecular targetsandpersonalizedmedicineremains

in the distant future. Careful and truly comparable preclinical (and clinical investigations)

will be required to define optimal dosing regimens and therapeutic strategies. This latter

Figure 13.7 Radioimmunotherapy of experimental fungal, bacterial and viral infections with
213Bi-labeled antibodies: (a) Kaplan-Meier survival curves for A/JCr mice infected with patho-
genic fungus C. neoformans; (b) RIT of S. pneumoniae bacterial infection in C57BL/6 mice;
(c) RIT of SCIDmice infected intrasplenically withHIV1-infected human PBMCswith 188Re- and
213Bi-labeled antibodies to gp41 antigen
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aspect is rapidly growing in critical acceptance that while single dose administration

protocols dominate clinical investigation, the clinical reality remains that RIT and thus

targeteda-therapy will have to become integrated into clinical standards of care, to become

combined with external beam radiation therapy, and/or with complex chemotherapy regi-

mens to become a real, accepted therapeutic modality.

Abbreviations

CDR complementarity-determining region

CHX-A00 DTPA C-functionalized trans-cyclohexyldiethylene-triamine pentaacetic acid

derivative

DOTA 1,4,7,10-tetraazacyclododecanetetraacetic acid

DSBs double-strand breaks

FDA Food and Drug Administration

HAMA human anti-murine immunoglobulin antibodies

HAT humanized anti-Tac

keV kilo electron-Volt

LET linear energy transfer

mAb Monoclonal antibody

MeV mega electron-Volt

NETA {4-[2-(Bis-carboxymethyl-amino)-ethyl]-7-carboxymethyl-[1,4,7]

triazonan-1-yl}-acetic acid

NHL non-Hodgkin’s lymphoma

PRIT pre-targeted RIT technology

RIT radioimmunotherapy

rSAv recombinant streptavidin

TAA tumor-associated antigens

Acknowledgements

This research was supported in part by the Intramural Research Program of the NIH,

National Cancer Institute, Center for Cancer Research. E. Dadachova is a Sylvia and Robert

S. Olnick Faculty Scholar in Cancer Research and is supported by the National Institute of

Allergy and Infectious Disease (NIAID) grant AI60507. We also thank Diane Milenic for

her assistance.

References

1. Mulford, D.A., Scheinberg, D.A., and Jurcic, J.G. (2005) Journal of Nuclear Medicine, 46,
199S–204S.

2. Brechbiel, M.W. (2007) Targeted a-therapy: past, present, future? Dalton Transactions, 1–11.
3. Kohler, G. and Milstein, C. (1975) Nature, 256, 495–497.
4. Schlom, J. (1990) Molecular Foundations of Oncology (ed. S. Broder) Williams and Wilkins,

Baltimore, MD, pp. 95–134.

326 Radiobismuth for Therapy



5. Milenic, D.E. (2000) Seminars in Radiation Oncology, 10, 139–155.
6. Srivastava, S. and Dadachova, E. (2001) Seminars in Nuclear Medicine, 31, 330–341.
7. Dijkgraaf, I., Boerman, O.C., Oyen, W.J. et al. (2007) Journal of Medicinal Chemistry, 7,

543–551.
8. Milenic, D.E., Brady, E.D., and Brechbiel, M.W. (2004) Nature Reviews. Drug Discovery, 3,

488–498.
9. Humm, J.L. and Cobb, L.M. (1990) Journal of Nuclear Medicine, 31, 75–83.
10. Hassfjell, S. and Brechbiel, M.W. (2001) Chemical Reviews, 101, 2019–2036.
11. Sfyland, C. and Hassfjell, S.P. (2000) International Journal of Radiation Biology, 76,

1315–1322.
12. Pugliese, M., Durante, M., Grossi, G.F. et al. (1997) International Journal of Radiation Biology,

72, 397–407.
13. Hei, T.K., Wu, L., Liu, S. et al. (1997) Proceedings of the National Academy of Sciences of the

United States of America, 94, 3765–3770.
14. Hall, E.J. (1994) Radiobiology for the Radiologist, 4th edn, J. B. Lippincott Company,

Philadelphia.
15. Blakely, E.A. and Kronenberg, A. (1998) Radiation Research, 150, S126–S145.
16. Macklis, R.M., Lin, J.Y., Beresford, B. et al. (1992) Radiation Research, 130, 220–226.
17. Walicka,M.A.,Vaidyanathan,G., Zalutsky,M.R. et al. (1998)RadiationResearch,150, 263–268.
18. Bishayee, A., Rao, D.V., Bouchet, L.G. et al. (2000) Radiation Research, 153, 416–427.
19. Howell, R.W., Goddu, S.M., Narra, V.R. et al. (1997) Radiation Research, 147, 342–348.
20. Azure, M.T., Archer, R.D., Sastry, K.S.R. et al. (1994) Radiation Research, 140, 276–283.
21. Goodhead, D.T. (1994) International Journal of Radiation Biology, 65 (1), 7–17.
22. Sun, H., Li, H., and Sadler, P.J. (1997) Chemische Berichte-Recueil, 130, 669.
23. Briand, G.G. and Burford, N. (1999) Chemical Reviews, 99, 2601–2758.
24. Shannon, R.D. (1976) Acta Crystallographica, A32, 751–767.
25. Cotton, F.A. and Wilkinson, G. (1980) Advanced Inorganic Chemistry: A Comprehensive Text,

John Wiley & Sons, Inc., New York.
26. Atcher, R.W., Friedman, A.M., and Hines, J.J. (1988) International Journal of Radiation

Applications and Instrumentation [A], 39, 283–286.
27. Ma, D., McDevitt, M.R., Finn, R.D., and Scheinberg, D.A. (2001) Applied Radiation and

Isotopes, 55, 463–470.
28. Brechbiel, M.W. and Gansow, O.A. (1992) Journal of the Chemical Society-Perkin Transactions

1, 1173–1178.
29. Wu, C., Kobayashi, H., Sun, B. et al. (1997) Bioorganic andMedicinal Chemistry, 5, 1925–1934.
30. Milenic, D.E., Garmestani, K., Chappell, L.L. et al. (2002) Nuclear Medicine and Biology, 29,

431–442.
31. McDevitt, M.R., Finn, R.D., Sgouros, G. et al. (1999) Applied Radiation and Isotopes, 50,

895–904.
32. Pippin, C.G.,Gansow,O.A., Brechbiel,M.W. et al. (1995)Chemists View of ImagingCenters (ed.

A.M. Emran) Plenum Press, New York, pp. 315–322.
33. Boll, R.A.,Malkemus., D., andMirzadeh, S. (2005)AppliedRadiation and Isotopes, 62, 667–679.
34. Larsen, A., Martiny, N., Stoltenberg, M. et al. (2003) Pharmacology & Toxicology, 93, 82–90.
35. Wu, C., Gansow, O.A., and Brechbiel, M.W. (1999)Nuclear Medicine and Biology, 26, 339–342.
36. Macklis, R.M., Kinsey, B.M., Kassis, A.I. et al. (1988) Science, 240, 1024–1026.
37. Brechbiel, M.W. and Gansow, O.A. (1991) Bioconjugate Chemistry, 2, 187–194.
38. Brechbiel, M.W., Gansow, O.A., Pippin, C.G. et al. (1996) Inorganic Chemistry, 35, 6343–6348.
39. McMurry, T.J., Pippin, C.G.,Wu,C. et al. (1998) Journal ofMedicinal Chemistry, 27, 3546–3549.
40. Parker, D. (1990) Chemical Society Reviews, 19, 271–291.
41. Chappell, L.L., Rogers, B.E., Khazaeli, M.B. et al. (1999) Bioorganic and Medicinal Chemistry,

7, 2313–2320.
42. Chappell, L.L., Ma, D., Milenic, D.E. et al. (2003) Nuclear Medicine and Biology, 30, 581–595.
43. McMurry, T.J., Brechbiel, M.W., Kumar, K., and Gansow, O.A. (1992) Bioconjugate Chemistry,

3, 108–117.

References 327



44. Moreau, J., Guillon, E., Pierrard, J.-C. et al. (2004) Chemistry – A European Journal, 10,
5218–5232.

45. Ruegg, C.L., Anderson-Berg, W.T., Brechbiel, M.W. et al. (1990) Cancer Research, 50,
4221–4226.

46. Norenberg, J.P., Krenning, B.J., Konings, I.R.H.M. et al. (2006) Clinical Cancer Research, 12,
897–903.

47. Chong, H.S., Song, H.A., Birch, N. et al. (2008) Bioorganic & Medicinal Chemistry Letters, 18,
3436–3439.

48. Chong, H.S., Ma, X., Le, T. et al. (2008) Journal of Medicinal Chemistry, 51, 118–125.
49. Simonson, R.B., Ultee, M.E., Hauler, J.A., and Alvarez, V.L. (1990) Cancer Research, 50,

985s–988s.
50. Huneke, R.B., Pippin, C.G., Squire, R.A. et al. (1992) Cancer Research, 52, 5818–5820.
51. Hartmann, F., Horak, E.M., Garmestani, K. et al. (1994) Cancer Research, 54, 4362–4370.
52. Kennel, S.J., Stabin, M., Roeske, J.C. et al. (1999) Radiation Research, 151, 244–256.
53. Milenic, D.E., Garmestani, K., Dadachova, E. et al. (2004) Cancer Biotherapy & Radio-

pharmaceuticals, 19, 135–148.
54. Rizvi, S.M.A., Li, Y., Song, E.Y.J. et al. (2006) Cancer Biology & Therapy, 5, 386–393.
55. Li, Y., Rizvi, S.M.A., Ranson, M., and Allen, B.J. (2002) British Journal of Cancer, 86,

1197–1203.
56. Rizvi, S.M.A., Allen, B.J., Tian, Z. et al. (2001) Colorectal Disease, 3, 345–353.
57. Allen, B.J., Tian, Z., Rizvi, S.M.A. et al. (2003) British Journal of Cancer, 88, 944–950.
58. Rizvi, S.M.A., Song, E.Y., Raja, C. et al. (2008) Cancer Biology & Therapy, 7, 1548–1555.
59. Bloechl, S., Beck, R., Seidl, C. et al. (2005) Clinical Cancer Research, 11, 7070s–7074s.
60. McDevitt, M.R., Barendswaard, E., Ma, D. et al. (2000) Cancer Research, 60, 6095–6100.
61. Milenic, D.E., Garmestani, K., Brady, E.D. et al. (2004) Clinical Cancer Research, 10,

7834–7841.
62. Sandmaier, B.M., Bethge, W.A., Wilbur, D.S. et al. (2002) Blood, 100, 318–326.
63. Bethge, W.A., Wilbur, D.S., Storb, R. et al. (2003) Blood, 101, 5068–5075.
64. Wilbur, D.S., Hamlin, D.K., Chyan, M.K., and Brechbiel, M.W. (2008) Bioconjugate Chemistry,

19, 158–170.
65. Kelly, M.P., Lee, F.T., Tahtis, K. et al. (2007) Clinical Cancer Research, 13, 5604s–5612s.
66. Vandenbulcke, K., Thierens, H., De Vos, F. et al. (2006) Cancer Biotherapy & Radiopharma-

ceuticals, 21, 364–372.
67. Michel, R.B., Rosario, A.V., Brechbiel, M.W. et al. (2003) Nuclear Medicine and Biology, 30,

715–723.
68. Friesen, C., Glatting, G., Koop, B. et al. (2007) Cancer Research, 67, 1950–1958.
69. Nayak, T., Norenberg, J., Anderson, T., and Atcher, R. (2005) Cancer Biotherapy & Radio-

pharmaceuticals, 20, 52–57.
70. Supiot, S., Faivre-Chauvet, A., Couturier, O. et al. (2002) Cancer, 94, 1202–1209.
71. Behr, T.M., Behe, M., Stabin, M.G. et al. (1999) Cancer Research, 59, 2635–2643.
72. Axworthy, D.B., Reno, J.M., Hylarides, M.D. et al. (2000) Proceedings of the National Academy

of Sciences of the United States of America, 97, 1802–1807.
73. Zhang, M., Yao, Z., Garmestani, K. et al. (2002) Blood, 100, 208–216.
74. Zhang, M., Zhang, Z., Garmestani, K. et al. (2003) Proceedings of the National Academy of

Sciences of the United States of America, 100, 1891–1895.
75. Jurcic, J.G., Larson, S.M., Sgouros, G. et al. (2002) Blood, 100, 1233–1239.
76. Mulford, D.A., Pandit-Taskar, N., McDevitt, M.R. et al. (2004) Blood, 104, 496a.
77. Allen, B.J., Raja, C., Rizvi, S. et al. (2005) Cancer Biology & Therapy, 4, 1318–1324.
78. Kneifel, S., Cordier, D., Good, S. et al. (2006) Clinical Cancer Research, 12, 3843–3850.
79. Wesley, J.N., McGee, E.C., Garmestani, K. et al. (2004) Nuclear Medicine and Biology, 31,

357–364.
80. Dadachova, E., Bryan, R.A., Apostolidis, C. et al. (2006) The Journal of Infectious Diseases, 193,

1427–1436.
81. Dadachova, E. and Casadevall, A. (2005) Expert Opinion on Drug Delivery, 2, 1075–1084.

328 Radiobismuth for Therapy



82. Martinez, L.R., Bryan, R.A., Apostolidis, C. et al. (2006) Antimicrobial Agents and
Chemotherapy, 50, 2132–2136.

83. Dadachova, E., Patel, M.C., Toussi, S. et al. (2006) PLoS Medicine, 3, e427.
84. Akabani, G., Kennel, S.J., and Zalutsky, M.R. (2003) Journal of Nuclear Medicine, 44, 792–805.
85. Sgouros, G. and Song, H. (2008) Cancer Biotherapy & Radiopharmaceuticals, 23, 74–81.

References 329





14

Genetic Toxicology of Arsenic
and Antimony

Toby G. Rossman and Catherine B. Klein

The Nelson Institute of Environmental Medicine, New York University Langone School

of Medicine, Tuxedo, NY 10987, USA

14.1 Introduction

Interest in the genetic toxicology of arsenic (As) is motivated by the fact that it is considered

as a human carcinogen [1]. The genetic toxicology of arsenicals mainly pertains to that of

the trivalent arsenical arsenite (AsIII) (Chapter 8) and its trivalent monomethylated and

dimethylated metabolites (MMAIII and DMAIII) (Chapter 7). The corresponding pentava-

lent compounds are both less toxic and less genotoxic than the trivalent compounds. This

is because the pentavalent compounds are less reactive than the trivalent compounds,

which can enter cells more readily than the pentavlent compounds (Chapter 8). Once inside

the cell, pentavalent compounds are immediately reduced to trivalent compounds, so the

genetic toxicology is attributed to the trivalent species and their products. However,

the thioarsenical metabolite dimethyldithioarsinic acid (DMDTAV), which is pentavalent,

shows cytotoxicity and genotoxicty that resembles DMAIII rather than DMAV [2]. It must

also be kept inmind that some cell lines are able tomethylate arsenite.Although hepatocytes

are not often used for assessing genotoxicity, rat hepatocytes have a higher rate of

methylation than that of human hepatocytes [3]. Insignificant amounts or no methylation

was seen in normal human keratinocytes [4], UROtsa cells (SV40-transformed human

bladder epithelial line) [3], human lymphoblasts (M. Styblo, personal communication),
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or various commonly used fibroblast lines such as mouse BALB/3T3 or Chinese hamster

V79 [5, 6]. Thus, with the exception of hepatocytes, the effects of AsIII appear to be caused

by AsIII itself, instead of the small amounts (if any) of the methylated metabolites made.

A number of reviews on the genetic toxicology of As compounds have appeared

recently [7–9].

14.2 DNA Damage in Cells Treated with Arsenicals

Arsenicals do not react with DNA to form DNA adducts (Chapter 2). Rather, the DNA

damage andmany of the cytotoxic effects are mediated by reactive oxygen species (ROS) or

free radicals [10–14]. In some cells treated with AsIII, increased ROS result from activation

of membrane bound NAD(P)H oxidase [15, 16]. This produces superoxide that can be

converted by superoxide dismutase (SOD) to hydroxyl radical, which can oxidize DNA and

cause strand breaks [17]. The prooxidant enzyme cyclooxygenase 2 (COX-2), induced by

AsIII [18], could also contribute to oxidant stress.

The depletion of glutathione (GSH) in cells treated with high concentrations of AsIII

increasesAsIII’s toxic and clastogenic effects [19].GSH is consumed in the reduction ofAsV

to AsIII, and in the formation of As(SG)3 and its efflux. Both GSH reductase and thioredoxin

reductase are inhibited by trivalent arsenicals [20, 21], these effects could also increase

oxidative stress.

In cell-free systems, high (toxic) concentrations of MMAIII and DMAIII (30 and 150mM
respectively) can break supercoiled phage øX174 DNA [22]. The strand breaks have been

attributed toROS, toother free radical species or by formationofdimethylarsine [12, 23–26].

Both dimethylarsine and trimethylarsine can nick DNA in cell-free systems and are much

more potent than MMAIII and DMAIII [25]. Arsines are unstable and react with oxygen to

formROS. It is not known towhat extent arsines are produced in humans, but they have been

detected in animals givenDMAV [25]. DMAV caused lung specificDNA damage in animals

has been attributed to the DMA peroxy radical (CH3)2AsOO [27], which also induces DNA

strand breaks and DNA-protein crosslinks in cultured cells [28]. TMAIII, produced in rat

urine, is apparently more potent than DMAIII in terms of damaging purified DNA in in vitro

systems [25].

Cells treated with low concentrations of trivalent arsenicals show increased oxidative

DNA damage, which is often detected by measuring one of the most abundant oxidative

lesions, 8-oxo-deoxyguanine (8-oxo-dG), in DNA or by using DNA repair enzymes that

cleave oxidative lesion, inducing DNA strand breaks [24, 29]. The levels of 8-oxo-dG

increased in the bladders of rats receiving 200 ppm DMAV for two weeks, but the active

species is thought to be DMAIII [30, 31]. 8-oxo-dG can be mutagenic by mispairing during

DNA replication, causingG to T transversions [32]. Higher concentrations of arsenicals that

induce cytotoxicity also cause DNA strand breaks and/or alkali-labile sites detectable in the

Comet Assay without addition of DNA repair enzymes [22, 33, 34].

Oxidative DNA lesions can also affect DNA methylation patterns (infra vide). Using

oligonucleotides containing 8-oxo-dG to replace dG, Cerda and Weitzman found that the

enzymatic methylation of adjacent cytosines is profoundly altered [35]. This suggests that

the effects of arsenicals on DNAmethylation (infra vide) might be mediated by their ability

to cause oxidative DNA damage.
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Increased oxidative stress has been seen in As-exposed animals and humans in a number

of different assays. Serum lipid peroxides and decreased levels of nonprotein sulfhydryls

(indicating oxidant stress) were found in a Chinese population chronically exposed to As in

drinking water [36]. Increased lipid peroxidation was also found in various tissues in rats

exposed to arsenite [37]. Skin samples from individuals with As-related skin lesions have

a higher amount of 8-oxo-dG (detected by immunohistochemistry) compared with non-

As-related skin lesions [38]. Individuals drinking As-contaminated water in Taiwan had

higher levels of reactive oxidants in plasma and lower levels of plasma antioxidant

capacity [39].

NO levels are also increased in some cells after AsIII exposure which may contribute to

some of the toxic effects of arsenicals via reaction with superoxide to form peroxyni-

trite [14, 40, 41]. Because AsIII-induced genotoxicity can be suppressed by both superoxide

dismutase (SOD) and inhibitors of NO synthase in CHO cells, it has been suggested that

NO and/or peroxynitrite mediate AsIII genotoxicity [40, 42]. In addition to peroxynitrite

formation, NO may also increase the formation of N-nitroso compounds, resulting in DNA

alkylation, or react directly with DNA, causing deamination [40]. However, not all cells

produce NO after AsIII treatment. Cells that produce NO include CHO, C3H 10T1/2,

neonatal rat brain cells, bovine aorta endothelial cells, human fetal brain cells and human

umbilical vein endothelial cells. Cells that do not produce NO, include rat aortic smooth

muscle cells, rat hepatocytes, porcine endothelial cells, and human liver cells [40]. In human

endothelial cells,H5mM of AsIII is required to increase NO levels [15]. The iNOS activity

also differs in different cell types treated with AsIII [40].

Even at low concentrations,AsIII induces proteins that are induced by, and protect against,

oxidative stress [43–46]. The induction of these proteins can be blocked by antioxidants.

Upregulation of metallothionein (MT) protects against arsenite toxicity even though MT

doesn’t have a high affinity for arsenite itself [47]. Most likely,MT reduces oxidative stress.

Addition of various antioxidants to the culture medium protects cells against arsenite

toxicity and genotoxicity [10, 48, 49]. Although the antioxidant a-tocopherol protects
mice against AsIII-induced cocarcinogenesis, the effect is partially on the solar UV

component [50].

14.3 Mutagenesis in Cells Treated with Arsenicals

Trivalent arsenicals are not mutagenic in bacterial mutagenesis assays [7, 33], with the

exception of dimethylarsine [51]. AsIII,MMAIII, andDMAIII also failed to induce significant

lambda prophage inE. coli, a process dependant on theE. coli SOS system that is responsive

to DNA damage and is readily inducible after treatment with agents acting by oxidant

mechanisms such as bleomycin, hydrogen peroxide, and iron compounds [33, 52]. Neither

MMAIII nor DMAIII was mutagenic in the Ames Salmonella strain TA104, a strain

developed primarily to aid in the detection of oxidative mutagens [33].

Trivalent arsenicals are not significant point mutagens in mammalian cells. A very

common and useful genetic marker used inmammalian cell and in vivomutagenesis assays,

is the HPRT locus. AsIII fails to induce significant HPRT mutations [48, 53]. Because of

arsenite’s clastogenicity (discussed below), it would be expected to yield deletion muta-

tions. It was argued that a limitation of mutation assays at the HPRT locus is that the target
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gene is on the X-chromosome, and large deletionsmay destroy essential neighboring genes,

resulting in cell death and failure to recover mutants. However, molecular analysis of

mutations in the HPRT gene shows that large deletions (up to�3.5Mb) can be recovered in

the HPRT region of the human X chromosome [54, 55]. Also, other clastogens such as

X-rays, are mutagenic at the HPRT locus in Chinese hamster V79 cells [56, 57].

Mouse lymphoma (L5178Y/TKþ/�) cells, which are heterozygous at the TK locus, can

tolerate deletions of any size around the TKþ locus due to its autosomal location and the

ability of the other autosome to complement missing genes. AsIII was only slightly

mutagenic at toxic doses in these cells [58]. The trivalent metabolites were also assayed

in these cells. Concentrations of over IC50 ofMMAIII (0.38mM)andDMAIII (1.29mM)were

required to give a positive response (doubling of the background mutant fraction) [33]. The

authors conclude that themutations caused by these compounds are unlikely to be important

to arsenic carcinogenesis.

A number of transgenic cell lines has been developed in order to increase the efficiency of

detecting deletion mutagens. G12 cells are Chinese hamster V79 cells containing a single

copy of the E. coli gpt inserted into Chinese hamster chromosome 1 [59]. G12 cells can

readily detect mutagenic clastogens such as X-rays and bleomycin [60]. Table 14.1 shows

the gene mutations induced by AsIII, MMAIII and DMAIII in G12 cells, compared with a

classic clastogen, X-rays. Significant mutagenesis was never observed for AsIII or MMAIII

at concentrations yielding cell survival levels of H50%. Significant mutagenesis only

occurs in cells treated with MMAIII at highly toxic concentrations (about fourfold over

background at 11% survival) [57]. Most (79%) of the MMAIII-induced mutants were

Table 14.1 Mutagenesis at the transgenic gpt locus of G12 cells by trivalent arsenicals,
compared with X-rays

Compound Dose
(mM)

Survival
(% Control)

6TGR Mutant Frequency
Per 106 survivorsa

Reference

AsIII (24 hr) 0 (100) 57 [88]
5 89 74
10 68 86
15 37 94

MMAIII (72 hr) 0 (100) 48 (1.53) [57]
0.2 81 65 (12.00)
0.4 58 74 (10.54)
0.6 43 107 (17.56)b

0.8 23 141 (19.70)b

1.0 11 227 (11.02)c

DMAIII (72 hr) 0 (100) 47 (6.65) [57]
0.1 82 72 (16.26)
0.2 23 104 (40.46)
0.3 7 238 (117.07)
0.4 5 577 (129.4)

X-rays 250 cGy 55 250 [59]
500 cGy 37 475

aData in parenthesis are standard errors of the mean for three experiments, except for DMAIII 0.4 mM which is a standard
deviation for two experiments.
bpG0.05, two-tailed unpaired Student’s t-test.
cpG 0.01, two-tailed unpaired Student’s t-test.
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deletions. Such deletions may result from incomplete repair of oxidative DNA damage.

DMAIII, which is more toxic than MMAIII in these cells, did not reach significant

mutagenesis owing to the inconsistent responses elicited by DMAIII, similar to other

reports [61]. On the other hand, X-rays induce significant mutagenesis (almost five times

background) in these cells at an exposure dose yielding 55% survival, compared with

MMAIII which only reaches a similar level of mutagenesis at a dose that is muchmore toxic

(11% survival).

Similar results were seen at the transgenic E. coli gpt locus in AS52 Chinese hamster

ovary cells treated with AsIII. High concentrations increased mutagenesis only twice the

background (spontaneous) level, and the proportion of deletions was higher than that in the

spontaneous mutant group [62]. At toxic concentrations, AsIII also increased large deletion

mutations in human/hamster hybridCHO-K1/A cells, which contain a single copy of human

chromosome 11, through amechanism involving ROS [48]. It should be noted that live cells

exposed to the contents of dead necrotic cellsmay undergo genotoxic events similar to those

seen in the ‘bystander effect’ after ionizing radiation [63].

It is paradoxical that trivalent arsenicals fail to induce significant point mutations despite

the fact that low (nontoxic) concentrations of AsIII cause oxidative DNA damage such as

8-oxo-dG, which is expected to cause G to T transversions. This may be due to efficient

removal of oxidative DNA lesions. An analysis of the abilities of different DNA repair

enzymes to induce single strand breaks in cells treated with trivalent arsenicals showed that

AsIII, MMAIII and DNAIII induce only oxidative DNA adducts and that the base excision

repair (BER) enzymes 8-oxoguanine DNA glycosylase (OGG1) and MutY homolog

(MYH) incise these oxidative DNA adducts in mammalian cells, whereas the nucleotide

excision repair (NER) enzymes XPA, XPB, XPD, XPF, or XPG have no effect [64]. MYH

appears to be a functional counterpart of the E. coli enzyme endonuclease III (MutY or

EnIII) that cleaves the oxidized bases thymine glycol, 5,6-dihydrothymine, 5-hydroxydi-

hydrothymine, 5-hydroxycytosine, 5-hydroxyuracil, and uracil glycol [65]. OGG1 is a

functional counterpart of the E. coli Fpg that cleaves oxidative bases such as 8-oxo-7,8-

dihydroguanine, 2,6-diamino-4-hydroxy-5-formamidopyrimidine, and 4,6-diamino-5-for-

mamidopyrimidine [66]. After DNA glycolsylases remove oxidized DNA bases, apurinic

endonuclease (Ape1) processes the abasic site in BER. This enzyme is induced after 10T1/2

cells are treated with AsIII, and suppression of Ape1 sensitized the cells to AsIII and allowed

mutagenesis at the TK and HPRT loci (at very high AsIII concentrations) [67].

As mentioned above, high concentrations of DMAV, administered orally to mice, caused

oxidative DNA damage and DNA strand breaks in the lung, attributed to the DMA peroxy

radical (CH3)2AsOO [27], and AsIII-exposed mice showed increased oxidative stress [37].

However, treatment of Muta�mouse IP with AsIII or DMAV (which would be converted to

DMAIII in the liver) for five days caused no significant increase in lacZ mutations [68].

14.4 Other Genotoxic Events in Cells Treated with Arsenicals

The interpretation of the genotoxicity (other than mutagenicity) of arsenic compounds is

problematic due to the very high cytotoxic concentrations used in many studies and the lack

of statistical analysis in some. Unlikemutagenesis assays, whichmeasure heritable changes

in living cells (because the endpoint requires clonal survival), a number of other endpoints
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do not require long term survival and thus cannot distinguish between living and dead

cells. Traditional cytogenetic assays rely on short term cell survival to generate the mitotic

figures necessary for analyses, but the long term viability of these treated cells cannot be

determined. Since cytogenetic assays do not require cell survival for scoring, when

clastogenic effects are seen in a population of cells with low survival, it is not possible

to determine whether those cells with chromosome aberrations would be among the

survivors, and thus capable of forming a clone. In many studies of clastogenesis, toxicity

data are not given, but can be inferred from other mammalian cell studies.

The unrealistically high (cytotoxic) concentrations used are partly the fault of inappro-

priate assessments of cell survival following exposure to arsenic compounds [69]. The LD50

(by clonal survival, after 24 h treatment) for AsIII in most human cells is 1–2mM [57], and

the trivalent metabolites are even more toxic to most cells [3, 57, 70]. Human cells are

generally more sensitive to arsenicals compared with Chinese hamster cells like CHO

and V79. Low concentrations (1mM) of arsenite have been shown to induce apoptosis in

a fraction of human cells that is not evident until 48 h or more after a 24 h exposure, and

cytotoxicity assays (other than clonal survival) are usually performed too soon after

exposure to enable identification of these apoptotic cells. Short term survival assays, such

as MTT, neutral red, and trypan blue, fail to detect these later dying cells unless the assays

are delayed to allow time for apoptosis to develop [69, 71].

AsIII,MMAIII, andDMAIII can induce chromosome aberrations andmicronuclei (MN) in

cultured cells [19, 33]. Statistically significant increases in chromosome aberrations occur

only at toxic doses [57]. MN are defined as small, round, DNA-containing cytoplasmic

bodies formed during cell division by loss of either acentric chromatin fragments (leading to

clastogenesis) or whole chromosomes (leading to aneuploidy, i.e., change in the number of

chromosomes per cell). The most reliable assay to identify whole chromosomes in MN is

by fluorescent label of their kinetochores (with antibodies) or their centromeres (with DNA

probes). An analysis of MN in normal human fibroblasts shows that low dose (relatively

nontoxic), long term exposure to AsIII acts as an aneugen by interfering with spindle

function and inducing MN with centromeres (whole chromosomes), but high dose (toxic),

short term exposure is clastogenic, inducing MN without centromeres (fragments) [72].

High concentrations of AsIII may result in its sudden accumulation in cells and may have

effects that differ from a slower accumulation, which would allow tolerance mechanisms

to come into play. Treatment of mice with AsIII resulted in MN in peripheral blood

lymphocytes and in bone marrow [68, 73].

Aneuploidy is seen at concentrations of AsIII lower than those that are clastogenic

[61, 72, 74–76]. Aneuploidy can result from agents that interfere with normal spindle

processes. Arsenical induced aneuploidy is seen in many cell types and has been associated

with disruption of spindle tubulin [77–80]. Chinese hamster V79 cells treated with AsIII

showed disrupted mitotic spindles and persistent aneuploidy which was maintained even

five days after removal of the AsIII [74]. It is of interest that poly(ADP-ribose), whose

synthesis can be blocked by trivalent arsenicals (discussed below), is required for bipolar

spindle assembly and function [81].

The development of aneuploidy is a marker of genomic instability and is typical of many

tumors. Humans exposed to arsenic show increased MN and sometimes chromosome

aberrations in lymphocytes, exfoliated bladder epithelial cells, and buccal epithelial

cells [82]. One study determined the types of MN in exfoliated bladder epithelial cells
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from 18 individuals exposed to an average 1312mg As/l in drinking water and 18 matched

controls exposed to an average 16mg As/l [83]. The exposed group had a 1.65-fold increase
in MN with acentric fragments (p¼ 0.07) and a 1.37-fold increase in MN with whole

chromosomes (p¼ 0.15). The combined difference (1.8-fold) was significant. Thus, expo-

sure to high concentrations of As in drinking water induces MN of both types. Transfor-

mation induced by AsIII and DMAIII is associated with aneuploidy [84, 85]. Bladder tumors

of patients with exposure of high levels of As in drinking water showed higher levels of

aneuploidy compared with those without As exposure [86].

14.5 Effects of Arsenicals on DNA Repair

A serious threat to genome stability is replication of DNAwith unrepaired or badly repaired

damage. Inhibition of a particular DNA repair pathway would enhance the mutagenicity

of an agent that causes DNA damage that is normally repaired by that pathway. Nontoxic

treatments of cells with AsIII, while not being significantly mutagenic alone, enhance the

mutagenicity of UVC in E. coli [87] and of N-methyl-N-nitrosourea (MNU) and UVA,

UVB, andUVC in Chinese hamster V79 cells [88, 89]. AsIII also enhances the mutagenicity

and clastogenicity of many other agents in other mammalian cells [90–96] and in mouse

skin [97]. The comutagenic effect of As and UVA, an important component of solar UV,

in V79 cells is shown in Figure 14.1.

Further studies on the effects of AsIII on repair of DNA damage induced by MNU were

carried out. Since V79 cells lack 06-methylguanine DNAmethyltransferase, pre-mutagenic

MNU adducts in those cells would be predominantly subject to base excision repair (BER).

A nick-translation assay for DNA strand breaks showed that after V79 cells were treated

with MNU and AsIII, the breaks remained open three hours after MNU treatment, whereas

in the absence of AsIII, the breaks were closed by that time [88]. The data are consistent with

Figure 14.1 An example of comutagenesis by arsenite. Enhancement of mutagenesis by
ultraviolet A (UVA) radiation at the hprt locus inChinese hamster V79 cells. Cellswere pretreated
for 3 hwith 10mMsodiumarsenite (a nontoxic treatment) prior toUVA radiation. Reprintedwith
permission from [89]. Copyright Springer Science þ Business Media
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inhibition of DNA polymerase b or DNA ligase in base excision repair by AsIII. In cells

treated with MNU, a robust activation of DNA ligase III activity was observed within three

hours. Such activation was blocked by cotreatment of cells with AsIII and, in fact, a 50%

inhibition of ligase activity was seen even in cells treated with AsIII alone. Nuclear extracts

of cells treated with AsIII were found to have reduced DNA ligase activity, and in particular

the enzyme now called DNA ligase III (previously called DNA ligase II) [98]. However,

inhibition was seen only at concentrations of arsenite 1000-fold higher than that seen

after cellular exposure to AsIII, indicating that AsIII does not directly inhibit the DNA

ligase enzyme [98]. More recently, similar results were obtained using purified DNA ligase

III [99]. In CHO cells, AsIII was found to inhibit DNA strand break rejoining, an effect

attributed primarily to inhibition of DNA ligase III by using a ligase III-specific

substrate [100].

Comutagenesis may occur by interference with nucleotide excision repair (NER) as well

as BER, but the mechanismmay involve an earlier step in the pathway [7, 45, 96, 101, 102].

The extent of inhibition of NER by trivalent arsenicals in human fibroblasts followed this

order: MMAIII
HDMAIII

HAsIII [102]. Although the NER enzyme XPA appears some-

what sensitive to AsIII [24], further evidence suggests that the inhibition of DNA repair by

arsenicals is not via direct inhibition of repair enzymes, but rather via inhibition of activation

and signaling that controls DNA repair.

An important signal pathway affected by trivalent As is that mediated by the tumor

suppressor gene p53. In normal human fibroblasts treated with AsIII and ionizing radiation,

the p53-dependent increase in p21 expression, normally a block to cell cycle progression

after DNA damage, is deficient [103]. These results were also confirmed in other sys-

tems [102, 104, 105]. The P53 protein appears to be inactivated by an ERK-dependent

upregulation of MDM2 expression, resulting in its ubiquitin dependent proteolysis [106].

The inhibition of thioredoxin reductase by AsIII, MMAIII and DMAIII [21] would cause the

accumulation of oxidized thioredoxin, which may be partially responsible for P53 protein

malfunction [107]. In cells with DNA damage, failure to transactivate p21 by P53 protein

has the effect of overriding the growth arrest at G1 (normally an opportunity for DNA repair

to take place prior to DNA replication), and might partially explain the comutagenic effect

of AsIII [103, 108, 109]. P53 is also required for proficient global NER [110]. Inhibition of

P53 after DNA damage is expected to lead to faulty DNA repair, replication of damaged

templates, increasedmutagenesis and genomic instability. For example, gene amplification,

which can occur in cells with compromised p53 and can lead to genomic instability, can be

induced by AsIII [111–113].

Another pathway controlling DNA repair which is affected by AsIII is initiated by poly

(ADP ribose) polymerase (PARP) [114–116]. Poly(ADP-ribose) polymerase 1 (PARP-1),

the major PARP, is a nuclear protein that functions as a ‘nick sensor’.” It is constitutively

expressed in most tissues, but its activity is stimulated several 100-fold by DNA strand

breaks [81]. Upon DNA damage and PARP activation, there is an immediate transfer of

ADP-ribosylmoities fromNADþ to PARP itself and to other nuclear proteins including P53,

NfkB, histones and topoisomerases. Sequential attachments of ADP-ribosyl moities create

long chains up to 200 units with multiple branching points. Besides forming covalent

adducts, poly(ADP-ribose) itself can also bind to proteins. A poly(ADP-ribose) binding

motif of 20 amino acids was found in several proteins important for genomic stability,

including DNAmethyltransferase 1, P53, P21, XPA,MSH6, DNA ligase III, XRCC1, DNA
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polymerase-b, DNA-PKcs, Ku70, NFkB and telomerase [117]. Inhibition or depletion of

PARP activity in cells results in genomic instability characterized by increased DNA strand

breaks, recombination, gene amplification, and aneuploidy after exposure to genotoxi-

cants [118]. PARP-1-null mice exhibit chromosome instability, defects in DNA repair,

immune deficiencies and increased susceptibility to nitrosamine carcinogenesis [119].

Studies on cells with abrogated PARP activity firmly establish a role for PARP-1 in cellular

recovery from DNA damage, particularly damage repaired by BER [120]. During BER,

PARP-1 binds to nicks in DNA along with other components of the BER complex (XRCC1,

DNA polymerase b, and DNA ligase III). PARP-1 also induces decondensation of

chromatin by poly(ADP-ribosyl)ating histones in nucleosomes and accelerates ongoing

transcription while inhibiting de novo transcription, thus enablingDNA repair to take place.

Extremely low concentrations of AsIII inhibit synthesis of poly(ADP-ribose) (PAR) in

HeLa cells after H2O2 treatment [115]. MMAIII and DMAIII are even more potent PARP

inhibitors than AsIII [121].

In addition to inhibiting particular proteins involved inDNA repair, AsIII (at slightly toxic

concentrations) can downregulate expression of some DNA repair genes [122–124].

However, very low, nontoxic concentrations, may have the opposite effect of upregulating

some DNA repair proteins, along with antioxidant defenses [45, 124].

14.6 Indirect Mechanisms of Mutagenicity and Comutagenicity
by Arsenicals

Beside damagingDNAor blockingDNA repair, there are a number ofmechanisms bywhich

arsenicals can indirectly cause genetic change. The effects of AsIII on p53, which would

prevent blockage of the cell cycle after genotoxic insult by a second agent, were mentioned

above. Even in the absence of a second agent, low concentrations of AsIII can stimulate cell

proliferation both in vivo [125–127] and in vitro [69, 103, 128, 129] (Figure 14.2). In human

keratinocytes, the order of stimulation of proliferation is: DMAIII
HMMAIII

HAsIII [108].

AsIII upregulates progrowth proteins such as cyclin D1, c-myc and E2F-1 [103, 129, 130].

The upregulation of cyclin D1 in mouse epidermal cells by AsIII was mediated by the

PI-3K/Akt/IKKb cascade [130]. The increased proliferation inmouse skin by arsenite alone

(in drinking water) is not sufficient to induce skin cancer [125], but may contribute to its

comutagenesis and cocarcinogenesis together with solar UV.

Another mechanism for As-related genotoxicity might be by acquired resistance to

apoptosis. Long term growth of human skin (HaCaT) cells supplemented with low

concentrations ofAsIII resulted in a generalized resistance to apoptosis and greatly increased

stability of nuclear protein kinase B (NFkB), an antiapoptotic molecule [131]. Aweakened

Nrf2-mediated antioxidant response coupled with acquired apoptosis resistance was

found in long term, low dose (28 weeks, 100 nM) arsenite exposed HaCaT skin cells [132].

This might allow survival of cells with DNA damage, thus facilitating genotoxocity.

Short term exposure to AsIII can also block the apoptotic response to solar UV in a mouse

keratinocyte cell line [101] or to UVB in normal human keratinocytes [133]. It is possible

that the loss of P53 function partially mediates the reduction in the apoptotic response.

AsIII has also been found to alter the metabolism of carcinogens, which can affect their

mutagenicity. For example, AsIII activated the tobacco specific nitrosamine NNK by
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upregulating CYP2A [134]. On the other hand, AsIII decreased induction of CYP1A1 and

CYP1B1 by benzo(a)pyrene, probably via a post-translational mechanism [135].

14.7 Mutagenesis and Transformation as Secondary Effects
of Genomic Instability

Arsenite induces transformation of various cells to a more malignant phenotype. Long term

low dose treatment of cells with AsIII (but not MMAIII) resulted in increased mutations and

cell transformation as a secondary effect of genomic instability in human osteocarcoma

(HOS) cells [113]. Although these cells are derived from a human tumor, they do not have

a malignant phenotype, and are neither able to grow in soft agar (i.e., they are anchorage

dependent) nor do they form tumors when injected into nude mice. Therefore transforma-

tion to anchorage independent growth signifies further progression toward a malignant

phenotype. The dose relationships are similar to AsIII-induced mutagenesis and transfor-

mation, with amaximum effect at 0.1mM, supporting the idea that increased mutagenesis is

necessary for the transformation. When HOS cells were grown in the presence or absence

of 0.1mMarsenite, the mutant fraction (hprt locus) remains the same in the two populations

for almost 20 generations (six weeks). After that, the cells in AsIII start mutating at a higher

rate than the controls. This is more than 10 generations sooner than the transformation

response, which took H30 generations (eight weeks). Gene amplification was seen to be

induced earlier and with different dose-response relationships (Figure 14.3).

Delayed mutagenesis can be a secondary effect resulting from aneuploidy, gene

amplification and/or changes in gene expression. As-induced aneuploidy was discussed

above. Gene amplification [111–113] and DNA methylation changes that affect gene

expression [57, 74, 136] are also seen after AsIII exposure. Changes in gene expression by

AsIII can also be mediated by alterations of iRNA (or miRNA) patterns [137].

Figure 14.2 Very low concentrations of sodium arsenite enhance the growth of human
keratinocytes (HaCat cells). Cells were continuously exposed to the arsenite
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It has become increasingly apparent that epigenetic influences, via gene promoter

methylation at CpG sites [138] or by histone modifications [139], alter gene expression

to confer selective advantage to cells undergoing neoplastic progression. Epigenetic effects

can provide an additional layer of cell growth dysregulation, complimenting or adding to

the effects of accumulating mutations. A variety of environmental exposures including

cigarette smoke [140], cadmium [106] and folate deficiency [141, 142] have been reported

to alter DNA methylation patterns. The first report of AsIII induced DNA methylation was

the increased cytosine methylation in the p53 promoter in human adenocarcinoma A549

cells [143]. Subsequently it was found that both hypo- and hypermethylation of different

genes occurred after treatment with AsIII [144], such effects have been associated with

changes in gene expression [57, 74, 136, 145]. These findings are consistent with the usual

DNAmethylation changes observed in cancer, in which global DNAmethylation is reduced

but gene specific promoter methylation is increased [146]. Altered DNA methylation has

also been observed in As-exposed humans [137, 147, 148].

Chinese hamster V79-13 cells grown in low concentrations of AsIII for long periods of

time also acquired genomic instability (increased chromosome aberrations) following

changes in DNA methylation and aneuploidy [74, 75]. Chromosome instability has been

linked to AsIII -induced DNA hypomethylation [75], as well as to disruption of cytosine

Figure 14.3 Delayed mutagenesis, transformation, and gene amplification in human osteosar-
coma lineHOS growing in low concentrations of sodium arsenite.Mutagenesis wasmeasured at
the hprt locus, transformation was measured by growth in soft agar (anchorage independence),
and gene amplification was measured at the dhfr locus. Reprinted with permission from [113].
Copyright John Wiley & Sons, Ltd
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DNAmethyltransferase enzymes [149]. Oxidative damage toDNAhas been shown to affect

DNAmethylation [35], suggesting onemechanismbywhich long term, lowdoseAsIIImight

cause changes in DNAmethylation. Changes in DNAmethylation patterns could also result

from altered S-adenosylmethionine (SAM) pools or downregulation of DNA methyltrans-

ferases [122, 136, 145]. Global DNA hypomethylation may result from competition for the

methyl donor SAM which methylates arsenicals during metabolic transformation to form

the mono- and dimethyl derivatives but also serves to maintain normal DNA methylation

status. However, some cells, such as normal human prostate epithelial cell RWPE-1, poorly

methylate As, yet still exhibit reduced methylation of DNA [150]. RWPE-1 cells subjected

to 16 weeks exposure to 5mM AsIII resulted in arsenic adaptation (indicated by increasing

LC50 over time), and also showed decreased SAM levels and increased DNA hypomethyla-

tion, the later being concurrent with increased S-adenosylhomocysteine hydrolase and

homocysteine leading to a biochemical shift towards increased GSH production for As

efflux at the expense of SAM remethylation [151]. Supplementation of SAM to cells treated

with AsIII was shown to reduce genomic instability, specifically by reducing the frequency

of cells with micronuclei that contain whole chromosomes [152].

Long term exposure to low concentrations ofAsIII transformsmouse epidermal JB6C141

cells to anchorage independence [153] and induces transformation (to tumorigenicity after

injection into nude mice) of RWPE-1 cells, a line derived from normal human prostate

epithelium immortalized with human papillomavirus [154]. In the prostate epithelium

system, activation of K-ras was associated with malignant transformation [150]. Global

DNA hypomethylation, along with hypermethylation of specific genes, was demonstrated

in mouse hepatocellular carcinoma derived from transplacental AsIII-exposure [145].

Transformation to anchorage independent growth by AsIII in rat liver derived TRL 1215

cells was associated with global DNA hypomethylation, decreased DNAmethyltransferase

activity, and c-myc overexpression [155]. Hypomethylation is also important in AsIII

-induced transformation of Syrian hamster embryo (SHE) cells. Using long term culture

after a 48 h treatment, hypomethylation of the 50-CCGG sequences of c-myc and c-Ha-ras

oncogeneswas seen [156]. Amodel of cell transformation resulted from long term exposure

to arsenicals is shown in Figure 14.4.

In addition to altered DNA methylation, gene expression can be modulated by altered

histone modifications [139], as demonstrated for arsenic exposures with AsIII and

MMAIII [157–159]. The DNA associated histones, H3 and H4, are subject to modification

of their lysine residues by methylation (mono-, di-, and trimethylation), acetylation,

phosphorylation and other modifications to promote the activation or silencing of specific

genes or genome regions. Some common gene silencing histone markers include, but are

not limited to, histone H3 lysine 9 dimethylation (H3K9me2), H3 lysine 27 trimethylation

(H3K27me3), and hypoacetylation of histonesH3 andH4; whereas gene activatingmarkers

include H3 lysine 4 dimethylation (H3K4me2) and acetylation of H3 lysines 9 and 14.

Increased levels of the gene silencingmarkerH3K9me2 but decreased levels of the silencing

marker H3K27me3, were detected in human lung carcinoma A549 cells upon exposure to

very low dose (0.1mM) AsIII [157]. Furthermore, the study identified increases in global

levels of gene activating histone H3 lysine 4 trimethylation [157]. Using an epigenetic

scanning approach to study the histone acetylation status of 13 000 genes in urothelial

UROtsa cells or in AsIII (1mM) or MMAIII (50 nM) transformed UROtsa derivative cells,

loss of gene expression permissive histone H3 acetylation was observed for several dozen
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genes with coordinated increases in DNA methylation and reduced gene expression [158].

Of particular interest in this study was the As downregulated gene DBC1 (‘Deleted in

Bladder Cancer 1’), which is found to be transcriptionally silenced in some bladder tumor

cell lines and is associated with bladder cell proliferation. Further studies with these AsIII

transformed UROtsa cells have identified the WNT family gene WNT5A as being over-

expressed owing to increased H3K4Me2 and H3 lysine 9 and 14 acetylation with

coordinated loss of the gene silencing markers H3K9Me2 and H3K27me3 [159].

Animals exposed to As in drinking water have also been examined for changes in gene or

protein expression. Proteomic studies using differential in gel electrophoresis (DIGE) have

been applied to examine global changes of protein patterns in male hamsters exposed to

173mg As/l AsIII in drinking water for six days [160]. The study indentified 34 proteins

that were overexpressed and 41 proteins that were underexpressed in the liver by 1.2-fold; in

the urinary bladder, 36 proteins were overexpressed and 16 proteins were underexpressed.

In contrast, animals exposed to chronic low dose AsIII (1mg As/l) for 10 days showed very

few changes of protein expression levels.

Transgenerational epigenetics describes the study of altered gene expression occurring

during gestational development that may have tumorigenic or other disease effects in later

life, or even in subsequent generations [161]. As demonstrated by Jirtle and collaborators,

exposures of female mice to a variety of dietary perturbations (e.g., folate, methyl donors,

genistein) can alter gene expression yielding changes in the coat color (e.g., Agouti mice)

of their offspring [162]. Inorganic As can cross both rodent and human placentas [163]. In

humans exposed to As in drinking water during pregnancy there are emerging evidences of

fetal growth effects, cancer and altered gene expression in the offspring. Reduced birth

Figure 14.4 A model of cell transformation by trivalent arsenicals after chronic, low dose
exposure
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weight and size, phenomena commonly noted as primary features of the Barker hypothesis

of genotoxic exposures in utero, have been documented among offspring of Bangaldeshi

women exposed to As in drinking water [164, 165]. Lung cancer incidences are high among

Chileans with documented As exposure in utero [166], and newborns in Thailand with

known fetal exposure to As via the mother’s drinking water show altered expression of 321

arsenic modulated gene products including but not limited to those related to stress

response, inflammation, hypoxia and estrogenmodulated genes, as well as genes associated

with breast cancer [167].

Epigenetic imprinting of the genome is known to be erased and reset during embryo-

genesis [168] and epigenetic changes in gene expression have been demonstrated for

transplacental As exposures, stem cells being a potential target. Gene expression profile in

fetal mouse development after in utero As exposure (gestational days 8–18) has identified

changes in fetal livers and lungs [169, 170] and in newborn livers [171]. Alterations were

identified in genes related to As induced stress, As adaptation, steroid metabolism, estrogen

signaling, insulin growth factor signaling and in a-fetoprotein (AFP), a tumor biomarker.

DNA hypomethylation has been demonstrated in mouse hepatocellular carcinoma derived

from transplacental As-exposure [145]. In Tg.ACmice, both squamous cell carcinomas and

papillomas of the skin result from combined in utero exposure to As followed by topical

TPA skin painting. However, in the As-exposed fetal mice the v-Ha-ras gene itself did not

exhibit reduced levels of transgene promoter methylation compared to mice with TPA

exposure alone [172]. Whether other genes exhibit methylation changes has not yet been

reported.

Since exposure to iAs via drinkingwater to femalemice induces liver tumors and aberrant

gene expression in the offspring, the sensitivity of fetal cells to As has been analysed. Fetal

liver cells were isolated from untreated CD1 mice at gestation day 13.5 and were cultured

with 0–1.0 mM AsIII for 72 h [173]. AsIII yielded concentration dependent upregulation of

stress response genes heme oxygenase-1 (�8 fold) and metallothionein-1 (up to five-fold).

There was also evidence of altered expression of steroid metabolism genes, 17b-hydro-
xysteroid dehydrogenase-7 (HSD17b7), Cyp2a4, estrogen receptor-a (ER-a) as well as
several ER-a-linked genes. Exposure to AsIIIin utero followed by administration of

estrogenic carcinogens such as diethylstilbestrol to newborn mice has been reported to

have synergistic tumorigenic effects in adults [174]. Additional evidence for the endocrine

disrupting ability ofAs is emerging,with evidence of perturbations of retinoic acid receptor-

and thyroid hormone receptor-mediated regulation of genes [175, 176].

14.8 Antimony

Antimony (Sb) compounds are considered as possible human carcinogens, based on some

positive experimental data in animals but inadequate human data [177]. The genotoxicity of

Sb compounds reviewed by De Boeck et al. [178] is far more limited than the data for As,

nevertheless resembles it to some extent. Because Sb and As belong to the same group in

the periodic table and have the same oxidation states, it is reasonable to expect that the

genotoxicity induced by Sb is similar to that for As. Like As, the trivalent compounds of Sb

are more toxic and genotoxic than the pentavalent ones. However, SbIII is about five times

less toxic to V79 cells than AsIII and about 100 times less potent in inducing MN or DNA
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strand breaks in the Comet Assay [77, 179]. These results are not due to differences in

cellular uptake or metabolism to the pentavalent species. Like AsIII, SbIII is more toxic and

genotoxic to human cells compared with Chinese Hamster cells [178].

Similar to As, Sb compounds do not cause mutations in the Ames test or induce the SOS

system in E. coli [178, 180]. Only SbIII, but not SbV compounds cause chromosome

aberrations at high concentrations in human lymphocytes [181], but high concentrations of

SbV induced MN formation in human lymphocytes. These were mostly centromere

negative, indicating clastogenesis [182]. Unlike AsIII, the MN induced by SbIII could not

be suppressed by antioxidant enzymes. This is paradoxical, because Sb has been shown to

induce ROS formation [183, 184]. SbIII was equally effective as AsIII in inducing heme

oxygenase 1 (HO1) in human keratinocytes. HO1 is a marker for oxidative stress [185].

In spontaneously immortalized human skin cells, the effects of SbIII are similar to those of

AsIII with regard to preventing degradation of EGFR and elevating of B-catenin via a

mechanism that involves antagonism of insulin signaling [186].

In mammalian cells, Sb compounds give a negative response in almost every assay for

mutagenicity [178], including the mouse lymphoma TK mutagenesis assay [181].

In one in vivo study, SbIII failed to induce chromosome aberrations inmouse bonemarrow

after acute dosing, but did so after repeated dosing (14 days) at a dose that killed all themice

prior to the end of the experiment (21 days) [187]. However, Elliott et al. [181] did not find

induction of MN in bone marrow after acute or chronic exposure of mice. To resolve this

inconsistency [188], gave repeated doses (250, 500 and 1000mg/kg) of antimony trioxide to

rats by oral gavage for 14 or 21 days. Reduction in weight gain was seen in the high dose

group. The internal dose after repeated exposure was higher than that obtained with single

dosing, yet frequencies of chromosome aberrations and MN in bone marrow cells did not

differ from control values. They conclude that SbIII is not genotoxic to rodent bone marrow

at doses close to the maximum tolerated dose.

Human textile workers exposed to SbIII showed no increases in MN or sister chromatid

exchange levels in blood cells, but the enzymemodifiedComet Assay suggested an increase

in oxidative DNA damage in the exposed group [189]. Treatment with megumine anti-

moniate for leishmaniasis caused a later increase in MN levels in blood cells, but no

increases in chromosome aberrations [190].
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15.1 Introduction

Mineral elements, often at trace levels, play considerable roles in physiology and pathology.

At least 25 elements are known to be essential or beneficial (e.g., Fe, Co, Cu, Zn,Mo and Se)

for life. Whereas some elements, such as Cd, Hg, Pb, are generally toxic and their intra-

cellular levels are thus precisely regulated [1]. Nearly 1
3
of proteins are metalloproteins that

are believed to require certain metal as cofactors, usually transition metal ions, to achieve

specific catalytic, regulatory, and/or structural roles [2]. Some metalloproteins such as

metallothionein, Hpn, and ferritin, are essential in metal homeostasis and detoxification

processes [3–5] whereas others, for example, Fur, PerR, MtsR and NikR control the

intracellular concentrations of metals [6, 7]. Metallochaperones try ensuring and delivering

metals to target proteins; they protect and facilitate the maturation of metalloenzymes,

which catalyse reactions including nucleotide synthesis, metabolism, antioxidation, and

so on [8, 9]. To elucidate the biological significance and toxicity of the metal species on

the molecular basis, various techniques have been developed for chemical speciation

and localization in biological systems and applied in various scientific fields such as
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biochemistry, biology, medicine, pharmacology, nutrition, agricultural and environmental

science [10, 11].

Since the first sequencing of the entire genome in 1995 [12] and especially the completion

of the human genome project in 2000 [13, 14], tremendous efforts have been made in the

fields of systematic biology that ends in –omics. The best known are genomics and

proteomics. The former uncovers complete genome sequences for living organisms,

whereas the latter describes the localization, structure, function, modifications and inter-

actions of the complete set of proteins expressed in a cell, tissue or an organism [15, 16].

The identification and characterization of proteins are benefited from the developments in

high-throughput sample separation and detection methods, in particular liquid chromatog-

raphy-electrospray ionization-mass spectrometry (LC-ESI-MS) and matrix assisted laser

desorption ionization-mass spectrometry (MALDI-MS) [17–19].

The characterization of metallomes, which covers the entire metal and metalloid species

present in a cell or tissue type, was coined as metallomics to encompass the element

distribution, equilibrium concentrations of free metal ions or as a free element content in a

cellular compartment, cell or organism [20, 21], as well as the interactions with the genome,

transcriptome, proteome and metabolome [22]. General studies include in vivo detection,

localization, identification and quantification, in vitro functional analysis and in silico

bioinformatics prediction. Metallomics is thus a multidiscipline research area with an

ultimate goal to provide a global and systematic understanding of the metal uptake,

trafficking and function in biological systems, and is expected to be developed as an

interdisciplinary science complementary to genomics and proteomics (Chapter 4).

Some areas of interest in metallomics include:

i. structure-function analysis of metalloproteins and their models;

ii. coregulation of metals within a metallome including survey and identification of

metalloproteins and metalloenzymes;

iii. biological regulation of metals and their metabolisms;

iv. physiological and pathological mechanisms related to metals in human health and

diseases and;

v. medical diagnosis of diseases in relation to trace elements as well as the (pre)clinical

use of metallodrugs.

Arsenic, antimony and bismuth belong to the same group in the periodic table. Arsenic and

antimony are metalloids that exhibit some of the features of both metals and nonmetals,

whereas bismuth is a typical heavy metal. Arsenic is a well-documented carcinogen and

its presence throughout nature causes global health problems, including cancers, cardio-

vascular diseases, peripheral neuropathies and diabetesmellitus [23]. Therefore, arsenic has

been consistently ranked the first on the CERCLA Priority List of Hazardous Substances

(http://www.atsdr.cdc.gov/cercla/07list.html) published by the Agency for Toxic Sub-

stances and Disease Registry (ATSDR) and the US Environmental Protection Agency

(EPA). Paradoxically, high levels of arsenic have been used as therapeutic agents for the

treatment of psoriasis, syphilis, rheumatosis for decades and a number of malignant tumors

recently [24, 25]. Antimony-containing compounds have commonly been used to treat

parasitic infections such as leishmaniasis, but drug resistance and side effects associated

with the use of these antimony compounds have aroused concerns [26]. The chronic

exposure to antimony will lead to respiratory problems, lung damage, cardiovascular
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effects, gastrointestinal disorders and adverse reproductive outcome in humans. Bismuth

has been used in medicine for treating gastric ulcers and Helicobacter pylori infections,

and for the prevention and treatment of diarrhea [27–30] (Chapter 3). Besides, bismuth

shows promise in radioimmunotherapy for treatment of cancer (a-particle emitting 212Bi

and 213Bi) (Chapter 13) [31].

This chapter will introduce the fate of arsenic-, antimony- and bismuth-based drugs in

biological system, focusing on the chemical speciation in biological matrices, proteomic

approach on identification of protein targets of metallodrugs, and cellular regulation of

metals especially the efflux transporters with close relevance to multidrug resistance. The

related analytical techniques and strategies applied in metallomics and metalloproteomics

are also summarized.

15.2 Chemical Speciation of Arsenic Based Drugs and their
Metallometabolism

15.2.1 Metallometabolism in Biological Matrices

An essential assessment of the safety and effectiveness of new drug candidates may involve

the investigation of their metabolism, including their biotransformations during the

absorption, distribution, metabolism and excretion (ADME) processes in the body [32].

Such a study includes separation of the drug and its metabolites from in vivo complex

biological matrices such as the whole blood or plasma, liver metabolism models (micro-

somes, hepatocytes and liver slices), excreta (urine, bile or feces), and/or cell extracts and

supernatants from in vitro studies, and followed by quantification of each metabolite and

identification of the major metabolites [32, 33]. Therefore, metabolite profiles are, in fact,

equivalent to speciation analyses as they are traditionally named when the drug compounds

are of inorganic origin.

The use ofmetal-based drugs (metallodrugs) inmedicine can be traced back to 5000 years

ago, when Egyptians used copper in water sterilization [34]. Metallodrugs are attracting

attention primarily due to their significant roles in therapeutic and diagnostic medicine,

especially after the discovery of anticancer activity of cis-PtCl2(NH3)2 (cisplatin) [35].

Biomolecules binding with drug substances are normally not referred to as drug metabo-

lism. However, metallodrugs contain at least one metal ion in their active or structural

centers, and do not normally follow the classical metabolic pathways. Our knowledge on

their biotranslocation is still quite limited. Interaction of these drugs with proteins and other

biomolecules is an important issue [36], which has significant effects on the distribution and

biotransformation, and ultimately the mechanism of action of these metallodrugs.

15.2.2 Arsenic Metabolism

Inorganic arsenic is believed to be metabolized to the major urinary metabolite, a

dimethylated arsenical, through consecutive reduction and oxidative methylation reac-

tions [37] (Chapters 4 and 7). The postulated metabolic pathway follows: inorganic

pentavalent arsenical (iAsV) ! iAsIII ! monomethylarsonic acid (MMAV) ! MMAIII

! dimethylarsinic acid (DMAV) ! DMAIII [38, 39]. Arsenic trioxide (As2O3) was
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already used clinically as an anticancer drug for the treatment of acute promyelocytic

leukaemia [40, 41] (Chapter 11). Blood and urine samples from patients treated with As2O3

were analysed for arsenic species using HPLC-ICP-MS [42]. The main arsenic species

found were iAsIII, MMAV and DMAV in urine and iAsV, MMAV and DMAV in blood. The

results agree well with the findings of other studies [43, 44], suggesting that methylated

metabolites are the major metabolites in vivo andmay contribute to the therapeutic effect of

As2O3 in acute promyelocytic leukaemia patients [45, 46]. The pKa of arsenite is 9.2, and is

therefore expected to be protonated at physiological pH. However, EXAFS analysis

demonstrated three oxygen ligands at 1.78A
�
from the arsenic atom, showing that the

major species in solution is As(OH)3 [47].

15.3 Metalloproteomics and its Applications to As-, Sb- and Bi-Based
Metallodrugs

Since arsenic, antimony and bismuth exhibit anticancer [48], antiparasitic [26, 49] and

antimicrobial properties [50, 51] respectively, they have long been used for treatment of

various diseases (Table 15.1). Understanding the mechanisms of action and resistance at

a molecular level will provide an insight into the development of new metallodrugs. This

can be achieved by probing the interaction of drugs with their target proteins with the aid

of traditional comparative proteomics, and metal selection, detection and characterization

techniques developed in metalloproteomics [36, 52].

15.3.1 From Proteomics to Metalloproteomics

Conventional comparative proteomic study is based on the comparison of the protein

expression profiles of drug treated and untreated samples visualized by two-dimensional gel

Table 15.1 Selective examples of As-, Sb-, and Bi-containing drugs for the treatment of various
diseases

Elements Metallodrugs Medical treatment Targeted cell

Arsenic (As)
[48, 185]

Arsenic trioxide
(Trisenox� and
Arsenol�)

Acute promyelocytic
leukaemia (APL)

APL cells

Antimony (Sb)
[26, 49]

Sodium stibogluconate
(Pentosam�)

Cutaneous and visceral
leishmaniasis

Leishmania spp.
(parasite)

Meglumin antimonite
(Glucantime�)

Potassium antimony
tartrate

Bismuth (Bi)
[30, 50, 51]

Bismuth subsalicylate
(BSS)

Gastrointestinal disorders,
peptic ulcers and
H. pylori infection

Helicobacter pylori
(bacteria)

Colloidal bismuth
subcitrate (CBS)

Ranitidine bismuth
citrate (RBC)
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electrophoresis (2DE), in which up- or down-regulated proteins are probably associated

with the cellular responses to the drug [36]. Interested protein spots are excised from the gel,

digested with protease (e.g., trypsin) and identified by peptide sequencing and database

searching [17, 53]. Extensive studies have shown the changes in proteome of different

species (e.g.,Leishmania spp. [54–58] andHelicobacter pylori [59–66],which are targets of

antimony- and bismuth-based drugs respectively) in different stains, growing conditions

and states of development (Table 15.2). The established techniques and acquired databases

continually facilitate the further studies on the proteomic effects of metallodrugs.

The explicit subproteomic analysis on a set of metalloproteins and metal-binding

proteins, and their metal-binding motifs in a given cell was referred to as metalloproteo-

mics [53, 67]. Large scale metal-binding protein identification utilizes versatile metal (or

element) specific selection and detection tools such as immobilized metal affinity chroma-

tography (IMAC),X-ray fluorescence spectrometry (XRF) and inductively coupled plasma-

mass spectrometry (ICP-MS) in combination with several key techniques in separation and

protein identification such as two-dimensional gel electrophoresis (2DE), high-perfor-

mance liquid chromatography (HPLC or FPLC) and mass spectrometry methods that

employ soft desorption ionization methods (ESI-MS and MALDI-MS) used in proteomics.

Proposed metal-binding proteins including metallodrug targets can be structurally char-

acterized by both X-ray crystallography and nuclear magnetic resonance (NMR) spectros-

copy; and the ever increasing number of resolved metal-binding protein structures is the

driving force for the development of bioinformatics focused on high-throughput and

genome-wide in silico prediction of metalloproteins and functional annotation of hypothet-

ical proteins from their protein sequences or apoprotein structures. An overview of general

approaches and essential techniques utilized in metalloproteomics is shown in Figure 15.1.

15.3.2 Metal Specific Selection, Detection and Prediction Methods in

Metalloproteomics

15.3.2.1 Immobilized Metal Affinity Chromatography (IMAC)

One of the metalloproteomic techniques for selective enrichment of proteins with metal-

binding sites is immobilizedmetal affinity chromatography (IMAC) [67–69]. The interaction

between proteins and the metal ions that are partially chelated on resin is mainly governed by

the bio-coordination chemistry and the hard-soft acid-base (HSAB) character of metal ions

(Figure 15.2). Numerousmetal ions such as NiII, CuII, ZnII and UO2
II have been immobilized

on IMAC columns for exploring the roles of metal-binding proteins in metal homeostasis,

metal-associated diseases, metal-induced toxicity, protein phosphorylation and so forth

(Table 15.3) [70–76]. Moreover, metal-binding motifs can be identified by on-column

digestion of proteins retained on IMAC as the motifs are protected by the interaction with

metal ions fromenzymatic digestion (Figure 15.3) [73]. Suchamethodologyhas beenused for

screening bismuth-based drug protein targets in Helicobacter pylori [77].

15.3.2.2 Laser Ablation-Inductively Coupled Plasma-Mass Spectrometry (LA-ICP-MS)

Inductively coupled plasma-mass spectrometry (ICP-MS) has been served as a highly

sensitive, matrix independent and element specific tool for quantitative measurements. The
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Table 15.2 Selective gel-based comparative proteome analysis on Leishmania species and Helicobacter pylori

Specie(s) or stain(s) Variant Comparison Ref.

Leishmania species (L. spp.) L. infantum L. donovani
and L. panamensis

Life stage 1. Amastigote and [54, 56, 58]
2. Promastigote

L. mexicana Life stage 1. Procyclic promastigote; [57]
2. Metacyclic promastigote; and
3. Amastigote

L. donovani Stain 1. SbV sensitive stain and [141]
2. SbV resistance stain

L. infantum Nitric oxide (NO)
exposure

1. Untreated and [55]
2. Treated with NO donor

Helicobacter pylori (H. pylori) / Stain 1. 26695; [61]
2. J99 and
3. SS1 (used in animal model)

Clinical isolates Patients suffered from
different diseases

1. Duodenal ulcer; [60]
2. Gastric cancer; and
3. Gastritis

26695 pH of culturing media 1. pH 5.7 and [64, 65]
2. pH 7.5; or
pH varied from 2.0 to 7.4

/ Stain 1. 26695 and [63]
2. Metronidozole resistant stain

26695 and its fur�mutant� Fe content 1. Fe-rich and [62]
2. Fe-depleted

Clinical isolates O2 content 1. Normal (5% O2) and [59]
2. Oxidative stress (20% O2)

26695 Culture media 1. Blood agar; 2. Brucella plate;
3. Brucella broth and 4. Brain
heart infusion (BHI) broth

[66]

26695 Bismuth drug 1. Untreated and [77]
2. Treated with 20 ug/ml CBS

# Metronidozole (MTZ): an antibiotic used in bismuth-based therapies against H. pylori.
� fur: ferric uptake regulator protein.
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hyphenation of the laser ablation system to ICP-MS further extends its application to gel-

based proteomics in which metal-containing proteins [78, 79], selenoproteins [79], phos-

phorylated proteins [78, 80] and metallodrug target proteins [81] separated by gel elec-

trophoresis or blotted on a membrane can be ablated by laser directly and the presence of

heteroatoms is detected. For example, well separated spots in 2DE gel of human brain

proteomes were analysed individually and various metal (e.g., Cu, Zn and Fe) and nonmetal

(P andS) containing protein spotswere detected [82, 83].However, the denaturing condition

in gel electrophoresis may lead to the loss (or partial loss) of metal ions from metal-protein

complexes. Those undetected proteins can be recharged with isotope enriched tracer (i.e.,

minor isotopes such as 65Cu and 67Zn) doped into the gel and their signals are featuredwith a

remarkable change in isotopic ratio with respect to their major isotopes (63Cu and 64Zn),

whereas metal-binding proteins which can withstand in the denatured condition remained

isotopic ratio in nature [84]. Such a strategy had also be applied for examining the metal

exchange process in bovine serum albumin [85] and the metal-binding selectivity in

different isoforms of human tau protein, a protein associated with Alzheimer’s disease [86].

The detection of selenium, which is covalently incorporated in selenocysteine (Sec, the 21st

amino acid) or selenomethionine, in selenoproteins opens away to discover the members in

this unusual class of protein family which are particularly essential in preventing human

diseases by combating the damage in cells caused by reactive oxygen species [87, 88]. The

Figure 15.1 Flowchart of general approaches to metalloproteomics. High-throughput metal-
binding protein identification from cellular system involves three essential steps including:
(1) metal specific isolation or detection; (2) protein or peptide separation and (3) identification.
Metal-binding sites and proteins are further characterized and frequently updated for searching
new metalloproteins in silico across different species. Abbreviations: IEF, isoelectic focusing;
BN-PAGE, blue native PAGE; SEC, size exclusion chromatography; CE, capillary electrophore-
sis; RP, reverse-phase chromatography; and SCX, strong cation exchange chromatography
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intensity of the major isotope 80Se is severely interfered with the argon dimer (40Ar40Ar).

Therefore, reduction of argon interference by dynamic reaction cell (DRC) or measurement

of minor isotope 82Se was necessary for detecting Se in 1D- or 2D-gel proteomes of

Se-contaminated wildlife samples [89], Se-enriched yeast (a nutritional supplement) [90]

and Se-fortified African catfish muscle tissue [91]. Se-containing peptides in tryptic digests

of selenoproteins were further characterized by nanoHPLC with parallel ICP-MS identifi-

cation and ESI-MS/MS peptide sequencing [90, 92]. The recent trend in LA-ICP-MS

analysis or metal imaging on native-PAGE (e.g., BN-PAGE and native 2D-PAGE), in which

metal protein interactions are presumably preserved, for investigating iron metallopro-

teins [93], cadmium uptake in Cd-exposed food plant spinach [94] and metal-binding

proteins in rat tissues [95, 96] sheds light on the development of in vivometalloproteomics.

15.3.2.3 Nuclear Analytical Techniques

Chemical speciation and characterization of trace elements based on atomic behavior is

given by various nuclear techniques such as neutron activation analysis (NAA), proton

Figure 15.2 Illustration of immobilized-metal affinity chromatography (IMAC) and structure of
nitrotriacetic acid (NTA). IMAC column consists of metal chelators (e.g., NTA) that are
immobilized on resin beads. Metal ions are partially incorporated on the column and vacant
coordination sites are available for retaining metal-binding proteins. Proteins bound on column
can be eluted by reducing pH, high concentration of competitor (e.g., imidazole) or addition of
EDTA (removal of metal ions from the column)
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Table 15.3 Selective examples of IMAC-based approach for the identification of putative metal-binding proteins

Metal ion Resin� Sample Research interest No. of proteins indentified Ref.

CuII and ZnII IDA Three human hepatoma lines
and one normal human
liver specimen

Difference between
metalloproteomes of
Cu and Zn

19 (Cu-binding; Hep G2 cell) [73]
19 (Zn-binding; Hep G2 cell)

CuII IDA Human hepatoma line
Hep G2 cell

Intracellular copper transport 48 (cytosolic fraction) [74]
Cu toxicity (Wilson disease) 19 (microsomal fraction)

NiII NTA Human B cell Ni-specific T cell activation 22 [71]
CuII IDA Arabidopsis root tissues Cu metalloproteome in plant 35 [72]
BiIII NTA H. pylori 11637 Bi proteome 7 [77]
NiII NTA H. pylori 11637 Ni homeostasis 22 [75]
UO2

II AP Human serum Examination of uranyl (UO2
II)

toxicity
15 (gel-based approach) [70]

UO2
II AP Human kidney-2 cell Uranyl (UO2

II) toxicity 64 (MS-based approach) [76]

�Abbreviations of the chelating groups on resin: IDA (iminodiacetic acid), NTA (nitrilotriacetic acid), AP (aminophosphonate, CH2NHCH2PO3
2�).
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induced X-ray emission (PIXE), synchronous radiation X-ray fluorescence (SR-XRF) and

X-ray absorption spectroscopy (XAS) which provide sensitive, multi-elementary and non

destructive analysis [97, 98]. PIXE and SR-SRF have commonly been used for metal

determination and quantification in metalloproteins embedded in electrophoresis gel

because of their good spatial resolution (mm-mm scale, which is higher than NAA) and

detection limit (ppm level, which is more sensitive than XAS) [99, 100].

PIXE is particularly sensitive for Fe and its neighboring elements [101] and was

introduced in 1987 for determination the amount of Fe in an iron-sulfur protein HiPIP [102]

Figure 15.3 Mining metal-binding proteins by IMAC-based metalloproteomics
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and subsequently the Ni-Fe hydrogenase [103] and cytochrome C [104] separated by

SDS-PAGE. Moreover, Ni and Fe signals were detected from different bands in denatured

PAGE of hydrogenase, implying that Ni and Fe ions belong to different subunits [103, 105].

Besides, native PAGE and non-denaturing IEF in conjunction with PIXE further applied

for the quantitative measurement of metals in separated bands of charged isomers or

isoforms of metalloproteins such as zinc enzymes carbonic anhydrase and cytoplasmic

pyrophosphatase (PPase) [106], and copper-zinc superoxide dismutase (Cu,Zn-SOD) [107].

The utilization of high energy synchrotron radiation (SR) as the exciting source for

XRF contributed to the low absolute detection limit (10�12 to 10�15 g) and outstanding

space resolution analysis for natural biological samples [97, 108]. For instance, metallo-

proteins that carry essential metals Fe, Cu and Zn in human liver cytosol were located in

a SDS-PAGE gel [109] and a native IEF gel in which the sample was pre-fractionated

by gel chromatography [110].Moreover, native IEF gels analysed by SR-XRF constructed

two distinguishable metalloprotein distributions in cytosol between hepatocellular carci-

noma (HCC) and surrounding normal tissues; and featured in a lower Fe and Zn content in

HCC [111]. Such an approach has also revealed the distribution on As-, Se- and

Hg-containing proteins in the fish liver for exploring the roles of Se-proteins in As and

Hg detoxification [112]. Furthermore, investigation of selenoproteins in rat testis

homogenate isolated by SDS-PAGE detected four out of nine selenoproteins found in

autoradiography [113, 114].

The high sensitivity and spatial resolution of microprobe SR-XRF allowed the elemental

mapping in plants and animals to be explored, providing an integrative view of metal

content, speciation and localization within a biological system. For example, iron was

observed to be mainly localized at the provascular strands of the embryo in the wild type

Arabidopsis seeds, whereas it is completely absent and located diffusely in the hypocotyls,

radical and epidermal cells of the cotyledons in vit1-1 (vacuolar iron transporter 1) mutant

seeds. In both type of seeds, the distribution pattern of manganese is similar to that of iron in

vit1-1 mutant while zinc is distributed throughout the seed [115]. Microprobe SR-XRF

elemental mapping of thin sectioned HepG2 cells showed that arsenic accumulates in the

euchromatin region of the cell nucleus upon arsenite exposure, indicative of arsenic binding

DNA and/or proteins relevant to DNA transcription [116].

X-ray absorption spectrometry (XAS) is mainly used for examining the local structural

environment of metal sites and XAS spectrum can be roughly divided into two regions:

X-ray absorption near edge structure (XANES) and extended X-ray absorption fine

structure (EXAFS) [117, 118]. The former gives information about the oxidation state of

metals, bonding covalence and molecular symmetry whereas the latter provides structural

information about the metal-binding environment, such as the coordination number, type of

donors bound, and the distance betweenmetal and the ligand [97, 119]. Recently, an attempt

was made for direct XANES chemical speciation of the three isoforms of Cu,Zn-SOD

separated by native 2D-PAGE and partially reduced form of Cu,Zn-SOD, which contains

both CuI and CuII, was observed [120].

15.3.2.4 Bioinformatics

Structural information of metal-binding protein models and domains with specified

metals can be retrieved from databases (such as PDB, Pfam and SCOP) and the conserved
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metal specific domains and their metal-binding patterns (MBPs) can be recognized by

computational methods such as similarity-based sequence alignment and various learning

machines (e.g., the Bayesian classifier [121], artificial neural network classifiers [122] and

support vector machines [123]). Subsequently, putative metal-binding proteins are

matched in database scale by a structural template comparison program or multiple

sequence alignment tools based on the assembled MBP library [124, 125]. For example,

predictions based on protein sequences estimated the population of zinc-binding proteins

accounts for 10% in the human proteome whilst the majority of them are involved in the

regulation of gene expression [126]; andmore extensive surveys on zinc- [127], non-heme

iron- [128] and copper-proteins [129] through a variety of archaeal, bacterial and

eukaryotic proteomes highlighted the popularity and functional specificity of essential

metals in different forms of life and in particular the essentiality of zinc-containing

regulatory proteins in higher organisms [127]. Prediction on the basics of 3D metal-

binding geometric features of apoprotein models provides an alternative way for discov-

ering distinct metal structure motifs and especially important for those have low sequence

homology to known MBPs [130–132]. Efforts have also been made to exploit the

structural motifs corresponding to alkaline earth metals (Mg [133] and Ca [134]) and

transition metals (e.g., Zn [121, 134] and non-heme Fe [135]) further elucidated their

metal-oriented coordination.

15.3.3 Identification of Potential Targets of As-, Sb-, and Bi-Based Drugs

by Metalloproteomics

15.3.3.1 Arsenic

Themost profound andwell-documentedmedical application of arsenic is the clinical use of

arsenic trioxide (As2O3, Trisenox
�) in the treatment of acute promyelocytic leukaemia

(APL) [136]. It was reported that arsenite at a high concentration induced apoptosis via c-

Jun N-terminal kinase (JNK) signaling pathway, whereas at a low concentration is

carcinogenic and stimulates the excellular-signal-regulated kinase signaling pathway to

enhance cell proliferation [137]. Several differentially regulated peptides in lung cancer

cells treatedwith low concentrations of arsenitewere identifiedwhen compared to untreated

cells with SELDI-TOF analysis [138].

The biological responses to arsenite triggered apoptosis were revealed by a detailed

comparative proteomic study on cultured rat lung epithelial cells (LECs) under a

high level of sodium arsenite (NaAsO2) [139]. Seven proteins were differentially

expressed under oxidative stress induced by arsenite, in which four heat shock proteins

(Hsp27, aB-crystallin, Hsp70 and heme oxygenase-1) and two antioxidative stress

proteins (aldose reductase and ferritin light chain) were upregulated whereas one

glycolytic enzyme (glyceraldehyde-3-phosphate dehydrogenase) was downregulated,

Table 15.4 [139]. Moreover, the induction priority of certain proteins was discovered

by subsequent time course experiments, indicative of the stepwise process of the cellular

defense system [139]. Besides, the carcinogenic nature of arsenic was demonstrated by

a similar proteome study that a low level exposure of arsenite for months initiates

cell transformation, as demonstrated by the downregulation of three intermediate

filaments [140].
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15.3.3.2 Antimony

Pentavalent antimonials (SbV compounds) including Pentostam and Glucantime are the

first-choice drugs for treatment of leishmaniasis, an endemic vector-borne disease in over 88

tropical and subtropical countries that is caused by protozoan parasites Leishmania [49].

Their pathologies are varied in different species. For instance, L. major associates with

self-healing cutaneous lesions and L. donovani leads to life-threatening visceral leish-

maniasis. The proteomes of SbV-sensitive and -resistantL. donovani isolated frompatients

were investigated by 2DE and differentially expressed proteins such as heat shock proteins

(Hsp70 and Hsp83) and small kinetoplastid calpain-related protein SKCRP14.1 were

highlighted in the regulation of antimony-mediated programmed cell death [141]. The

process can be arrested by the repression of SKCRP14.1 or induction of heat shock

proteins which might account for the treatment failure among SbV-unresponsive

patients [141].

15.3.3.3 Bismuth

Bismuth-based triple and quadruple therapy is one of the first-line treatments for the

eradication of H. pylori, a pathogen associated with human gastrointestinal disorders

such as dyspepsia, gastritis and peptic ulcers (Chapter 3) [51, 142]. The global proteome

alternation ofH. pylori has been explored under treatment of colloidal bismuth subcitrate

Table 15.4 Proteins in cultured rat LECs associated with high concentrations of arsenite
(AsO2

�) [139]

Category Protein Fold differencea Proposed drug action/
cellular defense

Heat shock
proteins
(Hsp)

HSP27 þ11.3 Hsp activate pathways
against apoptosis/
Maintain protein
refolding process

aB-crystallin þ2.9
HSP70 NAb

upregulated
Heme oxygenase-1

(HO-1; HSP32)
NAb HO-1 generates free

radical scavengers
(associatedwith heme
cleavage)

upregulated

Antioxidative
stress
proteins

Aldose reductase (AR) þ3.4 AR metabolize toxic
aldehyde products
induced by oxidative
stress

Ferritin light chain (FLC) þ7.9 Increase ferritin level and
maintain Fe
bioavailability
perturbed by HO-1

Glycolytic
enzyme

Glyceraldehyde-3-phosphate
dehydrogenase (GAPDH)

�5.1 As-induced apoptosis
represses glycolysis

aFold difference: expression level of the particular protein of untreated cell versus that of treated cell.
bNA: not applicable (No spot is detected in 2D gel of untreated cell).
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(CBS) by a comparative proteomic approach, in which eight proteins were found to be

significantly differentially expressed in 2DE gels, Table 15.5 [77]. Thioredoxin was

upregulated in response to the oxidative stress induced by bismuth. Moreover, four

regulated proteins involved in cellular processes including HspA, HspB, NapA and TsaA

were also isolated by BiIII-derived IMAC, implying that they were closely associated

with bismuth drugs [77]. To validate the methodology, HspA, a form of chaperonin

GroES, was overexpressed, purified and characterized. The protein binds two BiIII ions

with one at the C-terminus metal-binding domain and another one at the N-terminus

redox-sensitive ZnII site consisting of H45, C51 and C53. The zinc site may have evolved

as a result of negative selection [143]. Importantly, binding of BiIII disrupts the

quaternary structure of HspA from its native heptamer to a dimer, implying that this

ubiquitous chaperonin HspA may act as a potential target of bismuth-based drugs [144].

Other Bi-binding proteins selected by IMAC-2DE approach included urease subunit

UreB, fumarase, and elongation factor Ef-Tu, suggesting that bismuth may interfere

with nickel homeostasis, tricarboxylic acid metabolism and translational processes in

H. pylori (Figure 15.4) [77].

15.4 Biological Regulation of Arsenic and Antimony

15.4.1 Arsenic and Antimony Uptake Systems

The two biological important states of arsenic are the pentavalent and trivalent forms.

Trivalent arsenite is much more toxic than pentavalent arsenate, and is primarily

responsible for the biological effects of this metalloid. Arsenite is toxic because of its

propensity to form strong, almost covalent bonds with the thiolates of closely spaced

cysteine residues, thereby inhibiting the function of proteins. In solution, the pentavalent

form of arsenic, H3AsO4, exists as the oxyanion AsV, which is a substrate analog of

phosphate (PO4
3�). E. coli has two phosphate transporters, Pit and Pst [145], both of them,

especially the Pit system, facilitate arsenate uptake [146]. It is likely that arsenate is taken

up similarly by the phosphate transporters in most organisms, such as the yeast Saccha-

romyces cerevisiae [147].

GlpF, a glycerol facilitator of E. coli, was found to uptake trivalent metalloids into cells

during the screen for a random mutagenesis with resistance to arsenite or antimonite

(Figure 8.1) [148]. The eukaryotic homologues of E. coli GlpF, such as Fps1p in the yeast

S. cerevisiae [149, 150] and mammalian AQP7/9 [150, 151] were demonstrated to mediate

the influx of both metalloids in yeast, human and rat. The discovery of an aquaglyceroporin

as an arsenite and antimonite transporter is not much of a surprise, in view of the presence of

As(OH)3 and Sb(OH)3 at physiological pH in aqueous solution [47, 152], both of which are

inorganic molecular mimics of glycerol. An analysis of the predicated selectivity filters

(Phe64 and Arg219) of AQP9 through single-site mutation based on the crystal structure of

two aquaglyceroporin homologues, bovine AQP1 [153] and E. coli GlpF [154] supported

the conclusion that As(OH)3 and glycerol used the same translocation pathway

in AQP9 [151].

AQP9 is highly expressed in the liver, where it plays an essential role in glycerol and urea

transport [155]. In the liver, As(OH)3 is methylated to a variety of species, of which the
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Table 15.5 CBS-regulated and Bi-binding proteins in H. pylori identified by comparative proteomics and IMAC-2DE [77]

Category Protein Fold differencea Affinity to IMAC Proposed drug action
or cellular defense

Bi Nib

Cellular processes HspA �3.0 � � NiII delivery from HspA to
urease may be perturbed
by BiIII

HspB þ4.2 � � HspB maintains urease activity
Putative alkyl hydroperoxide

reductase (TsaA)
þ6.0 � � TsaA defense against oxidative

stress induced by BiIII

Neutrophil activating
protein (NapA)

þ2.2 � � NapA mediate neutrophil
adhesion and sequester BiIII

Cofactors, prosthetic
groups and carriers

Thioredoxin þ2.0 — — Thioredoxin cooperates with
reductase (TsaA) to fight
against oxidative stress

Hypothetical proteins HP0367 þ4.5 — — NA
Others Hemoglobin þ3.7 — — NA (Absorbed via culturing

medium)
Bi-binding proteins not

regulated by CBS
Urease subunit B (UreB) — � � Urease activity is inhibited

by BiIII

Fumarase — � � Tricarboxylic acid metabolism
is perturbed by BiIII

Elongation factor Tu (Ef-Tu) — � — Translation process is interfered
by BiIII

aFold difference: expression level of the particular protein of untreated cell versus that of treated cell.
bFor details, see ref. [75].
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monomethylated CH3As(OH)2 represents a significant fraction [156] and is structurally

similar to, although less polar than, As(OH)3. Therefore, one model of the catalytic role

of AQP9 in the uptake of As(OH)3 and efflux of CH3As(OH)2 was proposed [157], that is,

As(OH)3 flows down a concentration gradient from blood into hepatocytes through AQP9,

and is either methylated and reduced to CH3As(OH)2, or glutathionylated to As(GS)3 and

methylAsIII diglutathione (MAs(GS)2). As(GS)3 and MAs(GS)2 are pumped into bile by

multidrug resistance-associated protein 2 (MRP2) or homologs [158, 159], and alternatively

CH3As(OH)2 flows down its concentration gradient viaAQP9 into blood.On the other hand,

the legume symbiont Sinorhizobiummeliloti employs aquaglyceroporin as a novel route for

arsenic detoxification [160]. Arsenate enters the cell through the phosphate transport

system, is reduced to arsenite by the arsenate reductase, ArsC [161], and is extruded out

of the cell by downhill movement through AqpS, an aquaglyceroporin homolog of GlpF

(Figure 8.1) [160]. During an ArsC catalysis cycle, arsenate first binds to the anion site

which is composed of three basic residues Arg60, Arg94 andArg107 forE. coliArsC, and is

then followed by the formation of a covalent arsenate thioester intermediate with the active

site Cys12 [162]. The intermediate is further reduced in two steps by glutaredoxin and

glutathione, through aCys12-S-AsIII intermediate to the final product of arsenite. Therefore,

it may represent a novel pathway of arsenate detoxification in S. meliloti and aquaglycer-

oporin can facilitate translocation of arsenite either in or out of cells depending on the

concentration gradient [157].

Figure 15.4 Identification of bismuth and nickel-binding proteins in Helicobacter pylori by
IMAC-2DE approach. Proteins retained on Ni- and Bi-IMAC are isolated and enriched from cell
lysate. Eluted proteins are denatured and separated according to their pIs andmolecular weights
by 2DE. Such an approach allows 22 and seven proteins to be identified inH. pylori strain 11637
respectively. Adapted with permission from [74] Copyright 2004 American Chemical Society.,
and [76] Copyright Elsevier (2009)
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15.4.2 Arsenic and Antimony Extrusion Systems

Many organisms, such as bacteria, fungi, algae and plants present in environments facing

large amounts of arsenic, have developed mechanisms for arsenic resistance, which

include arsenite oxidation (aox genes), respiratory arsenate reduction (arr genes) or

arsenite efflux (ars genes). Bacteria have two basic mechanisms of arsenite extrusion, that

is, a carrier mediated efflux via an arsenite carrier protein driven by the membrane

potential, for example, AqpS and ArsC system in S. meliloti, [160] and the other one by an

arsenite translocation ATPase [163]. Themajority of bacteria use ArsB to extrude arsenite

and antimonite. Some bacteria have three-gene arsRBC operons, whereas others, such as

E. coli, have ArsRDABC systems encoded by the ars operon of plasmid R773 [161]. ArsR

is a regulator to control the levels of ars operon expression [164], while ArsD is a

metallochaperone to deliver arsenic to the ArsAB efflux pump [165]. Interaction with

ArsD increases the affinity of ArsA for arsenite or antimonite by around 60-fold, and

promotes its ATPase activity at lower concentrations of arsenite to enhance the rate of

arsenite extrusion [165].

ArsB is a 429-residue integral membrane protein with 12 membrane-spanning seg-

ments [166]. It is responsible for the extrusion of AsIII and SbIII, and forms a complex with

ArsAwhich provides the energy through the catalytic hydrolysis of ATP in the presence of

AsIII and SbIII [167]. The 583-residueArsAATPase is composed of homologous N-terminal

(A1) and C-terminal (A2) halves, both of which contain a consensus sequence of a

nucleotide-binding domain (NBD) required for ATPase activity and metalloid transport.

A1 and A2 are connected by a 25-residue linker [168]. The MBD contains one or more

metalloid atoms, either SbIII [169, 170] or AsIII [170], coordinated to one residue from

the A1 half and the other from the A2 half of the protein to bring the two NBD domains

together forATPase activation [171].A trinuclear SbIII-cluster was found to be located in the

MBDofE. coliArsA [169], and each of the three SbIII atoms appears to be three-coordinate,

with a non-protein ligand, chloride (Cl�) and two ligands from A1 and A2 domains

respectively (Figure 3.15). The first site involves Cys113 (A1) and Cys422 (A2), while

the second site consists of Cys172 (A1) and the imidazole nitrogen of His453 (A2) and the

third site contains His148 (A1) and the hydroxyl of Ser420 (A2). The first site was shown

to be a high affinity metalloid-binding site [172]. It was found that Cys172 increased the

affinity of the first site for SbIII by around 10-fold and augmented metalloactivation of

the ArsA ATPase activity. Conformational changes within the Cys172-localized loop

between A1 helices H9 and H10 is proposed. It is disordered when ADP is bound to

NBD1 and NBD2 and changes towell-folded upon the binding of ATP to NBD2 [170, 173].

This is a novel characteristic similar to the formation and breakage of the imidazolate

bridge during the catalysis cycle of Cu,Zn-SOD [174, 175]. ArsA has two signature linkers

that serve as signal transduction domains (STDs), D142/447TAPTGH148/453 in A1/A2,

which corresponds to the switch II region of many other nucleotide binding proteins

and have been proposed to be involved in transferring the energy of ATP hydrolysis to

metalloid transport [176].

The human family of ATP-binding cassette (ABC) transporters includes at least

49 members within seven subfamilies designated A - G [177], among which MRP/ABCC

transporters can collectively confer in vitro resistance to natural product anticancer drugs

and their conjugated metabolites, platinum compounds, folate antimetabolites, nucleoside
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and nucleotide analogs, arsenical and antimonial oxyanions, peptide-based agents, and

in concert with alterations in phase II conjugating or biosynthetic enzymes, classical

alkylating agents, alkylating agents [178]. Several MRP/ABCC members (MRP1/2/3) are

associated with tumor resistancewhich is often caused by an increased efflux and decreased

intracellular accumulation of natural product anticancer drugs and other anticancer

agents [178, 179]. In humans, MRP1/ABCC1 is nearly present in all major tissues except

in the adult liver where is usually not detectable and in all peripheral blood cell types, with

highest levels found in the kidney, lung, testes, and placenta [180, 181]. MRP1/ABCC1 is

able to cause arsenite resistance in the MRP1/ABCC1 gene transfected or arsenite/

antimonite selected cells with the over expression of MRP1/ABCC1 [182], which has

raised the question of whether MRP1/ABCC1 might be responsible for the arsenite

resistance in patients with acute promyelocytic leukaemia. MRPA/ABCC1-deficient

cells are hypersensitive to arsenite and antimony potassium tartrate, and conversely,

overexpression of MRP1/ABCC1 [158, 183] and of the two subunits of g-glutamylcysteine

synthetase (g-GCS) [183] result in higher intracellular GSH levels and greater resistance to

arsenite, arsenate, and antimony potassium tartrate. Consistent with a role for multidrug

resistance efflux pumps in arsenite and antimonite resistance, these arsenite resistant

cells are cross-resistant to several anticancer drugs, such as vinblastine, doxorubicin,

actinomycin D, and cisplatin, which are also substrates for MRP1/ABCC1 and P-glyco-

protein (P-gp)/MDR1 [158]. Knockout of the MRP1/ABCC1 gene in mouse W9.5

embryonic stem cells resulted in increased sensitivity to arsenite [184].

15.5 Conclusions

Similar to metallomics, metalloproteomics is an emerging field dedicated to the under-

standing of the intrinsic mechanisms of biological functions of metals with genes, proteins,

metabolites and other biomolecules in the biological systems [186, 187]. Metalloproteo-

mics also complements functional genomics, structural genomics and is an important part of

bioinorganic chemistry and bioanalytical chemistry. With the development of various (bio)

analytical techniques, nuclear techniques such as neutron activation analysis, X-ray

emission spectroscopy/fluorescence, isotope dilution and tracing techniques, in combina-

tion with the state-of-the-art separation techniques, metalloproteomics will definitely

provide much more useful information at an integrated level on intracellular metal-

biomolecule interactions which are closely related to metal relevant diseases (e.g., Wilson

andMenkes diseases) and themechanisms of actions ofmetallodrugs. IMAC-2DEapproach

together with MS allows us to find several key proteins for the bismuth antiulcer drug in

H. pylori and it has been further validated by the biochemical characterization of the heat

shock protein, HspA, also a form of GroES found in the pathogen. Disruption of the protein

structure may lead to new therapeutics. We anticipate that more proteins will be mined

in other microorganisms as well. Moreover, the putative metal-binding motifs and domains

can be discovered by on-column tryptic digestion followed by biological MS analysis.

Based on the metal-binding motif data bank, new information on the biocoordination

chemistry of both bismuth and antimony (and other metals) will be obtained which may be

important for medicinal chemistry of the metallodrugs and subsequently facilitate new

metallodrug design.

370 Metalloproteomics of Arsenic, Antimony and Bismuth Based Drugs



Acknowledgements

This work was supported by the Research Grants Council of Hong Kong (HKU7043/06P,

HKU2/06C HKU7042/07P, HKU1/07C, HKU7038/08P, HKU7049/09P and N_HKU752/09),

the Area of Excellence Scheme of the University Grants Committee, Croucher Foundation,

The University of Hong Kong, National Natural Science Foundation of China (No. 20801061)

and Guangdong Natural Science Foundation (No. 8451027501001233).

References

1. Aitio, A., Aro, A., Jarvisalo, J., and Vainio, H. (1991) Trace Elements in Health and Disease,
Royal Society of Chemistry, Cambridge.

2. Tainer, J.A., Roberts, V.A., and Getzoff, E.D. (1991) Current Opinion in Biotechnology, 2,
582–591.

3. Ge, R. and Sun, H. (2007) Accounts of Chemical Research, 40, 267–274.
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