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Foreword

The concept of green analytical chemistry originated in the 1990s as a
nebulous idea of using less harmful solvents in sample preparation than
acetonitrile, which was the customary extraction agent in analytical practice
at that time. It appeared to some to be an opportunistic way for the dis-
cipline to hitch its wagon to the rising star of green chemistry. However, it
soon became obvious, owing to the efforts of the editors of this book and
other analytical chemists, including Namieśnik, Koel and Raynie, that the
concept was in itself a solid science, with its own topics, problems and
contents.

Analytical chemistry is much more than a set of tools supporting other
branches of chemistry. Among other aims, it plays a significant role in set-
ting limits to growth by identifying the boundaries within which technology
can be applied without endangering the sustainable functioning of human
society. In this role, green analytical chemistry now directly influences the
greenness of analytical chemistry. As an information science, analytical
chemistry requires an information carrier. One of the features by which the
progress of information science is measured is the reduction of the size of
the carrier. The big mainframe computers of the 1960s and 1970s have been
replaced by smartphones, which are more powerful and execute many more
tasks than foreseen at the beginning of the Internet era. Analytical chemistry
shares this requirement of information science to reduce the bulkiness of
the information carrier. While this goal still remains to be achieved, green
analytical chemistry studies methods and teaches practitioners how to attain
it. Therefore, a vital topic of green analytical chemistry is the miniaturization
of analytical equipment and the simplification of analytical procedures,
including sample collection, processing and measurement. Portability is a
desirable feature that can be accomplished via miniaturization and micro-
fluidics and modern sensor technology. In addition, the discipline advocates
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the revival of earlier analytical methods such as colorimetry that take
advantage of existing advanced technology such as smartphones. The ul-
timate goal of green analytical chemistry is the democratization of analytical
chemistry. This idea, first proposed by de la Guardia, and the many ways of
achieving it, are a central theme of this book. Democratization makes ana-
lytical measurements available to everyone who desires to understand and
control their environment: the quality of food, air and water, in addition to
data pertaining to a subject’s health.

This book makes an important contribution to the topics and aims listed
above. The editors have assembled a remarkable team of authors and experts
who discuss the topics in depth. I strongly recommend this work to all
practitioners of analytical chemistry, decision-makers in the fields of science
and government and students and teachers of chemistry.

I congratulate the editors, Salvador Garrigues and Miguel de la Guardia,
and all of the outstanding contributors for the valuable perspective on green
analytical chemistry contained in this book. As it covers a wide range of
challenges and successes ranging from emerging instrumental analyses to
novel approaches to sample preparation, new separation techniques, and
the rise of real-time sensors, this book provides insights into the evolution of
the discipline over the past decade.

Mihkel Kaljurand
Tallinn, Estonia

mihkel.kaljurand@taltech.ee
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Preface to the Second Edition

The publication in 2008 of our review paper ‘Green Analytical Chemistry’ in
Trends in Analytical Chemistry was motivated by the fact that, at that time,
many authors had rediscovered the previously called clean analytical or
environmentally friendly methods. Hence, based on the international suc-
cess of the green chemistry paradigm, proposed by Paul Anastas, it was
necessary to redefine the objectives and practices involved in this sustain-
able and environmentally friendly analytical chemistry movement. The re-
view was well accepted by the analytical community (so far it has received
more than 620 citations, as indicated in Google Academics) and has at-
tracted the attention of major publishers such as Elsevier, the Royal Society
of Chemistry and John Wiley & Sons.

Our research team accepted the invitations of these prestigious publishers
to produce three books on the subject of green analytical chemistry and in
2011 our authored book was published by Elsevier, followed also in 2011 by
the first edition of this book edited by us and published by the Royal Society
of Chemistry, and a further edited book published by Wiley in 2012, moving
from a personal discussion of the objectives and tools of green analytical
chemistry to extended contents regarding different fields of application and,
most important, taking into account the points of view of other research
teams in our country and others.

However, it must be acknowledged that the first book to be published on
green analytical chemistry was that written by Mihkel Koel and Mihkel
Kaljurand, of Tallin University of Technology, Estonia. At the time when we
were working on the books for Elsevier and the Royal Society of Chemistry,
we discovered that these authors were writing their own textbook. This was
not at all an unexpected situation in science in the twenty-first century and
there were reasons to expect that other active research teams, such as that
led by Professor Jacek Namieśnik, of Gdansk University of Technology, and
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the group of Professor Farid Chemat, at the Université d’Avignon, could also
write a book on the same subject, owing to their active research in the field.
Many researchers do not feel comfortable sharing their field of application
and discovering that other authors have published a book in their field
before them. Obviously, this was not so in our case, and we found in Mihkel
and Mihkel, and also in Farid and Jacek and his co-workers, such as Marek
Tobiszewski and Justyna P"otka-Wasylka, excellent friends and good col-
laborators in many of our editorial and research activities. Thus once again
the active workers in green analytical chemistry decided to continue to work
together and contribute to the extension or their research from basic and
applied perspectives.

Eleven years after the publication of our review and eight years after the
publication of the book by Koel and Kaljurand, a new book has been pub-
lished concerning green laboratory practices by Arabinda Das, a new book
edited by Justyna and Jacek has been published by Springer, the Royal So-
ciety of Chemistry has published a new edition of the Mihkels’ pioneering
book and Dunod published Farid Chemat’s new book on green extraction,
Éco-extraction du Végétal. All this provides clear evidence that the field of
green analytical chemistry is very much alive and the dynamic of developing
sustainable methods has been spread all around the world, and every year
new colleagues join the research on the principles of green analytical
chemistry and contribute to enlarging our knowledge of the sustainable
perspectives of analytical methods.

The present book is an update of our previous edition of Challenges in
Green Analytical Chemistry. Taking into account the advances in this field in
recent years, we chose to look at a number of new topics that have emerged
and incorporate new researchers’ voices. Hence the reader will have the
opportunity to find new authors, such as Jacek Namieśnik’s group, Farid
Chemat, Yukihiro Ozaki and Manel del Valle, and new subjects such as
chemometrics, sensors and green solvents. Thus we have made great efforts
to provide the reader with as complete as possible picture of the tools
available today for greening analytical methods.

The reasons for continuing our efforts in green analytical chemistry come
from the facts that this emerging field of research has been highly pro-
ductive in creating new ideas and tools and that the social movement,
concerning the third industrial revolution and the deleterious effects of
climate change, encourages researchers to look for sustainable tools in all
fields. Additionally, as Jacek suggested in one of his recent papers, green
analytical chemistry is also important in providing an equitable chemistry
that could widen the benefits of analytical methods to developing countries
and, as evidenced by our own publications in the clinical field, move in the
direction of a democratic analytical chemistry.

Finally, we would like to dedicate this new book to the memory of Jacek
Namieśnik, a great scientist and close friend who contributed to enlarging
the horizon of green analytical chemistry from both sides, theoretical de-
velopment and the incorporation of new tools for greening laboratory
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practices. We have lost a friend and one of the most prominent scientists in
the field. However, we are happy that his work will be continued by the
generation of analytical chemists that he encouraged to move in the green
direction and thus Jacek will always remain in our minds.

Salvador Garrigues
Miguel de la Guardia
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Preface to the First Edition

The general public worldwide has a poor opinion of chemistry. Almost every
day the mass media broadcast bad news about environmental damage
caused by uncontrolled industrial practices and accidents. Chemical elem-
ents or compounds are identified as being responsible for the pollution of
air, water or soil, and also for the deaths of humans, animals and plants.

In such a doom-laden scenario it can be difficult to convince our col-
leagues and students of the benefits of chemistry. We believe that the
chemistry community should adopt a new style of communication in order
to promote the idea that chemistry is our best weapon to combat illness, and
that chemical methods can solve pollution problems caused by the incorrect
use of materials, or by the accumulation and transport of dangerous sub-
stances in inappropriate conditions. There is not bad chemistry and good
chemistry: there are only bad and good uses of chemistry. The truth is that
the advancement of chemistry is a good indicator of the progress of
humanity. However, we must look for a new paradigm that can help to build
bridges between the differing perspectives of chemists and the general
public.

In our opinion ‘green chemistry’ now represents not only the right
framework for developments in chemistry but also the best approach to
informing the general public about advances in the subject. The term was
first introduced in 1990 by Clive Cathcart (Chemistry & Industry, 1990, 21,
684–687) and the concept was elaborated by Paul Anastas in his 12 prin-
ciples. Briefly, green chemistry provides a way to predict the possible en-
vironmental downsides of chemical processes rather than solving them after
the fact. It provides a series of recommendations for avoiding the deleterious
side effects of chemical reactions, the use of chemical compounds and their
transport, as well as a philosophy for improving the use of raw materials in
order to ensure that our chemical development is sustainable. The principles
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of green chemistry build on the efforts made in the past to improve chemical
processes by improving the experimental conditions, but pay greater atten-
tion to the use of hazardous materials, the consumption of energy and raw
materials, and the generation of residues and emissions. This is consistent
with recent regulations that have come into effect in different jurisdictions
relating to the registration, evaluation, authorization and restriction of
chemical substances, especially the REACH norms established by the
European Union.

Within the framework of green chemistry, green analytical chemistry in-
tegrates pioneering efforts to develop previously known clean methods of
analysis, the search for highly efficient digestion systems for sample prep-
aration, the minimization of analytical determinations, their automation,
and the online treatment of analytical wastes. These efforts have improved
the figures of merit of the methodology previously available, helped to re-
duce the cost of analysis and improved the speed with which analytical in-
formation can be obtained. Along with all these benefits there have been
improvements in the safety of methods, both for operators and for the en-
vironment. It is therefore not surprising that green analytical chemistry is
now a hot topic in the analytical literature.

Two books on green analytical chemistry have appeared in the last year:
one by Mihkel Koel and Mihkel Kaljuran, published by the Royal Society of
Chemistry, and one by Miguel de la Guardia and Sergio Armenta, published
by Elsevier. These books help to clarify the present state of green analytical
chemistry and the relationship between the relevant publications in the
analytical literature. However, until now there has been no multiauthor book
by specialists in the different fields of our discipline describing the various
developments made in green analytical chemistry. The present book is an
attempt to make such an approach to recent advances in sample prepar-
ation, miniaturization, automation and also in various analytical methods,
ranging from electroanalysis to chromatography, in order to contribute to
the identification of the green tools available in the literature and to dis-
seminate the fundamentals and practices of green analytical chemistry.

We hope that this book will be useful both for readers working in the
industrial field, in order to make their analytical procedures greener, and
also for those who teach analytical chemistry in universities, to help them
see their teaching and research activities in a new light and find ways of
making our discipline more attractive to their young students.

This book has been made possible by the enthusiastic collaboration of
several colleagues and good friends who have written excellent chapters on
their respective fields. The editors would like to express their gratitude for
the extra effort involved in this project, generously contributed by people
who are continually active in the academic, entrepreneurial and research
fields. During the development of this project we lost one of the authors,
Professor Lucas Hernández, from the Universidad Autónoma de Madrid, an
excellent scientist and a good friend. He became ill while writing his chapter
and died before seeing the final version of this book. On the other hand,
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Professor Lourdes Ramos, from the CSIC, became pregnant and we celebrate
the arrival of her baby Lucas. So, in fact this book is also a piece of life, a
human project, written by a number of analytical chemists who believe there
is a better way to do their work than just thinking about the traditional
figures of merit of their methods. We hope that readers will enjoy the results
of our labours.

Miguel de la Guardia and Salvador Garrigues
Valencia

xiv Preface to the First Edition



Contents

Chapter 1 Past, Present and Future of Green Analytical Chemistry 1
Miguel de la Guardia and Salvador Garrigues

1.1 Green Analytical Chemistry Data 1
1.2 The Reasons for the Success of GAC 6
1.3 Theoretical Developments in GAC 9
1.4 Practical Application of GAC 10
1.5 The Future: A Democratic Analytical Chemistry

Paradigm? 11
References 15

Chapter 2 Direct Analysis by Green Spectroscopy and Spectrometry 19
Salvador Garrigues and Miguel de la Guardia

2.1 Introduction 19
2.2 Versatility of Spectroscopic and Spectrometric

Techniques 22
2.3 Direct Analysis after Physical Treatment 23

2.3.1 Arc and Spark Optical Emission
Spectrometry 23

2.3.2 Electrothermal Atomic Absorption
Spectrometry 24

2.3.3 Glow Discharge 25
2.3.4 Laser Ablation 27
2.3.5 Laser-induced Breakdown Spectroscopy 29
2.3.6 Desorption Electrospray Ionization 31

2.4 Non-invasive Methods of Analysis 33

Green Chemistry Series No. 66
Challenges in Green Analytical Chemistry: 2nd Edition
Edited by Salvador Garrigues and Miguel de la Guardia
r The Royal Society of Chemistry 2020
Published by the Royal Society of Chemistry, www.rsc.org

xv



2.5 Direct Analysis of Solid and Liquid Samples Without
Sample Damage 35
2.5.1 Mineral Analysis by X-ray Techniques 36
2.5.2 Molecular Analysis by NMR Spectroscopy 36
2.5.3 Molecular Analysis by Vibrational

Spectroscopy 37
2.6 Image Processing Methods 41
2.7 Remote Sensing and Teledetection Systems 44
References 49

Chapter 3 Sensors as Green Tools 55
Manel del Valle

3.1 Chemical Analysis Performed with Sensors 55
3.2 Use of Nanoparticles for Sensing 61

3.2.1 Use of Metal and Metal Oxide
Nanoparticles 61

3.2.2 Use of Carbon Dots 63
3.3 Colorimetric Sensing with a Smartphone Camera 65
3.4 Electrochemical Biosensors Using a Portable

Glucometer 72
3.5 The Biofuel Cell Used for Sensing 77
3.6 Smart Systems: Electronic Noses and Electronic

Tongues 80
Acknowledgements 87
References 87

Chapter 4 Innocuous and Less Hazardous Reagents 92
Douglas E. Raynie

4.1 Green Solvents and Reagents: What This Means 93
4.2 Greener Solvents 94

4.2.1 Supercritical Fluids 95
4.2.2 Ionic Liquids 96
4.2.3 Water 97
4.2.4 Green Organic Solvents 99

4.3 Greener Reagents 106
4.3.1 Chelating Agents 106
4.3.2 Derivatization 107
4.3.3 Preservatives 108

References 110

xvi Contents



Chapter 5 Greening Sample Preparation: New Solvents,
New Sorbents 114
Lourdes Ramos

5.1 Introduction 114
5.2 Solvent-based Extraction Techniques 115

5.2.1 Single-drop Microextraction 116
5.2.2 Hollow Fibre-protected Two/Three-phase

Solvent Microextraction 123
5.2.3 Dispersive Liquid–Liquid Microextraction 125

5.3 Sorbent-based Extraction Techniques 129
5.3.1 Miniaturized Solid-phase Extraction 129
5.3.2 Microextraction by Packed Sorbent 133
5.3.3 Miniaturized Dispersive Solid-phase

Extraction 134
5.3.4 Solid-phase Microextraction 137
5.3.5 Stir-bar Sorptive Extraction 141

5.4 Conclusion 145
Acknowledgements 146
References 146

Chapter 6 Flow Analysis: A Powerful Tool for Green Analytical
Chemistry 154
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11.1 Introduction 337
11.2 Introduction to a Case Study 339
11.3 Assessment of Procedures by Scoring 343

11.3.1 NEMI Approach 343
11.3.2 Eco-scale 344
11.3.3 Other Scoring Approaches 346
11.3.4 Scoring Case Studies 346

11.4 Comparative Assessment of Procedures 346
11.4.1 TOPSIS 350
11.4.2 PROMETHEE Algorithm 351
11.4.3 Alternatives 352
11.4.4 Assessment Criteria 353
11.4.5 Weighting of Criteria 354
11.4.6 Input Data 354
11.4.7 Results of TOPSIS Analysis 354
11.4.8 PROMETHEE II Analysis 355
11.4.9 Comparison of Obtained Results 356

11.5 Assessment of Analytical Reagents and Solvents 358
11.5.1 Solvents 359
11.5.2 Acids and Bases 360
11.5.3 Derivatization Agents 363

11.6 Conclusion 365
References 366

Subject Index 370

xx Contents



CHAPTER 1

Past, Present and Future of
Green Analytical Chemistry

MIGUEL DE LA GUARDIA* AND SALVADOR GARRIGUES

Department of Analytical Chemistry, University of Valencia, ‘‘Jeroni
Muñoz’’ Research Building, c/Dr. Moliner 50, 46100 Burjassot, Valencia,
Spain
*Email: miguel.delaguardia@uv.es

1.1 Green Analytical Chemistry Data
Nobody could imagine at the end of the last century the wonderful success
that green analytical chemistry (GAC) would achieve. In fact, preliminary
proposals in this field spoke about environmentally friendly conscientious
analytical chemistry1 or an integrated approach of analytical methods,2 the
former being referred to in the title of the editorial in the first special issue
devoted to clean analytical methods, published in the Royal Society of
Chemistry journal The Analyst in 1995.

It could be considered that as analytical chemistry involves relatively small
volumes of chemicals compared with synthetic and industrial chemical ac-
tivities, the deleterious side effects of analytical methods would not be of
great concern. However, the importance of analytical measurements, rec-
ognized by Paul Anastas in his books on green chemistry (GC),3,4 and the fact
that analytical chemistry methods are used extensively in both academic and
application laboratories, made this subject of special relevance in everyday
activities.5 As a result, GAC has experienced tremendous growth since the
end of the twentieth century. In fact, from 1995 to 2000 only 27 papers were
published on this topic and the main part of those concerned only clean or
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sustainable methods, not using the term ‘‘green’’ directly. In 2001, Jacek
Namieśnik published the paper ‘‘Green analytical chemistry – some re-
marks,’’ including for the first time the term green analytical chemistry in
the title.6 This contribution was followed in 2002 by ‘‘Some remarks on gas
chromatographic challenges in the context of green analytical chemistry’’
(Wardencki and Namieśnik)7 and a paper by Joseph Wang entitled ‘‘Real-
time electrochemical monitoring: Toward green analytical chemistry’’8 in
the electroanalytical field. Despite this, it is important to note that up to
2019 fewer than 60 papers have been published that included the complete
term green analytical chemistry in the title. However, some efforts have been
made in studies of the theoretical aspects of GAC and this will improve the
development of green methods in the present century.

Figure 1.1 shows the evolution of the literature on green analytical
methods from data obtained from the Web of Science Core Collection
database considering the presence of the terms ‘‘green analytical chem-
istry’’, ‘‘green analytical method’’, ‘‘clean analytical method’’ or ‘‘environ-
mentally friendly method’’. From the comparison of these data with those
included in the book Green Analytical Chemistry: Theory & Practice,9 pub-
lished in 2011, it can be concluded that the impact of this subject on the
analytical literature of this century has been substantial, especially after the
publication in 2010 of the first book on GAC by Mihkel Koel and Mihkel
Kaljurand entitled Green Analytical Chemistry.10

Up to 2007, only 29 review papers were published on general GAC or
special topics closely related to it, such as miniaturization, sensors, less
aggressive sample preparation techniques to the environment, flow analysis

Figure 1.1 Evolution of the literature on green analytical chemistry from 1994 to
2018.
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or green aspects of special application fields such as gas chromatography,
electrochemical methods, spectroscopy, plasma-based techniques and ionic
liquids.9 In fact, in only 12 of the published reviews was the term ‘‘green
analytical’’ included in the title. Along with this progress in publications
concerning GAC, the evolution of the number of times these papers have
been cited is also evident, as can be seen in Figure 1.2, indicating an ex-
ponential increase in the citations of the papers considered in Figure 1.1.
The most cited papers relating to GAC are listed in Table 1.1.5,8,11–26 As can
be seen, most of them correspond to reviews published in the journal Trends
in Analytical Chemistry (TrAC), including studies related to GAC funda-
mentals and greener metrics or applied techniques evaluated from the point
of view of GAC. The importance of papers relating to sample preparation
concerning the use of microextraction techniques and the large number of
citations received per year (taking into consideration that the absolute
number of citations per year and not the cumulated number is presented)
are noticeable.

Concerning authors publishing papers on GAC, Spain, Brazil, Poland, the
USA and China are the countries that have contributed the most from 1994
until now, with Talanta, Trends in Analytical Chemistry, Journal of Chroma-
tography, Analytica Chimica Acta, Analytical and Bioanalytical Chemistry,
Analytical Methods and Microchemical Journal being the most common
journals for publication, with more than 35% of the total contributions. This
clearly supports what Professor Kaljurand said about GAC: ‘‘Authors try to be
environmentally friendly, editors and journals love the term and green is
easily understood by the whole of society, thus we can expect a great future
for GAC’’ (M. Kaljurand, personal communication).
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In fact, one of the reasons for the success of GAC in applications labora-
tories, but also at the academic level, is that green methods are, in general,
less expensive than classical methods. This is an added value that is wel-
comed by the scientific community. It explains the fact that many journals
have devoted special issues to GAC that reveal the growth in this field and
the permanent interest of editors and authors. In the same context, it is not
astonishing that the first book devoted to GAC, as indicated previously, was
published in 201010 and that, as can be seen in Table 1.2, nowadays there are
many books available9,10,29–33 and some of these are undergoing new edi-
tions, whereas from 1996 to 2007 books and journals devoted to green topics
concerned just green chemistry.

In short, the data reported on GAC evidence today’s interest in the field
and the growth of the literature that has dramatically changed the mentality
about the consumption of energy and reagents, modified many of the habits
in laboratories and provided new activities devoted to minimizing or
detoxifying analytical waste, providing a change of the paradigm from
chemurgy to ecological chemistry, as was expounded by Professor Hanns
Malissa in 1987.34

1.2 The Reasons for the Success of GAC
The attitude of the general population towards the environment, with the
exception of a small number of politicians, has been modified in the last
20 years owing to the problems created by the environmental impact of
human activities on climate change. The evidence for the limits of the

Table 1.2 Books relating to green analytical chemistry.

Year Authors/Editors Title Publisher Ref.

2010 M. Koel and
M. Kaljurand

Green Analytical Chemistry Royal Society
of Chemistry

10

2011 M. de la Guardia and
S. Armenta

Green Analytical Chemistry:
Theory & Practice

Elsevier 9

2011 M. de la Guardia and
S. Garrigues (eds)

Challenges in Green
Analytical Chemistry

Royal Society
of Chemistry

29

2012 M. de la Guardia and
S. Garrigues (eds)

Handbook of Green
Analytical Chemistry

John Wiley &
Sons

30

2014 Inamuddin and
A. Mohammad (eds)

Green Chromatographic
Techniques: Separation
and Purification of Organic
and Inorganic Analytes

Springer 31

2017 E. Ibañez and
A. Cifuentes (eds)

Green Extraction
Techniques: Principles,
Advances and Applications

Elsevier 32

2019 M. Koel and
M. Kaljurand

Green Analytical Chemistry,
2nd edition

Royal Society
of Chemistry

33

2019 J. P"otka-Wasylka
and J. Namieśnik
(eds)

Green Analytical Chemistry:
Past, Present and
Perspectives

Springer Nature
Singapore Pte
Ltd.

73
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human and social development of our societies, the reduction of fossil fuel
reserves and the new challenges created by plastic and solid residues in
general, gas emissions into the atmosphere and pollution of sweet water
reservoirs, including the effect of human activities on polar ice, have
moved many people to have serious concerns regarding environmental
protection. In such a frame, it is clear that any activity related to environ-
mentally friendly laboratories should be welcomed, and GAC is no
exception.

The concern about the deleterious side effects of many reagents, exten-
sively used in the past in our laboratories, has moved authors, referees
and editors to think seriously about the replacement of toxic compounds
with innocuous materials or, at least, with less harmful products, and this
also involves worries about the safety of method operators and environ-
mental damage. Therefore, nowadays many efforts are being devoted to
searching for new renewable feedstocks to be used as reagents and solv-
ents, such as agrosolvents,35 and to incorporate smart materials that are
able to improve the sensitivity and selectivity of sample preparation
methods.36 In short, it can be concluded that GAC has provided new ideas
and objectives for basic research and hence it does not concern ecological
opposition to the use of chemicals. On the contrary, GAC involves the deep
evaluation of new alternatives and, because of that, the new mentality has
evidenced clever solutions in the face of chemical problems and put the
spotlight on the resolution of problems and new challenges and not at all
on a fundamental ecologism that cannot provide correct answers at the
level of consumer needs.

The mixture of a pragmatic point of view and an ethical compromise with
environmental sustainability has given prestige to the so-called green ana-
lytical methods which, ultimately, provides correct solutions at the required
accuracy, sensitivity, selectivity and precision levels without side effects for
operators and the environment.

On the other hand, the efforts made to move from off-line batch de-
terminations in the laboratory to point-of-care and in situ analysis or remote
sensing of target analytes provide strong reductions in the consumption of
reagents and waste generation and also energy demands, and all of this
reduces the method costs, thus offering cheaper alternatives that are greatly
appreciated by companies and applications laboratories. Thus, as Professor
Farid Chemat said: ‘‘green analytical chemistry could also be called poor
analytical chemistry’’ (F. Chemat, personal communication), and this point
of view is close to the common use of vanguard methodologies37 in green
analytical methods rather than costly conventional rearguard analytical
systems and the extended use of screening methods suitable to provide an
appropriate level of information in a short time, once again contributing to
decreasing methodology costs.

Summarizing, it is not at all astonishing that GAC was developed after the
popularization in the 1970s of flow methodologies, because they contributed
to the adoption of method automation, taking advantage of flow injection

Past, Present and Future of Green Analytical Chemistry 7



analysis (FIA),38 sequential injection analysis (SIA),39 lab-on-a-valve (LoV)40

and lab-on-a-chip41 and multicommutation42 developments to reduce the
consumption of samples and reagents and minimize operator manipulation
and waste generation.

Automation is, basically, a very useful tool to integrate, in a single mani-
fold, all the steps required in analytical methods and to minimize operator
and environmental risks. Further, the addition of a waste treatment step
after analyte determination has evidenced that chemical problems could be
solved with an extra bit of chemistry43 and, once again, this opens up new
perspectives for basic and applied research.

An additional reason for the importance of GAC methods comes from the
efforts to make available the advantages of analytical chemistry to isolated and
less developed societies, making extra efforts to move from sophisticated
methods, based on the use of high-cost instrumentation, to the modelling of
signals obtained with relatively low-cost and readily available instruments.
Based on the use of chemometrics and direct measurements, it is possible to
develop fast and cheap methods, using a series of samples well characterized
by reference methodologies as calibration standards.44 Thus, extensive data
modelling and the use of lower cost instruments and free-of-charge software
available in the cloud have extended the analytical tools and the availability of
these methodologies to a large number of beneficiaries and users.

All the aforementioned reasons are summarized in the scheme in
Figure 1.3, which shows that reasons for moving to GAC concern knowledge
advancement together with ethical and economic reasons.

CHARACTERISTICS OF GREEN METHODS

●ENVIRONMENTALLY FRIENDLY
●SAFE FOR OPERATORS

ETHICS

●CHEAP METHOD
●USE OF RENEWABLE
   FEEDSTOCKS 
●FAST METHODOLOGIES

ECONOMY

●NEW DEVELOPMENT AREAS IN MATERIAL SCIENCE
●IMPROVED AUTOMATION
●ADVANCES IN WASTE DEGRADATION

KNOWLEDGE

NEW SAFE MATERIALS &
METHODOLOGIES 

Figure 1.3 Reasons for the success of green analytical chemistry.
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1.3 Theoretical Developments in GAC
At the end of the twentieth century, the ‘‘Twelve Principles of Green
Chemistry’’, defined by Anastas and Warner,4 oriented alternative research
on sustainable chemistry. Of these principles, the 11th was devoted to the
need for real-time analysis to prevent pollution, but many of these analyses
could be directly translated to the requirements of GAC methods, hence
avoiding derivatizations, if possible, is a common point between the GC and
GAC principles established by Ga"uszka, Migaszewski and Namieśnik in
201312 and also the use of renewable feedstocks and the reduction of risks,
waste and energy consumption (see Table 1.3).

In fact, the so-called SIGNIFICANCE mnemonic can be considered an
excellent translation to the everyday work in analytical chemistry of the main
principles of Anastas, independently of the fact that GC put the stress on
catalytic methods and GAC must try to be adapted to the user’s needs, and
well crystallized the four priorities of GAC established by Namieśnik in
2001,6 regarding (1) elimination or reduction of reagents and solvents,
(2) reduction of emissions, (3) elimination of toxic reagents and (4) reduction
of labour and energy, and our own six basic strategies for greening analytical
chemistry, established at that time, concerning (1) direct analysis of un-
treated samples, (2) alternative sample treatments, (3) miniaturization and
automation, (4) on-line decontamination, (5) search for alternative reagents
and (6) evaluation of energy consumption.9

The aforementioned theoretical approaches, together with efforts to
evaluate method greenness (see Chapter 11 for additional details), have

Table 1.3 Principles of green chemistry versus principles of green analytical
chemistry.

Green chemistry Green analytical chemistry

1 Prevent waste S Select direct analytical techniques
2 Design safer chemicals and

products
I Integrate analytical processes and

operations
3 Design less hazardous chemical

syntheses
G Generate as little waste as possible

and treat it properly
4 Use renewable feedstocks N Never waste energy
5 Use catalyst not stoichiometric

reagents
I Implement automation and

miniaturization of methods
6 Avoid chemical derivatizations F Favour reagents obtained from

renewable sources
7 Maximize atom economy I Increase safety of operator
8 Use safer solvents and reaction

conditions
C Carry out in situ measurements

9 Increase energy efficiency A Avoid derivatizations
10 Design chemicals and products to

degrade after use
N Note that sample number and size

should be minimal
11 Analyse in real time to prevent

pollution
C Choose multi-analyte or multi-

parameter methods
12 Minimize the potential for accidents E Eliminate or replace toxic reagents

Past, Present and Future of Green Analytical Chemistry 9



contributed to the regularization and systematization of GAC in university
courses and laboratory practice, thus creating a new generation of analytical
chemists for the future.

1.4 Practical Application of GAC
One of our objectives when in 2011 we started the production of books re-
lated to GAC was to extend the ideas from our laboratory to as many research
teams as possible involved all around the world on these kinds of problems
and, for example, the number of authors varied from two in the 2011 Elsevier
book9 to 24 in the Royal Society of Chemistry book also published in 201129

and to 50 in the 2012 Wiley book.30 In the last book mentioned there were
contributors from India, Poland, Estonia, Taiwan, Argentina, Italy, Japan,
Iran and Brazil, thus clearly showing that, in addition to Spanish labora-
tories, there was general worldwide interest in the subject.

Figure 1.4 shows the general distribution of papers published from 2007
in different fields of GAC, including spectroscopy (atomic and molecular),
electroanalytical methods and separation methods, covering chroma-
tography and electrophoresis techniques. Methods based on imaging treat-
ment are also included.

From the reported published papers, it can be concluded that the most
numerous is the group concerning fundamentals, which include papers
relating to the principles of GAC, green metrics and those, mainly reviews,
regarding sample preparation and the use of extraction techniques.
A detailed study of the evolution of the contributions on GAC indicated
that prior to this century electroanalysis, electrophoresis and especially

Atomic
spectroscopy

8% 

Molecular
spectroscopy

14% 

Vibrational
spectroscopy

6% 

Electroanalytical
5%

Electrophoresis
2%

Liquid
Chromatography

20% 

Gas
Chromatography

9% 

Imaging
2%

Other
3%

Fundamentals
31%

Figure 1.4 Distribution of green analytical chemistry publications as a function of
the instrumental field involved in the period from 2007 to 2019.
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molecular spectroscopy were the main techniques considered. Molecular
spectroscopy continues to be the most common greener alternative techni-
que. From 2010 there has been an increase in papers relating to other
techniques, such as atomic spectroscopy and chromatography, particularly
liquid chromatography, and also a proliferation of studies relating to sample
preparation, especially focused on extraction techniques. This trend con-
tinued to grow in the following years so that currently most of the studies
relating to GAC concern sample preparation and the use of chromato-
graphic, molecular spectroscopic and electroanalytical techniques, with the
progressive incorporation of applications based on image processing
through the direct use of cameras and smartphones or devices coupled to
them.45

From recently published papers, it can be also concluded that there is a
general trend of authors to use remote sensing or direct methods, without
involving any chemical modification of samples or analyte extraction.
However, greening the analytical methods also involves reducing the con-
sumption of reagents and energy in traditional methods, reducing and/or
degrading the generated wastes and, in short, enhancing the so-called en-
vironmentally friendly characteristics of methods in addition to preserving
the main features of the methods. Achieving the appropriate levels of ac-
curacy, sensitivity and selectivity required for making decisions continues to
be a basic requirement of being green.46

1.5 The Future: A Democratic Analytical Chemistry
Paradigm?

In recent years, the conceptual advancement on GAC has moved in parallel
with efforts to incorporate new screening tools and low-cost tools to solve
analytical problems.

In 1975, the pioneering work on FIA47 and the use of microwave ovens for
sample digestion48 paved the way for methodological improvements of
available methods for both analyte detection and sample preparation and
also evidenced the possibility of finding appropriate low-cost solutions.
Thus, the use of readily available inexpensive apparatus favours the devel-
opment of methods suitable for use all around the world and in spite of the
level of laboratory budgets.49

Regarding sample preparation, the use of closed reactors showed that
pressure, temperature and reagents were the main variables for assuring the
complete extraction of target analytes and correct matrix removal or partial
matrix decomposition. In recent years, it has been demonstrated that in
addition to classical hard digestion methodologies, such as dry ashing and
wet ashing, the use of microwave-assisted methods50 and soft energy tech-
nologies such as ultrasound-assisted procedures51 provided efficient heating
systems that permitted the quantitative recovery of target analytes, with a
strong reduction of matrix effects during the measurement step together
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with reductions in analyte losses and contamination, also increasing the
possibilities for metal speciation.52 Additionally, these alternative digestion
methods provided relatively low-cost tools in terms of both equipment and
energy consumption. On the other hand, modern sample treatment alter-
natives were also highly compatible with the automation of systems, thus
offering well-integrated methodologies.53

In recent years, the search for the design of point-of-care tools has taken
advantage of the reduction of the power supply requirements of microwave
ovens to make possible the in-field extraction of essential oils from plants,54

and these treatments could be also adapted for in-field mineral analysis of
solid samples based on closed reactor digestion and the use of colorimetric
assays.

Another recent advance in sample preparation concerns the use of hard
cup espresso machines to improve fast analyte extraction (of the order of less
than 100 s), based on the use of relatively high temperature and pressure
conditions,55 and this is an important contribution that permits analytical
problems to be solved with inexpensive and worldwide readily available
instrumentation.

Hence it can be concluded that new tools for sample preparation provide
low-cost and sustainable methodologies that have also reduced drastically
the time, labour and costs of sample preparation. Additionally, the advan-
tages concerning the main analytical features of selectivity and, in some
cases, sensitivity that were improved by the new approaches must also be
taken into consideration.

In the list of new tools to make analytical determinations easier, the use of
portable devices for air quality control,56 lateral flow analysis sensors57 and,
in general, bio(chemical) sensors58 provides point-of-care low-cost alter-
natives to rearguard methods.

A good example of the changes introduced into analytical chemistry by the
development of the aforementioned green tools concerns the extended use
of image processing methods. Both general sample parameters59 and spe-
cific sample characteristics60 could be determined for natural samples
without any chemical or physical damage, just based on the treatment of
images obtained by using digital and smartphone cameras.45 Additionally,
image treatment methods together with simple colorimetric assays and/or
paper chromatography61,62 or gel electrophoresis63 improve the sensitivity
and selectivity of these in situ determinations.

The advances in chemometrics (see Chapter 10) together with the use of
the available software permits a move from costly and expensive instru-
mentation to the use of low-cost, readily available and point-of-care meth-
odologies, which could change the perspective of analytical chemistry64–68

even though the use of powerful rearguard methodologies is required in
most cases for a complete characterization of samples to be used for cali-
bration purposes.

On the other hand, the Internet and the tremendous development of so-
cial networks will provide new data distribution approaches without any
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time delay between data acquisition and data distribution, leading, at the
same time, to great possibilities for fast decision-making but also creating
problems to confirm true information.49 Thus, as indicated in Figure 1.5, the
democratic analytical chemistry (DAC) concept has moved from the exten-
sion of benefits to the main aspects of data production.

In fact, analytical chemistry throughout the world at the human scale
looks very promising as an added-value side effect of GAC that will move
from a main objective of being safe and sustainable to a new perspective in
order to be beneficial for the whole population and all practitioners.69

The adoption of the term ‘‘democratic analytical chemistry’’ (DAC) to
describe the new perspective49,70 was made taking into account not only the
advantages but also the risks involved in the new situation. Figure 1.6
compares some of the deleterious aspects of classical methods of analysis,
described as old concepts that provided pretentious ideas about analytical
science and analytical chemists, and the fact that in the new scenario created
by DAC the availability of low-cost instrumentation and easy and fast
measurements, free access of software in the cloud, the tremendous devel-
opment of on-site and point-of-care data acquisition with speed-of-light data
sharing through the Internet will create a new frame of solidarity and
globalization that will provide open diffusion of data and opinions. In this
respect we are absolutely convinced that it has tremendous advantages but
also involves many risks.

Figure 1.7 summarizes the main risks associated with the misuse of
readily available instrumentation, inexperienced data acquisition and the
irresponsible generation and distribution of false analytical information.
From the lack of representative or inexperienced data to the misuse of true
data and distribution of false data, all these mistakes or bad attitudes can

●  REMOTE SENSING

●  POINT of CARE methodology

●  Improved ACCESS to low-cost
   INSTRUMENTATION

●  FREE ACCESS SOFTWARE in the
    CLOUD

●  READILY AVAILABLE
    INSTRUMENTATION

●  DATA DISTRIBUTION through
    SOCIAL NETWORKS

A SINGLE WORLD at HUMAN SCALE

from toBENEFITS DATA PRODUCTION

CONCEPT of
DEMOCRATIC ANALYTICAL CHEMISTRY

Figure 1.5 Concept of democratic analytical chemistry (DAC).
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dramatically affect both the trueness of analytical results and the prestige of
our discipline. In view of the aforementioned risks, education and analytical
chemistry education, together with self-control and social responsibility of
operators71,72 and the critical attitude of data receptors, could be the main
potential solutions to the risks of democratic analytical chemistry.
Additionally, the development of a simple and clear analytical chemistry
language is necessary so as to be able to transmit technical analytical in-
formation to the general population, without a requirement for an adequate
level of technical knowledge, in order to avoid misunderstandings that can
create unjustified alarm situations.

RISKS of DEMOCRATIC ANALYTICAL CHEMISTRY

●  Lack of representative data IMPORTANCE of ANALYTICAL
CHEMISTRY EDUCATION

●  Irresponsible distribution of
    non-rigorous data SOCIAL RESPONSIBILITY

●  Misuse of true data CRITICAL  ATTITUDE of data
receptors

●  False data distribution SELF CONTROL & POLICY

●  Inexperienced data acquisition IMPROVED EDUCATION

Risks Potential solutions

Figure 1.7 Risks and potential solutions of problems related to the advancement of
democratic analytical chemistry.

●  LABORATORY as space for science production

●  COMPLEX & EXPENSIVE methodology

●  Protected software

●  Academic obscurantism

●  Slow data transmission

●  Low cost instrumentation

●  Easy measurement

●  Free access software in the cloud

●  On-site & Point-of-care data acquisition

●  Speed of light data sharing

●  Solidarity & Globalization

●  OPEN DIFFUSION of data & opinion

●  Closed & Protective
    reactionary mentalities

●  Sacred JOURNALS and
    academic sites

OLD CONCEPTS

NEW SCENARIO

Figure 1.6 The change of scenario provided by democratic analytical chemistry
compared with classical analytical chemistry.
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From a social point of view, it is important to highlight the contribution
that the developments based on the principles of GAC can provide for society
in important matters such as clinical analysis and diagnosis or environmental
control with clear implications for improving the quality of people’s lives and
the environment. The development and widespread use of fast, cheap and
portable techniques in less developed countries, but also in those who call
themselves first world but lack social and universal models of healthcare and
base their policies on services provided in the health sector by private com-
panies, may help governments to offer adequate health programmes to the
entire population in a social and responsible way, avoiding the commercial
interests of private companies. Portable systems for the control of parameters
such as blood glucose, or smart watches that control other clinical and vital
parameters, can support democratic access to the improvement of the quality
of life of the population and improving their health. In the same sense, having
adequate methods that allow in situ environmental control in a generalized
and sustainable manner will allow rapid and efficient decision-making, such
as establishing limitations in the traffic of cities and controlling domestic
emissions and urban spills, among others.

In short, we are absolutely convinced that GAC has provided the principles
for a new DAC frame in which (1) screening methodologies and fast meth-
odologies will provide elements for preliminary decision-making, (2) the use
of readily available and low-cost apparatus and instrumentation will increase
the number of data acquisition personnel and multiply the eyes that look at
an analytical problem and (3) the expanding social networks will improve the
speed of communication of data and results. However, it seems clear that
additional efforts will be required to educate well the new analytical chem-
istry operators and to put real data at the service of communities. This is the
challenge and we must strive to provide correct answers to the multiple
problems and risks in the future.
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TrAC, Trends Anal. Chem., 2016, 77, 23.

22. A. Ga"uszka, P. Konieczka, Z. M. Migaszewski and J. Namieśnik, TrAC,
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CHAPTER 2

Direct Analysis by Green
Spectroscopy and Spectrometry

SALVADOR GARRIGUES* AND MIGUEL DE LA GUARDIA

Department of Analytical Chemistry, University of Valencia, ‘‘Jeroni
Muñoz’’ Research Building, c/Dr. Moliner 50, 46100 Burjassot, Valencia,
Spain
*Email: salvador.garrigues@uv.es

2.1 Introduction
Direct analysis methods have the tremendous advantage of obviating the
need for sample treatment, thus reducing both of the main drawbacks of
analyte contamination and loss and environmental side effects. They also
enhance the decision-making process and reduce the cost and time required
for carrying out determinations. Hence one of the main objectives of green
analytical chemistry (GAC) is to obtain on-site as much information as
possible about the samples without any chemical pretreatment and with no
or minimal sample manipulation for a representative sampling and analysis.
It also favours remote sensing and point-of-care analysis and shortens
the time required to make decisions, based on the advantages offered by
chemometrics and modern information technologies. Figure 2.1 summar-
izes the hierarchical classification of the different alternative green direct
approaches that can be employed.

The physical state of samples is a starting point that limits the acquisition
and use of direct spectroscopic measurements. It is evident that most ana-
lytical techniques work well in the analysis of liquids or previously dissolved
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samples, and just a few instruments, such as X-ray fluorescence (XRF),
Raman and infrared (IR) instrumentation, in the near-infrared (NIR) and
mid-infrared (MIR) ranges, are suitable for obtaining data from solid sam-
ples but with the problem of reduced sensitivity. However, highly sensitive
atomic spectroscopic and mass spectrometric techniques, such as induct-
ively coupled plasma optical emission spectroscopy (ICP-OES) and induct-
ively coupled plasma mass spectrometry (ICP-MS), can be applied to the
analysis of solid materials after laser-based treatment, and laser ablation
(LA) and laser-induced breakdown spectroscopy (LIBS) can also be good al-
ternatives for the determination of trace-level components with minimal
physical damage to the samples. However, in this case, high-performance
bench instruments and not easily portable instruments are required in
most cases.

Table 2.1 summarizes the advantages and drawbacks of spectroscopic
methods for the direct analysis of samples, and to this list must be added the
main part of atomic spectroscopic methods for the determination of mineral
elements in liquid samples and the use of a commercial direct mercury
analyser (DMA) for the determination of Hg in solid samples by atomic
absorption spectroscopy after dry-ashing digestion of samples and gold-trap
preconcentration.

Throughout this chapter, the possibilities offered in the literature for
the green direct determination of target analytes will be emphasized,
paying special attention to X-ray fluorescence and vibrational spectroscopic
techniques, mass spectrometry and image processing as green
analytical tools.

BEST

GOOD

Remote sensing without 
sample damage

Non-invasive analysis

In-field sampling 
with portable 
instruments

At-line analysis

Off-line analysis with 
sample physical damage

Figure 2.1 Hierarchical organization of green direct sample analysis.
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2.2 Versatility of Spectroscopic and Spectrometric
Techniques

In addition to the fact that the interaction between light and samples de-
pends on the energy or wavelength of the source and measurement
radiation, each spectroscopic technique provides different ways to obtain
analytical information, including transmission of reflectance, emission and
fluorescence processes. Hence there are many measurement modes that
can be used to obtain data on the chemical composition of samples by
spectroscopy, which also depend on the physical state of the samples to be
analysed.

Based on reflectance measurements, it is evident that image processing
followed by XRF, NIR, MIR and Raman techniques are frequently used for
the direct characterization of solids. However, liquids and dissolved
samples, to a lesser extent, could also be analysed by these techniques, as
indicated in Figure 2.2.

In general, solid samples create problems due to matrix effects, hence a
careful calibration must be performed. For liquid samples it is easier, in
general, to prepare standards. However, the effect of solvents creates
transparency problems in the case of IR measurements, hence the use of dry
film attenuated total reflection (ATR) measurements1 or vapour generation
strategies2 could avoid these drawbacks and enhance the sensitivity and
selectivity.

On the other hand, the recent advances in mass spectrometry instruments
and measurement techniques have contributed to the direct analysis of
samples in real time nowadays being a promising approach for green
determinations.3

SAMPLE

SOLID

LIQUID

Figure 2.2 Suitability of spectroscopic techniques for the direct analysis of solid and
liquid samples.
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In any case, changes in the original physical state of samples reduces the
green character of determinations, increasing energy consumption, time of
analysis and labour, and also reducing the portability of the required
systems.

2.3 Direct Analysis after Physical Treatment
In the past, arc and spark emission techniques opened the way for mineral
element analysis of conductive materials without the need to use reagents or
chemical reactions and to obtain data with minimal physical damage to the
samples.4 However, nowadays, these techniques are restricted to metal-
lurgical applications and the mineral analysis of precious samples is now
usually performed using LA5,6 or LIBS.7 These laser-based techniques pro-
vide direct and rapid signal acquisition from samples with only slight
damage to their surface and without requiring reagents or solvents. How-
ever, problems arise from the difficulty in obtaining appropriate calibrations
free from the effects of sample matrices and thus a previous effort must be
made to compensate matrix effects and create good calibration objects.
Additionally, it is possible to take aliquots of solids for the determination of
their mineral composition by using atomic and ionic techniques for trace
analysis (see Figure 2.3).

The following sections summarize the main aspects of direct spectro-
scopic and spectrometric techniques for both mineral and organic analysis.

2.3.1 Arc and Spark Optical Emission Spectrometry

For a long time in the history of spectroscopy, arc and spark excitation
methods were the leading techniques for elemental analysis, but nowadays
they have been replaced by inductively coupled plasmas employed as exci-
tation sources for optical emission spectrometry (ICP-OES) and mass spec-
trometry (ICP-MS) and by microwave-induced plasma for optical emission
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Figure 2.3 Green alternatives for direct solid sample analysis of mineral elements.
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spectrometry (MIP-OES) in the gas phase. These new techniques give
an almost perfect analytical performance. However, it should be pointed
out that arcs and sparks provide a good excitation source for OES and still
retain superior solid sampling capability in comparison with ICP or MIP
techniques, which require the use of solutions or gaseous phases,
respectively.8

Techniques based on ablation of the sample by an electric spark or arc
have been used for the direct analysis of solid samples such as metals and
alloys in the metallurgy industry, ores and minerals in geological pro-
specting and solid wastes in environmental monitoring. The principle of
these techniques is based on the effect of a high potential difference applied
between two electrodes (one of them being the sample) in an argon at-
mosphere. A repetitive unidirectional electrical discharge ablates atoms
from the surface of the solid sample and produces a high-temperature
plasma, in which the atoms extracted from the sample are excited and the
corresponding emission can be observed by using a spectrometer.9

The use of new excitation sources based on an alternating current (AC) arc
with low acquisition and operational costs and with the capacity to operate
under atmospheric conditions without an additional inert gas and the use of
a charge-coupled device (CCD) as a detector have created a new generation of
low-cost and compact arc OES spectrometers. Some reasonably priced
portable analysers can be obtained that may be very useful for in situ and
rapid analyses.

2.3.2 Electrothermal Atomic Absorption Spectrometry

Electrothermal atomic absorption spectrometry (ETAAS) and, in particular,
the most frequently used graphite furnace (GF-AAS) method, involve the
drying and ashing of samples and atomization of the mineral residues in
separate and well-controlled steps.10 This method improves on the sensi-
tivity of traditional flame atomic absorption spectrometry (FAAS) by three
orders of magnitude. Additionally, solid samples, instead of dissolved
samples, can be introduced into the atomizer, providing a fast alternative
that avoids sample dissolution and makes the drying step unnecessary.
However, direct solid sampling in GF-AAS has some drawbacks: (1) the dif-
ficulty of handling and introducing a small sample mass; (2) the difficulty of
calibration, which in some cases requires the use of solid standards with
characteristics similar to those of the samples to be analysed; (3) the limited
linear working range and the difficulty of diluting solid samples; and (4) the
lack of precision of the results due to the heterogeneity of the samples, a
large number of repeated determinations being required when that is
possible.11

Some of the aforementioned disadvantages can be avoided by the use of
the slurry technique, but this creates new problems related to the dilution of
samples provided by slurry preparation, stabilization of slurries and the
need to use some reagents.12
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Direct solid sampling GF-AAS is preferable to the use of the slurry tech-
nique for materials that cannot be easily dissolved and for the elements
most susceptible to contamination. It is not affected by problems such as
sedimentation or partial leaching of the analyte and particle size effects,
which are less critical in direct solid analysis than in slurry sampling. On the
other hand, the maximum sample mass that can be introduced into the
graphite furnace for solid sampling is one to two orders of magnitude higher
than that for slurry sampling.13

With regard to calibration in solid sampling GF-AAS, reasonable results
can be obtained with standard calibration with aqueous solutions after
careful optimization of the experimental conditions. It is remarkable that
solid sampling GF-AAS offers a fast screening tool, essentially without any
sample preparation,14 and can also be used to determine the homogeneity
and micro-heterogeneity of certified reference materials (CRMs) and other
samples.15 It is of special interest for the determination of trace elements in
complex samples that are difficult to dissolve.

Modern solid sampling GF-AAS units may be equipped with a device for
automatic weighing and introduction of solid samples,16 and use a platform
designed for handling large sample amounts and transverse heating of the
graphite tube that provides a homogeneous temperature distribution. One of
the advantages of this approach is related to the potential use of appropriate
temperature programming to minimize potential matrix effects. In theory,
by controlling the temperature, it is possible to separate in time the atom-
ization of the analyte from the vaporization of the main matrix components.
External calibration with aqueous standards should therefore be possible
after removal of the matrix.17

An additional advantage of solid sampling GF-AAS is its great potential for
automation; the main problem with this technique, on the other hand, is the
lack of capability for multielemental determination and reduced portability.

2.3.3 Glow Discharge

Glow discharges (GDs) have been used as sources for emission and mass
spectrometry. Traditionally, GD optical emission spectroscopy (GD-OES) has
been a widely used technique for routine bulk analyses in material sciences
and for rapid depth and profile analyses of surfaces, thin films and coatings.
GD mass spectrometry (GD-MS) has been extensively used for the direct an-
alysis of conducting solids; it is virtually unrivalled for the trace analysis of
impurities in high-purity materials and for monitoring the shallow depth
distribution of trace substances. For the bulk analysis of less pure samples,
GD-OES competes with spark emission spectroscopic and X-ray techniques,
but in many cases it exhibits fewer matrix effects or has lower detection limits
than the other techniques.18 Regarding depth profile and surface analysis,
especially of thick coatings, GD-OES does not have much competition because
of the low total cost of the instrumentation, the ease of sample handling and
the speed of analysis. For the analysis of refractory materials, glasses, etc., it is
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exceeded only by XRF in terms of ease of analysis but without providing in-
formation about light elements. Auger electron spectroscopy (AES), secondary
ion mass spectrometry (SIMS) and secondary neutral mass spectrometry
(SNMS) may be preferred because of their possible depth resolution and the
information they provide on lateral distribution and structure, but they are
more costly than GD methods and require longer analysis times.19

GD operates in a primary vacuum and uses the bombardment of the
sample surface with ions of rather random orientation and high energy for
the sputtering or atomization process. The sputtered species, mostly atoms,
diffuse into the negative glow area, where they are excited and/or ionized.
Compared with other techniques, such as SIMS, in GD methods sputtering
and ionization processes are separated in space and time, resulting in only
minor variations in sensitivity and little matrix dependence, so quantifi-
cation is very easy; in some cases it is possible without the absolute need for
matrix-matched standards.20

The source commonly used in GD methods is a Grimm-type chamber,
which operates in the presence of a noble gas (usually argon) under reduced
pressure. This source consists of an anode tube, usually grounded, and the
sample to be analysed (cathode) that is placed perpendicularly in front of
this anode tube. A ceramic spacer maintains a distance of less than 0.1 mm
between the flat sample surface and the anode tube and an O-ring allows
this mount to be sufficiently vacuum tight. The electrical energy to ignite and
maintain the plasma is fed into the plasma chamber directly through the
sample. To avoid excessive heating, the samples are cooled. Sputtering is
caused by bombardment of the sample surface and several particles are
responsible for this process.

GD methods have been considered as a fairly rough tool able to analyse
only bulk materials and rather thick coatings in the micrometre range,
making it possible to characterize the elemental composition of a sequence
of layers of varying thickness, ranging from nanometres to several micro-
metres, in a single analysis step without any sample preparation. Using a
Grimm-type configuration, however, GD methods are capable of performing
surface and interface analysis with a depth resolution in the nanometre
range, possibly even at the atomic layer level. In Grimm-type sources, a ty-
pical anode tube has an internal diameter of 4 mm, but by working with
smaller anode tubes (e.g. 1 mm) the lateral resolution can be improved but
the sensitivity is reduced. This limits the capability of applying GD methods
for micro-spot analysis compared with other techniques such as LA-ICP-MS
or SEM-X-ray methods.

GD-OES has been extensively applied for the quantitative depth profile
analysis of hard coatings and it is possible to analyse quantitatively a wide
variety of commercial and experimental hard coatings with a single cali-
bration if the coatings are conductive.21

For electrically conducting materials, the performances of direct current
(DC)- and radiofrequency (RF)-powered GD sources are very similar with
regard to both depth resolution and sensitivity. However, non-conductive
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coatings or samples can be analysed only with RF-powered discharges. Most
electrically isolating materials are also poor thermal conductors. The energy
deposited at the sample surface by the sputtering process therefore cannot
easily be dispersed and causes a considerable increase in the temperature of
the analysed material, which can lead to sample destruction. Pulsing the RF
power supply can help by reducing the average power dumped at the sample
surface without reducing the instantaneous energy available for the sput-
tering and excitation processes.22 Using a pulsed RF-GD approach makes
possible the analysis of thermally sensitive materials such as thin coatings
on glass samples.23 Combining the capacity of RF-GD to sputter non-
conductive materials with the quasi-simultaneous coverage of a large mass
range, time-of-flight (TOF) mass spectrometers offer a new range of appli-
cations, not only to determine elemental information on a layered sample
but also to obtain molecular information.24 An example is the analysis of
multilayer structures composed of different polymers, including polystyrene
(a polymer that has not yet been successfully sputtered by cluster ion beams
typically used for the TOF-SIMS analysis of polymers), the polymers being
distinguished by their characteristic molecular fragments.25

Trends in GD spectroscopy are focused on the development of new sources
and interfaces.22 New ionization sources have been designed for the direct
mass spectrometric analysis of solid materials at atmospheric pressure. These
techniques allow the fast, versatile and extremely sensitive analysis of real
samples with minimal or no sample preparation. In recent years, an
atmospheric-pressure glow discharge (AP-GD) source has been developed for
the generation of reagent ions that, coupled to a TOF-MS instrument, allows
the detection of a wide variety of compounds, both polar and non-polar, on a
broad range of solid substrates from glass to plastics, textiles, wood, etc., with
high analytical sensitivity. The analysis can be made in less than 1 min and
might become an important tool for screening unknown samples.26 Another
important advance in atmospheric-pressure discharges is the reduction in size
and power consumption of the discharge. These microplasmas can be used
for portable, battery-operated instruments that are smaller than laboratory-
scale instruments. These novel sources can be used as small and inexpensive
detectors for chromatography and electrophoresis separations in combination
with lab-on-a-chip systems. The advantages are that microplasmas use smaller
volumes of reagents and are therefore cheaper, quicker and less hazardous to
use and more environmentally friendly than conventional systems.

Regarding developments in reduced-pressure sources for GD based on
Grimm-type sources, the design of new fast-flow sources has been directed to
high gas flow rates, improving the efficiency of ion transport by gas con-
vection and thus reducing diffusion losses.

2.3.4 Laser Ablation

Ablation of solids using laser pulses and subsequent transfer of the released
material to the measurement device using a gas flow, usually argon, is an
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attractive alternative to the nebulization of aqueous solutions for the direct
analysis of samples, also providing the depth and spatial distribution of the
analytes.

A laser ablation (LA) system combined with inductively coupled plasma
optical emission spectrometry (ICP-OES) or mass spectrometry (ICP-MS)
provides information about the elemental composition at trace and ultra-
trace levels. LA-ICP-MS represents the most modern method for the direct
analysis of the elemental composition of solid samples, with the ability to
acquire local and depth-resolved information about their distribution, for
both conducting and non-conducting samples.

A typical LA setup consists of a lens (which may be incorporated into an
optical microscope so that optical and visual focusing are coincident), an
ablation chamber and an adjustable platform. For LA-ICP, the sample is
placed in an air-tight ablation cell flushed with an inert gas to transport the
ablated material to the ICP. The volume and aerodynamics of ablation cells,
and also the length and geometry of the transfer tube, affect dispersion of
sample density in the ICP. It has been reported that small cell volumes may
reduce the sample washout time of the cell and a high carrier gas flow rate
through the cell and transfer tubes reduces the deposition of ablated ma-
terial, in addition to decreasing memory effects and increasing transport
efficiency.27

The LA of solids involves processes that include heating, melting and
evaporation of sample material at extremely high temperatures and pres-
sures. Because of the complexity of the process, ablated material may be
removed from the sample in the form of atoms, molecules, vapour, droplet
solid flakes, large particulates or mixtures of these and the distribution of
the materials will depend on the selection of laser parameters as a function
of the sample.

Three main types of lasers – ruby, Nd:YAG and excimer – have been widely
reported and validated for ablation but currently the most commonly used is
the Nd:YAG laser because it is relatively cheap, robust, reliable and easy to
operate. Moreover, with this laser it is possible to operate at 1064 nm
(fundamental wavelength) or 532, 355 and 266 nm.28

The laser pulse frequency and power affect the ablation rate and the
particle size of the ablated material, but typical values are of the order of
1–20 mg s�1 and less than 100 nm, respectively, so sample consumption is
limited to a few micrograms.29 Taking into consideration sample
consumption and laser spot diameter size (from a few microns to 100 mm),
LA-based techniques could be considered as almost non-destructive tools
from a macro point of view,30 and are thus especially interesting for the
analysis of samples that in most cases are unique.

Compared with the use of a spark discharge, LA eliminates the restriction
associated with the necessity to ensure electrical conductivity of the samples
to be analysed but involves other problems and limitations, such as (1) the
amount of the sample material aerosolized per unit time is significantly
smaller than that which can be obtained with a spark discharge and
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(2) fractional evaporation may be observed. The small area of the spot of
focused laser radiation is useful, but to determine the general composition
of macrosamples the area of the analysed surface has to be increased and a
mechanical device for scanning the laser radiation over the sample surface is
required.31

The major advantages of ICP-MS as a detector for LA analysis are its high
sensitivity, wide dynamic range, relative simple spectra and fast scanning,
which provide an excellent method for the direct simultaneous analysis of
complex samples without any pretreatment or use of reagents.

Regarding calibration strategies, the best results were obtained using
matrix matching for external calibration, because the ablation rate varies
with the sample matrix, but this implies the use of certified reference
materials (CRMs) with a composition similar to that of the sample. However,
other alternatives are the use of external calibration with respect to a solid
reference standard in conjunction with internal standardization or cali-
bration using solutions when possible.32

LA coupled with ICP-MS has been shown to be an excellent analytical tool
for the analysis of an extended number of analytes in a wide range of
matrices, as can be seen in Table 2.2.

Compared with conventional dissolution techniques, LA avoids the dis-
solution step and the use of or exposure to potentially hazardous reagents,
and also the risk of introducing contamination or losing volatile com-
ponents during sample preparation. It also saves analysis time. In addition,
LA can be applied to any type of solid sample and there are no sample size
requirements, a chemical analysis being possible with only a few micro-
grams of sample. An example of the green analytical characteristics of LA is
illustrated by the analysis of radioactive samples: the organic solvents or
concentrated acids that are required for conventional radiochemical analysis
are not necessary for LA sampling and less than 1 mg of sample is used,
which reduces the risks associated with sample handling and sample
contamination; moreover, elemental and isotopic analysis can be achieved
entirely within a hot cell environment, further reducing the risk of en-
vironmental contamination.

2.3.5 Laser-induced Breakdown Spectroscopy

LIBS is an emission spectroscopic technique with the capability of detecting,
identifying and quantifying the chemical composition of any material. This
technique utilizes a pulsed laser focused on a small area to create a micro-
plasma on the sample surface. The resulting light emission is collected
optically and then resolved temporally and spectrally in order to produce an
intensity versus wavelength spectrum containing emission lines from the
atomic, ionic and molecular fragments created by the plasma.33

In some cases, the laser pulses reach the target sample through an optical
fibre and the collection of the plasma light and transport back to the de-
tector system can be effected using either the same fibre-optic cable or a
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second one. This method has been shown to work over distances up to
100 m, but requires the optical fibre to be positioned adjacent to the sample.
Obviously, this use of fibre optics is restricted in its application and even
impossible in cases where contaminated or hostile chemical or temperature
environments may affect the probe and, evidently, the operators. In these
instances, an open-path LIBS configuration, in which the laser beam and the
returning plasma light are transmitted through the atmosphere, is available.
This stand-off LIBS has been suggested for the elemental analysis of ma-
terials located in environments where physical access is impossible or

Table 2.2 Examples of applications of laser ablation solid sampling combined with
ICP mass spectrometry. Reproduced from ref. 119 with permission from
the Royal Society of Chemistry.

Field Application Objective

Environmental Tree rings Study of changes in atmospheric
conditions, soil chemistry and
pollution history

Tree bark Provide information about the degree of
pollution of a certain region

Seashells Trace element fluctuations reflect
environmental change and major
pollution events

Coral Concentrations of trace elements in
coral skeletons provide information
related to changes in seawater
properties

Airborne particulates Information for monitoring air quality
and inorganic pollutants

Geology Geochronology U–Pb isotopic analysis for dating
Inclusion analysis Study of microscopic inclusions in

minerals
Isotopic analysis Precise measurement of the isotopic

composition of characteristic elements
(Hf, W, Sr, U, Th, Pb, Os) at trace levels

Bulk analysis Measurement of rare earth elements or
the platinum group elements for
geological or economic importance

In situ analysis Spatially resolved analysis of elements

Archaeology Authentication of precious antiques with
minimal damage

Waste samples Especially to analyse radioactive samples

Other Fingerprinting Forensic chemical analysis of physical
evidence

Film doping and
depth profiling

Quantitative analysis of dopant dose
implanted in crystalline silicon wafers
or the analysis of multilayer coatings
systems
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dangerous, but optical access could be envisaged. Solid samples can be
analysed at distances of a few metres by open-path stand-off LIBS using
nanosecond laser pulses, whereas liquid samples can be measured at dis-
tances of a few metres. The use of femtosecond laser pulses is predicted to
extend the capabilities of LIBS to very long distances because the high power
densities achieved with these lasers can also induce self-guided filaments in
the atmosphere, which can produce LIBS excitation of a sample at kilometre
ranges.34

For a long time, the analytical applications of laser-induced plasma
spectrometry were restricted mainly to overall and qualitative determin-
ations of elemental composition in bulk solid samples. However, the
introduction of new compact and reliable solid-state lasers and technolo-
gical developments in multidimensional intensified detectors have made
possible new applications of LIBS for the direct sampling of any material,
irrespective of its conductive status, without any sample preparation and
with a sensitivity adequate for any element in different matrices.35

LIBS has intrinsic advantages over other analytical techniques for elem-
ental analysis, such as X-ray microprobe or X-ray fluorescence spectrometry;
it provides a rapid, spatially resolved or in-field geochemical analysis of
elements of low atomic weight, being an excellent tool for mineralogical and
petrological analysis, either in the laboratory or in the field using real-time
field-portable instruments.36

In addition to being employed for mineral analysis, LIBS systems can
also be combined with molecular fluorescence or Raman emission for the
development of hybrid sensor systems. Figure 2.4 shows a scheme of the
experimental setup for a stand-off dual Raman-LIBS mobile sensor proto-
type developed for the analysis of explosive materials. The system is able to
measure simultaneously both the Raman spectrum and the laser-induced
breakdown spectrum and this approach exploits the energy distribution
profile of the laser beam to extract the vibrational fingerprinting from the
non-ablated section of the interrogated target within the outer part of the
laser beam jointly with the atomic information gained from the ablated
mass by the inner part of the laser beam. By selecting suitable operating
conditions (breakdown timing, laser power and acquisition time), mo-
lecular and multielemental spectral information, from the same sampling
point and at the same laser event, can be obtained without any operator
exposure.37 On the other hand, it is important to consider the applicability
of direct spectroscopic and spectrometric approaches for the determin-
ation of organic compounds (see Figure 2.5).

2.3.6 Desorption Electrospray Ionization

Desorption electrospray ionization (DESI) coupled to mass spectrometry
(DESI-MS) provides a new tool for the direct analysis of solid surfaces
without sample pretreatment and can give molecular information about
different analytes in various solid surfaces. It is of great interest for the
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Figure 2.4 Experimental setup of the stand-off dual Raman-LIBS sensor: (A) Nd:YAG
laser (532 nm); (B) beam expander; (C) telescope; (D) laser power sources;
(E) pulse and delay generators; (F) spectrographs; (G) bifurcated optical
fibre coupled to a collimating lens; (H) holographic SuperNotch filter;
(I) personal computer. The inset shows the optical layout of the telescope.
Reproduced from ref. 37 with permission from American Chemical
Society, Copyright 2010.
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simultaneous determination of polar and non-polar compounds in liquid
and solid samples.38,39

A DESI source, with a spray solvent and a gas nebulizer, generates a gas jet
that impinges on the sample surface and creates positive and negative ions
that can be sampled into a mass spectrometer. The method is fast, highly
selective and sensitive; it provides absolute detection limits in the sub-
nanogram to sub-picogram range and constitutes a powerful tool for in situ
molecular analysis and also for elemental speciation.40 Recent developments
based on the use of an appropriate internal standard have improved the
quantitative capabilities of this technique.41

2.4 Non-invasive Methods of Analysis
The use of non-invasive techniques for the direct analysis of packaged
products is a very interesting approach for the development of clean ana-
lytical methodologies, especially for quality control laboratories. It requires
non-destructive measurement techniques to be used through different
sample containers, such as blisters, bags, vials or bottles made of various
materials. However, it is possible to make this kind of measurement only if
the container material is transparent or the package has a suitable window
for the source radiation.

NIR and Raman spectroscopy are two techniques that have suitable
characteristics for obtaining chemical and physical information from non-
destructive and non-invasive measurements of packaged samples.

The use of NIR spectroscopy was proposed for determining residual
moisture in lyophilized sucrose through intact glass vials.42 Common types
of glass are virtually transparent to NIR radiation and powdered samples
may be measured in glass vials using the reflectance mode. This approach
offers several advantages, for example (1) direct measurement without
sample manipulation, (2) conservation of samples inside the vials after
analysis, which means that they can be employed/consumed or stored, and
(3) the lack of any deleterious effects on samples, which are not altered by
the operator or the laboratory environment.

The last advantage can be very important for labile forensic samples, es-
pecially samples with legal relevance, as in the analysis of seized illicit drugs.
Moros et al. proposed a non-destructive direct determination of heroin in
seized illicit street drugs based on diffuse reflectance NIR measurements on
samples contained in standard chromatographic glass vials.43 Since neither
chemicals nor time-consuming sample preparation processes are necessary,
NIR spectroscopy provides an ideal analytical method for the direct and
instantaneous measurement of seized drugs. The use of portable and hand-
held NIR spectrometers allows the rapid checking of this type of sample in
routine analysis and police checks.

NIR measurements on solid dosage forms can be performed in the
diffuse reflectance mode and this technique has been applied to pharma-
ceutical analysis, for the determination of active principles or the
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identification of pharmaceutical excipients inside USP vials44 or through
the blister pack.

The above strategy contributes to the implementation of process analytical
technology (PAT),45 which promotes strategies for the control of primary and
secondary manufacturing processes and offers an excellent method for the
non-destructive and direct analysis of final products stored in blister packs
or other radiation-transparent containers.

NIR transmission measurements have been employed for the identity
confirmation of double-blind clinical trial tablets. The correctness, shipping,
packaging and labelling of the blister packs need to be checked before
samples are shipped and a classification tool based on the NIR transmit-
tance spectra has been developed to determine the different strengths of
tablets using commercially available NIR instrumentation.46

Broad et al. proposed the use of NIR spectroscopy for the simultaneous
determination of ethanol, propylene glycol and water contents in a pharma-
ceutical oral liquid formulation by direct transmission measurements
through amber poly(ethylene terephthalate) (PETE) bottles.47 These plastic
containers were expected to contribute to the NIR absorption spectrum.
However, the background spectrum from an empty bottle was very small and
small differences between different bottle spectra were also observed, showing
that for calibration samples prepared in their own individual bottles the
background absorption and spectral variations will be incorporated in the
calibration model and compensated for sample prediction.

NIR transmittance spectroscopy has been proposed as a technique for the
direct determination of the ethanol content of alcoholic beverages, making
measurements through the glass bottles.48 This technique has been applied
to commercial instruments such as the Infratect 1256 Beverage Analyser
(Foss). This instrument, based on NIR dispersive scanning in the range
850–1050 or 570–1100 nm, includes a colour module that is suitable for the
analysis of different types of alcoholic beverages and permits direct meas-
urement of samples inside their bottles without any sample preparation. The
analyser incorporates a selection of ready-to-use calibrations (regression
programs) for different types of beverages, based on partial least-squares
analysis and artificial neural networks. For the analysis of beer samples, the
alcohol content, original extract and colour can be directly predicted and
other calculated parameters are real extract, apparent extract, degree of
fermentation, energy, specific gravity, original gravity, present gravity, ex-
tract gravity, spirit indication and refractive index. The complete analysis
can be made in less than 45 s, making it possible to use this instrument to
control production at-line.49

It is difficult to make NIR absorption measurements of aqueous samples
in large bottles because of the inadequate energy transmission due to the
long optical pathlength and the high water absorption of infrared radiation.
The reproducibility of on-line measurements can be poorer as a result of the
variation in pathlength resulting from the lack of reproducibility of bottle
positioning. Therefore, well-validated methodologies for manual sampling
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and NIR transmittance or diffuse reflectance measurements cannot be used
for continuous measurements.

Raman spectroscopy is another alternative for the analysis of samples
directly through glass or plastic packages. Additionally, Raman spectroscopy
offers some advantages over NIR spectroscopy because it can provide a
simple optical configuration that is easily interfaced for on-line measure-
ments. In addition, the resolved details from the richer spectral features can
be used to relate Raman spectra to molecular structure and composition.

Raman spectroscopy has been employed for the static analysis of the
ethanol content of spirits (whisky, vodka and sugary alcoholic drinks) in
200 mL (flat) and 700 mL (round) glass bottles, using a 785 nm laser and the
Raman ethanol signal at 880 cm�1. The technique is applicable only to the
analysis of samples in clear glass bottles because coloured bottles exhibited
strong fluorescence.48

The quantitative in situ analysis of povidone (polyvinylpyrrolidone) in
eyewash solutions contained in low-density polyethylene (LDPE) bottles
was also performed by Raman spectroscopy.50 In order to correct for the
lack of physical and chemical homogeneity in the walls of plastic bottles
and the variation in the sensitivity of the Raman response to the sample
position with respect to the focal plane, Raman dispersed radiation was
collected using a wide-area illumination (WAI) scheme that involves an
incident laser with a large surface area (28.2 mm2) and a long focal length
(248 mm). The resulting Raman spectra are much less sensitive to mor-
phological variations of the sample bottles and the high incident laser spot
provides enhancement of reproducibility. Additionally, the use of an iso-
butyric anhydride external standard in front of the plastic bottles makes it
possible to correct the Raman intensity and reduce laser fluctuations. This
WAI scheme with the use of a synchronous external standard has the po-
tential to allow Raman spectroscopy to be used for quality control (QC)
analysis for a wide range of liquid samples contained in glass (clear or
amber) or plastic containers.

Schmidt et al. developed a prototype hand-held Raman sensor for the in situ
characterization of meat quality.51 The Raman sensor head was integrated
with a microsystem-based external cavity diode laser module that operated at
an excitation wavelength of 671 nm and the Raman signal was guided by an
optical fibre to the CCD detection unit. Raman spectra of meat were obtained
with 35 mW power within 5 s or less, and for measurements of raw and
packaged pork meat this Raman sensor head evidenced its capability to detect
microbial spoilage on the meat surface, even through the packaging foil.

2.5 Direct Analysis of Solid and Liquid Samples
Without Sample Damage

In this section, we consider the possibilities offered by several techniques,
such as X-ray, nuclear magnetic resonance (NMR) and vibrational
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spectroscopy, to analyse solid and liquid samples directly without any
sample damage.

2.5.1 Mineral Analysis by X-ray Techniques

X-ray fluorescence (XRF) is based on the secondary X-ray emission of char-
acteristic radiation from the internal electrons of the different atoms present
in a sample, as a consequence of the interaction between the primary X-ray
and the inner orbital electrons. The secondary XRF spectrum identifies the
elements present in the sample by the corresponding transition peaks at
characteristic wavelengths or energy positions and their intensity is pro-
portional to the elemental concentration.

Modern XRF analysis systems, based on either wavelength-dispersive
(WD-XRF) or energy-dispersive (ED-XRF) measurements, are well-
established methodologies offering fast, non-destructive and clean forms
of analysis that can routinely provide information about the elemental
composition of samples with adequate accuracy and reproducibility. Con-
ventional XRF systems incorporating vacuum systems can measure elements
from Na to U in solids and liquids with a precision of better than 0.5%
relative standard deviation in many cases, the limit of detection being ty-
pically in the low parts per million range and as low as 0.1 ppm for some
elements. Almost any sample type can be analysed by XRF spectrometry:
pressed powders, glasses, ceramics, metals and alloys, rock, coal, plastics,
oil, etc. The simplicity of sample preparation, minimal manipulation and the
possibility of determining some elements, such as sulfur, that are difficult to
measure by other techniques have promoted XRF as a useful alternative to
conventional molecular and atomic spectroscopic techniques.52

In recent years, the development of micro-XRF and portable XRF instru-
ments, as a result of advances in miniaturization and semiconductor de-
tector technology, has opened up interesting green applications. These
instruments make it possible to carry out in situ measurements and provide
green analytical tools for fast and non-destructive elemental analysis that
has been used for geological studies and artwork analysis.53

2.5.2 Molecular Analysis by NMR Spectroscopy

The phenomenon of nuclei absorbing resonant radiofrequency energy in a
static magnetic field is called nuclear magnetic resonance (NMR) and this
process is always accompanied by nuclear relaxation. The resonant fre-
quency of absorption of energy of magnetic nuclei in a magnetic field is
proportional to both the strength of the field and the magnetic moment of
the nucleus. The resonant NMR frequency is a fingerprint of the local elec-
tronic environment of the nucleus, but depends on the external magnetic
field. An NMR spectrum is a series of peaks of various widths and shapes
that are a reflection of the local molecular environment of the nuclei under
observation.
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Under certain conditions, the NMR intensity is proportional to the num-
ber of resonance nuclei producing the signals, thus providing interesting
possibilities for quantitative analysis in addition to the traditional use of
NMR signals for the structural analysis of pure compounds.

NMR spectroscopy as an analytical technique has the advantages of non-
destructiveness, no need to separate the analyte from complex mixtures and
avoidance of the use of toxic reagents when spectra can be obtained directly
from solids. The commercialization of high-field NMR instruments and
probe improvements have contributed to the development of analytical ap-
plications in the fields of natural product,54 pharmaceutical,55 agricultural
and food and beverage analysis.56 The main limitation is the high price of
NMR instrumentation and its low sensitivity compared with other spectro-
scopic techniques. Additionally, in many cases, dissolution or dilution of the
sample in a suitable solvent, such as deuterated water or chloroform, is
required and direct analysis is limited to solid samples.

The introduction of mobile low-field NMR analysers offers an excellent
method for non-destructive and fast measurements, with great potential to
be used for on-line QC. Instruments such as these can be used for meas-
urements in the near-surface volume of samples of any size. The mobile
probe of the instrument is a pair of anti-parallel polarized permanent
magnets joined by an iron yoke, producing a static inhomogeneous mag-
netic field. A surface coil is placed in the gap between the poles of the per-
manent magnet, generating the radiofrequency pulses. The measurement
volume of the probe is about 5�5 mm in area and 2.5 mm in depth. The
probe can be designed such that the first distance beneath the probe surface
does not contribute to the NMR signal. As an example, this analyser has been
employed for the in vivo determination of the fat content in salmon.57

Similar instrumentation has been employed for the analysis and conser-
vation of artworks.58

2.5.3 Molecular Analysis by Vibrational Spectroscopy

Vibrational spectroscopy is a well-established set of techniques traditionally
used to obtain qualitative molecular information, especially by organic
chemists. However, in recent decades developments in instrumentation and
the application of chemometrics to data treatment have demonstrated that
vibrational spectroscopy provides fast quantitative analytical methods that
allow non-destructive analysis and permit, in a green way, the simultaneous
determination of multiple components from the same sample in a single
instrumental measurement without environmental side effects.59

Infrared spectroscopy, in both the mid- (MIR) and near-infrared (NIR)
regions, and Raman spectroscopy are the main vibrational techniques em-
ployed for the direct analysis of samples.

IR spectroscopy is based on the interaction of electromagnetic radiation
with a molecular system, in most cases in the form of absorption of energy
from the incident beam. The absorption of IR radiation induces transitions
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between the vibrational energy levels of molecular bonds. The different
chemical bonds of a molecule absorb at different IR wavenumbers de-
pending on the atoms connected, the surrounding molecules and the type of
vibration that the absorbance gives rise to (stretching or bending). Most
molecules have IR bands in the spectral range between 400 and 4000 cm�1

(MIR) and most of the intense features of any MIR spectrum can be assigned
to fundamental transitions. As a consequence of the anharmonicity of the
vibrational energy levels, overtone transitions appear at high wavenumbers
that are multiples of fundamental transitions, but they have very weak
absorption compared with fundamental bands. When two fundamental vi-
brational transitions absorb energy simultaneously, a combination band can
appear. These overtone and combination bands are more complicated to
assign than fundamental bands and provide weak signals in the NIR region
between 12 800 and 4000 cm�1.

On the other hand, Raman spectroscopy is an emission technique in which
the sample is radiated with monochromatic visible or NIR laser radiation.
This brings the vibration energy levels of the molecule into a short-lived, high-
collision state, which returns to a lower energy state by emission of an energy
photon. The emitted photon usually has a lower frequency than the laser
radiation and in this case corresponds to the Stokes–Raman scattering
emission. The difference between the frequency of the excitation laser radi-
ation and that of the scattered photon is called the Raman shift and its units
are cm�1. The Raman shift corresponds to the frequency of the fundamental
IR absorbance band of the bond involved in the relaxation processes.

IR spectroscopy detects vibrations during electrical dipole moment changes,
whereas Raman spectroscopy measurements are based on the detection of
vibrations during the electrical polarizability changes. This implies that bonds
that connect two identical or practically identical parts of a molecule can be
more active in Raman than in IR measurements, thus providing comple-
mentary spectral information, e.g. the O–H stretching vibration is very strong
in IR but very weak in Raman spectra. Thus, for instance, water has high ab-
sorption in the MIR region and is practically invisible in Raman spectra.

One of the advantages of IR spectroscopy is its ability to obtain infor-
mation from samples in many physical states – solid, liquid or gas – and in
different measurement modes. Transmittance measurements are possible
when samples are highly transparent to the radiation (i.e. gas) or when it is
possible to obtain a suitable thick film of the sample that can let the IR
radiation pass to the detector, this effect being strongly dependent on the IR
energy. For example, pharmaceutical tablets can be analysed by transmit-
tance NIR spectroscopy whereas some liquid samples have a higher ab-
sorption in the MIR region and cannot be directly measured by
transmittance inclusively with a pathlength less than 0.1 mm.

On the other hand, reflection techniques are very suitable for samples that
are highly absorbent or non-transparent to IR radiation. Diffuse reflection is
a phenomenon observed when radiation strikes a diffuse surface and is
scattered in all directions. This technique is especially interesting for the
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analysis of powdered samples in the NIR region. Internal reflection or at-
tenuated total reflectance (ATR) occurs when radiation moving through a
transparent material of high reflective index impinges on the interface with a
low-refractive material, such the sample, at an angle greater than the so-
called critical angle. Then the radiation penetrates inside the sample, to a
small depth of a fraction of the wavelength of the radiation. To obtain a good
ATR spectrum, the sample must be in optical contact with the internal re-
flection crystal of the ATR accessory, normally ZnSe, germanium, KRS-5
(thallium bromoiodide) or, preferably, diamond owing to its high hardness
and chemical resistance. Considering that the effective sample thickness is
very small, from a fraction of micrometre to a few micrometres in the MIR
region, the fact that internal reflection accessories normally produce mul-
tiple reflections means that the surface layer is sampled multiple times, thus
increasing the intensity of the resulting spectra. Many basic ATR attach-
ments have been developed for standard laboratory spectrometers and some
of them include probes and flow cells to be used for monitoring chemical
processes in the laboratory or on-line. Recent designs of ATR units for MIR
spectroscopy use a composite internal reflection element, combining a
diamond sample-contacting surface with a ZnSe or KRS-5 parabolic focusing
element, the latter being equivalent to a beam condenser that increases the
sensitivity. The strength, hardness and chemical inertness of diamond make
it an exceptionally useful material for internal reflection spectroscopy. The
refractive indexes of diamond (2.39), ZnSe (2.43) and KRS-5 (2.38) are very
similar, so when diamond is in optical contact with either ZnSe or KRS-5
there is no significant loss of energy at the interface and the aforementioned
materials provide an excellent mechanical support for the diamond. Now-
adays, these ATR accessories are used extensively in the analysis of liquid,
solid and paste samples by IR spectroscopy.60

For Raman spectroscopy, the sample must be illuminated with mono-
chromatic radiation as brightly as possible. Then, the scattered radiation
must be collected efficiently and the mixture of reflected and elastically
scattered radiation must be separated from its much weaker Raman com-
ponent, and this weak scattered radiation alone must be processed to obtain
the Raman spectrum. Traditionally, this separation was carried out using
multiple monochromators, but current Raman spectrometers incorporate a
filter and a single monochromator, spectrograph or interferometer system.
The expansion of Raman systems is related to their versatility for sample
handling by incorporating microscopes, telescopes or fibre-optic bundles to
illuminate and view the sample and then redirect the collected radiation to
the detector.

Both IR and Raman spectroscopy can be applied for the direct analysis of
untreated samples at the macroscopic or microscopic scale. Raman micro-
spectroscopy has the potential for improved resolution because of the low
wavelength of the radiation used. Additionally, Raman instruments offer
confocality and it is possible to focus on different planes below the sample
surface. Moreover, the signal-to-noise ratio is much lower in Raman than in
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IR spectroscopy and if samples have natural fluorescence it may be im-
possible to obtain Raman spectra. This problem, also present in macro
Raman spectroscopy, may be overcome if the Raman instrument is equipped
with a low-energy NIR laser instead of a laser working in the visible region;
this avoids the fluorescence of most molecules, but it decreases the spatial
resolution. In addition, the heat generated by the laser may alter the Raman
spectra and also destroy the sample during measurements. In order to avoid
sample damage, a suitable laser power and measurement time may be se-
lected.61 Modern Raman instruments used for quantitative measurements
are equipped with 1064 or 785 nm emitting lasers operating at powers of a
few milliwatts to avoid sample fluorescence and thermal degradation.

As mentioned previously, one of the advantages of vibrational techniques
is their ability to obtain easily the spectra of different types of samples in any
physical state. From these spectra, it is possible to obtain good quality global
information about the chemical or physical characteristics of samples or of
individual components present in them. For this reason, IR and Raman
spectroscopy have been widely employed in analyses in agricultural and food
science,62–64 pharmaceuticals65 and petrochemicals.66 NIR spectroscopy is
widely used67–69 because of the higher penetration depth of NIR radiation
and the feasibility of sample manipulation or synergistic combination with
remote fibre-optic probes. However, recent developments in mobile and
portable Raman instruments offer the opportunity to make direct analyses of
samples of special interest.70

The combined use of chemometrics with vibrational spectroscopy has
contributed to the increase in analytical applications based on NIR, MIR and
Raman spectroscopy in the past decades. The main features provided by
vibrational spectroscopy combined with chemometrics are as follows: (1) the
possibility of direct determination of an analyte without the need for a
previous separation; (2) the simultaneous determination of multiple com-
ponents in the same sample from a unique spectral measurement; (3) the
capacity to evaluate directly several sample properties (e.g. physicochemical)
or characteristics that do not correspond to a particular analyte or group of
analytes but clearly relate to all the components, thus providing information
about sample quality, e.g. tannins, related to long-term colour stability and
astringency of wines,71 or pH of albumen and Haugh units for testing egg
quality;72 and (4) the indirect modelling of spectra for the determination of
analytes at trace levels. In this sense, the concentrations of many com-
pounds present in the same sample can be modelled from the overlapping
bands of the spectra; although there is no direct relationship between the
presence of trace compounds and specific bands, vibrational modes as-
signed to different organic molecules, which can be modified by the pres-
ence of trace components, offer the possibility of establishing highly
predictive models from a series of spectra of well-characterized samples.
These indirect determinations are of special interest in the analysis of
mineral elements because they offer the possibility of developing quantita-
tive or at least screening methods suitable for obtaining information on
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trace components from the NIR, MIR or Raman spectra of untreated sam-
ples, as an alternative to classical methodologies based on wet or dry-ash
digestion and dissolution of samples before determination by atomic or
ionic techniques. These solvent-free analytical methodologies, based on
direct measurements of untreated samples, combined with chemometric
techniques, offer a green alternative for studies in environmental and con-
trol analysis and for screening purposes in general. Some examples of re-
cently developed applications are the NIR determination of mineral
elements in soils,73 sediments,74 foods,75 beverages76 and forage crops.77

To conclude, vibrational spectroscopic techniques appear to be excellent
green analytical tools because they are capable of providing high-quality
spectral information on samples in a non-destructive and, in many cases,
non-invasive way, avoiding the use of reagents or solvents. Their use can be
extended to other exciting fields, such as clinical78 and microbiological79

analysis. Additionally, the development of hyperspectral imaging as a tech-
nology to integrate conventional imaging and spectroscopy, to obtain spatial
and spectral information about samples, contributes to the development of
new green analytical applications, especially for QC and process analytical
technologies.80,81

2.6 Image Processing Methods
In recent decades, machine vision systems have emerged as efficient,
powerful and non-invasive techniques for the determination of the global
parameters,82 particular properties83 or composition of different types of
samples.84 The machine vision systems provide the automatic extraction of
information from digital images acquired by cameras or scanners for in-
spection or control of processes during manufacturing or product process-
ing. Based on this philosophy, the use of simple digital or smartphone
cameras has been extended as a green approach for the direct analysis of
samples without requiring sample preparation. On the other hand, the use
of hyperspectral cameras, combining spectroscopy and imaging, integrates
the main advantages of both techniques such as spectral and multi-
component information from a scanned sample, being sensitive in some
cases to the presence of minor components.

Image treatment could be the greenest approach for analytical methods if
we are able to obtain qualitative and quantitative information from images
of the objects. As indicated in Figure 2.6, image treatment approaches could
be based on pictures of drop reactions made in separate wells or images of
surface layer chromatography, which in fact provides a complementary tool
for classical or separation analytical processes. However, direct images of
samples are suitable to be employed to quantify some parameters, based on
a correct calibration made using well-characterized objects. Hence, as indi-
cated in Figure 2.7, many aspects must be considered when taking and
processing images. The objects (totally or partially), the illumination light,
the focal distance and the use or not of a colour or black and white reference
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are also key aspects to be taken into account. Hence it could be summarized
that nowadays the type of camera employed to obtain the images is very
important and efforts must be made to transfer the calibrations obtained
with a specific system to other systems, especially taking into account the
rapid evolution in this field.

In recent years, a controversial aspect has been the decision to work with
colour or black and white images. It is true that most published studies used
colour images and their translation in RGB, HSV or CIElab systems. How-
ever, professional photographers maintain the idea that high-quality images
must be based on black and white and grey-scale photographs and, in fact,
many of the images for healthcare use are systematically based on black and

Figure 2.6 Possibilities offered by image treatment for analytical purposes.

ASPECTS to be considered in IMAGE TREATMENT
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● COORDINATE SYSTEM

Figure 2.7 Main aspects to be considered in image treatment.
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white. Additionally, the consideration of sample image pixels in this system
provides a large number of variables and thus could contribute to improving
the analytical capability of image treatment. Hence it could be expected that
in the near future we could systematize correctly the best ways to extract as
much information as possible from samples through their images.

Hyperspectral imaging (HSI) appears to be a powerful technique that
provides information about chemical species present in a sample, their
concentration and where they are distributed.85 This technique has been
employed to determine the quality, safety, contamination, authentication
and adulteration of different samples types, especially in the food,86

agricultural,87 pharmaceutical,88 medical,89 environmental90 and astro-
nomical91 fields.

An HSI system requires an illumination unit (which can be in the UV,
visible, NIR or MIR spectral regions), a radiation dispersive device (usually a
spectrometer), a camera or detector and a computer system equipped with
image acquisition and processing software.92 Hyperspectral images are
generally obtained in the reflectance mode owing its feasibility; however,
other measurement modes such as transmittance or interactance can also be
employed. Compared with a common digital camera, which acquires spec-
tral channels corresponding to red, green and blue primary colours, HIS
systems provide a complete spectrum for each pixel resolution of images,
thus providing a high level of information about sample components and/or
properties.

The implementation of HSI involves three steps: (1) image acquisition and
image pre-processing, (2) spectral data extraction and data treatment and
(3) data modelling and image post-processing. The basic premise is the ac-
quisition of a high-quality hyperspectral image in the selected spectral
range. For this purpose, the acquisition mode, device and type of illumin-
ation, spatial resolution and the characteristics of the detector employed,
such as spectral resolution, scanning velocity and sensitivity, are important.
The acquisition process also requires correction of the image in the spatial
and spectral domains using suitable references. Extraction of spectral data
from the image can be applied to all object images or to different regions of
interest. In this step, data could be pre-processed to enhance their quality
(i.e. noise reduction, improving resolution, etc.). These data treatments fre-
quently involve spectral filtering, smoothing, mean centring, normalization,
baseline correction, autoscaling or corrections such as orthogonal signal
correction, standard normal variate or multiplicative scatter correction. Fi-
nally, by using chemometrics and reference sample data, calibration models
can be developed to correlate images and sample properties or analyte
concentrations. These multivariate techniques for calibration model build-
ing include multilinear regression (MLR), partial least-squares (PLS) re-
gression, principal component analysis (PCA), discriminant analysis (DA),
artificial neural networks (ANNs) and support vector machine (SVM). More
details of these data treatment and calibration process are discussed in
Chapter 10.
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It is clear than the development of analytical methods based on the use of
hyperspectral images involves a previous chemometric modelling, and for
this purpose a set of calibration samples must be analysed by rearguard
methods. The prediction capability of the calibration model must be verified
periodically to ensure the quality of the method. On the other hand, it must
be noted that the prediction capability of the developed models cannot be
higher than the quality of the reference data used to create these cali-
brations, so it is mandatory to have adequate reference data.

Usually, the applicability of the strategies based on HSI depends strongly
on the cost of the instrumentation, the use of hyperspectral cameras now-
adays being expensive. For this reason, the development of image processing
methods is currently focused on the use of more easily accessible instru-
ments such as smartphones and digital cameras.

In contrast, concerning low-cost and readily available instrumentation,
the smartphone has been demonstrated to be an excellent tool for image
acquisition and application in analytical chemistry. In this sense, different
applications have been developed for the determination of parameters93 or
analytes94 from photographs obtained directly from samples. New advances
integrating smartphones with spectrometers are providing low-cost instru-
mentation with a high capability for data acquisition and processing, com-
bining the portability of smartphone devices and the enhanced selectivity
provided by the spectrometer.95 These improvements permitted the devel-
opment of a smartphone-based multispectral imager and its potential use
for point-of-care testing,96 contributing to the democratization of analytical
chemistry.

2.7 Remote Sensing and Teledetection Systems
Remote sensing systems together with digital image analysis provide
methods for the acquisition of data and the easy interpretation of meas-
urements of an object without any physical contact between the measuring
device and the object itself, thus enhancing the information available
without any damage to the sample or the need to use preliminary analytical
steps or reagents.

Remote sensing is the science of acquiring, processing and interpreting
images and related data, obtained from aircraft and satellites, that record
the interaction between matter and electromagnetic energy.97 The term
takes on a number of different meanings depending on the discipline
involved.

Traditionally, remote sensing referred to measurements made, from a
distance, of the radiation spectra reflected and emitted from the Earth’s
surface to acquire information without being in physical contact with the
object (which in this case is the atmosphere).

In the last decade, the use of satellite remote sensing of air quality has
evolved dramatically; now, thanks to the increasing spatial resolution af-
forded by modern instrumentation,98 global observations are available for a
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wide range of species, including aerosols, tropospheric O3, tropospheric
NO2, CO, HCHO and SO2. The role of remote sensing is therefore under
scrutiny, given its potential capacity for systematic observations at scales
ranging from local to global and the availability of data archives extending
back over several decades.

Three major applications of retrieved trace gases and aerosols by satellite
remote sensing are available: forecasting of events that affect air quality,
interference of surface air quality itself (particulate matter, NO2, O3 and CO)
and estimates of surface emissions [NOx, volatile organic compounds
(VOCs), CO and aerosol sources].

The availability of remote sensing technology also contributed to the de-
cision of the Kyoto Protocol of the United Nations Framework Convention on
Climate Change (UNFCCC) to limit or reduce greenhouse gas emissions to
1990 levels. Five major areas have been suggested where remote sensing
technology could be applied to support the implementation of the Kyoto
Protocol:99 (1) provision of systematic observations of relevant land cover
(in accordance with Articles 5 and 10); (2) support to the establishment of a
1990 carbon stock baseline (Article 3); (3) detection and spatial quantifi-
cation of changes in land cover (regarding Articles 3 and 12); (4) quantifi-
cation of above-ground vegetation biomass stocks and associated changes
therein (also Articles 3 and 12); and (5) mapping and monitoring of certain
sources of anthropogenic CH4 (in accordance with Articles 3, 5 and 10).

The first application of satellite remote sensing of aerosols was based on
the use of an advanced very high-resolution radiometer (AVHRR) to observe
Sahara dust particles over the ocean100 and later for monitoring volcanic
sulfate.101 The total ozone mapping spectrometer (TOMS) was the first in-
strument designed for satellite remote sensing of tropospheric trace gases.
Initially it was aimed at determining the global knowledge of stratospheric
O3, but it also yields information about volcanic SO2

102 and ultraviolet-
absorbing aerosols.103 These instruments have been very effective. The last
TOMS was deactivated in 2007, but a new generation of ozone monitoring
instruments (OMIs) has satisfactorily replaced them.

Satellite remote sensing is not limited to surface air quality. It can also be
used for ecological applications including land cover classification, inte-
grated ecosystem measurements and change detection, such as climate
change or habitat loss.104 This is a very important tool for ecologists and
conservation biologists, as it offers new ways to approach their research in
order to provide scientific responses to environmental changes. Addition-
ally, remote sensing has been used for environmental and natural resource
mapping and for data acquisition about hydrological sources and soil water
and drought monitoring for early warning applications.105 The use of remote
sensing permits the monitoring of soil salinity caused by natural or human-
induced processes,106 the study of groundwater107 and the quantitative study
of soil properties.108

Developments in optical remote sensing related to spatial resolution
provide powerful tools in precision agriculture, which has the ability to
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evaluate rapidly the maturation of fruits or cultivars for optimal harvesting
or possible infection with diseases.109 It also permits the assessment of
water use by crops and on-farm productivity monitoring – the latter though
measuring methane emissions – thus making it possible to increase the
efficiency of water use.110 Specific properties of vegetation, e.g. healthy or
diseased, can be related to the amount and quality of radiation reflected or
emitted from the leaves and canopies of plants. Remote sensing can
therefore be applied to study plant pathology.111,112

From the instrumentation point of view, remote chemical sensing is a
group of techniques. Basically, we can be distinguish between remote elec-
trochemical sensors and remote spectroscopic monitoring systems.113 In
addition, geoelectric techniques, such as DC-resistivity sounding, magne-
totellurics, ground-penetrating radar, fixed-frequency electromagnetic (FEM)
and transient electromagnetic (TEM) methods, have been used for the re-
mote monitoring of groundwater pollution and for the estimation of the
hydraulic properties of aquifers and sediments.114

Chemical and biochemical sensors are based on a combination of a rec-
ognition layer and a physical transducer and their use has been proposed for
the in situ remote monitoring of organic and inorganic pollutants (see
Figure 2.8).115 The introduction of modified electrodes and ultra-
microelectrodes, the design of complex biological and chemical recognition
layers, molecular devices and sensor arrays and developments in micro- and
nanofabrication and also in the technology of flow detectors and compact,
low-powered and user-friendly instruments, have contributed to the devel-
opment of electrochemical sensor devices for the real-time monitoring of a
wide range of molecules and contaminants.
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Figure 2.8 Schematic representation of a chemical sensor.
Reproduced from ref. 119 with permission from the Royal Society of
Chemistry.
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On the other hand, two approaches can be distinguished for spectroscopic
remote sensing: (1) direct, when both the electromagnetic radiation and the
signal measured are used along an open path (i.e. the atmosphere); and
(2) indirect, where radiation or a signal is directed through fibre optics
(see the scheme in Figure 2.9). Direct remote systems can be further
classified as active, if the instrument contains its own source of radiation, or
passive, for external emission sources, such as the Sun. Active systems based
on infrared or ultraviolet radiation sources are currently used and can utilize
Raman scattering, fluorescence or light absorption as their measuring
principle.116 However, there are other classification criteria for chemical
sensor discrimination (see Figure 2.10) and, with reference to the position of
the radiation source (transmitter) and the sensor (receiver), optical remote
sensing instruments can be classified as (1) monostatic, when the trans-
mitter and the receiver are located in a single fixed position and either a
topographic target (building wall, ground, vegetation) or atmospheric aero-
sols and molecules or a retroreflector may be used to reflect the transmitted
radiation back to the receiver, or (2) bistatic, in which the radiation source is
in one location and the sensor in another, the distance between them being
the open optical pathlength.

Remote active sensing systems can be grouped into monochromatic in-
struments and instruments with a broadband source of radiation, sub-
divided into non-dispersive and dispersive. Monochromatic instruments are
equipped with laser sources that provide spectral lines at microwave, in-
frared or ultraviolet frequencies, allowing the identification and measure-
ment of air pollutants. Non-dispersive analysers have been designed
basically for specific constituents of gases. Dispersive instruments make it
possible to obtain detailed information about the spectra of molecules and
species present in a sample, but their sensitivity can be limited in com-
parison with that of monochromatic sources.

One technique used for direct optical remote sensing using mono-
chromatic radiation is the differential adsorption laser (DAL), in which two
laser beams of different wavelengths are passed through the sample, one
being coincident with the absorption maximum of the target analyte and the
other being a non-absorbing wavelength. The difference between the two
beams is proportional to the amount of absorbing molecules. Laser photo-
acoustic spectrometry (PAS) and light detection and ranging (LIDAR), which
use a pulsed laser system, provide systems like radar where the time re-
quired to return the reflected radiation is measured and used to determine
the distance of the reflecting material. The principles of differential optical
absorption spectroscopy (DOAS) and simultaneous correlation spectroscopy
(COSPEC) can be employed for optical absorption measurements of gaseous
constituents in the atmosphere in the ultraviolet and near-infrared ranges,
using the radiance of the sky as a distributed light source.117

For indirect optical remote sensing, the development of fibre optics has
been revolutionary. New materials, increased flexibility of fibres, long-range
transmission capability, small size, broad bandwidth and imaging capability
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have made possible a variety of design options. These advances have
provided fibre-optic devices that can be used over long distances or as non-
invasive techniques for clinical or medical applications. Fibre-optic sensors
in combination with laser-induced plasma spectroscopy can be employed for
the determination of elemental sample composition, laser-induced fluo-
rescence spectroscopy provides information about native fluorophores or
fluorescently labelled molecules and Raman spectroscopy is useful for ob-
taining inorganic and organic vibrational structure information. Laser
photofragmentation, which measures the luminescence from sample frag-
ments, photothermal spectroscopy, which provides inorganic and organic
electronic and vibrational structure data, and ultraviolet, visible and infrared
absorption spectroscopy, which are suitable for obtaining data about in-
organic and organic electronic and vibrational structure, are some of the
tools available for remote sensing measurements that have been described
in the literature.118
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CHAPTER 3

Sensors as Green Tools

MANEL DEL VALLE

Sensors and Biosensors Group, Department of Chemistry, Universitat
Autònoma de Barcelona, 08193 Bellaterra, Barcelona, Spain
Email: manel.delvalle@uab.es

3.1 Chemical Analysis Performed with Sensors
This chapter is intended to discuss the implications of chemical analysis
performed with chemical sensors or biosensors with respect to sustainability
or ecological aspects, which has been referred to as green chemistry. While
analytical chemistry searches for information on material systems, the
greening of this information search involves reducing the amount of sample,
reducing the number and amounts of reagents and performing analyses in
shorter times, with less effort, with less trained people and in less well
equipped laboratories; further, it may involve performing the analysis on-
site, i.e. outside the laboratory.1 Among the different strategies considered
for improving analytical methods, many have involved automation, mini-
aturization and direct and multianalyte analysis; in almost all cases re-
ductions in the amounts of solvents, reagents and waste or the replacement
of reagents with less harmful alternatives have always been kept in mind.2

Obviously, the use of sensors is also one of these strategies, which suits
perfectly well the above requirements.

Kaljurand and Koel reported on various aspects of instrumental analysis
in relation to green chemistry,3 considering a variety of analytical instru-
ments ranging from heavy laboratory equipment in use in chemical la-
boratories to mobile sensors, performing measurements in real time. These
analyses are performed with diverse instrumental techniques and they can
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be presented in the form of a multilevel pyramid according to their com-
plexity and analytical requirements, as illustrated in Figure 3.1.4 The final
thought is that there is a great need for simple indicator-type sensors with
sufficient specificity and accuracy, which will not require trained personnel,
generate little or no waste and consume minimal amounts of energy or none
at all. This level forms the base of the pyramid and these sensors are used to
obtain chemical information from the point-of-care, including on-site pro-
cess analysis for the widest use.

From the above simplification, analytical instrumentation is the most
expensive and energy- and material-intensive part of analytical chemistry
and is also the most wasteful from a green chemistry perspective, especially
when the footprint from the production of instruments is considered;
therefore, the use of sensors is intended to provide a significant reduction in
all these aspects, especially if they have been microfabricated, which pro-
motes their implementation whenever possible. What kind of information is
actually required? Sometimes a qualitative or semiquantitative result may
be sufficient and a simple naked-eye visual test may be adequate. It should
be remembered that analytical chemistry, as an information science,
should be re-conceptualized with the aim of not utilizing more resources
than are absolutely necessary in order to obtain information with the re-
quired quality level.

Let us define with precision what we imply when we talk about chemical
sensors. A chemical sensor is a device that transforms chemical information,
ranging from the concentration of a specific sample component to total
composition analysis, into an analytically useful signal.5 This definition,
intendedly too generic, deserves a clearer, pragmatic description, and a

Figure 3.1 Requirements of instrumental methods according to application needs
and present research trends and the situation for chemical sensors.
Reproduced from ref. 4 with permission from the Royal Society of
Chemistry.
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useful one, for example, is that given by Wolfbeis, when he wrote: Chemical
sensors are small-sized devices comprising a recognition element, a transduction
element and a signal processor capable of continuously and reversibly reporting a
chemical concentration,6 a definition that derives in the generic scheme of a
sensor, illustrated in Figure 3.2.

This definition suggests the interaction between the recognition element
and the analyte to generate a chemical signal, and introduces the ideas of
reduced dimensions and the possibility of real-time measurement. Chemical
and biochemical sensors are thus based on the combination of a recognition
layer and a physical transducer and their use is perfectly suited for the in situ
remote monitoring of organic and inorganic pollutants. The definition of a
sensor involves intrinsically a cheap, small and easy to use device, which
means that its portability is of paramount importance; this, accompanied by
minimal reagent and solvent use, also implies minimal waste production. To
achieve these advantages, an underlying characteristic of the sensor is its
integration, in the sense of joining different stages of the analytical process
into one; this implies simplicity of operation, and the integration of different
parts to form the device, which in turn involves aspects of microfabrication,
immobilization of reagents or, more recently, the introduction of nano-
technology principles. On the other hand, operation of a sensor should be of
high efficiency, normally thanks to the performance accomplished by the
recognition element ant the selectivity features that it provides. The effi-
ciency is further connected with the speed of operation, its disposable use,
its achievement in situ and with the provision of results in real time. Even
more, now that we are in the era of networks, sensor devices can be deployed

Figure 3.2 Sketch of the operation of a chemical sensor. Only one sample com-
ponent, the analyte, is recognized by the recognition element (R). The
primary signal generated in the recognition process is converted into an
electrical signal by the transducer (T). This signal is next amplified,
conditioned, processed and presented as measured data (A). When the
recognition element is of a biological nature, the device is termed a
biosensor.
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in a distant region and, through communication links, provide temporal or
spatial mapping of analytes.

A further attribute of a sensor, its reversibility, is considered important
by many authors. Reversibility means that the sensor signals should not be
stationary but should respond dynamically to changes in sample concen-
tration in the course of measurement. The following characteristics of
chemical sensors are generally accepted: chemical sensors should (1) trans-
form chemical quantities into electrical signals, (2) respond rapidly,
(3) maintain their activity over a long period of time and (4) be specific, i.e.
respond exclusively to one analyte or at least to a particular group of
analytes. This list could be extended with, e.g., the requirement for a
low detection limit or high sensitivity. This means that it would be desirable to
detect low concentrations of the species sought.

Sensors can be classified, according to IUPAC recommendations, fol-
lowing the principles of signal transduction,5 that is, according to the type of
primary signal appearing after interaction of the analyte with the recognition
element, as shown in Table 3.1, where the most important groups in practice
are the electrochemical and optical types.

The concept of a biosensor, closely involved in the above, should be
properly clarified. The biosensor concept corresponds to the definition of
the responsible IUPAC Commission:5 biosensors are chemical sensors in which
the recognition system utilizes a biochemical mechanism; this biological
mechanism is normally provided by a biological element, which can be in-
tegrated with the transducer in many ways, such as tissue (a thin slice of
banana), individual cells (neuron cells) or a molecular assembly (enzyme
reaction complex). The implications of green aspects for the biological
element are interesting. If microbial species are the recognition elements to
be used, for example, in a microbial fuel cell device, minimal impact is
evident. Enzymes can be of complex use, especially when considering that
they may need to be extracted, isolated and purified from special organisms,

Table 3.1 Classification of (bio)sensors according to the nature of the primary
signal generated after interaction with the analyte.

Type Example Preferred sample type

Electric Metal-oxide semiconductor Gas

Electrochemical Potentiometric (ISE, ISFET) Liquid
Voltammetric (Gas)

Optical Absorbance Liquid
Reflectance Gas
Fluorescence Solid

Mass Piezoelectric Gas (Liquid)

Other Magnetic, thermometric —

58 Chapter 3



although there are cases where the great demand and knowhow permit the
use of genetically engineered material. The use of antibodies is similar,
when the procedure for their isolation involves infection and/or sacrifice of
an animal; the impact, in this respect, can be highly significant, but again, in
cases where the antibody is well known and with a high demand, the gen-
etically engineered option can be the choice. In any case, the antibody will be
the element with maximum attainable specificity, which may compensate
for the disadvantages. Concerning DNA oligonucleotides, used as probes to
devise genosensors or used as aptamers, they can be obtained by convenient
solid-phase automated synthesis systems, which will imply minimal use
of reagents, minimal waste and minimal effort. Finally, the potential
use of molecularly imprinted polymers may represent the best compromise
of requirements,7 as highly selective material will be tailor-synthesized in
order to obtain an extremely cheap recognition material with high
performance.

From the generic motto in green chemistry ‘‘Reduce, reutilize and re-
cycle’’,4 it is clear that chemical sensors and biosensors are perfect prime
examples for satisfying these requirements. Sensors obviously reduce the
amounts of materials and resources used and also minimize the require-
ments on sample size or time of analysis. Therefore, mainly thanks to their
small dimensions and to the simple instrumentation involved, it can be said
they produce a minimum impact on the environment. Also, the simpler the
method, the less intervention is required, a situation that is frequent with
the simplest methods but not attainable with the more complex biosensing
schemes (e.g. in immunoassays), where perhaps a number of stages may be
required to complete the assay. The maximum simplicity in use can be
achieved with software-intensive sensor systems, a situation where practi-
cally no consumables and no manual intervention will be needed. Con-
cerning reuse, most chemical sensors can be used a repeated number of
times, making possible the monitoring of processes or the environment. In
this respect, biosensors can present more limited features, normally because
they have a more sophisticated recognition mechanism. On the one hand,
the recognition elements may have a limited duration (e.g. enzymes) or the
recognition process can be irreversible, as usually happens with antibodies.
This being the case, devices may be made disposable, which is a reasonable
condition, especially in clinical diagnosis situations. With respect to re-
cycling, the high level of integration that occurs with (bio)sensors, together
with the small amounts of materials used, poses important difficulties for
this goal. Evidently, there might be specific circumstances where recycling of
certain materials, such as noble metal nanoparticles, lanthanide elements,
etc., may still be a matter of interest.

A widely known list of recommendations is the ‘‘Twelve Principles of
Green Chemistry’’;8 this list provide a framework for scientists and engineers
to use when designing new materials, products, processes and systems.
Many, but not all, of these principles apply to green analytical chemistry.
Those that are most relevant to, or most commonly encountered in
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analytical chemistry can be summarized as reducing waste, eliminating the
use of solvents or using safer ones, looking for the highest efficiency, ap-
plying mild conditions of pressure and temperature in the processes, re-
ducing derivatizations and intermediates, application to real-time analysis
for efficiency and reduced pollution issues. There is great concern regarding
the consumption of hazardous solvents in analytical chemistry, mostly
in situations associated with chromatography. In the present case, sensor-
related methodologies mostly do not require the use of solvents, except
perhaps small amounts in certain preparative steps of the device
(e.g. preparation of membranes or immobilization of reagents).

Principle 11 in the above-mentioned list specifically mentions the re-
quirement for analytical methodologies to be further developed to allow for
real-time, in-process monitoring and control prior to the formation of haz-
ardous substances. Sensor applications play an important role, specifically
in the demands for monitoring of processes or the environment. In the first
instance, this has led to the field of process analytical technology (PAT), an
interesting success case that emerged from collaborative efforts of plant
engineers and sensor chemists. Also, whatever case example is selected,
important benefits on efficiency, safety, use of resources and generation of
waste can be quickly found. An important area of research towards the wider
implementation of Principle 11 lies in the further development of sensors,
such as electrochemical sensing (conductimetric, potentiometric or vol-
tammetric), that offer qualitative or quantitative measurements of isolated
species or analytes within complex matrices. Electrochemical sensing offers
particular versatility since it relies on the possibility of detecting any species
with electroactive (redox) properties. Optical (colorimetric and fluorimetric)
sensors for a specific compound or broader applications have also seen a
recent surge in their development, including research towards greener syn-
theses. Principle 11 has also been extended beyond process chemistry to
encompass the environmental impacts of analytical methods more
generally.

In summary, this chapter will highlight recent advances aimed at de-
veloping sensor systems following the principles of green analytical
chemistry, especially those that can be made small, easy to use and con-
nected to a ‘‘smart’’ concept. A number of paradigmatic examples, stress-
ing the sustainability features that sensors can bring to chemical analysis,
have been selected and are presented in detail. These are the use of na-
noparticles obtained with green methodologies to be integrated in sensors,
the development of systems based on colour changes that are measured
with a smartphone camera, biosensing schemes that can be developed with
use of the ubiquitous personal glucose monitor, the biofuel cell used as a
sensor and finally the use of arrays of sensors plus computer data treat-
ment, which have been named electronic noses and electronic tongues.
These can be the features able to tackle the problems associated with the
application of sensors in complex matrices or when the latter may be
changing in nature.
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3.2 Use of Nanoparticles for Sensing
Curiously, one surprise found when first doing database literature searches
with the keywords ‘‘green’’ and ‘‘sensor’’ was the abundance of late entries
related to the synthesis and/or use of nanoparticles obtained by method-
ologies claimed to be related to green chemistry technologies. These nor-
mally referred to the use of mild reagents or the use of precursors obtained
from natural sources, able to produce the desired nanoparticle or nano-
component later used in a sensing scheme. This fact, together with the
potential interest of dedicating some attention to the use of nanotechnology
components in analytical procedures/sensing, made this author consider
adding this separate section.

In this literature search, the numerous articles connected to the green
reaction conditions for the production of certain metal nanoparticles could
be divided in two very different subgroups. The first was centred on metal
nanoparticles and metal oxide nanoparticles and the second, much more
recent and surprisingly very active, was centred on carbon dots, which have
specific fluorescence-related properties and provide the proper conditions to
develop direct fluorescence or fluorescence quenching sensing schemes.
These two variants are covered in separate sections.

3.2.1 Use of Metal and Metal Oxide Nanoparticles

As noted, in the literature on sensing utilizing green chemistry methods
there is a group of research articles relating to the use of nanoparticles
(NPs). In fact, the highlight on the green aspects of the devices is not re-
lated to the simplified or (bio)sensing procedures, but to the methods used
in the preparation of the NPs.9 Researchers have essentially been studying
sustainable and eco-friendly techniques for the production of repro-
ducible, homogeneous and well-characterized NPs. Among the preferred
methods, the production of metal NPs using natural source reagents, es-
pecially plants or plant extracts, stands out. Among these, plants with
particular properties, e.g. medicinal vegetable products, seem to be the best
candidates as they are suitable for the large-scale biosynthesis of NPs.
Among other advantages, NPs obtained from plants can be more stable and
the rate of synthesis can be faster than when using, for example, micro-
organisms or other living sources.

The first example to be considered is the widely used gold NPs (AuNPs);
although most methods relate to organic reducing agents (e.g. citrate), one
can find fairly frequently green methodologies for which reducing con-
ditions have been developed, for example with Aloe vera, Avena sativa,
black tea leaves, coriander, alfalfa leaves, tamarind and almond fruit.
Gnanaprakasam et al.10 used Abelmoschus esculentus (okra) vegetable ex-
tract as the reducing agent for the preparation of AuNPs on graphene,
acting in two steps: (1) reduction of the starting material graphene oxide to
reduced graphene and provision of adequate surface functionalization
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and (2) controlled reduction of Au31 ions to form AuNPs on the graphene
surface. Electrodes modified with the prepared hybrid nanocomposite
were employed using the square-wave anodic stripping voltammetry
technique, which, employing a 40 s enrichment time, allowed for the
quantification of heavy metals (Cd21, Pb21, Cu21 and Hg21) at nanomolar
concentrations. In another Au material-related study, b-lactoglobulin, a
protein by-product in the cheese industry, was used to prepare Au na-
noclusters, i.e. ultrasmall Au nanoparticles smaller than 1 nm, that were
stable thanks to the template effect offered by the protein.11 Because of
this very small size, these nanoclusters possess fascinating molecular-like
characteristics, such as discrete electronic states, size-dependent fluor-
escent properties and biomedical properties that are absent in larger
metal nanoparticles. The Au nanoclusters, with notable fluorescence
properties, were used as sensor elements for the detection and quantifi-
cation of Hg21 through its quenching effect, with a detection limit
of 20 nM.

As an illustration of the use of metal nanoparticles other than Au, Manoj
et al. prepared a CuNP composite with multiwalled carbon nanotubes12 to
develop a nitrite voltammetric sensor. In this case, the synthesis of the metal
NP used a green route involving sodium carboxymethylcellulose as
reducing agent.

The other group of examples that can be considered are related to the
synthesis of metal oxide NPs to be used in different sensor configurations.
NPs of WOx were synthesized by a hydrothermal method and showed
peroxidase-like activity.13 With this idea, they were used in a colorimetric
sensor configuration to determine H2O2 or glucose, when in combination
with glucose oxidase enzyme.

Mixed CoFe2O4 NPs were used to modify a carbon paste electrode for the
trace determination of Cu21 using differential pulse anodic stripping vol-
tammetry.14a The NPs were synthesized from a mixed solution of the metal
nitrate salts, after a hydrothermal process of 14 h duration. The detection
limit achieved was 0.085 ng mL�1 of Cu21 when the enrichment time was
5 min. Now considering an example with a natural plant reagent, Mn3O4 NPs
were prepared using an Azadirachta indica (neem) leaf extract.14b The green
synthesized Mn3O4 NPs were employed for the modification of a glassy
carbon electrode, which was further used for the voltammetric determin-
ation of 2-butanone.

In a different sensor application, Manjula et al. reported a green approach
for the controlled synthesis of porous SnO2 nanospheres with a high surface-
to-volume ratio.15 Glucose was used as a stabilizer and structure-directing
agent, permitting the synthesis of monodisperse nanospheres with high
surface area and excellent gas sensing capabilities towards hydrogen. The
surface modification of the nanospheres with Pd transformed this sensing
material into a highly sensitive and selective room-temperature semi-
conducting hydrogen gas sensor.
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3.2.2 Use of Carbon Dots

Carbon dots (CDs) are a recent form of carbon nanomaterial,16 accidentally
discovered in 2004 when characterizing in detail single-walled carbon
nanotubes obtained by arc discharge methods. From this moment, the
simplicity of their synthesis, which matches perfectly the requirements of
green chemistry, and their singular fluorescence properties resulted in an
explosion of publications employing different kinds of precursors and syn-
thetic methods.17 These can be classified as top-down and bottom-up ap-
proaches – the top-down methods produce carbon NPs by breaking down
larger pieces of materials into the desired nanostructures (by arc discharge,
laser ablation, chemical or electrochemical oxidation) and the bottom-up
approaches form the CDs by assembling molecular precursors (such as cit-
rate, carbohydrates, biomaterials, etc.) under diverse reaction conditions
(including combustion, hydrothermal, solvothermal, microwave digestion,
etc.). The most prevalent sensing variant using CDs is the detection of metals
ions using fluorescence transduction, although the tentative uses of these
materials to modify electrochemical sensors has also been studied.

The first simple, high-yield (80% yield) synthesis of CDs involved a
hydrothermal method with citric acid and ethylenediamine solution in a
microwave oven.18 These fluorescent NPs were used for the determination of
ferric ions with a detection limit of 18 mM, through the exerted quenching
effect.19 In fact, this analytical case is the most widely reported application
with the use of fluorescent CDs and led to a variety of green synthesis
methods where the departure materials used were, for example, coriander
leaves,20 papaya powder,21 blueberries22 and Syringa obtata Lindl (lilac)
flower.23 When wild cherry (Prunus avium) fruit extract was used as the
synthetic source,24 N-doped carbon particles were obtained that showed an
enhanced fluorescence yield, permitting the detection of Fe31 ions at the
0.96 mM level.

Another recurrent application is similar to the above sensing of Hg21, also
by fluorescence quenching of CDs obtained by different procedures. Sun’s
group in China reported a simple, economical and green synthesis method
to produce water-soluble, fluorescent carbon NPs by a hydrothermal process
using of pomelo peel waste.25 The prepared CDs could be used as an efficient
sensor to detect Hg21 with a detection limit of 0.23 nM. The excellent
sensing performance is attributed to the strong affinity between the metal
ion and the carboxylic groups on the surface of the CDs. Similarly to the case
with Fe31, different researchers prepared a variety of CDs using different
synthetic sources and methods and applied them for mercury detection
through fluorescence quenching phenomena; examples are the use of ta-
marind26 and gum olibanum resin (frankincense).27 A recently published
procedure reported by Tabaraki and Sadeghinejad,28 departing from a
mixture of citric acid, urea and thiourea, permitted N/S co-doped CDs to be
obtained, which showed interesting properties for the fluorescence
quenching determination of Hg21 and through its recovery the
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determination of iodide with a detection limit of 72 nM. Bhatt et al.29 re-
cently reported a strategy for the synthesis of CDs using tulsi (holy basil)
leaves and their potential application in the fluorescence sensing of Cr(VI), in
this case through the inner filter effect.

In a study of a different nature, Xiao et al.30 performed a singular synthesis
of CDs in which poly(ethylene glycol) (PEG400) as the carbon source was
carbonized in a strongly alkaline solution (10 M NaOH), obtaining the
nanomaterial as a faint yellow powder. This nanomaterial showed a fluo-
rescence enhancement in the presence of Fe21 ions, which permitted its
determination with a detection limit of 60 nM. Liu et al.31 described the
synthesis of N-doped CDs, in this case by an alternative process consisting of
an anhydrous solvothermal treatment of the C/N source. In this process,
high-temperature combustion of ureaþ sucrose added as a fine powder to
boiling edible oil was performed, which produced CDs with specific
pH-dependent fluorescence properties that permitted a pH-sensing pro-
cedure in the linear responding range 6.75–11.0 to be established.

Concerning the use of CDs for the analysis of organic compounds, prac-
tically the same trends can be identified. The most common techniques
reported were related to fluorescence (or its quenching) and different mild
protocols were used to obtain the transducer elements. For example,
hydrothermal synthesis from citric acidþ ethylenediamine solution was
employed to obtain CDs that were first reacted with haemoglobin, which
quenched their intrinsic fluorescence. Next, the complex could be displaced
with cholesterol, recovering the initial fluorescence, permitting a cholesterol
biosensor with a detection limit of 56 mM to be assembled.32 In a direct
fluorescence transduction study,33 poly(vinyl alcohol) was the carbon source,
which was carbonized in an alkaline medium at high temperature to pro-
duce fluorescent NPs, which were used as sensing elements for the detection
of vitamin B2 on the basis of spontaneous fluorescence resonance energy
transfer from the CD to the organic compound. The use of natural sources
for the synthesis of the CDs is also a trend, an example being the use of
spinach leaves in a one-pot hydrothermal stage of 24 h duration,34 where the
CDs obtained allowed the sensing of 4-nitrophenol and/or 2-nitrophenol
through fluorescence quenching. In two further examples, CDs, in this
case N-doped, were employed for the sensing of anticancer drugs by fluo-
rescence quenching, namely the protein kinase inhibitor sunitinib from the
pyrolysis of citric acidþ tris(hydroxymethyl)aminomethane35 and the bi-
sphosphonate derivative zoledronic acid from the hydrothermal degradation
of palm tree date kernels.36

Although practically all uses of CDs and related materials in sensors are
based on fluorescence, CDs have also been used in the preparation of
electrochemical (bio)sensors, normally of the voltammetric type. In a first
example, CDs obtained from electrolysis of a graphite rod37 were used to
modify a glassy carbon electrode together with glucose oxidase enzyme, al-
lowing the biosensing of glucose by direct electron transfer at the very low
potential of �0.5 V when using an N2 saturated solution. In a second
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example, boron nitride NPs, as CD analogues, were obtained by a combined
mechanical and chemical process: high-energy ball-milling of boron nitride
powder dispersed in ethanol, followed by a solvothermal process in an
autoclave of the resulting particles in suspension after the first step.38

The material obtained was first characterized with respect to its fluo-
rescence properties and later used to modify an Au electrode, subsequently
employed for the voltammetric determination of vitamin C. The novelty
resides in the remarkable decrease in the oxidation peak potential for
vitamin C (ca. þ0.37 V) on the hybrid boron nitride quantum dot–Au electrode
in comparison with a gold screen-printed electrode (0.25 V decrease), dem-
onstrating catalytic activity through the BN nanocrystals on the electrode.

3.3 Colorimetric Sensing with a Smartphone Camera
A clear phenomenon that has become evident in the biosensing field is the
production of application-specific portable and compact analytical instru-
ments, which have made possible the general testing for certain analytes at
any moment and by anyone, the paradigmatic example being the personal
glucose meter. However, this example is not unique and many other portable
devices have been developed, especially for clinical and veterinary prac-
titioners. With these devices, the rapid diagnostic assessment of the status of
an illness has been decoupled from a central laboratory, and they have per-
mitted timely independent use and more accurate control and have made
possible closer and friendly relations between healthcare staff and patients.
Further examples different from the diabetes-related glucose meter include
the blood oxymeter, the cholesterol meter, the blood coagulation [sintrom
(acenocoumarol)] instrument and some other specific devices related to
pathogen detection. The generic name of these devices is the point-of-care test
analysis instrument, as they are specially designed for medical/veterinary use.

However, one criticism to be made to these instruments is that they can
detect only a single target, which represents somewhat limited application.
If a specific point-of-care analyser had to be developed for each individual
target analyte of clinical interest, it would be very inconvenient and costly.
Therefore, it has become a trend to exploit, apply and extend existing mature
technologies (i.e. mobile phones or portable point-of-care analysers, such as
the personal glucose meter, as will be described in Section 3.4) in the various
fields of analysis. This trend in fact is simplifying to a great extent the re-
quirements of analytical instrumentation needed to perform a planned an-
alysis, which justifies its connection to sustainability and green analytical
chemistry issues. To counterbalance the trend, the need for the highly
specific information required is fulfilled by the use of specific chemical
sensors or biosensors aimed at the target metabolite or pathogen to be
screened. In this way, the use of mobile phones and similar devices for
biosensing has recently become a very active field of research, especially the
use of their integrated camera, which has helped to develop significant ap-
plications in the clinical field.39
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Derived in most cases from the chemistries used in optical sensing (even
from the chemistries in spot test analysis), the novelty is how a complete
instrumental transduction, accompanied by an accurate spectrophotometric
measurement, is then accomplished by standard appliances at our disposal,
such as image scanners, digital cameras and even smartphone cameras, as
the most popular device among the general population.40

It has become evident how the coupling of these two technologies, colour
change reaction schemes and the consumer electronic image readers, is
enabling analytical tests to be performed as a portable and user-friendly
application. Any user can now perform quick, robust and easy (bio)assays
themselves, at any moment and anywhere remote from a laboratory facility.
Again, although the most popular application field is health diagnostics
testing, the safety and security field and environmental monitoring are also
attracting considerable attention.

A second fact, connected to the one above, is that the chemistry to be
performed has to be executed with certain support in order to show the
colour changes and provide image acquisition. When thinking about how to
do this, together with what would be the most suitable way to dose any
necessary reagent, very soon the paper platform come into consideration
and many old possibilities developed within the spot test specialty were
revisited. These included the possibility of performing microfluidic oper-
ation using channels defined in sorbent paper, with storage of reagents in
certain receptacles used later when the liquid sample is placed in contact
with the paper strip, and this become a way to perform many different tests,
from a single-step reaction to multiple-step sequence procedures.41,42

A first model example to describe in detail as an example of this
smartphone–paper support colorimetric sensing device is that produced for
the simultaneous analysis of nitrite and pH.43 The system combines a col-
orimetric reaction, with pH indicator change, and a low-cost paper-based
microfluidic device. The application was devised with seven sensing areas,
which contain the corresponding immobilized reagents that are solubilized
and produce selective colour changes when a sample solution is placed in
the sampling area. The device is shown schematically in Figure 3.3. The
chambers contained two pH indicators (Phenol Red and Chlorophenol Red)
in duplicate spots, three replicate chambers with nitrite reagents (sulf-
anilamide and N-1-naphthylethylenediamine), plus a control chamber for
white correction. Under controlled conditions of light, using the flash of the
smartphone as a light source, the image captured with the built-in camera is
processed using a customized algorithm for multidetection of the coloured
sensing areas. The developed image processing allows a reduction of the
influence of the light source and the positioning of the microfluidic device in
the picture. Then, the H (hue) and S (saturation) coordinates of the HSV
colour space are extracted and related to pH and nitrite concentration, re-
spectively. The device permitted the measurement of pH between 4.0 and 9.0
with a resolution of 0.04 pH units. The features for nitrite were a detection
limit of 0.52 mg L�1 and a linear response range between 4.0 and
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100 mg L�1. The application was tested in a second smartphone, demon-
strating adequate robustness towards the different light sources used and
the positioning of the device for taking the image, thanks to the software
correction routines applied. Multiple zone analysis, permitting multiple
analyte detection, multiple range adaptation and redundancy, is also easily
accomplished with such this type of device.

From an instrumentation point of view, quantitative colorimetric de-
tection of analytes using these paper supports is achievable using reflectance
detection whenever the condition is met that the intensity of the colour
formed in the test zones must be a function of their concentration.
A reflectance measurement uses light reflected from the surface of the test
zone and, for it to be practical, the test zone must also be illuminated with
some standardized light. Then, a desktop scanner, a digital camera or a
smartphone camera can capture the reflected light. The intensity of the
colour in the reactive spot on the digital image can be estimated with
graphics processing software (a popular software used is the open source
program ImageJ44), although the relation between reflected light at a certain
wavelength and concentration is not necessarily linear, as it occurs in
solution. Reflectance detection is well suited for use with these reactive
supports, although fluorescence can also be used if the platform is irradiated
with suitable UV light; chemiluminescence can also be an option of choice,
this being more suitable with enzyme-converting labels.

Another interesting example worth mentioning for green analysis is a 2012
paper by Vaher and Kaljurand,45 who developed a multianalyte paper
multisensing device for application in quality control in the wine field. The
device used three tests in parallel, one for polyphenolic compounds using
the Folin–Ciocalteu reagent, a second for flavonoids (closely related to
antioxidant properties of the wine) and a third for anthocyanins (the com-
pounds responsible for the red wine colour). In addition to permitting the
quantification of the three groups of substances with sufficient sensitivity
and detection capabilities, the system performance was also extended to

Figure 3.3 Microfluidic device with eight reagent sensing spots and the measure-
ment using an Android smartphone camera after reaction with the liquid
sample. The RGB measure of the colour intensity on each spot permitted
the estimation of pH and nitrite content in the sample.
Reproduced from ref. 43 with permission from American Chemical
Society, Copyright 2014.
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multivariate application possibilities, where from the three parameters
evaluated and with simple principal component analysis (PCA) transforma-
tion it was possible to discriminate wine made from grapes of the Cabernet
Sauvignon variety from those elaborated from other grape varieties.

One of the areas that has attracted attention is the security and forensic
analysis field. In a study by Paixão and co-workers in Brazil,46 the design of a
paper platform with microzones equipped with three colorimetric reagents,
iodide, creatinine and aniline, permitted the discrimination of five explosive
compounds, triacetone triperoxide (TATP), hexamethylene triperoxide dia-
mine (HMTD), 4-amino-2-nitrophenol (4A2NP), nitrobenzene (NB) and picric
acid (PA). Detection was achieved at the mg mL�1 level and, through multi-
variate treatment of the instrumental colorimetric data, the discrimination
of the five compounds was possible. In a more recent study by the
same group,47 an office paper-based colorimetric device was proposed for
the forensic field for sensing phenacetin, a chemical frequently used as a
cutting agent in illicit drugs of abuse, e.g. cocaine. The colorimetric
reaction employed involved 1,2-naphthoquinone-4-sulfonate in cetyl-
trimethylammonium bromide medium. To provide better quantitative
measurements, the authors used an iPhone 4S smartphone with an
8 megapixel camera as the colorimetric detector, inserted in a special
support built with black plastic material to control the light conditions and
focal distance. The detection limit achieved was as low as 3.5 mg mL�1 and its
performance matched that achievable with high-performance liquid chro-
matography (HPLC) methods. A third example in this application field is a
recent study by Narang et al. to detect ketamine,48 a drug related to date rape
attacks. A suspect drink can be easily checked with the paper device pre-
pared, furnished with a reagent zone with deposited Bromocresol Green.
The complex reaction between the pH indicator and ketamine produced an
orange colour, which was measured with the smartphone camera. A specific
application program was also provided that could identify the different
situations, compensating for the background colour of the drink (for ex-
ample, if it was cola based or contained whisky or rum) and provided a final
diagnostic: safe to drink or refrain from drinking. Demonstrating advanced
performance, given the communication abilities of the device, in the case of
a positive test the smartphone also sends a text message to preprogrammed
recipients, completing the circle of the security means planned.

This potential of sensing and integrated communication together in the
same device will probably continue to maintain this device and its possible
chemical applications as a top contender for a long time. The exceptional
capabilities that this coupling of functionalities gives to (bio)sensing using
smartphone devices were already predicted in the first studies in the field by
Whitesides’ group. They made a strong forecast regarding the development
of inexpensive paper-based microfluidic platforms, with easy-to-use smart-
phone camera detection and established communications infrastructure,
capable of transferring the analysis results from the assay site, which could
be anywhere, to a trained medical professional, who could then send the
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final diagnostics back to the field.49 This could also provide an opportunity
to improve health conditions, offering an inexpensive monitoring device,
making possible a real-time telemedicine network and relieving the phys-
ician of the need to travel to remote or dangerous locations.

Taking example cases from Whitesides’ laboratory, we can start to com-
ment on biosensing applications developed using a paper microfluidic
platform plus smartphone detection. Whitesides and co-workers described a
clinically relevant urine biparametric test with two redundant spots for
glucose detection and two additional spots for protein detection.49 Glucose
was determined in the range 0.1–300 mg dL�1 (100 mg dL�1 is the reference
level for a healthy person). This was achieved using the glucose oxidase
enzyme-catalysed reaction, which produced gluconic acid and H2O2. In order
to provide a coloured product (brown), the first reaction was coupled to a
second redox reaction in which H2O2 oxidized iodide to iodine. On the other
hand, protein present in urine was deduced from a protein error colori-
metric assay, in this case using Tetrabromophenol Blue, first in its acidic
yellow form, which after interaction with the protein changed to blue. The
range of protein concentration covered 1–30 mM.

By considering the type of biological receptor used, there are different
variants in the area of smartphone biosensing,50 and the use of enzymes,
antibodies, DNA, aptamers and so on in order to provide a complete range of
utilization must be considered.

Glucose analysis being the most frequent enzymatic analysis, a second
additional glucose quantification system will be considered.51 This approach
used fluorescence quenching of semiconducting CdSe/ZnS core/shell
quantum dots (QDs), the quenching being modulated through the presence
of NADH cofactor, needed for the enzyme chain of the reaction used. The
first step, using hexokinase, converted glucose into glucose-6-phosphate and
the second oxidized glucose-6-phosphate to gluconic acid-6-phosphate, a
reaction that involved the reduction of the cofactor NAD1 to NADH. The
degradation of glucose then involved the appearance of NADH, which, ab-
sorbing the UV light used to irradiate the QDs, in turn caused the global
fluorescence value to diminish. The QDs were used immobilized in a plastic
membrane, which made possible non-contact utilization and their easy
reuse. The UV light was provided by a 365 nm UV LED source. The phe-
nomenon was finally observed by the smartphone camera, permitting the
quantification of glucose at concentrations between 0.1 and 450 mg dL�1.
The non-contact nature of the assay prevented any degradation of the QDs,
which yielded an efficient, waste-free, cost-effective, portable and sustain-
able biosensing scheme.

In another selected example case, reaction micro spots were designed on
paper by a wax printing technique52 for bacterial quantitative analysis.
The use of a specific substrate culture with a colour indicator permitted the
presence of three food-borne pathogens to be estimated, again by quantifi-
cation of the specific colour intensity with the use of a scanner device. The
system was devised to detect Escherichia coli O157:H7, Salmonella
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typhimurium and Listeria monocytogenes in food samples. Detection was
achieved by measuring the colour change when an enzyme associated with
the pathogen of interest reacted with a chromogenic substrate (e.g.
b-galactosidase with Chlorophenol Red b-galactopyranoside for E. coli
determination), changing from yellow to red–violet in colour, a proven
chemistry derived from specific media culture tests. When combined with
enrichment procedures, the method allowed the detection of 10 colony-
forming units (CFU) cm�2 for an enrichment time (by culture) of 12 h.

In another related application,53 the presence of specific bacteria,
Klebsiella pneumoniae, Proteus vulgaris, Proteus mirabilis and E. coli, was de-
duced from colour changes or immobilized pH indicators in polymeric thin
films, that responded with induced pH changes after interaction with vola-
tile organic compounds (VOCs) emitted by bacteria. This provided a multi-
variate signal from five immobilized pH indicators, subsequently used to
perform pattern recognition with 100% success in the identification of
single bacterial strains. The method could form the basis for bacterial
control, for example in the food industry.

In a final example connected with enzymes, inhibition was used to de-
termine neurotoxic (or pesticide) compounds.54 The system used a gelatin
matrix with acetylcholinesterase (AChE) enzyme embedded together with
Phenol Red pH indicator. The hydrolysis of acetylcholine by AChE produces
acetic acid, which, being an acidic species, shifted the pH to lower values,
causing a spectral change of the indicator. This simple scheme, accom-
panied by smartphone camera measurement, allowed tacrine and galanta-
mine inhibitors to be determined at concentrations of 1 nM and 1.3 mM,
respectively, results that were validated against the standard Ellman
method.

The highly selective biosensing assays achievable with the use of anti-
bodies have obviously been translated into biosensing technology that em-
ploys paper microfluidic supports and optical measurement using a
smartphone camera. The first example is a method developed to measure
the stress hormone cortisol in saliva.55 The biosensing scheme involves a
direct competitive immunoassay using a peroxidase–cortisol conjugate, de-
tected by adding the chemiluminescent substrates luminol and hydrogen
peroxide. The catalytic activity provided by the peroxidase-labelled enzyme
will produce a higher chemiluminescence reading if low amounts of cortisol
are present in the saliva sample (as most of the added labelled conjugate will
be the one finally retained in the spot). In order to observe chemilumin-
escence without stray light interference by use of the smartphone, a specific
adaptor was prepared by 3D printing technology. The method provided
quantitative analysis of cortisol in the range 0.3–60 ng mL�1.

In another interesting example,56 a smartphone readout system was de-
vised to monitor digoxigenin, a drug used in certain cardiac diseases. The
system used a lateral flow assay, with gold NP-labelled antibody with affinity
for this drug and which was subsequently retained in the sorbent strip by
a line of immobilized bovine serum albumin–digoxigenin conjugate.
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In essence, the assay adopted a competitive format, where the presence of
digoxigenin in the blood sample reduced the amount of labelled antigen
later fixed in the test zone of the assay (inverse relation). The scheme used a
darkbox setup for acquiring the image, which after normalization permitted
the detection of digoxigenin in the range 0.5–2.5 ng mL�1. In a closely re-
lated example,57 immunoassay was the variant used to detect food-borne
pathogens (Salmonella spp. and E. coli), with the use of fluorescently labelled
antibodies, at levels of 105 CFU mL�1, also with a properly devised dark
chamber for fluorescence readout using a smartphone camera. Viruses have
been also detected with such principles, helping to diagnose specific forms
of infective outbreaks.58 A system to detect avian influenza (AI) viruses with
high sensitivity and to establish their geographical transmission was for-
mulated using a smartphone-based fluorescent diagnostic device.58 A test
strip was coated with anti-influenza A nucleocapsid (NP) antibody. Latex
nanoparticles coated with anti-influenza A virus and fluorescent dendrimer
coverage were used as a flowing and complexing agent. In the presence of
the pathogenic virus, a sandwich complex was formed, which was captured
in the test line. After developing the assay, the fluorescence intensity was
measured with a smartphone camera, with the precaution of using a stand
device for constant focus, controlled illumination for excitation and an op-
tical filter for recording. After finishing the measurements, the test result
was displayed on the smartphone and also transmitted via a text message to
the central database. The response to virus subtypes H5N3, H7N1 and H9N2
was found positive and validation was completed against human specimens
containing the H5N1 highly infective virus form. By dissemination of this
kind of cheap and available platform, using a smartphone for detection and
communication, it is possible to obtain immediate diagnostic results on-site
and at the same time build an international real-time surveillance network
for emerging public health threats with geographically distributed
diagnostic tools.

The final biomolecule that might be used as a recognition element is DNA,
either as a gene probe to detect gene analytes or as an aptamer to detect third
substances. Although the initial database search did not provide results,
indicating there have been few studies or they are hard to find, a more ex-
haustive search revealed examples of the two variants.

The first portable DNA microarray assay using smartphone detection was
designed for Kaposi’s sarcoma herpes virus,59 an infectious cancer that be-
came widely known during the early years of the AIDS epidemic. The gene
sequence specific to this human herpesvirus8 (HHV-8) is quantified at
concentrations down to 1 nM by hybridization against a complementary
DNA sequence conjugated to gold NPs thanks to the superior absorbance
properties of these nanotechnology labels.

In the second example, involving a gene marker of inherited disease,
a portable fluorescence microarray-based imaging system connected to a
smartphone for detecting breast cancer gene expression (BRCA-1 gene) was
described.60 The assay involved the Watson–Crick base pairing of
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complementary DNA as the capture probe that binds the DNA analyte, which
in this case was labelled with a Cy3 fluorescent tag. For the real application
of this test, a competitive scheme with non-labelled BRCA-1 gene in the
sample would be a possible choice. The assay, which was carried out in a
microfluidic paper support, demonstrated functional hybridization and the
validity of the approach. The imaging principles used a 3D-printed darkbox
and two optical filters, one suited to excitation of the fluorescent dye and the
other to capture the fluorescence emission.

With respect to a system using a DNA aptamer, a recent paper described
the detection of residues of the antibiotic streptomycin.61 The procedure
used a displacement strategy, in which the 79 bases long streptomycin ap-
tamer preferentially recognized the antibiotic in competition with its com-
plementary sequence; in the absence (or defect) of the antibiotic, the
aptamer hybridized with the complementary DNA to form a double-stranded
gene sequence. Next, the intercalating dye SYB Green I combined with
available dsDNA, emitting green fluorescence. The fluorescence intensity
decreased with increase in streptomycin concentration, as the proportion of
dsDNA was diminished. The detection limit achieved with the specified
protocol was 94 nM of streptomycin, and satisfactory recoveries in chicken
and milk samples were achieved.

Less frequent in this specific biosensing area is the coupling of electro-
chemical detection with a smartphone, essentially because specific elec-
tronics for the measuring device, both for potentiometry, for voltammetry
and also for impedance transduction, need to be developed. The transduc-
tion principle can be found in a recent review.62

3.4 Electrochemical Biosensors Using a Portable
Glucometer

An interesting example of biosensing using instrumentation of maximum
simplicity is the design of different protocols for detecting different species,
in this case with the use of a portable glucometer (or a personal glucose
meter) designed in principle to perform the analysis of glucose in blood by
diabetic patients at home. This protocol helps patients check their metabolic
conditions at any time and to receive treatment at the same instant. In the
short time that has elapsed since the first use of the portable glucometer to
perform assays other than glucose, its general operation has been extended
to the analysis of ions, the analysis of organic molecules (drugs, vitamins or
toxins), the analysis of proteins (disease or tumour markers) and also
disease-causing agents, such as viruses and pathogenic bacteria. A summary
of these applications is provided in Table 3.2.

The development and general use of the personal glucose meter, as a
routine means to control the level of blood glucose in diabetic patients with
injection of insulin, was a revolutionary advance, allowing patients to evolve
from a reduced life expectancy to a practically normal life. More recently, it
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has been recognized that the personal glucose meter is a complete instru-
ment, a pocket amperimeter/potentiostat, and that its ubiquity, low price
and simplicity of operation make possible its generic use as (bio)sensor at
many other levels. The sensing scheme just has to be adapted to a final
reading of glucose, which can be the result of recognition of any other
analyte through a proper transduction scheme. Thus, devices for measuring
glucose and sucrose, as trivial starting cases, to more advanced biosensing
schemes using enzymes, DNA genes, aptamers or antibodies have been de-
scribed. A recent review described thoroughly most of the variants reported
in the literature,73 hence in this section we present just a few examples
covering each transduction subcase.

For the adaption of the personal glucose monitor for generic biosensing, a
given assay must be reformulated into a scheme producing glucose as the
measured species, as many other assays have been adapted, for example, to
measure a fluorescent marker as a result of the action of an enzyme as label.
An easy way to do this is to use invertase, i.e. the enzyme that hydrolyses su-
crose disaccharide (table sugar) into its glucose- and fructose-forming elem-
ents, as a label in the biosensing operation. This idea is illustrated in
Figure 3.4, which depicts the scheme of a DNA biosensing assay with a
sandwich protocol. Beads are used with a DNA probe to recognize a DNA
analyte in a sample, and it is also designed to attach a signalling DNA probe
modified with the invertase enzyme. When the unreacted species have been

Table 3.2 Different variants and examples of analytes found after making the
compilation of biosensing schemes using the personal glucose meter.

Sensed species
Recognition
element Analytea

Sample
matrix Detection limit Ref.

Inorganic ion DNAzyme UO21 Water 10 nM 63
DNAzyme Pb21 Wastewater 1.0 pM 64

Organic
molecule

Secondary
response

Vitamin C Fruits 0.1 mg mL�1 65

Antibody Ochratoxin A 6.8 ng mL�1 66
Aptamer Cocaine Blood 5 mM 63
Aptamer Adenosine — 20 mM 63

Protein Antibody PSA 0.4 ng mL�1 66
Antibody a-Fetoprotein 0.2 ng mL�1 67
Specific peptide PSA 30 pg mL�1 68
Aptamer Interferon-g Serum 3 nM 63

Virus Specific cDNA Hepatitis B 40 pM 69
Specific cDNA Ebola Sputum 20 copies mL�1 70

Bacteria Antibody Salmonella Milk 10 CFU mL�1 71

Enzyme activity ALP Enzyme GALT Serum 0.008 U mL�1 72
aPSA, prostate-specific antigen; ALP, alkaline phosphatase; GALT, galactose-1-phosphate
uridyltransferase.
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washed away, the addition of sucrose as the developer substrate will produce
hydrolysis and the appearance of abundant glucose driven by amplification
conditions, and this glucose is finally measured with the personal glucose
monitor. In summary, a positive reading of glucose will correspond to the
presence of the sought DNA gene, this being an illness-related diagnostic, a
genetically modified organism test or confirmation of the adulteration of food.

The most common portable blood glucose meter is the enzymatic
electrode-type meter, introduced commercially in the 1980s after intensive
research to establish the proper performance features. It employs disposable
enzyme-modified screen-printed electrodes as the sensor and, after the
introduction of a drop of sample blood through capillary action, glucose is
oxidized with the catalytic action of glucose oxidase enzyme (there are also
variants using glucose dehydrogenase). Electrons generated during oxi-
dation are measured through the interaction with redox mediators under
constant voltage conditions, producing a higher current with higher glucose
content. The device measures glucose in blood in the approximate range
0–33 mM (0–600 mg dL�1) and it is actually factory precalibrated, hence it is
of direct immediate use.

The first proposal to extend the use of personal glucose meters to analytes
other than glucose was made in the pioneering paper by Xiang and Lu of the
University of Illinois at Urbana-Champaign (USA) in Nature Chemistry in
2011.63 They adapted different aptamer recognition elements, conjugating
them with the enzyme invertase, and showed how it was possible to adapt it
to determine small organic molecules, a protein and an inorganic ion, in this
case through the use of a DNAzyme biomolecule.

The model example used an aptamer for cocaine with recognized de-
tection properties in combination with a DNA fragment coupled with the
enzyme invertase. The recognition is based on the conformation changes
suffered by the aptamer, a phenomenon that in turn displaces the labelled
DNA probe, liberating it into the solution, with invertase present in the

Figure 3.4 Mechanism of target DNA detection by a personal glucose monitor via a
sandwich hybridization assay using magnetic beads coated with the
capture DNA (MBs–DNA) with the DNA analyte and a signalling DNA
conjugated with invertase enzyme.
Reproduced from ref. 69 with permission from American Chemical
Society, Copyright 2012.
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supernatant. After separation of all the compounds conjugated to the
magnetic particles used, the net effect is the activity of the displaced in-
vertase hydrolizing sucrose into fructose and glucose, the latter detected
using the meter.

This scheme allowed the detection of cocaine in blood and blood serum at
levels down to 3.4 mM. Potential endogenous glucose in blood samples had
to be determined and compensated with a blank without the use of an en-
zyme label. The times involved in the biosensor array were 5 min for the
aptamer stage and 8 min for the sucrose enzymatic stage, with a total time of
analysis less than 15 min. An equivalent scheme but with an aptamer se-
lective to adenosine was also demonstrated, allowing the determination of
this organic compound at the 18 mM level.

The same work was also extended to the determination of a specific
protein, in this case interferon-g, which is related to different infectious
diseases, including tuberculosis. The design of the interferon-g aptamer
sensor was similar to that of the cocaine and adenosine biosensors above.
A specific aptamer was conjugated to a magnetic bead, in such a way that the
recognition event displaced a DNA fragment conjugated to the invertase. The
presence of the target protein caused enrichment of the solution with in-
vertase, which was later contacted with the sucrose generated, allowing for
amplification of the amount of glucose in relation to the initial analyte.
This procedure allowed the detection of interferon-g concentrations as low
as 2.6 nM in diluted human serum, while the personal glucose meter re-
mained in the mM glucose range.

Finally, in the same work, the authors extended their methodology from
aptamers to DNAzymes for the on-site detection of toxic metal ions such as
uranium (UO2

1). For this, they conjugated a fragment of DNA carrying the
invertase enzyme with a DNAzyme capable of interacting with the UO2

1 ion.
The presence of UO2

1 activated the enzyme action, cleaving the aptamer at
its specific cleavage point and liberating the invertase into the solution. As
before, the quantification of the glucose generated from the solution after
few minutes of reaction allowed the detection of UO2

1 concentrations as low
as 9.1 nM, a value which is below US and European regulations, which
makes the method interesting for drinking water monitoring. The selectivity
of the method was verified against other metal ions such as Pb21, Cd21,
Ca21, Mg21, Zn21, Cu21, Co21, Ni21, VO1 and Th41.

In 2012, Xiang and Lu reported an equivalent assay for a DNA fragment.69

In this case they used a conjugated DNA probe in the quantitative detection
of a specific hepatitis B virus DNA 35-nucleotide gene fragment, a DNA
biosensing scheme by gene hybridization. The quantification was based on
the capture of the target DNA with a magnetic bead immobilized 13-mer
capture probe and the conditioned binding of a cDNA–invertase conjugate
with the analyte DNA. In this case, the separation of the magnetic beads and
the interrogation of their sucrose degrading activity enabled it to be estab-
lished that the analyte DNA was present. In this way, the concentration of
DNA in the sample was translated into glucose through the invertase-
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catalysed hydrolysis of sucrose. This simple scheme made it possible to
detect 40 pM DNA using the personal glucose meter. The selectivity of the
method was also checked, and showed a satisfactory differentiation towards
single nucleotide mismatches, a notable feature considering that the capture
probe was made of just 13 DNA bases. Figure 3.4 illustrates the described
protocol.

Shortly afterwards, Xiang and Lu extended the previous examples that
used essentially DNA (as aptamers or capture probes) to the use of anti-
bodies and invertase labelling. They first proposed a portable, low-cost
method for the antibody-based determination of prostate-specific antigen
(PSA), a prostate cancer marker.66 To accomplish this, they used magnetic
beads modified with PSA antibodies, which first bound to the target analytes
in a capture scheme and subsequently a second antibody conjugated with
invertase was bound to the aforementioned assembly to form a sandwich
complex. The invertase in the sandwich then hydrolysed sucrose to glucose,
which was detected using the portable glucose meter. The proposed scheme
allowed a detection limit of 0.4 ng mL�1. The same study also included an
immunoassay to detect the food toxin ochratoxin A, in this case utilizing an
antibody–aptamer sandwich scheme. In this protocol, the labelling invertase
enzyme was incorporated into the analyte complex through an additional
step of hybridization with a third signalling DNA molecule, for the occasion
linked to invertase and allowing for the increasing generation of glucose
after the positive assay, in an overall scheme that allowed the detection of
6.8 ng mL�1 of the toxin.

Other uses of antibodies as recognition elements with the use of a per-
sonal glucose meter as the final reader of the assay include the sandwich
determination of a-fetoprotein.67 In this example, the primary antibody was
first immobilized on a screen-printed gold electrode, a recognition element
used first to capture the protein marker and to make possible a sandwich
scheme with a second antibody, this one marked with the invertase enzyme.
After addition of the substrate sucrose, the generation of glucose and its
detection allowed a detection limit as low as 0.18 ng mL�1; the adopted
design permitted the regeneration of the device with a simple pH buffer and
its repeated use.

An interesting assay example was that developed by Gu et al.,74a who re-
ported a detection method for circulating microRNA-21, a sequence of non-
coding DNA, but closely related to the expression and typification of tumours
of different types. For detection, an isothermal amplification strategy was
designed using rolling circle amplification and a cleaving DNAzyme, leading
to the release of invertase enzyme after hybridization with the target RNA.
After a certain time of sucrose conversion to glucose, the additional ampli-
fication allowed the detection of 0.7 fM of the target microRNA, in a pro-
cedure that has been called liquid biopsy.

When considering the different variants, it is worth mentioning the pro-
cedure to detect the Zaire Ebolavirus that also involves a final reading with a
personal glucose meter.70 In the proposed assay, a sputum or saliva sample
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was treated for isothermal amplification, which displaced a DNA fragment
conjugated to invertase, thus releasing into the solution the enzyme if the
DNA virus was present. After addition of sucrose substrate, their hydrolysis
and glucose detection with the personal glucose meter allowed the detection
of the virus at levels as low as 20 gene copies mL�1 (equivalent to the atto-
molar range). Detection of bacteria microorganisms also has been carried
out, such as the detection of Salmonella in milk.74b For this purpose, specific
antibodies for their capture were immobilized onto magnetic beads in order
to accomplish a sandwich assay. This, using a secondary antibody linked to
the invertase enzyme, produced high level of glucose after catalytic reaction
with the sucrose substrate, which permitted the detection of Salmonella
using a simple blood glucose meter at a level as low as 10 colony-forming
units (CFU) mL�1.

In a search for exploiting to the maximum the possibilities of the personal
glucose meter, a variant to determine vitamin C in vegetables and fruits can
also be mentioned. In this case, authors utilized as the analytical signal the
interference produced in the glucose biosensor by the presence of anti-
oxidant vitamin C, once the precautions taken by the commercial device to
avoid this interference error had been removed.65 For this purpose, the
commercial biosensor strips were pretreated with methanol, which de-
natured the glucose oxidase enzyme, and dried. The inactivation of the en-
zyme resulted in the loss of the response properties of the device towards
glucose, but still presented an adequate response to other redox species, in
this case vitamin C. The performance of the modified device allowed the
determination of vitamin C concentrations as low as 0.1 mg mL�1, without
any interference from antioxidants of the vitamin B type.

3.5 The Biofuel Cell Used for Sensing
Another paradigmatic example of biosensing with minimal use of instru-
mentation and resources is the biofuel cell, which in essence is a self-
powered, self-standing device. The biofuel cell is normally employed as a
source of energy, extracting electric power from an oxidizable substrate, e.g.
glucose, acting as fuel. However, it can also be utilized in an alternative way,
adopting the (bio)sensing principle, where it is employed, examining the
electric current generated, to deduce the presence of a substrate (e.g. an
organic load) in a sample and even how the latter is affected by a toxicant, in
the inhibition of the expected performance.75

As shown in Figure 3.5, a microbial fuel cell generally consists of anodic
and cathodic chambers separated by a proton exchange membrane, al-
though single-chamber microbial fuel cells also exist. Microorganisms im-
mobilized in the anodic compartment oxidize efficiently the organic or
inorganic material present, promoting the circulation of protons towards the
anode, plus the production of protons [eqn (3.1), written for the example
case of glucose as fuel]. Normally, the counter reaction taking place in
the cathode [eqn (3.2)] consists in the reduction of oxygen to form water. The
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proton exchange membrane isolates the two half cells, which also has the
role of preventing the direct oxidation of the substrate by O2, which is un-
desirable as it would consume the fuel without generating electricity.
The described device is the microbial fuel cell, but there is also the variant of
the enzymatic fuel cell, where in the anodic chamber it uses immobilized
enzymes to catalyse the oxidation of the substrate.

C6H12O6þ 3O2-6CO2þ 12H1þ 12e� (3.1)

3O2þ 12e�þ 12H1-6H2O (3.2)

The overall reaction, involving the circulation of 12 electrons in the corres-
ponding time across the interposed load, is shown in eqn (3.3).

C6H12O6þ 6O2-6CO2þ 6H2O (3.3)

A standard microbial fuel cell applied for estimating the biochemical
oxygen demand (BOD) of a waste, that is, its degradable organic load ex-
pressed in terms of the amount needed by microorganisms to accomplish
this degradation, works typically in a dynamic range of 10–200 mg L�1 O2.
Obviously, to obtain a faithful estimation of the organic load, a stable deg-
radation rate must be established, a process that needs a certain amount of
time after the sample is entered, with typical values in the range 5–30 min,

Figure 3.5 Schematic of the paper-based micro fuel cell and electrical connections,
together with the details of operation.
Reproduced from ref. 81, https://doi.org/10.1016/j.bios.2017.11.018,
under the terms of the CC BY 4.0 licence, https://creativecommons.org/
licenses/by/4.0/.
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highly dependent on the cell design. In this type of application, typical mi-
croorganisms used in the microbial fuel cell are obtained from the activated
sludge process in a wastewater treatment plant; for this reason, they are
especially suited for the monitoring of digestion processes in these facilities.
Certain authors see them as so powerful and cost-effective that they consider
the microbial fuel cells to be the next-generation biosensing technology for
environmental monitoring.76 Additional applications of the microbial fuel
cell include, for example, the detection in groundwater in shallow wells or-
ganic matter contamination, which might be of faecal origin or of a chemical
nature.77

Toxicity is an important parameter for water quality inspection, as the toxic
compounds may have dramatic effects on the population receiving this water,
either humans, animals or even other live organisms. Traditionally, one can
recall the use of the rainbow trout in drinking water plants, resting in fish
tanks with on-line circulation of the entering water, where this was at the time
a standard procedure for non-specific detection of a toxicant. Later, uni-
cellular algae, with human or automated observation of their motility, re-
placed the use of this fish. Toxicity detection is indispensable in wastewater
treatment, drinking water processing and water environmental monitoring
and any indication of toxicity will trigger an exhaustive analytical inspection of
the treated water, with the functionality of an early warning system.78 The
most recent device that may be used for toxicity detection is the microbial fuel
cell, as any sudden reduction of its expected performance may indicate the
presence of a toxicant.79 Normally, to employ a microbial fuel cell as a toxicity
biosensor, one will use the anodic chamber as the detection part, and this may
be operated on-line, if the monitored water is recirculated continuously for
continuous monitoring. Examples of toxicity detection effected with this
technology variant include heavy metals (e.g. copper, chromium, zinc) and
organic compounds (e.g. formaldehyde, phenols, surfactants, antibiotics). If
the microorganism used in the biofuel cell is properly chosen from a selected
bacterial strain, an important degree of selectivity can be conferred on the
device. A clear limitation of microbial fuel cells used as biosensors of toxicants
is that their detection capabilities are normally above the actual pollution
levels for which they are required, hence the improvement of their sensitivity
is of paramount importance for their practical application in monitoring.

Another important challenge for the improvement of the performance of a
microbial fuel cell as a biosensor is its miniaturization, as this can be fun-
damental for increasing the speed of response and sample throughput. For
this purpose, there have been attempts to design microfabricated microbial
fuel cells in silicon80 or with later trends also microfabricated microbial fuel
cells on paper.81 In any case, there is no argument that microbial fuel cells
represent the best example of sustainable and cost-effective biosensors for
environmental and industrial monitoring, allowing for in situ, on-line, high-
throughput, selective and sensitive operation. Their concept with integrated
sensing and function is exemplary in green chemistry, in which micro-
organisms (or their metabolic enzyme systems) directly generate a readable
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electric signal without the need for a transducer or any other instru-
mentation, even the use of external power.

3.6 Smart Systems: Electronic Noses and Electronic
Tongues

A final paradigmatic example uses sensor arrays as assemblies of multiple
sensors. If all sensors in the array are similar and respond to a single analyte,
the array is useful for parallel analysis of multiple samples, each sample
being applied to one of the sensors; this just represents a multicomponent
analysis accomplished with multiple sensors. If each sensor is selective to a
particular analyte, it acts independently of the others and provides a par-
ticular analyte concentration. Even though it would suit our desire, this
situation is too idealistic as it requires maximum selectivity features,
something which can be achieved only with recognition elements with
maximum recognition abilities. A more general approach proposed some
years ago was to use arrays formed by poorly selective (cross-selective) sen-
sors and computer processing to develop the analysis. In this case, each
sensor responds to more than one sample component and the response of
each sensor is a summation of the effects exerted by a series of components.
These sensor arrays allow for multiplexing the sample analysis and, in fact,
they are bioinspired in animal senses; it is known that the diversity that
animals (and humans) achieve in recognizing aromas or tastes does not
originate from having an enormous number of selective receptors, one per
detected substance. On the contrary, combinatorial principles are employed,
together with partial selectivity, i.e. different receptors all respond to dif-
ferent substances, but in a different manner. Curiously, these principles not
only form the physiology of animals, but very recently have started to form
the detection elements of highly advanced technological gadgets: the most
recent advertised smartphone (2019) is furnished with five charge-coupled
device (CCD) cameras and the final delivered picture is a computer-formed
image from the five elements, with a final performance that it is impossible
to attain with single sensor elements of this technology. The message to
recall is that what cannot be obtained with a single sensor perhaps can be
obtained with a sensor array and advanced computer processing.

This technology started with arrays of sensors for gaseous species, in a
seminal paper in 1982 by Persaud and Dodd,82 that initiated the electronic
nose concept. In their initial work, they managed to detect different volatile
compounds by simulating the different stages of the human olfactory sys-
tem, including sampling and filtering, using semiconductor gas sensors
with a generic response to different volatiles. The signal responses obtained
were processed with artificial intelligence data processing tools, in this case
with artificial neural networks (ANNs), accomplishing the identification of
volatile compounds in a sample. The principles used in the approach are
illustrated in Figure 3.6. The sensor array takes the simile of the olfactory
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receptors, whose signals are first pre-processed and then identified by
comparison with patterns stored in the brain; in the sensor variant, the
electrical signal from the sensors is first pre-processed to extract their in-
formative component and then processed with artificial intelligence tools to
perform the identification. An overview of the data processing methods that
can be used for data processing in artificial nose applications can be found
in the literature.83,84

As a selected application example, the work of Valdez and Gutierrez, who
constructed an artificial olfaction system for the identification of tablet
chocolates,85 can be considered. The system was made of eight commercial
metal oxide semiconductor gas sensors, devices that are of general use as
specialized electronic components for smoke detectors, gas leak detectors or
breath alcoholmeters. The system was first trained with the different choc-
olate types (note the terminology used: the system learns, then it is trained, in
place of being calibrated, which is the terminology for an instrumental an-
alysis). After this machine learning process, the system was able, through
pattern recognition algorithms, to differentiate between dark black, soft black
and milk chocolates or between different chocolates with added fruit varieties.

Apart from such exemplary cases, it is clear that this type of smart analysis
system for detection, especially of VOCs, is an emerging research area. The
final application can be customized to industrial demands, animal farm
activities, food characterization, detection of explosives or drugs, forensic
applications, etc.86 Concerning sustainability aspects, the following appli-
cation can be considered, where again maximum simplicity, now in the
sensor design, is the highlighted idea.87 The authors selected a paper plat-
form as the substrate to deposit functionalized carbon nanotubes, to act as
chemiresistive gas sensors and to form an electronic nose system. As the
authors emphasized, the procedure allowed the fabrication of functional gas
sensors from commercially available starting materials in less than 15 min.
The chemical response diversity, in this case, was generated through simple
mixing of different carbon nanoforms (graphite, single- and multiwalled
carbon nanotubes) mechanically mixed in a ball-mill with small molecules
capable of inducing a certain degree of selectivity [among others, titania,
trifluoroacetate, polyfluoronaphthalene, aminopyrene, poly(fluorobenzyl
borate), isobutylcalixarene, cyclodextrins]. The composite powder was next
compressed in a pencil lead form, which was subsequently used to form a
dry deposit of a sensing line by simple abrasion over weighting paper with
gold electrodes previously defined for making the contacts. This very simple
procedure allowed the authors to detect and identify VOCs such as acetone,
tetrahydrofuran and dimethoxymethyl phosphonate at the parts per million
(ppm) level. The transduction mechanism, the change in resistance after
exposure to chemicals to be sensed, was selected because of its simplicity.
Figure 3.7 shows the multicomponent response, visualized after the princi-
pal component analysis transformation, distinguishing different VOCs, plus
water and ammonia vapour, in this case from the responses of a five che-
miresistive sensor array draft on paper.
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The application field for excellence of artificial olfaction systems is the
food field, where it tries to complement or alternate with a human sensory
panel.88 It is obvious that a human sensory panel is a vital tool for the food
industry, and also in the beverage and cosmetic areas, used in qualification of
the acceptability/suitability of a food batch or food variant. However, it is also
evident how difficult it is to form a panel and to get it operating; apart the
difficulty of adequate training, their availability will be partial, as once in
operation they may become tired or saturated, or even they may not be used
because of toxicity or danger in the exposed situation. It is in these circum-
stances where artificial olfaction (and artificial taste) can find applications of
evident interest, as the expertise of the sensory panel can be the exact infor-
mation learnt to reproduce later from the signals provided by the sensors, and
this system will be able to work 24 h per day, 7 days per week, without be-
coming tired or without saturation or blocking. Evaluation of food freshness,
authentication studies or multiple aspects of food quality control comprise
the main applications of electronic nose/artificial olfaction systems in the
food and beverage field. In medicine, another of the ‘‘hot’’ application fields,
the artificial nose can be useful for non-invasive diagnostic by the assay of
volatile compound mixtures in breath, urine or sweat or even in wounds.89

Although the majority of electronic noses described in the literature are
based on resistive or electrochemical readout, there have also been reports of
optical sensing arrays based on responsive spots with immobilized dyes and
pigments,90 used to probe certain chemical reactivities of the sample ana-
lytes, rather than their specific physical properties. This general response

Figure 3.7 Visualization of the clustering of the different substances assayed with the
cross-reactive carbon nanoforms sensor array on paper using principal
component analysis. Concentrations tested at the 40–500 ppm (v/v) level.
Reproduced from ref. 87 with permission from the National Academy of
Sciences, Copyright 2013.
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system, coupled with the use of pattern recognition algorithms, is able to
provide high-dimensional data from the colour change or the fluorescence
change of these spots and recognize or quantify chemical species, down to
the parts per billion level. As before, most of the applications gathered are
centred on VOCs and the industrial field, on the one hand, and to food and
beverage analysis, on the other.

Arrays of cross-sensitive sensors can be operated in the electronic tongue
mode,91 as this is the term given to the above concept when applied to liquid
samples. The application can be more related to mimicking the human
sense of taste, in an artificial taste application, or it can be a more general
analysis application, receiving the electronic tongue qualifier. With the use
of arrays of cross-sensitive sensors, accurate and reliable results can be ob-
tained compared with sensors dedicated to a particular analyte, e.g. think of
the possibilities of counterbalancing the presence of any interfering
species – instead of performing classical wet chemistry approaches to re-
move the offensive species, with the electronic nose/tongue principles a new
approach can be started: we can measure all components present and
compensate in a response model for the interfering compounds. This idea
represents a maximum level of simplicity in the chemical part, where the
maximum amount of information possible is obtained from direct read
sensing and a complex model is built to consider all effects. In this ap-
proach, maximum simplicity is placed on the wet part and all the hard work
is shifted to the computing aspects. Who could consider that such an
approach is not an emblem of the reduction of chemical effort and of
sustainable operation of sensors?

Rather than detecting specific components, artificial taste works in-
trinsically in a multivariate mode, assigning to each sample a characteristic
fingerprint that depends on its overall chemical composition. In this way, it
is possible to perform sample classification, identification of varieties and
also quantification of components, just by selecting the appropriate che-
mometric treatment. As occurs with electronic noses, there is a broad range
of applications of the electronic tongue in various fields.92 The quality and
organoleptic properties of foodstuffs and beverages and also their ageing or
adulteration can be assessed by the assay of a characteristic assembly of
chemical components and thus tackled in a multivariate approach with the
electronic tongue system. There are various recognition and transduction
methods with the electronic tongue, although electrochemical methods are
predominant.93 Of these, two main types of electronic tongues have been
developed, the potentiometric electronic tongue, which uses an array formed
of potentiometric sensors or ion-selective electrodes, and the voltammetric
electronic tongue, which uses an array formed of different types of voltam-
metric sensors. For this purpose, different metal electrodes can be used or,
alternatively, electrodes modified with different catalysts or electrochemical-
providing properties can form the array. There are also systems formed by
sensors of different natures, denoted the hybrid electronic tongue. The data
treatment strategies for electronic tongues are the same as for electronic
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noses, as the requirements of departure information or results sought are
equivalent.

An interesting environmental application was described with the use of an
array of potentiometric sensors in a double case study. In the first, the
quantification of polluting ammonium ions in the Rio Salado (Mexico) was
accomplished with an array formed of sensors for ammonium, potassium
and sodium, plus a pH sensor and two different sensors with generic re-
sponse to alkali metal ions, all of them based on poly(vinyl chloride) (PVC)
membranes. The problem solved was the resolution of ammonium clean of
the interference of sodium and potassium ions, a known problem when
using nonactin-based ion-selective sensors for the measurement of ammo-
nium ions. As an interesting example of monitoring with attention to sus-
tainability, the system consisted of a base station formed by the sensors,
their digital conversion, plus a radio data link. Numerical readings were then
transmitted and processed with a sophisticated neural network response
model, which yielded the concentrations of the three species considered. In
this example, the measuring part was extremely simple, just the immersion
of the sensors at the monitoring point, and the complexity was redirected to
a central station concerned with the data treatment. The second case in-
volved the assessment of heavy metals in polluted waters, where Cd21, Cu21,
Pb21 and Zn21 were quantified using a sensor array formed of 11 sensors
employing different commercially formulated PVC membranes for heavy
metals. Figure 3.8 summarizes the strategy followed, where the electronic
tongue alternative was demonstrated to be a valid option for monitoring
several analytes on-site, with added advantages of simplicity, low cost of
both the system and the analysis, speed of response, versatility, simple
measuring setup, etc. Furthermore, the radio transmission presented an easy

Figure 3.8 Block diagram of a potentiometric electronic tongue system with remote
communication for the monitoring of the concentrations of ammonium,
potassium and sodium ions in the Rio Salado (Mexico).
Reproduced from ref. 99 with permission from Elsevier, Copyright 2010.
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and robust communication link, validating the feasibility of automated re-
mote monitoring applications.

Concerning materials and their sustainability, a recent report introduced
a sensor array deployed on paper-based potentiometric sensors.94 In this
work from the Institute of Chemistry, Unicamp, Brazil, an integrated po-
tentiometric sensor array was implemented on a paper substrate using
conventional PVC membranes for chloride, nitrate, sodiumþpotassium and
calciumþmagnesium; the device also incorporated a pseudo Ag/AgCl ref-
erence electrode to complete the measuring cell. The application developed
was intended to differentiate natural waters from commercial mineral
waters by use of principal component analysis for visualization and the
K nearest neighbours (KNN) algorithm for identification of sample type.

Ant example showing the application of a voltammetric electronic tongue
employed an array of six carbon composite voltammetric sensors for the
discrimination of coffee varieties.95 The sensors incorporated a mixture of
graphite and different modifiers to induce a differentiated response, in-
cluding Pt and Au nanoparticles, cobalt(II) phthalocyanine and conducting
polymers (polypyrrole and polyaniline). The system could be trained to
identify the type of cultivation (organic practices or altitude of crop) or, al-
ternatively, to identify the geographical origin of samples. The artificial in-
telligence tools used for identification were linear discrimination analysis
(LDA) with more limited results and support vector machines (SVM) with
clearly superior performance. The procedure permitted the assessment of
selected coffee features with a very simple and fast methodology without any
sample treatment. Additionally, authentication applications could be de-
veloped, with limited cost, dedicated time and satisfactory accuracy.

In an advanced study at the Universitat Autònoma de Barcelona, a similar
voltammetric electronic tongue was successfully applied to reproduce the re-
sults provided by a trained sensory panel, in this case in the prediction of wine
sensory descriptors.96 The sensor array combined Au and Pt metallic elec-
trodes plus four carbon composite electrodes, an unmodified graphite one,
and three of them modified with Cu nanoparticles, Pt nanoparticles and a
cobalt(II) phthalocyanine. The tasks attempted were to identify the protected
designation of origin (the regulated production region) for a given grape variety
and to predict the wine global score assigned by a standardized sensory panel.
Given the complexity and high dimensionality of the departure data, the model
comprised a Fourier pretreatment intended for data compression, feeding an
ANN for the final score prediction. The system was trained with a large number
of wines (71), providing a final performance with an external test set of pre-
dictive slope 1.01 (1.00 is the ideal value) with a correlation coefficient of 0.830
(n¼ 20). It should be noted how remarkable this result is, given the individual
nature of the expertise reproduced by the sensor-based intelligent system, as
the taste perception of a sensory panel is being reproduced.

To finish this section, it is important to note how these systems can also
be prepared for more elaborate applications with the use of biosensors. In
this case, the biosensor elements being capable of high selectivity operation,
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the types of applications are more centred on specific groups of substances,
allowing results to be obtained that are comparable to those furnished by
sophisticated analytical instrumentation. In a first example, a bioelectronic
tongue (that is, an electronic tongue comprised of biosensors) was designed
to resolve and quantify the types of phenolic compounds present in wine.97

The biosensor array was formed of a set of epoxy–graphite biosensors, bulk
modified with different redox enzymes (tyrosinase and laccase) and copper
nanoparticles, aimed at the simultaneous determination of different poly-
phenols. The tool used to identify and predict the concentrations of the
trained phenols was an ANN. After the model response building, the system
was used to resolve the presence of major phenolics in wine, namely ca-
techol, caffeic acid and catechin in the 0–200 mM range, in an application
comparable to more complex analytical techniques such as HPLC.

A second interesting example, also with participation by the Barcelona
laboratory, was the development of an inhibition bioelectronic tongue, in
which different pesticide inhibitors were discriminated from the different
degrees of inhibition offered to biosensors prepared with different
acetylcholinesterases.98 The pesticides discriminated were dichlorvos and
methylparaoxon at levels down to 1 nM. For this purpose, the system used a
three-biosensor array, formed by three different acetylcholinesterase en-
zymes: the wild type from electric eel and two different genetically modified
enzymes, B1 and B394 mutants, from Drosophila melanogaster. The inhib-
ition pattern described by the three responses was used to feed an ANN
model, again with exceptional performance features, resembling those of a
hyphenated HPLC analytical instrument.
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CHAPTER 4

Innocuous and Less Hazardous
Reagents

DOUGLAS E. RAYNIE

Department of Chemistry and Biochemistry, South Dakota State
University, Brookings, SD 57007, USA
Email: douglas.raynie@sdstate.edu

This chapter touches on two components of analytical chemistry that can
have a significant impact on the greenness of analysis, but that are often
overlooked: solvents and reagents. Both are integral parts of sample prep-
aration and analysis. In the ‘‘Twelve Principles of Green Chemistry’’ outlined
by Anastas and Warner,1 prevention of waste, atom economy, safer solvents
and reagents, energy efficiency, renewability, reducing derivatives, real-time
analysis and inherently safer chemistry for accident prevention can be linked
to the solvents and reagents chosen for the analytical technique. Green
analytical chemistry is influenced by these principles,2,3 although not all of
them may apply in every situation. The goal is to strive for improved
greenness and continual improvement.

Several approaches have attempted to bring a level of greenness to the
field of analytical chemistry. One review of environmentally friendly ex-
tractions described reduced-solvent approaches such as supercritical fluid
extraction, pressurized liquid extraction, microwave-assisted extraction,
solid-phase microextraction and more.4 Solid-phase microextraction and
similar approaches do not use a traditional extraction solvent – rather, a
stationary phase is used to adsorb the analyte from the sample solution.
These sorbent-based methods are not discussed in this chapter and life-cycle
analysis or other green assessments have not been conducted for these
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methods. A trend towards solvent minimization, beyond the microscale
approach, has involved the modification of existing techniques or the
creation of new analytical approaches. For example, in 2009, the journal
Spectroscopy Letters published a series of articles outlining this approach,
with techniques such as flow-through solid-phase spectroscopy,5 direct
analysis,6 tungsten-coil atomic spectroscopy, long-pathlength spectro-
photometry, flow-based methodology and surfactant-mediated extractions7

and miniaturization, reagent replacement, on-line analysis and spec-
troscopy.8 Of course, complete elimination of any solvent would be the ideal
situation and as a result the use of reflectance spectroscopy is becoming
increasingly popular. However, many analytical methods still rely on the use
of solvents and reagents and reducing their impact on human health and the
environment rather than the specific analytical techniques is the focus of
this chapter.

4.1 Green Solvents and Reagents: What This Means
A few research studies have qualitatively and quantitatively measured the
greenness of analytical techniques. In one approach, the greenness of ana-
lytical methods was considered with respect to four criteria: the use of
persistent, bioaccumulative and toxic (PBT) chemicals, the use of hazardous
chemicals, corrosiveness based on pH during the analysis and the amount of
waste generated from the analysis.3 The study compared the greenness of
over 500 environmental testing methods in the National Environmental
Methods Index (NEMI), an on-line database, based on a scale of pass/fail for
each specifically defined criterion. More specifically, a method is considered
‘‘less green’’ according to the following criteria:3

� PBT: A chemical used in the method is listed as PBT as defined by the
Toxic Release Inventory (TRI) of the United States Environmental
Protection Agency (USEPA).

� Hazardous: A chemical used in the method is listed on the TRI or one of
the US Resource Conservation and Recovery Act (RCRA)’s D, F, P or U
hazardous waste lists.

� Corrosive: The pH during the analysis iso2 or412.
� Waste: The amount of waste generated is450 g.

Among the findings,3 two-thirds of the methods in the NEMI failed the waste
criterion, which means that the methods generated more than 50 g of waste.
In many of those instances, the large quantities of waste were a result of
solvent extractions to isolate the analyte prior to analysis. It should be noted
that the study did not account for the amount of solvent used as a mobile
phase, such as in high-performance liquid chromatography (HPLC), which
would further add to the amount of waste generated in analyses that use
carrier fluids or mobile phases. Also adding to waste generation are the
strong mineral acids used for the preservation or digestion of samples.
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Half of the methods in the NEMI failed the hazardous criterion, primarily
because of the solvents and reagents used in the method.3 Again, those
solvents were mainly used for extractions and the reagents for derivatization,
digestion or preservation. A small number of methods in the NEMI (5%)
failed with respect to the use of PBTs in the analysis, primarily from the use
of mercury or lead in some part of the sample preparation. Overall, the
greener methods in the NEMI use smaller quantities of less hazardous
solvents and reagents.

Although the NEMI is a limited set of methods for analyzing environ-
mental samples, this general methodology and the related knowledge can be
applied to all types of analytical methods as a way to compare the relative
greenness of methods. For example, the same criteria were applied to each of
the laboratory experiments in a popular college-level analytical chemistry
textbook.9

In another assessment of the greenness of analytical methods, the cat-
egories were expanded to include five topics: health, safety, environmental,
energy and waste.10 The criteria are based on toxicity, bioaccumulation,
reactivity, waste generation, corrosivity, safety, energy consumption and re-
lated factors. Furthermore, each category receives a score on a scale of 1–3
using readily available chemical data. By expanding the categories and
scoring scale, the comparison of two analytical methods can provide more
information and further distinction between methods.

These are just two examples of evaluating metrics on analytical techniques
that provide some measure of greenness. Clearly, it is difficult to define
quantitatively how green an analytical method is, let alone the greenness of
the solvents and reagents. In the remainder of this chapter, specific types of
solvents and reagents will be examined further.

4.2 Greener Solvents
Solvents are vital to the analytical process. In nearly all analytical methods,
analytes must be taken into solution for separation, diluted volumetrically to
the appropriate analytical concentration and analyzed. When organic solv-
ents are used, issues surrounding toxicity and flammability are often of
concern; for aqueous systems, wastewater generation becomes a potential
problem. In all cases, the energy of evaporation of non-volatile solvents adds
to the green concerns. The largest use of solvents in analytical chemistry is in
separation techniques, including extraction and mobile phases in liquid
chromatography. This solvent use results in most of the waste generated in
an analytical procedure, and this waste may be toxic, flammable or possess
other deleterious properties.

Solvents are probably the most active area of green chemistry research11

and several studies have addressed the topic,12–14 usually from a focus on
synthetic chemistry. Directions in green solvents have been identified as
(1) replacement of hazardous solvents with those that show better
environmental, health and safety properties; (2) bio-derived solvents;
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(3) supercritical fluids; and (4) ionic liquids (ILs).15 On the other hand,
Jessop informally surveyed key researchers in the field, asking ‘‘If the
adoption of greener solvents over the next 20–30 years will reduce environ-
mental damage from human activities, then the adoption of what class of
solvents will be responsible for the greatest reduction in environmental
damage?’’16 The research leaders answered as follows: supercritical carbon
dioxide (30.2%), water (22.9%), organic solvents (18.8%), ILs (12.5%),
switchable solvents (6.3%), glycerol (4.2%), solventless (3.1%) and bio-
derived solvents (2.3%). This contrasts with actual publication numbers.
Jessop reported that during the first 9 months of 2010, research articles in
Green Chemistry focused on ILs (41.0%), water (28.4%), solventless methods
(11.5%), carbon dioxide (7.1%), glycerol and ethers (3.3%) and all others
(including alcohols, switchable solvents, liquid polymers, fluorous solvents
and methyltetrahydrofuran) (8.7%). However, these solvents were primarily
used as reaction media in syntheses, catalyst recovery following synthesis
and biomass processing, rather than for analytical chemistry.16

Jessop set out the challenges that researchers should adopt to ensure that
green solvents are available as replacements for any type of non-green
solvent, requiring detailed characterization such as using the Kamlet–Taft
solvatochromic parameters, recognizing green solvents through energetic,
environmental impact or life-cycle assessment approaches, developing an
easy to remove polar aprotic solvent and eliminating the need for distil-
lation.16 From an analytical perspective, the ‘‘easy to distill’’ criterion can be
changed to ‘‘easy to concentrate for analysis’’, generally by evaporation or
solvent exchange.

When selecting a solvent for an analytical procedure, criteria such as
solute solubility, viscosity and compatibility with the analytical method are
still the major factors. However, cost and ‘‘greenness’’ must also be of
concern. As previously mentioned, we will reach a fully developed green
chemistry awareness when chemists have a more instinctive knowledge of
green concerns, similar to their instinctive knowledge of solute solubility.
This recognition of what is a green solvent is partially developed for tradi-
tional molecular solvents, but is lacking for alternative solvents such as
supercritical fluids and ILs. Additionally, the search for green solvent al-
ternatives in a given analytical procedure can take the approach of finding a
green solvent replacement or finding an approach that will make the overall
analytical method greener. In the context of green solvent research, bio-
derived solvents have made a minor impact in analytical chemistry, as have
switchable solvents. Each of these solvents shows an intriguing potential
that may come into play in the future. In this section, we specifically explore
supercritical fluids, ILs, water and green organic solvents.

4.2.1 Supercritical Fluids

It is becoming widely known that substances at temperatures and pressures
near or above the critical point – supercritical fluids – possess solvent
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properties favorable for analytical purposes. As a general rule, these fluids
have liquid-like solvating power and gas-like diffusivity. Furthermore, these
properties may be varied as a function of temperature and pressure. Perhaps
the most important property of supercritical fluids for separation processes
is diffusion; after all, regardless of green properties, the solvent must per-
form. The well-developed rate theory of chromatography relates chromato-
graphic efficiency to solute diffusion, and the hot-ball model of extraction17

shows that solubility and diffusion are significant in obtaining quantitative
extraction yields.

The most widely used fluid is carbon dioxide, with critical parameters of
31.1 1C and 73 atm (7.39 MPa). This fluid has been used extensively in
chromatography [supercritical fluid chromatography (SFC)] and extraction
[supercritical fluid extraction (SFE)], especially since the 1980s. Carbon di-
oxide is non-toxic, non-flammable, readily available and inexpensive. As a
supercritical fluid, it behaves as a non-polar, or polarizable, solvent and low
molar mass alcohols (co-solvents) are often added in small amounts to alter
the solvent polarity. Because carbon dioxide can be depressurized to the
gaseous state, the solvent is easily removed and supercritical fluid-based
separation methods are easily coupled with subsequent analysis. Super-
critical carbon dioxide is routinely used for analyses of lipids, essential oils
and flavor and fragrance compounds in foods and natural products, poly-
cyclic aromatic hydrocarbons, polychlorinated biphenyls, pesticides and
related compounds from environmental samples, polymer additives and,
less commonly, ions and metals. A recent revival of SFC activity has been
spurred by the pharmaceutical industry, looking at the technique for chiral
separations, as a replacement for normal-phase liquid chromatography and
in process scale-up. Key applications and the current state of the art have
been surveyed.18,19 Fluids other than carbon dioxide have been reported, but
these solvents, usually organic, do not possess any distinct advantages, may
be flammable and often have high critical temperatures. Some inorganic
compounds such as ammonia are neurotoxic and nitrous oxide is a strong
oxidizing agent.20 Water has a very high critical temperature, but has unique
properties in the subcritical region and will be considered separately.

4.2.2 Ionic Liquids

ILs have shown increased use in analytical chemistry in the past decade.
These liquids are generally composed of large cations and smaller anions,
such that the coordination (electrostatic attraction) between the ions is
somewhat weak. Hence they are commonly defined as liquids at less than
100 1C. ILs have low volatility, somewhat tunable viscosity and miscibility
and electrolyte conductivity. Their interest as green solvents stems primarily
from the low volatility, as volatile organic compounds (VOCs) are generally
not emitted in IL processes. However, ‘‘green’’ is a relative term and several
ILs are also toxic. Several reviews have described the use of ILs in analytical
chemistry.21–27 Another review cited the most important advances such as
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unique multifunctional ILs and called for an increased understanding of
their chemical and physical properties as ILs.28 An example of the devel-
opment of task-specific hydrophobic ILs is for the isolation of Cd(II) in water
and foods with the workup coupled directly with flame atomic absorption
spectrometry.29

A limitation to the use of ILs is their viscosity. Thus, a suitable application
of ILs in separations is as the acceptor phase in supported-liquid membrane
extraction.30 Similarly, these liquids can be used as stationary phases in
chromatography or sorptive extractions. For instance, phosphonium-based
liquids were immobilized on solid supports for the preparation of a novel
solid-phase system.31 A non-separation analytical technique taking advan-
tage of the viscosity of ILs is matrix-assisted laser desorption/ionization
(MALDI) mass spectrometry, where ionic liquids can replace glycerol or
other sample matrices.32

While investigating the role of ILs in analyte solvation, the lyotropic theory
was employed to consider all ions in solution and describe ion-pairing, ion-
exchange and hydrophobic interactions.33 Similarly, pH and the presence of
salts impact the solvating ability and extraction with imidazolium-based
ILs.34

4.2.3 Water

Liquid water has several desirable (and green) solvent properties. It is non-
toxic, safe, inexpensive, pure and readily available. Water can dissolve a host
of polar and ionic materials and is denoted the universal solvent. On the
other hand, liquid water has two decidedly non-green concerns – clean-up of
the wastewater generated and the energy necessary for solvent removal.
Supercritical water is an oxidizing agent that is rarely used analytically be-
cause of its extreme critical parameters of 374.1 1C and 218 atm (22 MPa).

A unique, green use of water is in hot-water extraction, also called near-
critical extraction, subcritical water extraction or pressurized hot-water
extraction. Water under these conditions is also being used as a chromato-
graphic mobile phase. There are two modes of water-based separation pro-
cesses. Under mild heating (perhaps with the application of pressure), the
solvating ability towards slightly polar compounds increases, the kinetics are
more favorable, diffusion is faster and viscosity decreases. Thus in a system
such as accelerated solvent extraction (also known as pressurized solvent
extraction), hot water extracts the same types of analyte as in traditional
aqueous extractions, but much faster and with up to 95% less solvent use.
However, when heated to above its atmospheric boiling point, but under
sufficient pressure to keep it in liquid form, water begins to lose its effective
polarity. For example, at room temperature water has a dielectric constant of
80, but at 250 1C and 50 bar (5 MPa) the dielectric constant decreases to 27.
This relationship between temperature and the dielectric constant of water
is shown in Figure 4.1.35 Under practical conditions, the temperatures
employed are generally in the range 100–200 1C, with higher temperatures
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reserved for the most non-polar analytes. The hot-water extraction approach
can be used for aliphatic and aromatic hydrocarbons and other solutes of
environmental interest. As the temperature increases and the effective
polarity decreases, previously water-insoluble compound classes can be ex-
tracted with water. This approach was first used in the mid-1990s35 but has
been slow to catch on because of a lack of commercial instrumentation and
the high temperatures required.

It has been shown that temperature is the most important consideration
in these extractions and that time and flow rate are most important when the
extraction is solubility limited.36 This verifies the thermodynamic and kin-
etic models of hot-water extraction previously developed.37 As a con-
sequence, and verified by on-line monitoring of the extraction process, a
static extraction step prior to dynamic extraction is important to shorten the
overall extraction time.38 However, one concern with performing extractions
at these high temperatures is analyte decomposition. This has been studied
during the isolation of anthocyanins from red onion at 110 1C.39 Both ex-
traction and degradation rates were determined and used, for example, to
explain the overall extraction rate curve shown in Figure 4.2. Here, the ex-
traction follows the previously described thermodynamic hot-ball model
(sollid and dashed curves) while analyte degradation occurs simultaneously

Figure 4.1 Effect of temperature on the dielectric constant of water, with com-
parison of selected organic compounds.
Reproduced from ref. 35 with permission from American Chemical
Society, Copyright 1990.
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(indicated by X). The middle curve (indicated by circles) represents the actual,
observed extraction rate. However, since these extractions occur in a closed
(air-free) system, if the water or other solvent is degassed, analyte de-
composition is less of a concern.

4.2.4 Green Organic Solvents

To consider green organic solvents, we can break them down into two
classes: ‘‘traditional’’ organic solvents and non-traditional, ‘‘newer’’ organic
solvents. The green attributes of traditional solvents have been compared
and contrasted to a greater extent in research studies, and the newer solvents
have more recently been employed to address some specific aspects of green
chemistry, such as renewability and inherent safety. Although many studies
of greener traditional and newer solvents have been performed in other
contexts, particularly in synthesis, the same conclusions can be carried over
to the use of these solvents in analytical chemistry.

A comprehensive investigation of 26 solvents used an environmental
health and safety (EHS) approach combined with life-cycle assessment
(LCA).15 The EHS approach examined nine categories: release potential, fire/
explosion, reaction/decomposition, acute toxicity, irritation, chronic toxicity,
persistence, air hazards and water hazards. The results from the EHS

Figure 4.2 Extraction rates for the isolation of cyanidine-3-(600-malonylglucoside)
from red onion using water at 110 1C. The upper trace represents the
theoretical rate of extraction and the lower curve represents the meas-
ured analyte degradation rate. The resulting curve (middle trace) is the
actual observed extraction rate.
Reproduced from ref. 39 with permission from Elsevier, Copyright 2010.
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approach are summarized in Figure 4.3. The combined EHS and life-cycle
results were evaluated by Pareto analysis, with the EHS-preferred con-
ventional organic solvents being methanol, ethanol and methyl acetate,
whereas the life-cycle-preferred solvents were hexane, heptane and diethyl
ether. However, it should be noted that hexane has significantly greater
toxicity concerns than other aliphatic hydrocarbons. Petroleum-based solv-
ents require fewer processing steps, so their environmental impact is lower
than, for example, that of tetrahydrofuran and cyclohexanone. Solvent
mixtures have not been extensively examined and mixtures, such as hexane–
acetone, can have an even greater toxicity than the individual components.
Non-recommended solvents (from an environmental perspective) were dioxane,
acetonitrile, acids, tetrahydrofuran and formaldehyde; other solvents with a high
environmental impact included pentane, cyclohexane, dimethylformamide and
cyclohexanone. From the LCA perspective, methanol and ethanol are preferred
solvents. When the EHS and LCA methods are combined, such as displayed in
Figure 4.4, compromises must be made in assessing greenness. The most pre-
ferred solvents, found in the lower left quadrant, include methanol, ethanol and
a cluster of 10 assorted solvents. However, no solvent appears truly green by both
methods, so compromises must be made during solvent selection. It has also
been pointed out that ILs and supercritical carbon dioxide were not included in
the study because of a lack of data.

A similar study examined the cumulative energy demand and environ-
mental effects,40 as shown in Table 4.1. The results indicated that hexane
and cyclohexane were preferred from an energy perspective and ethyl acetate
from an environmental perspective.

Figure 4.3 Environmental, health and safety assessment of 26 common organic
solvents. The lower the indicator score, the more favorable is the green
assessment of the solvent.
Reproduced from ref. 15 with permission from the Royal Society of
Chemistry.
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Another study applied LCA to solvent selection on 47 solvents.41 The re-
search built on a previously reported solvent selection guide (relative ranking
based on environmental, health and safety issues) to include cradle-to-grave
life-cycle impacts. Among the higher scoring (greener) solvents for the life
cycle were ethylene glycol, ethanol, tert-butanol, methanol, dimethyl car-
bonate, formamide, acetic acid, methyl tert-butyl ether and diisopropyl
ether. However, it should be noted that except for ethylene glycol, all other
solvents had at least one poor score in another category (environmental
waste, environmental impact, health or safety). For solvents with a low (poor)
life-cycle score, it was found that solvent recycling or recovery and mini-
mization of use become even more important if the solvent is to be utilized.

Several solvent selection guides have been developed by the pharma-
ceutical industry and professional organizations, such as the American
Chemical Society (ACS) Green Chemistry Institute (GCI) Pharmaceutical
Roundtable. These solvent guides have been rigorously reviewed.42 The
impact of the European Union’s Registration, Evaluation, Authorization and
Restriction of Chemicals (REACH) and other regulations has been discussed.

Figure 4.4 Solvent comparison via environmental, health and safety and life-cycle
considerations. The most favorable solvents from a green perspective are
found in the lower left portion of the plot.
Reproduced from ref. 15 with permission from the Royal Society of
Chemistry.
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Solvent guides include those from Pfizer, GlaxoSmithKline, Sanofi,
AstraZeneca, Rowan University, ACS GCI and the public–private consortium
CHEM21. The methodologies used by each organization vary and may in-
clude environmental factors such as waste disposal (either biological or in-
cineration) or recovery, combustion by-product emissions, safety, including
flammability and reactivity, physical properties, including boiling point,
melting point and surface tension, health and toxicity, solvent source and
LCA. A chemometric approach has also been presented. As can be imagined,
with these various methodologies, it is difficult to come to a consensus on
the green evaluation of solvents. Figure 4.5, for example, presents a sim-
plified evaluation of dipolar aprotic solvents by five different methodologies,
and widely disparate opinions on solvent greenness can be seen. A summary
of three of the more accepted solvent selection guides is displayed in
Table 4.2 with a more fine-tuned solvent classification.

The purpose of showing these various solvent selection guides is not meant
to be confusing, but to illustrate the complexity of the issue and also the
common themes between the guides. In three of the studies presented,15,41,42

ethanol is among the preferred solvents. Ethanol–water mixtures are be-
coming more common as replacements for other solvents in analytical
chemistry, particularly in high-performance liquid chromatography (HPLC).
Ethanol is considered a greener alternative than methanol and acetonitrile,
which are common solvents for HPLC analyses.43 Examples are the separation
of sunscreens and pesticides.44 A systematic study of two test mixtures, a
series of alkylbenzenes and a mixture of compounds of different functional
group classes, including caffeine and p-hydroxybenzoic acid, demonstrated
the ability of ethanol to replace acetonitrile and methanol in HPLC despite its
higher viscosity.45 Method modifications included the solvent gradient, UV
detection wavelength, flow rate and temperature. Another HPLC example
utilized butyl alcohol and demonstrated comparable results to classical
methods using methanol and acetonitrile.46 In this study, several vitamins
(A, E, D3 and K1) in food and pharmaceutical supplements were separated
using a C18 column modified with sodium dodecyl sulfate (SDS) surfactant
and elution with a solution of the surfactant in butyl alcohol.46

Non-traditional, ‘‘newer’’ organic solvents are being studied, in part, be-
cause of the greenness that they can offer. Whereas methanol and ethanol
can be derived from renewable sources and already find many uses in ana-
lytical chemistry, other solvents from renewable sources may have appli-
cations as alternative solvents for separations and analyses. Other organic
solvents may be favored because they have low volatility and/or are less
hazardous.

Ethyl lactate is a renewable solvent that has low toxicity, is biodegradable
and is finding industrial uses in the cleaning, pharmaceutical and paint in-
dustries.47 Glycerol, a waste product of biodiesel production, is non-volatile,
non-toxic, non-flammable and biodegradable and has been studied as a
solvent48 along with its derivatives.49 A natural product, D-limonene, has been
studied as a replacement for hexane in the extraction of lipids (fats and oils)
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Figure 4.5 Comparison of dipolar aprotic solvents via methods developed by Glaxo-
SmithKline (GSK), AstraZeneca (AZ), Sanofi, the ACS Green Chemistry Insti-
tute (ACS GCI) and CHEM21. S, safety; H, health; E, environment; R, red; Y,
yellow; G, green. DMF, dimethylformamide; DNAc, N,N-dimethylacetamide;
NMP, N-methylpyrrolidone; DMPU, N,N0-Dimethylpropyleneurea.
Reproduced from ref. 15 with permission from the Royal Society of
Chemistry.
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from food using Soxhlet extraction and Clevenger distillation.50 Another re-
newable solvent, 2-methyltetrahydrofuran (2-methyl-THF) has been demon-
strated as a replacement for THF and other solvents,51 although peroxide
formation in non-stabilized 2-methyl-THF has been demonstrated.52

Table 4.2 Solvent ratings from the GSK, AstraZeneca and ACS GCI solvent selection
guides. Adapted from ref. 42, https://doi.org/10.1186/s40508-016-0051-z,
under the terms of the CC BY 4.0 licence, https://creativecommons.org/
licenses/by/4.0/.

Category Solvents

Recommended

In between
recommended
and
problematic

Problematic

In between
problematic
and
hazardous

Hazardous

Highly
hazardous
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Some other types of solvents are not renewable but have other advantages.
Cyclopentyl methyl ether (CPME) has been studied as a replacement for
other ethereal solvents and shows lower peroxide formation than 2-methyl-
THF and THF.53 Poly(ethylene glycol)s with a range of molecular weights and
properties have low toxicity and low volatility and are biodegradable.54

Another new class of solvents worth mentioning is switchable solv-
ents.55,56 For green analytical chemistry, the advantage of switchable solv-
ents is in separations. These solvents are designed to react to a trigger, e.g.
exposure to carbon dioxide or nitrogen, by switching a property such as
polarity or hydrophilicity, thus causing a separation. Furthermore, the
switchable solvent can be restored to its original composition and recycled
in the process. Some other classes of solvents that have been applied in
green chemistry, not included in this chapter, are fluorous solvents and deep
eutectic solvents.

Beyond conventional solvents, whether traditional or not, other alter-
natives for HPLC mobile phases are sought.57 These may include micelle-
forming reagents, cyclodextrins, ILs, carbon dioxide and superheated water.
The use of such alternatives may greatly reduce the organic solvent con-
sumption in HPLC. However, these alternatives have yet to gain mainstream
acceptance, but should be viewed with promise.

4.3 Greener Reagents
Reagents are used to a lesser extent in analytical chemistry. Three instances
where reagents are used are for chelation, derivatization and preservation.
Chelating agents permit the analysis of ions in solution. They are high
molecular weight auxiliaries that bind with metal ions and ultimately be-
come part of the waste stream. The most common, ethylenediaminete-
traacetic acid (EDTA), is hazardous, cumulative and persistent. Reagents are
also used to prepare derivatives of the analyte to allow characterization, and
these auxiliaries also ultimately become part of the waste stream. With the
advances in analytical techniques, derivatization is not as common as it once
was, but nonetheless it is still a reagent-using process in analytical chemistry
to be considered in relation to the greenness of the method. Lastly, preser-
vatives represent another use of reagents in analytical techniques, particu-
larly for maintaining the composition of aqueous and biological samples
prior to analysis. The green chemistry considerations for preservatives in-
clude hazardousness and energy consumption. Greener alternatives will be
discussed for chelation, derivatization and preservation.

4.3.1 Chelating Agents

Despite the prevalence of chelating agents in sequestering metals during
analytical procedures, little research has been carried out on the develop-
ment of greener chelating agents. Most commonly, EDTA is used both in-
dustrially and in analytical laboratories. However, since the rate at which
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EDTA is discharged into the environment far exceeds the rate at which it
degrades, EDTA is considered bioaccumulative. One isomer of EDTA
is ethylenediaminedisuccinate (EDDS) and this, especially the S,S-isomer, is
readily biodegradable. EDDS has found use industrially, for example in
laundry detergents. A study by Raynie et al. showed that EDDS can suc-
cessfully replace EDTA in the titration of aqueous divalent cations.58 For
example, using EDDS as a replacement for EDTA in USEPA Method 130.2 to
determine water hardness via titration using Eriochrome Black T indicator,
two analysts reported accuracies of 102% relative to the standard method.
The use of EDDS for the titration of other divalent ions is shown in Table 4.3.
A similar chelating agent, L-glutamic acid-N,N-diacetic acid (GLDA), is also
suggested for similar analytical chelations. Separately, it was determined
that the hydrophobicity of ILs allows their use as chelating agents,59 but
more work is needed in this area.

4.3.2 Derivatization

In the context of this chapter, derivatization refers to chemically reacting the
molecule of interest, usually by adding functionality, in order to change the
properties of the molecule such that it can be more easily analyzed and
characterized.

One of the principles of green chemistry is avoiding the use of chemical
derivatives. The reason for this is the contribution of derivatives towards
poor atom economy. Atom economy is defined as60

Atom economy¼ MW desired product
P

MW all reactants
� 100 %

Derivatization adds to the molecular weight of the reactants but is not part of
the desired product, thus decreasing the atom economy. Ultimately, deri-
vatization increases the amount of waste generated.

In the early days of chemistry, until analytical instrumentation advanced
in its ability to identify chemical structures, derivatization was commonly
employed for chemical analysis. In particular, if a chemical did not crys-
tallize, a derivative was formed that would crystallize, for characterization of
the chemical by melting point determination. Even today, beginner chem-
istry students are commonly taught this technique in secondary school and
university laboratory experiments.

Table 4.3 Titration of divalent ions with EDDS as a replacement for EDTA.

Ion Recovery with EDDS titrant relative to EDTA titrant/%

Mn21 115.3 (RSD 0.44%)
Zn21 101.1 (RSD 0.19%)
Pb21 (UV–VIS detection) 110.0 (RSD 1.11%)
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Derivatization today has become more sophisticated; derivatives of com-
pounds are generated not only for crystallinity, but also for changing the
solubility properties of the compound, improving the separation of similar
compounds (such as isomers) and allowing detection.

The use of derivatives to change the solubility or retention in chroma-
tography is applied for the separation of isomers and especially for chiral
separations for analysis and characterization, particularly for pharmaceutical
compounds and other fine chemicals. Chromatographic separations include
gas chromatography, planar chromatography and capillary electrophoresis.
Derivatization of compounds can also permit spectroscopic detection, using
methods such as chemiluminescence, bioluminescence, phosphorescence,
infrared spectroscopy and ultraviolet/light-absorbing spectroscopy.

An example where derivatization may be greener than the alternative
technique is a protein analyzer technique. CEM Corporation was awarded a
Presidential Green Chemistry Challenge Award in 2009 for the Sprints

Rapid Protein Analyzer, which measures protein content, such as in foods
(baby formula, pet food, etc.) and distinguishes between melamine and
protein, unlike the common Kjeldahl method.61 The method works by tag-
ging histidine, arginine and lysine, common amino acids found in proteins,
with a tagging solution containing an acidic group to attach to the basic
amino acids and also containing an extensive aromatic group for colori-
metric measurement. The bound protein is removed by filtration and the
remaining tagging solution is measured by colorimetry. The solution is non-
toxic, non-reactive and water soluble and most samples can be run in
2–3 min in comparison with 4 h for the Kjeldahl method, with dramatic
waste savings in comparison with the latter method, eliminating 5.5�106 lb
(2.5�106 kg) of hazardous waste in the USA each year.61 In this example, the
use of derivatives for analysis saved tremendous amounts of hazardous
waste and time in comparison with the alternative method of analysis.

The next time a procedure calls for derivatization, consider avoiding de-
rivatives if possible. Some questions to ask are as follows:

� Is there another way to separate or analyze without involving derivatives?
� Is there a direct analysis technique available with different instru-

mentation, without derivatization?

The small quantities associated with analytical samples add up and de-
rivatization increases the amount of waste. If derivatization must be used,
consider the health and environmental effects of the chemicals used for the
derivatization. Consider if the benefits of derivatization outweigh the
consequences.

4.3.3 Preservatives

Preservation of samples before analysis is another aspect to include when
considering the greenness of an analytical method. The human health

108 Chapter 4



T
ab

le
4.

4
Su

m
m

ar
y

of
pr

es
er

va
ti

on
m

et
h

od
s.

R
ep

ro
d

u
ce

d
fr

om
re

f.
62

w
it

h
pe

rm
is

si
on

fr
om

Jo
h

n
W

il
ey

&
So

n
s,

C
op

yr
ig

h
t
r

20
03

,J
oh

n
W

il
ey

an
d

So
n

s.

Sa
m

pl
e

Pr
es

er
va

ti
on

m
et

h
od

C
on

ta
in

er
ty

pe
H

ol
d

in
g

ti
m

e

pH
—

—
Im

m
ed

ia
te

ly
on

-s
it

e
T

em
pe

ra
tu

re
—

—
Im

m
ed

ia
te

ly
on

-s
it

e

In
or

ga
ni

c
io

ns
B

ro
m

id
e,

ch
lo

ri
d

e,
fl

u
or

id
e

N
on

e
Pl

as
ti

c
or

gl
as

s
28

d
ay

s
C

h
lo

ri
n

e
N

on
e

Pl
as

ti
c

or
gl

as
s

A
n

al
yz

e
im

m
ed

ia
te

ly
Io

d
id

e
C

oo
l

to
4
1
C

Pl
as

ti
c

or
gl

as
s

24
h

N
it

ra
te

,
n

it
ri

te
C

oo
l

to
4
1
C

Pl
as

ti
c

or
gl

as
s

48
h

Su
lf

id
e

C
oo

l
to

4
1
C

,
ad

d
zi

n
c

ac
et

at
e

an
d

N
aO

H
to

pH
9

Pl
as

ti
c

or
gl

as
s

7
d

ay
s

M
et

al
s

D
is

so
lv

ed
Fi

lt
er

on
-s

it
e,

ac
id

if
y

to
pH

2
w

it
h

H
N

O
2

Pl
as

ti
c

6
m

on
th

s
T

ot
al

A
ci

d
if

y
to

pH
2

w
it

h
H

N
O

2
Pl

as
ti

c
6

m
on

th
s

C
r(

V
I)

C
oo

l
to

4
1
C

Pl
as

ti
c

24
h

H
g

A
ci

d
if

y
to

pH
2

w
it

h
H

N
O

2
Pl

as
ti

c
28

d
ay

s

O
rg

an
ic

s
O

rg
an

ic
ca

rb
on

C
oo

l
to

4
1
C

,
ad

d
H

2
SO

4
to

pH
2

Pl
as

ti
c

or
br

ow
n

gl
as

s
28

d
ay

s
Pu

rg
ea

bl
e

h
yd

ro
ca

rb
on

s
C

oo
l

to
4
1
C

,
ad

d
0.

00
8%

N
a 2

S 2
O

3
G

la
ss

w
it

h
T

ef
lo

n
se

pt
u

m
ca

p
14

d
ay

s

Pu
rg

ea
bl

e
ar

om
at

ic
s

C
oo

l
to

4
1
C

,
ad

d
0.

00
8%

N
a 2

S 2
O

3
an

d
H

C
l

to
pH

2
G

la
ss

w
it

h
T

ef
lo

n
se

pt
u

m
ca

p
14

d
ay

s

Po
ly

ch
lo

ri
n

at
ed

bi
ph

en
yl

s
C

oo
l

to
4
1
C

G
la

ss
or

T
ef

lo
n

7
d

ay
s

to
ex

tr
ac

ti
on

,
40

d
ay

s
af

te
r

O
rg

an
ic

s
in

so
il

C
oo

l
to

4
1
C

G
la

ss
or

T
ef

lo
n

A
s

so
on

as
po

ss
ib

le
Fi

sh
ti

ss
u

es
Fr

ee
ze

A
lu

m
in

u
m

fo
il

A
s

so
on

as
po

ss
ib

le
B

io
ch

em
ic

al
ox

yg
en

d
em

an
d

C
oo

l
to

4
1
C

Pl
as

ti
c

or
gl

as
s

48
h

C
h

em
ic

al
ox

yg
en

d
em

an
d

C
oo

l
to

4
1
C

Pl
as

ti
c

or
gl

as
s

28
d

ay
s

D
N

A
St

or
e

in
T

ri
s-

E
D

T
A

(p
H

8)
u

n
d

er
et

h
an

ol
at
�

20
1
C

;
fr

ee
ze

at
–2

0
or
�

80
1
C

Y
ea

rs

R
N

A
D

ei
on

iz
ed

fo
rm

am
id

e
at
�

80
1
C

Y
ea

rs
So

li
d

s
u

n
st

ab
le

in
ai

r
fo

r
su

rf
ac

e
an

d
sp

ec
tr

os
co

pi
c

ch
ar

ac
te

ri
za

ti
on

St
or

e
in

ar
go

n
-f

il
le

d
bo

x;
m

ix
ed

w
it

h
h

yd
ro

ca
rb

on
oi

l

Innocuous and Less Hazardous Reagents 109



effects of preservatives may include toxicity and irritation due to corrosivity
and environmental effects may include bioaccumulation and energy usage,
depending on the method of preservation.

There are a number of important reasons why certain analytical samples
are preserved. Preservatives are used to prevent changes within the sample,
including physical change (volatilization), chemical change or reaction
(oxidation, photochemical reaction, precipitation, heat-induced reaction)
and biological change (degradation, enzymatic reaction, microbial growth).
Certain types of samples are more prone to these changes and require some
type of preservation, especially aqueous, soil, food and biological samples.
There are also instances where a preservative may be used in another part of
the methodology, such as in the standard or in the extractant.

Some of the approaches taken to preserve a sample include chemical
methods such as addition of an acid or base and non-chemical energy-
intensive methods such as freezing, refrigeration, freeze-drying, irradiation
and microwave irradiation. Preservation can also be achieved via the type of
container used and limiting the hold time prior to analysis. A summary of
approaches is presented in Table 4.4.62

Historically, chemical preservatives have included some hazardous
chemicals, such as mercuric chloride, tributyltin, formaldehyde, chloroform
and dichloromethane,63 but now that there is greater awareness of the
potential hazards (bioaccumulation, toxicity), many of these chemical pre-
servatives are no longer used. For improving the greenness of preservation,
some questions to consider are the following:

� If a hazardous chemical is used as the preservative, is there a less
hazardous alternative?

� Can chemical preservation be avoided entirely through a shorter hold
time and/or refrigeration?

� If freezing is recommended, is refrigeration an option? If freezing is
necessary, can the hold time be minimized?

� If freeze-drying is recommended, is microwave radiation a viable
alternative?

Seeking an alternative preservation method can improve the overall en-
vironmental profile of the analytical method.
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CHAPTER 5

Greening Sample Preparation:
New Solvents, New Sorbents

LOURDES RAMOS

Department of Instrumental Analysis and Environmental Chemistry,
Institute of Organic Chemistry, CSIC, Juan de la Cierva 3, 28006 Madrid,
Spain
Email: l.ramos@iqog.csic.es

5.1 Introduction
The term ‘‘sample preparation’’ refers to any type of treatment carried out on
a representative subsample selected for analysis before final instrumental
determination of the target compounds. The goal of the sample preparation
step is to present the investigated analyte to the measurement instrument in
a form and concentration that allow its unambiguous identification and the
accurate determination of its concentration in the original matrix. For ob-
vious reasons, the probability of performing such a type of determination
without any previous sample treatment decreases as the sample complexity
increases and as the analyte concentration decreases,1 and becomes virtually
impossible when the aim is the determination of trace organic compounds
in highly complex matrices, such as most environmental and food samples.
For such determinations, highly manipulative and time-consuming multi-
step procedures are still used for sample preparation, in particular when
involving semi-solid and solid samples.2 In most cases, these conventional
(i.e. large-scale) analytical procedures involve relatively large amounts of
reagents and solvents, which subsequently need to be evaporated and/or
treated as toxic wastes. Efforts made in this field in recent decades to
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approach the principles of green chemistry have resulted in a plethora of
novel (and frequently miniaturized) techniques and analytical method-
ologies, some of which were discussed in the original version of this chapter3

and in a number of revision papers published since then.1,2,4 Despite the
progress that has been made, significant differences remain in this field
depending on the nature of the investigated sample. Although impressive
advances have been achieved in the treatment of gaseous, liquid and viscous
matrices, developments regarding (semi-)solid samples have been much
more limited, most probably because of the lack of appropriate commercial
instruments.2,4 In any case, and despite the many advances, the nature of the
solvent used as extractant remains a key aspect limiting the greenness of
many of these methodologies.

This chapter reviews developments and innovations introduced in the
area of sample preparation during the last decade in line with previous
considerations. To avoid as far as possible overlapping with the first edi-
tion of this book3 and with other recently published revision papers (e.g.
ref. 2 and 5–7), rather than presenting a comprehensive revision of all
additions to the field, this chapter aims to present the main analytical
preparation techniques in use and their evolution in recent years. Special
attention will be paid to current trends and possible avenues of evolution
in line with the principles of green analytical sample preparation.1 In
particular, the penetration of novel solvents and sorbents in the field of
sample preparation and their impact and influence on greening of the
treatment step will be discussed. Attention will be focused on applications
dealing with the analysis of minor (i.e. trace) organic components in
complex matrices (e.g. food and environmental samples) owing to the
greater difficulty typically associated with this type of determination.
Nonetheless, where relevant, application examples from closely related
areas will also be discussed where they involve chromatographic (or related
separation) techniques for the final instrumental determination. Each
section starts with a short description of the basis of the specific technique
revised, then the main developments and evolution trends observed in
recent years are identified and discussed through representative appli-
cation studies. Examples dealing with the analysis of real samples are al-
ways given preference.

5.2 Solvent-based Extraction Techniques
Despite its recognized shortcomings, viz. the formation of emulsions, con-
sumption of large volumes of organic (and frequently toxic) solvent(s) and
dilution of the target compounds,8 liquid–liquid extraction (LLE) remains
the reference method of many well-established and official protocols. As for
other sample preparation techniques, some of the practical limitations of
LLE can be circumvented by simple scaling down of the process. The
miniaturization of the LLE process results, on the one hand, in significant
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reductions in the consumption of solvent(s) and reagent(s), so reducing
waste generation, but also on a faster phase separation and a more
favourable phase ratio, overall yielding more efficient, green and rapid
analytical processes with improved analyte recoveries.2 When miniaturized
LLE is, in addition, performed with a selective or green solvent alternative to
the most frequently used volatile organic solvents (VOSs), the technique
results in a really advantageous, simple and cheap approach with many
positive features. These considerations explain the increasing use of novel
and tailored solvents, in particular ionic liquids (ILs), deep eutectic solvents
(DESs) and natural deep eutectic solvents (NADESs), in combination with
LLE-based techniques.9–11 However, it should be mentioned that, when
these new solvents are used in an LLE format, their high viscosity frequently
makes stirring, heating12 or shaking (in many instances by the application of
ultrasound13 or bubbling) of the LLE mixtures mandatory to speed up the
analyte partition process.

Miniaturized liquid–liquid partitioning is also the basis of a plethora of
solvent microextraction (SME) techniques introduced essentially during the
last two to three decades and whose principles and main application fields
have been discussed in a number of recent reviews14–16 and a book.17 The
current level of acceptance of SME-based techniques and formats for general
use is rather variable. Single-drop microextraction (SDME),18 hollow fibre-
protected solvent microextraction, in both its two- and three-phase formats
[HF(2/3)ME],14 and dispersive liquid–liquid microextraction (DLLME)15,19

are among the most successful and widely accepted approaches, probably
owing to the simplicity of their principles and instrumentation, the
flexibility in their operational conditions and the possibility of obtaining
ready-for-analysis extracts.

5.2.1 Single-drop Microextraction

In SDME, a microdrop of a water-insoluble solvent (1–8 mL for VOSs and
slightly larger for more viscous solvents) suspended at the tip of a gas
chromatography (GC) syringe is either immersed in the investigated aqueous
sample (typically 1–10 mL) or exposed to the headspace (HS) of the vial that
contains it until equilibrium is reached. The latter approach, HS-SDME, is
feasible only for the analysis of volatile non-polar analytes (or volatile non-
polar analyte derivatives, which can be formed in situ), but can be applied to
gaseous, liquid or solid samples. The former approach, direct-immersion
SDME (DI-SDME), has been demonstrated to be useful for the extraction of
relatively non-polar and semivolatile analytes from clean aqueous samples.
Its application to relatively complex samples is usually feasible only after
sample filtration. In both cases, enrichment factors as large as 300 can be
obtained. Once the extraction is completed, the microdrop is drawn into the
syringe and the concentrated extract is directly subjected to instrumental
analysis, typically by GC.14,18 In SDME, diffusion governs the transport of the
analyte from the drop surface to its inner part. Therefore, provided that the
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microdrop was not dislodged or dissolved, the extraction time and efficiency
can be favoured by stirring, salting out or heating (including nebulization)20

of the sample or, alternatively, by bubbling of a certain volume of air into the
droplet.21

SDME of polar compounds is also possible but requires a modification
that results in a three-phase system involving a liquid organic intermediate
phase in which the neutralized polar analytes are extracted from the aqueous
sample. The neutral analytes preconcentrated in this liquid membrane are
then back-extracted into an aqueous microdrop as polar compounds. This
microdrop is finally drawn into a syringe for direct liquid chromatography
(LC) or capillary electrophoresis (CE) analysis. This three-phase configur-
ation is usually termed liquid–liquid–liquid microextraction (LLLME). The
higher stability conferred on the extraction system by the intermediate
liquid membrane allows the use of faster stirring rates of up to 1000 rpm
versus the 300 rpm typically used in the two-phase format unless a different
type of set-up was used.22 In turn, faster stirring results in shorter pre-
concentration times (typically 15 min) and improved enrichment factors
(up to 500) compared with the two-phase SDME systems. In practice, the
intermediate organic phase also acts as an organic liquid membrane
allowing the simultaneous enrichment and clean-up of the analytes. Con-
sequently, LLLME would be more appropriate for the analysis of relatively
complex samples, such as human biological fluids, than the two-phase
SDME format.14

Although automation continues to be mentioned as one of the main
limitations of SDME-based techniques, complete unattended sample prep-
aration should be possible by using any of the modern multipurpose auto-
samplers that are nowadays commercially available.23,24 In recent years,
research in the field of SDME has been mainly oriented to exploring the
possibilities of using extractants alternative to the conventional VOSs used
in the early stages of the technique.2 Among them, ILs,9 supramolecular
solvents25 and, more recently, DESs11 are the most representative examples.
Selected application studies involving these and other alternative extractant
systems for SDME are presented in Table 5.1. ILs are non-molecular solvents
that remain as liquids at or near room temperature (in general, defined as
less than 150 1C) due to poor coordination of the ions.9,45 ILs are charac-
terized by their negligible volatility, high thermal stability and low flam-
mability over a wide range of temperatures. These characteristics, together
with their high viscosity, the possibility of tuning their physicochemical
characteristics by controlling the length and branching of the alkyl groups
and/or the nature of the cation with which they are incorporated and their
capability of dissolving simultaneously compounds of very different nature,
have contributed to the expansion of their use as solvents in SDME in recent
years. However, surprisingly owing to the constantly increasing number of
ILs synthesized and commercialized, but in agreement with what is observed
for other extraction techniques, imidazolium-based ILs are clearly pre-
dominant in the application studies reported so far, even although these
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salts are known to absorb over the entire UV region. Fluoride-containing
anions are also widely used (in particular PF6

� and BF4
�), although, in the

presence of moisture, these anions can produce HF and cause glassware and
steel corrosion.46

In practice, the usual extractant volumes in IL-based SDME studies are in
the 4–10 mL range. However, the high viscosity of these salts (typically
2–3 times greater than those of conventional organic solvents) should allow
the use of relatively large drops (up to 20 mL)47 without the risk of dis-
lodgement even if fast stirring rates or dynamic approaches are used.48 In
addition, the low volatility of ILs prevents solvent volatilization during ex-
traction, making possible the use of higher extraction temperatures. Overall,
this results in higher enrichment factors, better extraction efficiencies and
improved detectability with shorter extraction times compared with con-
ventional SDME procedures. On the other hand, the high viscosity of ILs
makes their handling with microsyringes difficult, a problem that has been
solved by attaching a tube with a wider inner diameter to the needle.49

Coupling IL-based SDME techniques to LC does not require any special
interface or modification of the system. The short retention time of ILs in
reversed-phase LC (in general, near the dead volume) favours the chro-
matographic separation of the IL from the target analytes and can be
considered an extra advantage of this coupling. In contrast, the low vola-
tility of ILs would prevent direct injection into GC systems. However, this
problem can be solved through the installation of home-made removable
GC interfaces47 or by the modification of a commercial interface.49 Coup-
ling between IL-based SDME and other separation techniques (e.g. CE)30 or
detection techniques (e.g. ion-mobility spectrometry)50 is still relatively rare
in the literature.

Recent trends in IL-based DI-SDME include the use of more hydrophobic
and hydrolytically stable salts than those based on the use of PF6

� as anion
to minimize drop dissolution.51 More complex extraction mixtures have also
been used in both HS- and DI-SDME to improve the extraction efficiency and
selectivity when dealing with the analysis of trace components in complex
matrices. In a recent illustrative example of the analytical potential of this
type of approach, the feasibility of using 1-benzyl-3-methylimidazolium
hexafluorophosphate ([BMIM][PF6]) mixed with oxidized nanofibres of
cellulose (o-NCs) and carboxylated carbon nanotubes (c-CNTs) for the fast
and selective extraction of 2-amino-3,8-dimethylimidazo[4,5-f ]quinoxaline
from fried sausage was evaluated and found to be superior to the results
observed when each component of the mixture was applied separately.30 The
method provided quantitative extraction of the target compound in 30 min
with satisfactory repeatability (3%) and reproducibility (4%), adequate
limit of quantitation (LOQ 0.96 mg L�1) and a satisfactory linear response
in the investigated range of 0.1–10 mg L�1. No matrix interference was re-
ported and the maximum interference levels tolerated for closely related
compounds, such as 2-amino-3,4,8-trimethylimidazo[4,5-f ]quinoxaline
and -[4,5-b]pyridine, were 60 and 80%, respectively.
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The DESs, also called deep eutectic ILs, low-melting mixtures or low tran-
sition temperature mixtures,11 could be considered as second-generation ILs.
The DESs are composed of two or three cheap and non-toxic components
capable of self-association, mainly through hydrogen bonds.52 The resulting
eutectic fluid exhibits a melting point much lower than that of each of its
individual components and, in general, remains as a liquid at temperatures
below 130 1C. DESs share a number of physicochemical properties with the
previously described ILs (i.e. low vapour pressure and flammability, chemical
and thermal stability and high viscosity), which makes them feasible for the
same types of applications. However, DESs are safe, biodegradable and cheap
because they can easily be prepared from accessible bulk chemicals. These
extra notable features have made DESs attract researchers’ attention since
their first introduction by Abbott et al. in 2001,53 and they could also explain
the increasing use of these green solvents in many application areas, in
particular in the food and pharmaceutical fields.54

In a representative early study, Tang et al.27 reported on the feasibility of
choline chloride–ethylene glycol (ChCl–EG) for the HS-SDME of volatile
bioactive terpenoids (linalool, a-terpineol and terpinyl acetate) from a slurry
of Chamaecyparis obtusa leaves. A 2 mL droplet of ChCl–EG (1 : 4) was exposed
to the HS of a sealed vial containing 0.30 g of the dried and powdered plant
leaves dissolved in 3 mL of methanol. The slurry was heated at 100 1C and
the extraction continued for 30 min before any loss of the target terpenoids
was reported. The DES droplet was then withdrawn into a GC syringe and
subjected to gas chromatography with flame ionization detection (GC–FID)
without any extra treatment. Despite the simplicity of the proposed method,
its efficiency for the preconcentration of the three terpenoids studied was
superior to that obtained by alternative LLE- and ultrasonic extraction (USE)-
based methods used as reference methodologies.

Coacervates based on supramolecular assemblies (e.g. surfactant micelles)
have also been evaluated as extractants in SDME. Coacervates can be con-
sidered as multifunctional solvents able to extract a wide variety of analytes
owing to the different interactions they can undergo simultaneously.
As an example, the feasibility of the approach for the effective SDME of
chlorophenols from water samples of different complexities was illustrated
by López-Jiménez et al.31 They used tetrabutylammonium hydroxide to in-
duce the formation of vesicular coacervates containing equimolecular
amounts of decanoic acid and decanoate and demonstrated that the
microextraction with coacervates fitted the thermodynamics and kinetics
derived for conventional organic solvents. Consequently, the experimental
parameters affecting the extraction process were essentially similar in both
cases and both approaches shared their main advantages and limitations.
However, the possibility of direct immersion of the drop in the water sample,
with consequent simplification of the extraction procedure, and the larger
number of interactions possible in the case of vesicular coacervates (Figure 5.1)
resulting in improved detectability were identified as specific advantages as-
sociated with the use of these types of supramolecular extractants.
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All previously described SDME-based techniques are static in nature and,
as a consequence, the main factor controlling the duration and efficiency of
the extraction process is the diffusion of the extracted analytes. Although
the use of less viscous solvents and higher stirring rates and temperatures
can partially contribute to speeding up the diffusion of the target com-
pounds from the surface of the drop to its inner part, constant renovation
of the drop surface by using a dynamic approach is probably a more ef-
fective approach. So far, two types of dynamic SDME approaches have been
described: in-syringe and in-needle SME. In the in-syringe approach, the
aqueous sample or HS is repeatedly withdrawn and ejected into the syringe
needle or lumen containing the receiving organic phase.55 In contrast, in
the in-needle approach, around 90% of the extraction drop is withdrawn
into the syringe needle and then pushed out again repeatedly for sample
exposure.56 The in-needle approach may be feasible for the treatment of
samples containing relatively high amounts of matrix components that
could affect the subsequent instrumental analysis. The in-syringe approach
is limited to the treatment of relatively pristine samples. Interestingly, a
modification of this approach has been used for the simultaneous
in-syringe derivatization and preconcentration of aliphatic amines from
alkalinized aqueous samples.24 The method, involving instrumental de-
termination of the analyte by LC with fluorescence detection, provided
limits of detection (LODs) below 19 ng mL�1 and a linear response in the
evaluated range of 25–500 mg L�1.

Figure 5.1 Schematic diagram of the different intermolecular forces involved in the
extraction of chlorophenols by SDME using decanoic acid vesicle-based
coacervates.
Reproduced from ref. 31 with permission from Elsevier, Copyright 2008.
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5.2.2 Hollow Fibre-protected Two/Three-phase Solvent
Microextraction

In its simplest version, the hollow fibre-protected two-phase solvent micro-
extraction, HF(2)ME, technique involves a small-diameter microporous
polypropylene tube (the hollow fibre), usually sealed at one end, containing
the organic solvent used as extractant. The open end of the hollow fibre is
attached to a syringe needle used to fill the fibre with 4–12 mL of the ex-
traction solvent (e.g. toluene, undecane, 1-octanol or dihexyl ether). The fibre
is then immersed in the investigated aqueous sample for a preselected time
(ca. 20–60 min) to allow the (more or less) hydrophobic target analytes to
migrate through the pores of the wall into the solvent. When the extraction is
completed, the enriched solvent is withdrawn with a syringe and directly
subjected to instrumental analysis, generally by GC. HF(2)ME can be con-
sidered a liquid–liquid membrane extraction and, consequently, it would be
more suitable than the equivalent two-phase SDME technique for the
treatment of ‘‘dirty’’ aqueous samples. Owing to the stability of the system,
rapid stirring is possible, which, in combination with the use of relatively
large extractant volumes, results in higher enrichment factors compared
with SDME. However, the longer extraction times required to complete the
extraction process and the fact that only a fraction of the total enriched
solvent is used for final determination are usually considered shortcomings
of this technique compared with SDME. Although HF(2)ME can be adapted
for use with an autosampler,56 every fibre needs to be manually sized and
prepared before use, which is probably the main practical limitation of the
technique.

HF(3)ME is operated in a similar way to HF(2)ME but in this case a water-
immiscible organic solvent fills the pores of the hollow fibre polymer and a
third phase, an aqueous acceptor phase, is used to fill the fibre lumen.
Transfer of the target analytes through the three phases involved in the ex-
traction process is controlled through pH changes and, as the final acceptor
phase is aqueous, LC or CE is usually preferred for the final instrumental
determination of the investigated compounds.

So far, dynamic versions of HF(2)ME has attracted only limited atten-
tion,57,58 probably owing to the complexity of the approach. The same ap-
plies to some alternative configurations for HF(2/3)ME, such as solvent bar
microextraction (SBME),59 in which the fibre is sealed at both ends, which
allows its complete immersion in the stirred solution and results in im-
proved extraction efficiency.60 The larger sample volume required for SBME
compared with HF(2/3)ME could be a possible explanation for this
observation.

HF(2/3)ME is particularly suited for the treatment of size-limited aqueous
samples and, at present, one of its more active application areas is the
treatment of biological fluids. The polar nature of most of the analytes in-
vestigated in this research area made it possible to improve the HF(3)ME
process by the application of a potential difference between the sample and

Greening Sample Preparation: New Solvents, New Sorbents 123



the aqueous acceptor phase. This technique is referred to as electro-
membrane extraction (EME). EME is intended for charged molecules and
involves electrokinetic migration of the analyte through a supported liquid
membrane. The membrane prevents major matrix components from
reaching the acceptor phase, so EME would be more suitable than HF(3)ME
for the treatment of complex biological and environmental samples. The
application of an electrical potential increases significantly the mass transfer
through the membrane and typically reduces the extraction time from ca.
45 min in HF(3)ME to ca. 5 min. The basis of EME, recent innovations, in-
cluding on-chip EME61 and its hyphenation with UV and mass spectrometric
(MS) detectors,62,63 and also the most relevant application areas of this
technique, have been discussed in several recent reviews.14,24,64 Today, the
commercialization of appropriate equipment (including portable instru-
ments) and the still limited understanding of the different parameters af-
fecting the electromigration of analytes through the supported membrane48

remain the main limitations of this interesting, economic, selective, rapid
and efficient novel technique.

In recent years, efforts have been made to improve the selectivity and ef-
ficiency of the HF(2/3)ME process by modifying the nature of the membrane
by using alternative extractants. This led to increased interest in the use of
ILs as solvents in HF(2/3)ME. The high affinity of polar analytes for ILs has
been demonstrated to be an advantageous feature in HF(2)ME, yielding high
enrichment factors and improved selectivity compared with conventional
organic solvents.29 In HF(3)ME, ILs have typically been used as an inter-
mediate solvent owing their immiscibility in the aqueous sample and the
organic acceptor phase. In this configuration, ILs appear to be particularly
interesting in applications dealing with the simultaneous extraction of non-
polar and polar analytes from relatively complex aqueous matrices
(Table 5.1). In this context, Tao et al.33 illustrated the feasibility of HF(3)ME
using 1-octyl-3-methylimidazolium hexafluorophosphate ([C8MIM][PF6])
modified with 14% w/v tri-n-octylphosphine oxide (TOPO) as an organic
liquid membrane and alkaline water (pH 13, NaOH) as acceptor phase for
quantitative extraction of sulfonamides from river and farm water at pH
4.5. The selectivity of the extraction process was demonstrated by successful
analysis in the presence of up to 25 mg L�1 of humic acid and up to
100 g mL�1 of bovine serum albumin. The low LODs (0.1–0.4 g L�1) reported
for test compounds (sulfadiazine, sulfamerazine, sulfamethazine, sulfadi-
methoxine and sulfamethoxazole) using LC–UV and the satisfactory repeat-
ability (RSDs better than 7%) of the procedure sharply contrasted with the
8 h required to complete the extraction process.

Carbon nanotubes (CNTs) have also been investigated as alternative ex-
tractant media with improved selectivity and efficiency.39,62,63 Multiwalled
carbon nanotubes (MWCNTs) dispersed in 1-octanol were used to fill the
pores of the wall of a polypropylene hollow fibre membrane used in an
HF(3)ME system employed for the extraction of caffeic acid from Echinacea
purpurea herbal extracts.62 The membrane remained stable between the two
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aqueous phases, the sample and the acceptor buffer and the analytes were
simultaneous sorbed by the nanotubes and the dispersant solvent.
Extraction was completed in 25 min and enrichment factors above 2000 were
reported. In a subsequent closely related study, the feasibility of this ex-
tractant mixture for the HF(2)ME of Brilliant Green from fish pond water was
demonstrated.63 In this case, the extraction was performed in the format of
SBME. Quantitative recovery (120%), good repeatability (7%) and an en-
richment factor of 799 were reported after 30 min of extraction and using
only 5 mL of sample and 3 mL of acceptor phase. Examples of the analytical
potential of SBME when using ILs34 and magnetized ILs65 as extraction
solvents have also been reported.

5.2.3 Dispersive Liquid–Liquid Microextraction

Since its introduction in 2006,66 DLLME has experienced a rapid evolution
and today it is considered a well-accepted technique, in particular for the
treatment of liquid samples and extracts.15 DLLME was originally intro-
duced as a modified miniaturized LLE technique in which a small volume
of a water-immiscible solvent (typically 10–50 mL) was dissolved in 0.5–2 mL
of a water-miscible solvent, the mixture then being rapidly injected into the
investigated aqueous sample (up to 10 mL). The rapid injection of this
mixture of organic solvents into the sample led the water-immiscible
solvent to be dispersed in the aqueous mass as small microdrops. The
promoted increase in the interfacial area between the two phases makes
analyte phase transition into the organic extractant rapid and the equi-
librium state to be quickly reached. The enriched organic phase is finally
separated from the aqueous phase by either centrifugation or freezing
(depending on its density) and then directly subjected to instrumental
analysis (generally by GC). As initially proposed, the technique was suited
for the enrichment of non-polar analytes from pristine aqueous samples.
Its application to the analysis of polar analytes required previous water pH
adjustment and/or analyte derivatization, the latter usually being per-
formed in situ or, preferably, by dispersion of the derivatization agent to-
gether with the extractant.15,19,67 The potential of DLLME for the
preconcentration and/or clean-up of analytes from diluted (generally
aqueous) extracts obtained from (semi-)solid matrices has also been
demonstrated in a number studies.68–70

Whatever the goal of the analysis, DLLME can be considered a green,
simple, fast and efficient extraction and preconcentration technique (with
enrichment factors in the range 100–900). However, it is also a highly ma-
nipulative procedure for which even partial automation is difficult. In any
case, since its introduction over a decade ago, DLLME has experienced rapid
evolution and different modifications to the conventional approach have
been introduced to promote further simplification of the process and/or
improved efficiency and selectivity, as will be illustrated in the following
paragraphs.
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The dispersive solvent can decrease the partition coefficient of analytes
into the extraction solvent and also complicate subsequent phase separ-
ation.71 However, its use can be avoided by application of an appropriate
emulsifier force to the extraction system, for instance, by vortex agitation or
ultrasonic irradiation.72 Vortexing promotes a mild emulsification effect that
has been demonstrated to be sufficient, for example, for the quantitative
extraction of chlorpyrifos and five pyrethroids from snow water (recoveries
72–102%, RSD better than 11%).73 In this study, 30 mL of toluene were used
as extraction solvent and added to 20 mL of sample. No salt was added and
the mixture was vortex mixed for 1 min. A 1 mL volume of the floated solvent
was used for subsequent GC with electron-capture microdetection
(GC-mECD) for analyte determination. LODs of 3–10 ng L�1 and enrichment
factors of 835–1115 were obtained. When ultrasound is applied, emulsifi-
cation is achieved through cavitation, which is a more energetic process that
breaks down the dispersed extractant drops and generates smaller droplets
immediately after disruption.74 The efficiency of this emulsification process
and the risk of analyte degradation (especially when using ultrasonic probes)
mean that short ultrasonication times (typically a few minutes) were gen-
erally applied in this type of procedure.

The range of high-density conventional organic solvents used in DLLME
is essentially limited to (not really environmentally friendly) chlorinated
solvents. Thereby, the interest in using alternative low-density solvents
resulted in the development of new DLLME approaches and novel
extraction vessels.75 In an interesting study involving a novel type of ex-
traction vessel, the efficiencies of high- and low-density organic solvents in
the DLLME of a broad range of pharmaceuticals using ultrasound-assisted
emulsification were compared.71 Unfortunately, the results demonstrated
that, under the experimental conditions proposed, high-density solvents
exhibited better performance and reproducibility than low-density solv-
ents. It was concluded that the viscosity and interfacial tension of the
solvent had a profound effect on the performance of the method and that
its boiling point and solubility determined the volume of extractant col-
lected after DLLME, a variable that affected the reproducibility of the
procedure. On the other hand, despite the satisfactory results obtained for
the analysis of aqueous samples, the method failed in application to more
complex matrices, such as urine and plasma, owing to matrix precipitation.
None of the pretreatment procedures that were tried in order to reduce the
matrix complexity before DLLME contributed to improving this negative
finding, indicating the limitations of this technique for the direct analysis
of relatively complex matrices. As indicated previously, in these cases
DLLME usually performs better as a preconcentration and/or purification
technique.

In recent years, DLLME has greatly benefited from the use of alternative
solvents providing improved extraction efficiency and selectivity.76 Some
selected IL- and DES-based DLLME application studies are summarized in
Table 5.1.
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Hydrophobic ILs, dispersed35–37 or not38,39 in a cosolvent, have been used
for the rapid, green, simple and miniaturized extraction of heterocyclic in-
secticides35 and aromatic amines38 from aqueous samples, Sudan I–IV from
diluted red wine and fruit juices39 and polychlorinated biphenyls (PCBs) and
polybrominated diphenyl ethers (PBDEs) from acidified and filtered water
and urine samples.36 Strategies to promote IL emulsification when the dis-
perser is not used include fast reinjection of the IL–water mixture into the
investigated sample,38 heating of the mixture36,37 and the application of
auxiliary energy37 in a manner similar to that described previously for con-
ventional organic solvents. Despite the efficiency of these emulsification
approaches, the application of the required additional energy for heating,
cooling and/or shaking of the sample represents an extra treatment to be
incorporated into the analytical protocol. So far, three different procedures
to avoid these time-consuming steps have been described. The first was
in situ solvent formation, which simultaneously avoided the use of a dis-
perser and contributed to improving the efficiency of the extraction process
owing to the larger contact surface between the extraction solvent and the
aqueous sample.77 The second consisted in the addition of unmodified
magnetic nanoparticles (NPs) to the IL–aqueous sample to retrieve and
separate the enriched IL from the mixture.78 When the supernatant had
been removed, the IL was desorbed from the nanoparticles by washing with
an appropriate solvent and directly subjected to instrumental analysis. The
third approach was the so-called in-syringe IL-based DLLME and required a
simple plastic syringe as extraction unit. In this case, the extractant was
rapidly sprayed into the aqueous sample, which was contained in a 10 mL
syringe unit, to promote rapid emulsion and analyte extraction. Then, the
plunger of the syringe was slowly moved to the initial point, allowing
the recovery of the IL from the wall and the lower part of the syringe while
the aqueous sample to be analysed was ejected from the unit. Finally, the
enriched IL phase was recovered from the syringe tip and subjected to in-
strumental analysis. The technique was fast and simple, avoided the time-
consuming centrifugation step and had potential for automation. Its main
limitation was the difficulty of complete recovery of the IL (in the original
application example, only 30–40% of the IL was recovered),44 which could
adversely affect the reproducibility of the process. So far, this technique has
been used, for example, for the extraction of non-steroidal anti-inflammatory
drugs (NSAIDs) from acidified and filtered urine,44 benzoylurea insecticides
from water and tea samples79 and sulfonamides from serum,80 the last ap-
plication requiring the application of ultrasound for IL emulsification and
subsequent cooling of the sample for IL recovery.

The feasibility of using other solvents, such as DESs,40,41 magnetofluids81

and supramolecular systems,42,43,82 for DLLME has also been evaluated in a
number of interesting application studies. In general, the approaches used
in these investigations were similar to those described previously for DLLME
with magnetic NPs and/or ILs and shared the same advantages and limi-
tations. However, those involving DESs and supramolecular systems are
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usually characterized by short extraction times (1–2 min), the possibility of
extracting hydrophilic analytes over a wide range of polarities and avoidance
of the use of toxic solvents.6,11 On the other hand, centrifugation of the
mixture is frequently mandatory to promote phase separation (although the
possibility of freezing the mixture has also been tried).40 As a typical example
of the enhanced selectivity and improved enrichment provided by DLLME
with these green solvents, Figure 5.2 shows the LC–DAD/ESI–MS (liquid
chromatography with diode-array detection/electrospray ionization mass
spectrometry) traces obtained for a lake water and a 1 : 1 v/v diluted apple
juice before and after spiking at the 0.1 mg L�1 level with diethofencarb
and pyrimethanil and ultrasound-assisted (UA)-DLLME with 0.05 mg of
Tween 80. In this case, 20 mL of carbon tetrachloride were also added to
the extraction solution, which was ultrasonicated for 3 min at 25 1C. The
emulsion was then disrupted by centrifugation at 350 rpm for 2 min. The
organic phase was sedimented at the bottom of the conical centrifuge tube
(10� 1 mL) and collected for instrumental analysis of the two investigated
fungicides. The method provided recoveries in the range 86–115%, RSDs
better than 8%, a linear response in the evaluated range of 0.05–2000 mg L�1

and low LODs (0.01 mg L�1). Its potential for the analysis of real matrices
was illustrated by successful application to naturally contaminated waters,
including tap, lake and wastewater samples.42

Figure 5.2 Chromatograms obtained for a spiked apple juice (a) before and (c) after
UA-DLLME and for a spiked East Lake water sample (d) before and after
UA-DLLME; (b) blank apple sample and (e) blank East Lake water. Peaks:
(1) diethofencarb and (2) pyrimethanil.
Reproduced from ref. 42 with permission from Elsevier, Copyright 2011.
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It is expected that the future development of novel (preferably green)
solvents and supramolecular systems with improved extraction capabilities
will contribute to expanding the application fields of DLLME in the
coming years.

5.3 Sorbent-based Extraction Techniques
Most of the main miniaturized sorbent-based extraction techniques in use in
laboratories, namely miniaturized solid-phase extraction (SPE), solid-phase
microextraction (SPME) and stir-bar sorptive extraction (SBSE), were de-
veloped years ago and, at present, they can be considered well-established
and accepted procedures for the treatment of gaseous, liquid, viscous and
solid samples and extracts. In recent years, conceptual additions to this field
have been rather limited. However, research concerning these techniques
remains active through the development of novel sorbents with improved
features regarding selectivity, loading capacity and retention efficiency, with
a special focus on analytes that were only slightly retained in previously
available materials. Thereby, sorbent-based extraction techniques have
benefited from the advances achieved during the last decade in other re-
search areas, including the development of fine-tuned solvents, engineered
materials and nanotechnology. In addition, some novel formats and con-
figurations have been introduced. Efforts have focused on the setting up of
systems that allow either hyphenation between the extraction technique and
the chromatographic instrument used for final analyte determination or
increased sample throughput. The feasibility of some techniques for in situ
and in vivo sampling has also been evaluated.

This section reviews the most relevant advances and main achievements
reported in recent years in the field of sorbent-based microextraction in the
light of previous considerations.

5.3.1 Miniaturized Solid-phase Extraction

On-line SPE is a well-established technique that is routinely used in many
laboratories for the preconcentration and clean-up of analytes of different
natures from aqueous samples.83 On-line SPE is typically performed by in-
serting a short stainless-steel precolumn (10–20 mm�1–4.6 mm i.d.) or a
miniaturized SPE cartridge (10 mm�1–2 mm i.d.) packed with the appro-
priate sorbent in a valve system. After preconcentration and (when required)
drying of the cartridge, the analytes are eluted from the sorbent with a small
amount of an appropriate solvent (ca. 50–100 mL) and transferred directly to
the instrument selected for separation and detection of the target analytes.
In most applications dealing with the analysis of organic compounds, 10 mL
of the investigated aqueous sample suffice for the accurate and sensitive
determination of the analytes at trace levels, even for complex matrices such
as wastewater. Nevertheless, depending on the sorbent and the selected
detection system, volumes as small as 1 mL84 or as large as 100 mL of sewage
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water (500 mL for pure water) can be loaded without breakthrough
problems.85 The entire process takes place in a closed system, which min-
imizes sample and solvent consumption, avoids sample manipulation and
facilitates automated and unattended work. Specific details regarding the
on-line coupling of SPE with different chromatographic techniques and
detectors have been discussed in more specific reviews.5,86,87

Many types of SPE packing materials are nowadays commercially available
and many others are synthesized in-house to fulfil the demands of specific
application studies. The choice of the SPE sorbent must consider the nature
of both the target compounds and the investigated sample and, in the case
of on-line SPE, its compatibility with the analytical column phase.

Silica and silica-bonded materials are still the most commonly used sor-
bents in SPE, including on-line systems. Depending on the nature of the
bonded group, packing materials are classified as reversed-phase sorbents
(C8 and C18), normal-phase sorbents (with, e.g., NH2 and CN groups) or ion-
exchange sorbents (either cationic or anionic). Other relevant sorbents in-
clude carbon-based sorbents and high-capacity porous polymers, primarily
the macroporous poly(styrene–divinylbenzene) and, in particular, its differ-
ent modifications with enhanced capacity (hypercrosslinked sorbents), po-
larity (hydrophilic macroporous and hydrophilic hypercrosslinked sorbents)
or both simultaneously (dual-phase or mixed-mode sorbents). The improved
features of the last sorbents make them particularly suitable for the accurate
isolation of polar and ionic species from highly complex matrices through
proper pH control of the matrix and desorption solution(s).87,88 The analyses
of trace pharmaceuticals in wastewater,85 drugs and metabolites in plasma89

and amyloid b-peptides (early markers of Alzheimer’s disease) in
cerebrospinal fluid90 are representative application examples of this type of
analytical approach. Alternatively, when dealing with the treatment of very
complex matrices containing large amounts of interfering species,
compound-specific and class-specific sorbents based on molecular recog-
nition, e.g. immunosorbents, molecularly imprinted polymer (MIP) ma-
terials and the more recently introduced aptamer-modified surfaces, should
be preferred.91–93 Compared with MIPs and immunosorbents, the prepar-
ation of aptamer-modified sorbents is rapid and relatively inexpensive,
avoids the use of animals and requires only minute amounts of the analyte
used as a template. Recognition can be equally specific and the approach
can be applied to both large (e.g. proteins)94 and small (e.g. ochratoxin A)95

molecules. Despite their many positive features, the number of reported
application studies involving the use of aptamers as recognition element is
still relatively limited.

Immobilization of an IL on to a silica- or polymer-based support allows the
sorbent to engage in multimodal-type interactions that have been exploited
in a number of applications in recent years.9,45,96 These materials showed a
satisfactory loading capacity (up to 1 L) and a selectivity similar to or better
than that provided by conventional sorbents. In addition, polymer-based
IL-SPE materials are stable through the entire pH range (unlike silica-based
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IL-SPE sorbents, which are typically limited to the pH range 2–8). Detailed
descriptions of the different synthetic procedures used for their preparation,
in-depth discussions of the possible mechanisms governing IL retention on
the sorbent support and subsequent analyte retention in IL-based materials,
and also the most appropriate activation protocols, can be found in more
specific texts.45,96

Most of the IL-SPE sorbents synthesized so far are based on imidazolium-
based salts. When applied to the analysis of ionizable and, in particular,
anionic compounds, these functional groups promote p–p and anion-
exchange interactions, the intensity of the latter depending on the nature
of the substitution and the length of the alkyl chain.97 Nevertheless,
the nature of the anion has also been found to play a relevant role in
the fine tuning of the retention mechanism. For example, different
extraction efficiencies were observed during the preconcentration of
acidic pharmaceuticals from environmental waters in a series of IL-SPE-
based sorbents, i.e. VDC-DVB[MIM][BF4], VDC-DVB[MIM][CF3COO] and
VDC-DVB[MIM][CF3SO3].98 Whereas similar satisfactory results were ob-
tained with the last two sorbents, that containing [BF4] showed a poorer
retention capability. The higher charge density in this ion compared with the
other two was suggested to promote a stronger interaction with the imida-
zolium groups, which resulted in a reduction of the interactions with the test
analytes.

Although anion exchange in combination with reversed-phase inter-
actions appears to be the most rational mechanism for IL-based SPE,96 these
materials have also been applied to the preconcentration of analytes that did
not contain any ionizable functional group. In this case, hydrophobic
interactions appeared to become dominant, as illustrated for the SPE of
12 sulfonylurea herbicides from water and acidified soil extracts using a
novel material obtained by chemical immobilization of a functionalized
N-methylimidazolium IL on silica gel as sorbent.99 Although essentially
similar large recovery ranges were reported for both matrices (54–118 and
61–121% for water and soil extracts, respectively), the IL-based SPE pro-
cedure showed a satisfactory repeatability (RSD better than 11% in all cases)
and an improved selectivity compared with commercial C18 SPE cartridges.

Equivalent studies reporting the use of DESs and NADESs grafted on the
surface of specific sorbents to yield new materials with improved properties
are still limited. In an exploratory study, Gan et al.100 reported on the sat-
isfactory performance of an anion-exchange resin grafted with ChCl–glycerol
(1 : 2) for the selective trapping of a neutral aromatic diterpene, cleistanthol,
from Phyllanthus flexuosus root extracts (recovery 82%) compared with those
observed for the raw sorbent (68%) and a conventional C18 sorbent (72%).
Apart from this enhanced retention capability, the novel sorbent showed
improved selectivity for the target compounds compared with the other two
materials evaluated. Similarly, the modification of the graphene surface
with ChCl–ethylene glycol (1 : 1) showed a superior selectivity and a wrinkled
structure that resulted in enhanced sorbent capabilities in the
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determination of sulfamerazine from river water compared with the raw
graphene. The high loading capacity of this novel DES-modified sorbent
(18.62 mg g�1) resulted in 2 mg of the material being sufficient for the in-
tended SPE determination, which was performed in a pipette tip format.101

Interestingly, in a recent study dealing with the SPE of bioactive com-
pounds from extracts obtained from Artemisia scoparia (a Chinese herbal
medicine), the material resulting from the modification of the surface of a
hybrid molecularly imprinted polymer (MIP) with ChCl–glycerol (1 : 3) pro-
vided better recoveries of the target compounds (rutin and quercetin) than
when the MIP surface was modified with ILs based on 1-methylimidazole.102

In a follow-up study, the same group observed that the use of a ternary
DES mixture (methyltriphenylphosphonium bromide–chalcone–formic acid,
1 : 0.1 : 2) for the DES-based molecularly imprinted solid-phase extraction
(MISPE) process103 contributed to reducing the viscosity and melting point
of the original binary DES, while providing similar (for rutin, 92%) or better
(for quercetin, 94% versus 80%) recoveries of the investigated analytes. These
results illustrate the potential of some of these novel DES-modified sorbents
for the selective preconcentration of minor compounds from complex ex-
tracts and open up new perspectives regarding the development of innova-
tive SPE materials with improved features.

Ionic surfactants can also be sorbed on the surface of active solids such as
alumina, silica, titania, iron oxides and nanoparticles, as monolayers or
bilayers.104 In the monolayer structure, the hydrophobic tail of the sur-
factant is exposed to the sample solution. Thereby, the sorbent obtained,
called a hemimicelle, would exhibit affinity towards non-polar analytes. In
contrast, in the bilayer structure, called an admicelle, the ionic tail of the
surfactant is exposed to the sample, making the sorbent more suitable for
the preconcentration (i.e. adsolubilization) of polar species. In any case, one
of the most interesting features of these types of sorbents is their capability
to extract simultaneously analytes of divergent polarities and natures due to
their amphoteric nature. Alumina modified with admicelles of sodium
dodecyl sulfate (SDS) and tetrabutylammonium (TBA) was used as a
mixed-mode sorbent to extract and preserve pesticides with different func-
tionalities from river and underground water. Triazines, carbamates, phe-
nylureas, anilides, chloroacetanilides, organophosphorus compounds and
phenoxy acids were considered in the study. Despite the well-known in-
stability of most of these analytes, no degradation was reported for a large
majority of the investigated pesticides after 3 months of storage of the
cartridges at �20 1C in the dark (recoveries in the range 70–100% and RSDs
better than 8%, except for atrazine and simazine). Interestingly, up to
250 mL of sample were preconcentrated on the cartridges, while analyte
elution was performed with only 1 mL of tetrahydrofuran for basic and
neutral pesticides, followed by 2 mL of 0.3 M NaOH-methanol (90 : 10 v/v) for
the subsequent separate elution of acidic pesticides.

Electrospun polymer nanofibres (NFs) and CNTs have also been evaluated
as SPE sorbents.83,105 The large surface areas of these nanomaterials resulted
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in a very large surface-to-volume ratio, which resulted in improved retention
capacities even if only a few milligrams of sorbent were used for SPE. The
possibility of improving the selectivity of these nanomaterials by modifying
their surface is another interesting feature that has been exploited in several
recent application studies. For NFs, typical representative examples include
the use of polyamide NFs for the on-line SPE of clodinafop-propargyl from
water, soil and wheat samples106 and the development of hybrid composites
by immobilizing aptamers specific for the protein thrombin on a polymeric
polystyrene–poly(styrene-co-maleic anhydride) nanofibre.107 CNTs have been
used for the analysis of non-polar analytes, for which this sorbent shows a
selectivity similar to that observed for other carbon-based materials, but
with improved concentration capacity (as an indication, it can be mentioned
that MWCNTs are able to adsorb up to 1034 times more 2,3,7,8-tetra-
chorodibenzo-p-dioxin than conventional carbon108). CNTs can also retain
highly polar and ionic compounds and their surface can be easily modified
by chemical reactions to tune relevant properties of the sorbent, such as
polarity, hydrophilicity or surface affinity.109 Interestingly, several studies
have reported on the possibility of modifying the surface of vinyl-
functionalized MWCNTs by incorporation of MIPs synthesized in situ. This
approach has been proved to be effective for the extraction of analytes such
as chlorpyrifos110 and erythromycin111 from relatively complex extracts with
minimal sorbent demands and solvent consumption.

5.3.2 Microextraction by Packed Sorbent

Microextraction by a packed sorbent (MEPS) is a modification of SPE in
which a small amount of sorbent packing material (ca. 1 mg) is placed at the
top of a syringe needle and used to concentrate analytes by successively
withdrawing and ejecting the investigated aqueous matrix (typically
10–250 mL). Because of the small volume of solvent used for analyte de-
sorption, the technique is suitable for hyphenation with GC, LC and CE.
Sorbent materials for MEPS are similar to those used for conventional SPE,
although special phases such as tailor-made materials (e.g. MIPs)112,113 and
carbon-based engineered nanomaterials114,115 can be particularly suitable
for this approach. Depending on the complexity of the matrix investigated
and on its (possible) pretreatment before MEPS, reuse of MEPS fibres up to
100 times may be possible.112 MEPS can be performed either manually113 or
using robotic and/or automatic platforms,116 which contributes to increas-
ing not only the sample throughput but also the performance and accuracy
of the sample preparation process.

Since its introduction in 2004, the technique has been used for the de-
termination of, for instance, micropollutants, personal care products and
pharmaceuticals of diverse nature in environmental waters, biological
matrices and foodstuffs.113,117–119 However, as for other sorbent-based
techniques, MEPS of solid samples is possible only after extraction of the
target analytes from the investigated matrix. In addition, depending on the
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packing sorbent used, prior solvent exchange can be mandatory. In other
words, in these types of applications, MEPS is used as a fast preconcentra-
tion technique rather than as a pure extraction procedure. The high com-
plexity of some of these extracts may also make advisable the use of highly
selective packing materials that contribute to enhancing the specificity to
the process, such as MIPs113 or IL-modified sorbents.120 To our knowledge,
no study on the feasibility of using DES-modified sorbents in the MEPS
format has been reported up to now.

5.3.3 Miniaturized Dispersive Solid-phase Extraction

As evidenced in previous sections, the development of new materials for SPE
with improved loading capabilities has contributed to reducing significantly
the amount of sorbent required in many applications. This has made pos-
sible the scaling down of the dispersive solid-phase extraction (d-SPE) pro-
cess, yielding a miniaturized version of this technique. Miniaturized d-SPE
relies on the improved sorption capacity provided by some of the recently
introduced sorbents, in particular nanomaterials. Among them, MWCNTs
are frequently preferred as dispersive sorbents because of their large active
area and very high absorption capacity. However, the high affinity of this
type of sorbent for compounds of very different nature has frequently made
necessary the use of a co-sorbent(s) for simultaneous clean-up. This aspect
becomes particularly relevant and evident when dealing with the analysis of
trace analytes in relatively complex matrices, although its intensity can vary
sharply depending on the nature of the target compound. Hou et al.121

compared the dynamic linear ranges and scopes of solution and matrix-
matched calibration lines prepared from tea extracts subjected to d-SPE with
6 mg of MWCNTs and 150 mg of PSA (primary–secondary amine) for the
simultaneous extraction and purification of selected pesticides. It was con-
cluded that, whereas matrix effects were negligible for some pesticides, for
others the use of matrix-matched calibration was highly advisable. In any
case, the use of PSA as co-sorbent was mandatory in all cases.

As an alternative, surface-modified materials can be prepared for
improved selectivity. In this field, the use of magnetic NPs represents a
particularly attractive alternative as these materials can easily retrieved from
the extraction solution by applying an external magnetic field, so avoiding
the laborious and time-consuming centrifugation or filtration step required
for sorbent isolation after d-SPE.122,123 As an illustration of the typical re-
search carried out in this field and of the potential of the approach, Deng
et al.122 reported on the efficiency of amine-functionalized magnetic NP and
MWCNT (MNP/MWCNT) composites for the rapid preconcentration and
clean-up of pesticides from tea extracts. Amine-functionalized MNPs ex-
hibited weak anion-exchange properties and, consequently, they may inter-
act strongly with various polar organic acids. MWCNTs are able to retain
large amounts of pigments and sterols. Composites with an MWCNT : MNP
ratio of 3 : 7 were found to provide adequate clean-up of the tea extracts and
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good pesticide recoveries (in the range 73–103%) and repeatabilities (RSDs
lower than 13%), with LOQs below 0.08 mg kg�1 when using GC–MS for the
final determination. In another application example, graphene was chem-
ically immobilized on the surface of a silica-coated Fe3O4 nanocomposite
and used for the enrichment of carbamates from cucumbers and pears. In
this case, d-SPE was applied after minimal sample treatment (viz. centri-
fugation and filtration of the supernatant) and LODs below 0.2 ng g�1 were
obtained using LC with UV–VIS detection.124 Other examples involving the
modification of NPs with ILs can also be found in the recent literature.125

Improved specificity can be achieved by the synthesis of molecularly im-
printed MWCNTs. This approach was used by Zang et al.,126 who reported
the use of magnetic NPs of Fe3O4 coated with molecularly imprinted
MWCNTs for the determination of bovine serum albumin (BSA) in buffered
solutions and bovine serum samples. Sorbent characterization by scanning
electron microscopy and Fourier transform infrared spectroscopy suggested
that MIPs were successfully immobilized on the surfaces of the MWCNTs
and that MIPs were located close to the sorbent surface (Figure 5.3). A small
amount of this sorbent, 10 mg, sufficed for the quantitative and specific
recovery (92–97%, RSD below 4%) of BSA from 10 mL of aqueous sample.
The maximum capacity of the sorbent was estimated to be 52.8 mg g�1 and
the time required to reach equilibrium at ambient temperature was 40 min.
When the extraction step was completed, the sorbent was easily retrieved by
the application of a magnetic field and washed with Tris–HCl buffer solution
(10.0 mmol L�1, pH 7.0) containing 3.0 mmol L�1 of NaCl to remove the non-
specifically adsorbed protein. The specifically adsorbed protein was sub-
sequently recovered with 5.0 mmol L�1 NaCl.

Again, owing to the relatively recent introduction of DESs, only a few ex-
amples of the performance of DES-modified sorbents in the d-SPE format
can be found in the literature. In our opinion, Ghorbanian’s group proposed
one of the most interesting approaches, which was evaluated for the de-
termination of traces of nitroaromatic explosives127 and organochlorine
pesticides128 in aqueous samples. In these studies, a colloidal gel of mag-
netic CNTs and DES was prepared that was used for d-SPE of the target
compound. In this gel, the DES, which was compatible with GC, acted
simultaneously as both carrier and stabilizer for the magnetic nanotubes,
which allowed their easy and rapid dispersion in the bulk sample without
any extra shaking of the mixture. The impressive enrichment factors
achieved (roughly in the 250–400 range) and low LODs (in the ng L�1 range)
demonstrated the feasibility of the optimized methodologies for the in-
tended determination.

An alternative format for miniaturized d-SPE consisted of the loose
packing of a small amount of an appropriate sorbent on a disposable pipette
tip in between two frits. The liquid sample (or extract) is aspirated into the
tip and the sorbent–analyte interaction is improved by air bubbling turbu-
lence. After a preselected extraction time of typically less than 1 min, the
liquid phase is ejected and, if required, the process is repeated. Then, a
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small volume of the extraction solvent is aspirated and the target analytes are
eluted out of the column. The method is rapid, simple, easy to automate,
fulfils the principles of green chemistry (viz. minimal reagent and energy

Figure 5.3 Scanning electron microscope images of (a) MWCNTs, (b) MWCNT@Fe3O4
and (c) MWCNT@Fe3O4-MIPs.
Reproduced from ref. 126 with permission from Springer Nature,
Copyright 2011.
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consumption and reduced waste generation) and, owing to its features, it is
particularly suitable for the treatment of small-sized samples. The techni-
que, termed disposable pipette extraction (DPX), was initially applied to the
preconcentration of drugs from biological fluids129 and of pesticides from
fruit and vegetable extracts.130 However, more recent applications include,
for example, the rapid multiresidue analysis of pesticides131 and explosives
residues132 and the purification of complex biological extracts during the
analysis of PCBs133 and antibiotics.134

The possibility of preparing a home-made 36-syringe d-SPE array by
packing the sorbent in a syringe barrel was investigated by Zhu et al.135 The
system was applied to the rapid extraction of endogenous cytokinins from
Oryza sativa. The large surface area of the mesoporous silica fibres used as
the sorbent allowed the quantitative recovery of the target compounds with
only 15 mg of sorbent. This sorbent format simultaneously contributed to
increased solvent flow rates due to the low back-pressure inside the syringe.
Efficient sorbent–sample contact and rapid mass transfer were ensured by
vortexing of the mixture in the syringe. Under optimized conditions, sample
extraction of the analytes from the plant extracts was completed in only
4 min and recoveries in the range 77–107% were reported. The batch-to-
batch reproducibility was satisfactory, with RSDs below 13%. Overall, this
demonstrates the potential of this type of sorbent for miniaturized, high-
throughput and rapid sample preparation on array platforms.

5.3.4 Solid-phase Microextraction

SPME was introduced as a miniaturized (virtually) solvent-free technique for
the preconcentration and/or purification of analytes from gaseous, liquid,
viscous and solid samples. In its most popular, widely used format, SPME
consists of a fused-silica or metal-wire support coated with an appropriate
sorbent layer into which the analyte(s) is(are) adsorbed by simple exposure
of the fibre for a preselected time to the headspace above the sample
(HS-SPME) or alternatively by direct immersion into the investigated aque-
ous sample (DI-SPME). SPME is an equilibrium (i.e. non-exhaustive) tech-
nique and, similarly to other non-exhaustive techniques previously
considered, analytical strategies such as stirring, heating or derivatization of
the sample are common practices to speed up the analyte transfer from the
matrix to the SPME fibre coating. Rapid acceptance of the technique as a
simple, green, reproducible and miniaturized methodology that could be
applied to the analysis of analytes of widely divergent natures contributed to
the expansion of its application in different research areas. Today, full
automation of the SPME process can be achieved through a number of
systems (e.g. autosamplers) and different platforms allow on-line coupling of
SPME with GC–MS136 and LC, the latter primarily through the in-tube SPME
configuration.137,138 For high-throughput analysis, novel SPME multiwell
plate-based formats has been introduced in recent years.139 Improved fea-
tures of the multiwell plate formats over conventional automatic fibre and
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in-tube SPME include reduced solvent consumption, low cost, reusability,
improved selectivity and compatibility with small-volume samples.140 The
original automated rod-based 96-well plate system141 evolved rapidly to a
thin-film configuration that it is now commercialized as the Concept
96 SPME robotic sample preparation system.142,143 Compared with the rod-
based format, the novel blade format used for SPME in thin-film micro-
extraction (TFME) contributed to increasing the surface area of the solid
support exposed to the sample. This resulted in improved mass transfer due
to the more favourable extractive phase volume (ca. 3.5-fold compared with
the original rod-based design). In addition, the blades allowed more effective
sample agitation. As a consequence, the technique provided improved sen-
sitivity without sacrificing time. The TFME format also simplified direct
coupling with other instrumental techniques, in particular with MS.136,144

On the other hand, complete immersion of the coating in the sample ne-
cessitated increasing the minimum sample volume to 0.8–1.8 mL and the
same consideration applies to the amount of solvent required for analyte
desorption. In other words, the practicality of the technique for handling
size-limited samples becomes compromised.140 Thereby, for this type of
application, the in-tip SPME format can be considered more suitable. This
configuration consists of an SPME fibre positioned inside a disposable
pipette tip and kept in place with a polyethylene frit, although for enhanced
extraction efficiency monolithic phases prepared in situ can also be used.
The former approach is termed fibre-packed in-tip SPME145 and the latter
pipette-tip SPME.146,147 In both cases, sorbent conditioning and sample
preconcentration and desorption are achieved by successive aspiration and
ejection cycles in a manner similar to in-tube SPME. Consequently, although
adequate for the handling of small-sized samples (0.1 mL sufficed for some
applications), its format prevents application to the treatment of relatively
complex matrices. The technique, including its 96-well plate format, can be
fully automated using conventional automation systems available in most
laboratories for liquid handling, which, in principle, should facilitate its
setting up and adoption. As in pipette-tip SPME, the aspiration speed does
not affect the precision of the method,145 and complete sample preparation
times in the range 2–6 min have been reported for 96 samples using
monolithic sorbents.148 In-depth discussions of the principles and relative
merits of these two approaches for high-throughput analysis, including
in vivo applications and devices, in addition to emerging application fields,
are available in reviews of a more specific nature.149–152

Similarly to what is observed for other sorbent-based techniques, in recent
years SPME has increasingly turned to the refinement of the analyte re-
tention modes through the development of new coating materials.
Achievements in this field have simultaneously contributed to solving some
of the most pressing shortcomings of conventional sorbents and to ex-
panding the scope and type of application studies afforded with SPME.153

The development of biocompatible materials154,155 allowing in vivo studies
through the design of a disposable device with a hypodermic needle housing
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the fibre156 and of disk thin films for in vivo saliva sampling157 are con-
sidered remarkable and illustrative examples in this context.152

Today, apart from the originally introduced non-polar polydimethylsiloxane
(PDMS), semipolar polydimethylsiloxane–divinylbenzene (PDMS–DVB), polar
polyacrylate (PA), Carbowax–divinylbenzene (CW–DVB) liquid-like phases,
coated porous particle phases such as polydimethylsiloxane–Carboxen
(PDMS–Carboxen), poly(3-methylthiophene) and Nafion are commercially
available. Conductible polymers, in particular polyaniline (PANI)-, polypyrrole
(PPy)- and polythiophene (PT)-based phases, have been proved to be effective
alternatives for the preconcentration of volatile, polar and ionic compounds
from aqueous matrices.158 Nevertheless, despite the (on many occasions)
tailored properties of these fibres, their use remains limited. In recent years,
the possibility of improving the analytical performance and thermal stability
of these coatings by the incorporation of nanomaterials in their preparation
has been evaluated. Mehdinia and Mousavi159 prepared a nanostructured
PANI coating for the first time in 2008. The results revealed that this SPME
coating showed a higher extraction efficiency for PCBs than the micro-
structured PANI coating owing to its nanostructure. When this material was
electrodeposited in microemulsions containing [BMIM][PF6], a composite
SPME fibre with an excellent preconcentration capability for organochlorine
pesticides (OCPs) from the HS of the investigated aqueous samples was
obtained.160 The fibre was cheap and easy to prepare (the reproducibility
between fibres was below 11% RSD), exhibited high thermal stability (up to
350 1C) and, according to the authors, it could be reutilized more than
250 times without any obvious decrease in the extraction efficiency. For this
particular application, its analytical performance was superior to that pro-
vided by conventional PANI and PDMS SPME fibres. Similar advantageous
features were observed when PANI was modified with MWCNTs.161 In this
case, the electrodeposited coating film had a porous structure with higher
specific surface area and enhanced adsorption capacity compared with the
PANI fibre, as illustrated for the HS-SPME of phenolic compounds from
aqueous samples (recoveries in the range 87–112%, RSDs below 7%, fibre-to-
fibre RSD lower than 12%). The chemical binding between the Pt substrate
and the coating and the interaction of PANI with the CNTs resulted in a
material with high thermal stability (up to 320 1C) and excellent reusability
(each fibre could be used more than 250 times). Essentially similar conclu-
sions were drawn from a closely related application study involving a
PPy–graphene composite fibre and phenolic compounds as target analytes.162

In this case, the coating thickness (20–30 mm) was controlled through the
polymerization time. The extraction efficiency of the PPy–graphene-coated
fibre was superior to those of Carboxen–PDMS, polyacrylate, PPy and
PPy–graphene oxide. The results reported so far have demonstrated the po-
tential of inexpensive non-covalent procedures for the preparation of ther-
mally stable, homogeneous and high-capacity graphene-based SPME coatings.
The improved mechanical stability conferred to the fibre by covalent bonding
methods may stimulate an increase in research in this field in the future.
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Siliceous nanoparticles and CNTs are attracting increased attention as
SPME fibre coatings owing to their large specific surface area and high ad-
sorption capacity. Different procedures can be used for their physical and
chemical immobilization on the supporting fibre surface163 and, although
efficient extraction properties have been reported for the unmodified
material, their chemical modification frequently resulted in an improved
adsorption capability or selectivity.164,165 This is particularly relevant when
MIPs are immobilized on the surface of the fibre coating.92 Liu et al.166 re-
ported on the benefits derived from combining the high selectivity associ-
ated with the use of MIPs as shape-selective recognition elements with the
improved extraction efficiency achieved by applying an electrochemically
controlled SPME to the extraction of ionic compounds, such as fluor-
oquinolone antibiotics, from urine and soil extracts. They used a molecularly
imprinted polypyrrole (MIPPy)–MWCNT composite coating deposited on a
Pt wire. The application of a current potential to the MIPPy–MWCNT–Pt
fibre, which was used as a working electrode in a standard three-electrode
system, promoted the electrophoretic transfer of fluoroquinolones to the
coating surface, from which they entered shape-complementary MIP cavities
by hydrogen-bonding and ion-exchange interactions. The preconcentrated
analytes were subsequently desorbed by elution with 400 mL of a methanol–
acetic acid (80 : 2 v/v) solution and the enriched solvent was analysed by
LC–UV. Despite the satisfactory performance and selectivity of the SPME
process (recoveries 85–94% for the urine samples and 90–96% for the soil
extracts, average RSDs below 7% and LODs lower than 2 mg L�1), it should be
mentioned that the time required for the preconcentration step was 60 min.

As for SPE, when ILs are immobilized on to the surface of an SPME fibre,
they lose their liquid nature, but provide the modified sorbent with a
number of properties that have already been exploited in a number appli-
cation studies and highlighted in several review papers.9,153 Physical
sorption of ILs on an SPME fibre resulted in relatively weak interactions that
negatively affected the coating integrity and extraction capacity in direct im-
mersion applications and also limited the possibility of fibre reutilization. The
enhanced stability achieved by chemically bonded IL-based fibres contributed
to solving these shortcomings, as demonstrated in a pioneering study by
Amini et al.,167 in which the performance of a newly synthesized IL, 1-methyl-
3-(3-trimethoxysilylpropyl)imidazolium bis(trifluoromethylsulfonyl)imide,
crosslinked to the surface of a fused-silica fibre, was compared with that of the
equivalent physically coated fibre in the HS-SPME of methyl tert-butyl ether
(MTBE) from gasoline. The chemically IL-modified fibres showed improved
thermal stability (working temperature up to 220 1C versus 180 1C for the
physically coated fibre) and reproducibility (RSD 9% versus 12%, n¼ 6) and
could be reutilized up to 16 times, whereas for the physically coated fibre
reutilization was not possible. IL-based fibres with enhanced thermal and
chemical stabilities have been prepared by using sol–gel methodology.168

Improved selectivity and stability have also been achieved by developing
functionalized ILs. Although this approach can certainly complicate the
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synthesis process,169 it has been demonstrated to be a valuable alternative
that can contribute to expanding the applicability of IL-based fibres.153

Despite the improved features of some of these materials, the remaining
limitations led to the synthesis of so-called polymeric IL (PIL)-based
coatings being considered at present one of the most valuable alternatives
for preparing IL-based fibres with improved thermal and chemical stability
and reproducible films and with lifetimes comparable to those of
conventional SPME films.9 PILs are synthesized from IL monomers and
exhibit intrinsic polymer characteristics while retaining the tuneable
chemical features of ILs. In general, structurally they are polyelectrolytes
that are insoluble in water, which makes them a feasible proposition for
direct immersion SPME. In a series of illustrative examples, Anderson’s
group170 proposed the use of the PIL poly(1-vinyl-3-hexadecylimidazolium)
bis[(trifluoromethyl)sulfonyl]imide {poly([VHDIM][NTf2])} as a novel SPME
fibre coating material for the DI-SPME of 18 pollutants, including poly-
cyclic aromatic hydrocarbons (PAHs) and substituted phenols, from water
samples with satisfactory results. Functionalization of the PIL with benzyl
groups to yield poly(1–4-vinylbenzyl)-3-hexadecylimidazolium bis[(tri-
fluoromethyl)sulfonyl]imide {poly([VBHDIM][NTf2])} enhanced p–p inter-
actions between the sorbent coating and the target analytes. This resulted in
an impressive selectivity towards the extraction of particular PAHs compared
with the non-functionalized PIL, poly{1-vinyl-3-hexadecylimidazolium
bis[(trifluoromethyl)sulfonyl]imide} (poly[HDIM][NTf2]), and substantially
lower LODs: 0.003–0.07 mg L�1 for poly([VBHDIM][NTf2]) versus 0.2–0.6 mg L�1

for poly([HDIM][NTf2]) and 0.1–6 mg L�1 for PDMS.
Replacement of the hydrophobic counteranion used in these PILs with

Cl�, as in poly(1-vinyl-3-hexylimidazolium chloride) (poly[VHIM][Cl]), re-
duced the coating solubility in organic solvents and improved their affinity
for polar compounds.171 Unfortunately, this simultaneously reduced the
thermal stability of the fibre, so compromising the possibility of re-
utilization. The preparation of chemically bonded PILs has also been in-
vestigated.172 Despite promising results, the fabrication procedures for this
type of fibre still need to be improved to increase the fibre-to-fibre re-
producibility and their average lifetime.

In-depth discussions on the advantages, remaining shortcomings and
future perspectives for the use of these and other sorbents can be found in
recent review papers.105,153,173

5.3.5 Stir-bar Sorptive Extraction

Stir-bar sorptive extraction (SBSE) is another interesting, miniaturized,
simple and environmentally friendly extraction technique. In its most
common format, a magnetic stirring rod contained in a glass jacket covered
with an appropriate sorbent is directly immersed in the investigated liquid
sample or matrix extract for analyte preconcentration for a preselected
(generally fairly long) time. Subsequently, the stir-bar is retrieved from the
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sample and dried and the analytes are desorbed from the enriched sorbent
phase either by thermal desorption in the injection port of the gas chro-
matograph or by elution with a (small) volume of an appropriate solvent for
subsequent separation and detection. The SBSE rod can also be exposed to
the HS of a vial containing a gaseous, liquid or solid sample, but this ap-
proach is much less common. The amount of phase involved in SBSE is ca.
100 times larger than that used in conventional SPME. Hence an improved
phase ratio is achieved, which yields an improved extraction efficiency and
lower LODs compared with SPME. SBSE is currently considered to be a well-
established and accepted technique in application fields such as environ-
mental and food analysis and, to a lesser extent, pharmaceutical and clinical
research.174

Irrespective of the SBSE format, for many years the main shortcomings of
the technique were the limited number of commercially available coatings
(initially restricted to PDMS) and the difficulty of full automation.175 The
latter remains a handicap for the technique. However, efforts made with the
former aspect resulted in the development of, primarily, dual-phase/hybrid
twisters, in which the conventional PDME phase was combined with another
sorbent to increase the selectivity and/or efficiency of the extraction pro-
cess.176 Later, novel coating materials with improved analytical features were
introduced,177,178 although not all of them are commercially available.174

Alternatively, novel working modes for the simultaneous extraction of ana-
lytes with different polarities, such as multishot,179 sequential extraction,180

ice concentration linked with extractive stirrer (ICECLES)181,182 and solvent-
assisted SBSE,183 and new SBSE configurations, such as dual-solvent SBSE,
in which the organic phase was confined to a pair of hollow-fibre mem-
branes fixed on a stir bar,184 have been investigated. The feasibility of SBSE
with in situ and in-tube derivatization, and also in situ deconjugation, has
also been demonstrated and discussed in recent review articles.178,185,186

Despite the improved extraction efficiency provided by some of these ap-
proaches compared with conventional SBSE [see Figure 5.4 for a typical

Figure 5.4 Comparison of total ion chromatograms obtained for roasted green tea
(Houji-cha) by (a) SA-SBSE and (b) conventional SBSE followed by thermal
desorption-GC–MS. Peaks: (1) 1-ethylpyrrole, (2) 2-methylpyrazine, (3) 2,5-
dimethylpyrazine, (4) 2,3-dimethylpyrazine, (5) 2,3,5-trimethylpyrazine,
(6) furfural, (7) 2-acetylfuran, (8) 5-methylfurfural, (9) 1-ethyl-1H-pyrrole-
2-carboxyaldehyde, (10) furfuryl alcohol, (11) isovaleric acid, (12) hexanoic
acid, (13) guaiacol, (14) benzyl alcohol, (15) maltol, (16) 2-acetylpyrrole,
(17) phenol, (18) 2-formylpyrrole, (19) furaneol, (20) methylpyrrole-2-
carboxylate, (21) octanoic acid, (22) nonanoic acid, (23) 4-vinylguaiacol,
(24) 2,6-dimethoxyphenol, (25) 3-ethyl-4-methyl-1H-pyrrole-2,5-dione, (26)
4-vinylphenol, (27) indole, (28) vanillin, (29) methoxyeugenol and (30)
raspberry ketone. Analytes 30–36 were not detected with conventional
SBSE.
Reproduced from ref. 186, https://doi.org/10.1021/acs.jafc.8b02182, under
the terms of the CC BY 4.0 licence, https://creativecommons.org/licenses/
by/4.0/.
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example involving solvent-assisted SBSE (SA-SBSE)],186 final acceptance of
some of these new SBSE-based working modes for general application
studies appears to be rather limited.174

Apart from this, a variety of novel coating materials have been tried as
SBSE sorbents during the last decade. Among then, monolithic materials
have been demonstrated to be particularly suitable for SBSE. Apart from the
simplicity and low cost of their preparation, these sorbents show high per-
meability, which favours mass transfer and contributes to shortening the
extraction time. In a study in 2014,187 the potential of a novel polar mono-
lithic coating, poly(PEGMA-co-PETRA), obtained by copolymerization of the
monovinyl monomer poly(ethylene glycol) monomethacrylate (PEGMA) with
pentaerythritol triacrylate (PETRA) as crosslinking agent, was evaluated for
the simultaneous extraction of a group of polar and non-polar emerging
microcontaminants from synthetic water. The promising results reported
should stimulate research in this field and further evaluation by application
to the analysis of more complex matrices. The application of sol–gel tech-
nology to the preparation of SBSE coatings resulted in phases with improved
thermal and chemical stability, low bleeding and relatively long lifetimes
owing to the strong adhesion achieved between the coating and the glass
surface.185 The facility to introduce chemical groups with different func-
tionalities during the preparation of the coating material is an additional
advantage associated with this methodology. A novel IL-bonded sol–gel stir-
bar coating was prepared by chemically binding an N-vinylimidazolium-
based IL, 1-allylimidazolium tetrafluoroborate ([AIM][BF4]), to the surface of
a bare stir-bar with g-(methacryloxypropyl)trimethoxysilane (KH-570) as
bridging agent. The material showed satisfactory mechanical strength and
durability and provided recoveries from the test water in the range 81–116%
for NSAIDs (ketoprofen, naproxen and fenbufen) after 30 min of SBSE.188

Application to more complex liquid or viscous matrices required prior
sample pretreatment, such as dilution and filtration in the case of urine or
defatting and protein precipitation for milk. For these types of application
studies, coatings with more selective recognition capabilities, such as those
based on biocompatible restricted access material (RAM)189 or, even better,
MIP92,190 coatings, are to be preferred.

As already shown for other sorbent-based techniques, SBSE has also
benefited from advances achieved in nanomaterials science. A representative
example is the development of a poly(ethylene glycol dimethacrylate)–
graphene composite as an SBSE coating.191 This new material was used for
the preconcentration of PAHs from aqueous samples. Compared with the
neat polymer, the polymer–graphene composite material showed a much higher
specific surface area (4.4-fold increase) and improved affinity for the test com-
pounds. In another study,192 an amino-modified MWCNT–polydimethylsiloxane
[MWCNT–4,42032-diaminodiphenylmethane/polydimethylsiloxane (MWCNT–
DDM/PDMS)] was synthesized and utilized for the SBSE of phenols from en-
vironmental water and soil samples. Under optimized conditions, the proposed
method showed a linear response over three ranges of magnitude and adequate
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LODs in the range 0.1–1.8 mg L�1 and provided enrichment factors as high as
63 for some of the target compounds.

Modified magnetic NPs have also been evaluated in the preparation of
SBSE coatings with improved features. In contrast to their non-magnetic
homologues, magnetic NPs can move (and so be efficiently isolated) by ap-
plication of an external magnetic field. In a recent study, lipophilic oleic
acid-coated cobalt ferrite (CoFe2O4@oleic acid) magnetic NPs were used as a
hydrophobic coating physically supported on a neodymium-core stir-bar to
yield an SBSE modification that combined the principles of this technique
with those of d-SPE; this novel method was named stir-bar sorptive–
dispersive microextraction (SBSDE).173,193 In a typical experiment, the
coated magnetic stir-bar was immersed in a sample solution. Provided that a
relatively slow stirring rate was applied, the magnetism was strong enough to
retain the modified magnetic NPs attached to the bar surface. Under these
conditions, the extraction was performed in a similar manner to SBSE. As the
stirring rate increased, centrifugal forces increased and, at a certain point,
the NPs were dispersed into the aqueous solution and extraction was af-
forded as in d-SPE. Once the extraction time was completed, the stirring
process was finished. At this point, the strong magnetic field of the stir-bar
prevailed again and the dispersed magnetic NPs were rapidly retrieved.
Then, the stir-bar was collected and the preconcentrated analytes were back-
extracted into an appropriate solvent for subsequent chromatographic sep-
aration and detection. The performance of this novel SBSE-based approach
was illustrated by successful application to the analysis of eight common UV
filters in seawater. The method showed good analytical features in terms of
linearity, enrichment factors (11–148), LODs (low mg L�1), intra- and inter-
day repeatability (RSDo11%) and relative recoveries (87–120%). More im-
portantly, it demonstrated the practical potential of this new approach that
can easily be adapted for application in other areas, so contributing to ex-
panding the potential of SBSE in the near future.

5.4 Conclusion
The progress achieved in recent decades in the field of sample preparation
has yielded a number of novel and frequently miniaturized techniques that
have contributed to greening this part of the analytical process. These
techniques have contributed to solving, at least partially, some of the most
pressing shortcomings of conventional (i.e. large-scale) sample treatment
procedures, viz. consumption of large amounts of sample, reagents and
energy, slow analytical response time and waste generation. Today, sample
preparation can be completed with minimal sample manipulation, in a
short time and, in many instances, in an unattended and/or hyphenated
manner, especially in the case of aqueous matrices. Novel sample prepar-
ation techniques are also better suited for the treatment of size-limited
samples and, when combined with an appropriate instrumental system,
proper analyte detection and quantitation are possible even at low trace

Greening Sample Preparation: New Solvents, New Sorbents 145



levels. In recent years, these novel techniques have greatly benefited from
the advances achieved in other research areas, especially those related to the
development of new materials and nanotechnologies. Investigations on the
feasibility of new safe and non-toxic extraction media with improved ana-
lytical features, with IL, DES and supramolecular solvents as representative
examples, are a recognizable trend in this field that contributes effectively to
the greening of the sample preparation procedures. However, as demon-
strated in this chapter, despite the many positive analytical features of most
of these novel analytical approaches and techniques, problems remain, so
limiting the general acceptance and wider use of some of these approaches
and techniques, but also stimulating further investigations in active
research areas.
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A. Kloskowski, Anal. Chim. Acta, 2019, 1054, 1–16.
46. J. F. Liu, G. B. Jiang, Y. G. Chi, Y. Q. Cai, Q. X. Zhou and J. T. Hu, Anal.

Chem., 2003, 75, 5870–5876.
47. E. Aguilera-Herrador, R. Lucena, S. Cardenas and M. Valcarcel, Anal.

Chem., 2008, 80, 793–800.
48. A. Gjelstad and S. Pedersen-Bjergaard, Anal. Methods, 2013, 5, 4549–

4557.
49. A. Chisvert, I. P. Roman, L. Vidal and A. Canals, J. Chromatogr. A, 2009,

1216, 1290–1295.
50. E. Aguilera-Herrador, R. Lucena, S. Cardenas and M. Valcarcel,

J. Chromatogr. A, 2009, 1216, 5580–5587.
51. C. Yao, W. R. Pitner and J. L. Anderson, Anal. Chem., 2009, 81, 5054–

5063.
52. Q. Zhang, K. D. Vigier, S. Royer and F. Jerome, Chem. Soc. Rev., 2012, 41,

7108–7146.
53. A. P. Abbott, G. Capper, D. L. Davies, H. L. Munro, R. K. Rasheed and

V. Tambyrajah, Chem. Commun., 2001, 19, 2010–2011.
54. S. C. Cunha and J. O. Fernandes, TrAC, Trends Anal. Chem., 2018, 105,

225–239.
55. G. Shen and H. K. Lee, Anal. Chem., 2003, 75, 98–103.
56. G. Ouyang, W. Zhao and J. Pawliszyn, J. Chromatogr. A, 2007, 1138, 47–54.
57. S. P. Huang and S. D. Huang, J. Chromatogr. A, 2006, 1135, 6–11.
58. N. J. Petersen, H. Jensen, S. H. Hansen, S. T. Foss, D. Snakenborg and

S. Pedersen-Bjergaard, Microfluid. Nanofluid., 2010, 9, 881–888.
59. G. Jiang and H. K. Lee, Anal. Chem., 2004, 76, 5591–5596.
60. J. A. Lopez-Lopez, C. Mendiguchia, J. J. Pinto and C. Moreno, TrAC,

Trends Anal. Chem., 2019, 110, 57–65.
61. F. A. Hansen, D. Sticker, J. P. Kutter, N. J. Petersen and

S. Pedersen-Bjergaard, Anal. Chem., 2018, 90, 9322–9329.
62. N. J. Petersen, J. S. Pedersen, N. N. Poulsen, H. Jensen, C. Skonberg,

S. H. Hansen and S. Pedersen-Bjergaard, Analyst, 2012, 137, 3321–3327.
63. N. J. Petersen, S. T. Foss, H. Jensen, S. H. Hansen, C. Skonberg,

D. Snakenborg, J. P. Kutter and S. Pedersen-Bjergaard, Anal. Chem.,
2011, 83, 44–51.

64. N. K. Drouin, P. S. Rudaz, S. Pedersen-Bjergaard and J. Schappler, TrAC,
Trends Anal. Chem., 2019, 113, 357–363.

148 Chapter 5



65. L. Y. Guan, Q. Luo, J. Y. Shi and W. Yu, J. Sep. Sci., 2018, 41, 868–876.
66. M. Rezaee, Y. Assadi, M. R. Milani-Hosseini, E. Aghaee, F. Ahmadi and

S. Berijani, J. Chromatogr. A, 2006, 1116, 1–9.
67. M. A. Farajzadeh, N. Nouri and P. Khorram, TrAC, Trends Anal. Chem.,

2014, 55, 14–23.
68. J. Hu, L. Y. Fu, X. N. Zhao, X. J. Liu, H. L. Wang, X. D. Wang and

L. Y. Dai, Anal. Chim. Acta, 2009, 640, 100–105.
69. C. Yang, J. Wang and D. Li, Anal. Chim. Acta, 2013, 799, 8–22.
70. C. Bosch-Ojeda and F. Sanchez-Rojas, Chromatographia, 2011, 74, 651–679.
71. S. Nojavan, T. Gorji, S. S. H. Davarani and A. Morteza-Najarian, Anal.

Chim. Acta, 2014, 838, 51–57.
72. V. Andruch, M. Burdel, L. Kocúrová, J. Šandrejová and I. S. Balogh,
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193. J. L. Benedé, A. Chisvert, D. L. Giokas and A. Salvador, J. Chromatogr. A,

2014, 1362, 25–33.

Greening Sample Preparation: New Solvents, New Sorbents 153



CHAPTER 6

Flow Analysis: A Powerful Tool
for Green Analytical Chemistry
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6.1 Introduction
Flow analysis encompasses a widespread group of modalities that have been
extensively exploited for automation in routine and research laboratories.
The development of flow-based techniques has offered a new dimension to
analytical chemistry, allowing measurements to be carried out faster and
with minimum intervention from the analyst. Consequently, flow-based
procedures are often characterized by high sample throughputs, improved
precision and reduced risks of exposure of the analyst to toxic substances. As
measurements are usually carried out in closed systems, the risks of sample
contamination by external sources are also minimized. The manipulation of
unstable reagents and products, including on-line generated suspensions
and kinetic discrimination, have been effectively implemented in different
flow configurations. Despite the several examples of flow systems for sim-
ultaneous or sequential determinations, most of the applications have been
focused on the quantification of a single analyte in a large number of
samples, exploiting the above-mentioned advantages.
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The potential to develop environmentally friendly analytical procedures is
also inherent in flow-based methodologies, which can be exemplified by the
capability to decrease reagent consumption, reuse of immobilized reagents,
waste recycling and in-line waste detoxification. The main challenge is to
achieve green analytical chemistry (GAC) without affecting the reliability of
the analytical results or increasing the operational costs.

New approaches in flow analysis have been pointed out as milestones in
the development of GAC,1 including flow injection analysis (FIA), sequential
injection analysis (SIA), multicommutation in flow analysis (MCFA) and the
lab-on-valve approach. Other potentially greener strategies adopted in flow
analysis include solid-phase spectrophotometry (optosensing), photo-
conversions and liquid–liquid microextractions. Strategies in flow systems
towards GAC have been revised, including the definition of a priority order
for the development of cleaner procedures, i.e. chemical wastes should be
avoided, minimized, reused/recycled or, as a final alternative, properly
treated/disposed of.2 Further, an overview3 traced a parallel between the
evolution of flow analysis and GAC based on the replacement of toxic re-
agents and the minimization of waste amounts and toxicity. Recent ex-
amples of successful greener approaches in flow analysis have also been
discussed.2,4–6

6.2 Flow Systems
Since the early developments in the 1950s, diverse flow modalities have been
devised by exploiting different approaches for handling solutions under
reproducible time control. These modalities may be classified into seg-
mented or unsegmented streams and continuous or intermittent sampling.7

The main modalities are briefly described here and specific books8–11 are
recommended for further consultation, including those on other flow mo-
dalities not addressed in this chapter. The proposal of more environmentally
friendly procedures was also highlighted as a trend in the development of
flow analysis.12,13

6.2.1 Segmented Flow Analysis

Segmented flow analysis (SFA), which was proposed by Leonard T. Skeggs in
the 1950s, was aimed at mechanizing the routine work in clinical labora-
tories.14 The proposal was successful and these systems were commercial-
ized as Technicon AutoAnalyzerss. In SFA, the sample and reagents are
continuously aspirated into the manifold and segmented by air bubbles,
with the aim of minimizing both axial sample dispersion and carryover ef-
fects. This approach is suitable for implementing the long sample residence
times often required in analytical procedures employed in clinical analysis.
As measurements are usually carried out close to the steady-state condition,
sensitivity is improved; however, the sampling rate is rarely higher than 60
measurements per hour. Washing is carried out periodically by aspirating an
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inert solution through the analytical path. Despite the widespread use of
these systems some decades ago, they were often replaced by unsegmented
flow systems.

6.2.2 Flow Injection Analysis

In FIA (Figure 6.1), samples are injected into a carrier stream and processed
without air segmentation. Concentration gradients are thus formed in the
sample zone because of the reproducible sample dispersion in the carrier.
The extent of the dispersion depends on physicochemical properties of the
solutions, such as viscosity, and system parameters, e.g. sample volume,
dimensions and geometry of the reactor and the flow rates. Because of the
concentration gradients, transient signals are obtained and quantification is
usually based on peak heights. In addition, gradients can be exploited for
on-line dilutions, implementation of the standard additions method and
titrations, among other applications.

In FIA, samples are submitted to highly reproducible processing con-
ditions (e.g. dilutions, reagent additions, matrix separation and analyte
preconcentration) and timing, making measurements feasible without
achieving the steady-state condition (residence times are usuallyo30 s). This
aspect paved the way for the exploitation of kinetic aspects to improve the
selectivity, for simultaneous determinations and to overcome matrix effects.

6.2.3 Sequential Injection Analysis

SIA (Figure 6.2) is a robust alternative to FIA and was developed with the aim
of implementing different flow methodologies without significant modifi-
cations to the manifold.15 SIA exploits a computer-controlled multiport

Figure 6.1 Diagram of some flow injection modalities: (a) single-line manifold; (b)
confluent streams; (c) merging zones; (d) intermittent flows. R, reagent
solution; S, sample; C, CR and Cs, carrier solutions; B, reaction coil; D,
detector; W, waste vessel.
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selection valve to collect sequentially sample and reagent aliquots required
for the analytical determination. Solutions are aspirated towards a holding
coil usually by a syringe pump. Mixing occurs by dispersion at the interfaces
and strategies such as flow reversal have been exploited to increase zone
overlap. This is necessary mainly when the analytical procedure requires two
or more reagent solutions and to avoid the artefacts caused by unsuitable
zone overlap.16 For medium or high sample dispersion, the system can be
designed to achieve an analytical performance comparable to that attained
by FIA, but with significantly lower reagent consumption.

6.2.4 Monosegmented Flow Analysis

Monosegmented flow analysis (MSFA) matches the simplicity and high
sampling rate achieved by FIA with the low sample dispersion achieved by
SFA. The sample aliquot is inserted in the carrier stream sandwiched by two
air bubbles to constrain axial dispersion. Subsequently, the monosegment
can be subjected to the long residence times required for relatively slow
reactions, without impairing the washing times and sampling rate.17 MSFA
also shows potential to minimize reagent consumption, as the waste caused
by its dispersion is avoided. This characteristic has been exploited by the
simultaneous injection of sample and reagents18 or using opto-switches to
locate the air bubbles to ensure that the reagent addition occurs only into
the sample zone.19 MSFA was successfully applied to liquid–liquid extraction
(LLE) in single20 and two-phase21 systems, and also for the analysis of
gaseous species.22

6.2.5 Multicommutation and Multipumping Approaches

Flow systems based on the multicommutation approach23 are designed with
discrete computer-controlled commuting devices, such as solenoid valves
(Figure 6.3a). Each commutator can be independently controlled, such that
the flow manifold can be reconfigured by software. This approach greatly

Figure 6.2 Flow diagram of an SIA system. P, bidirectional pump; HC, holding coil;
MV, multiport valve; R, reagent solution; S, sample; C, carrier; B, reaction
coil; D, detector; W, waste vessel.
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increases the system versatility, because 2n different configurations can be
established with n active devices.

Solenoid micropumps, which deliver microlitre solution volumes in a re-
producible way, are employed in the design of multipumping flow systems
(MPFS)24 (Figure 6.3b). The pulsed flow inherent to these devices favours
mixing and provides enhanced radial mass transport. Improvement of the
heat transfer in applications involving convective heating has also been
verified.25 Other advantages include portability and low energy require-
ments, making the systems suitable for in situ (point-of-care) measurements.

In flow systems based on MCFA or MPFS, each solution is handled by an
independent device aimed at intermittent reagent addition, among other
advantages. Sample and reagent volumes are defined by the flow rates and
the switching times of the corresponding commutators (MCFA) or, instead,
by the number of pulses of the solenoid pumps (MPFS). It is then possible to
introduce solutions (e.g. samples and reagents) simultaneously (merging
zones approach) or alternately (binary sampling approach). The latter strategy
makes it possible to change the volumetric fractions by software, which is
useful for optimization of the procedures and for flow-based titrations.

6.2.6 Flow-batch Analysis

Flow-batch analysis (FBA) is a hybrid approach that combines the advan-
tages of flow and batchwise sample processing.26 Typically, solenoid valves
handle the solutions to be inserted into (or removed from) a mini-chamber
(with or without stirring) according to a programmed routine (Figure 6.3c).
This approach is attractive when long sample residence times are required,

Figure 6.3 Flow diagrams of (a) multicommuted, (b) multipumping and (c) flow-
batch analysers. Vi, solenoid valves; Pi, solenoid micropumps; MS, mag-
netic stirrer; FC, flow-batch chamber; R, reagent; S, sample; C, carrier;
B, reaction coil; D, detector; W, waste vessel.
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and also when difficult homogenization of mixtures or liquid–liquid (micro)
extractions are involved.

The more recent lab-in-syringe approach combines the characteristics of
SIA with FBA.27 A multiport valve allows the selection of sample and re-
agents/solvents, which are directly inserted into the syringe, where chemical
reactions, extractions, dilutions and other steps of sample processing occur.
A reduction in reagent consumption occurs similarly to SIA. As a modality of
FBA, the approach is also useful for increasing the sample residence times
and to provide better interaction between the immiscible phases aiming at
liquid–liquid (micro) extractions.

6.2.7 Multisyringe Approach

Multisyringe flow injection analysis (MSFIA)28 combines features of SIA,
such as robustness, versatility and ability to reduce the reagent con-
sumption, with those of FIA, i.e. improved sampling rates and better ana-
lytical performance. Syringe pumps are coupled to a multiport valve or a set
of solenoid valves; by the synchronized actuation of the valves and a step
motor, solutions can be directed to the analytical path or delivered back to
their original reservoirs.

6.3 Reduction of Waste Generation by System Design
The inception and development of flow analysis were stimulated by the high
analytical demand and the need to achieve reliable analytical results in short
time intervals. A high sample throughput was a key aspect in the initial
development stage, but at the cost of high reagent flow rates. High effluent
volumes were thus generated, even higher than in the corresponding batch
procedures in some applications [e.g. the consumption of Hg(SCN)2 was
2.5 times higher in an FIA system with confluent streams in comparison with
the batchwise procedure2]. In the first SFA systems, for example, about
10–20 mL of waste were generated per determination.29 New flow configur-
ations have been proposed that focus not only on better analytical per-
formance and on the implementation of more complex assays, but also on
the minimization of both reagent consumption and waste generation. In the
more recent modalities, good analytical performance was achieved with the
consumption of only a few microlitres of reagents.30,31

A high sample throughput was also emphasized in the early development
of FIA. In the single-line manifolds (Figure 6.1a), the reagent stream acted
also as a sample carrier and flow rates as high as 8 mL min�1 were usual.
Despite the simplicity, single-line systems inherently waste reagents and
hinder the mixing of the sample and reagents, which occurs only by dis-
persion at the interfaces. Double peaks can then be generated under con-
ditions of limited sample dispersion owing to the lack of the reagent at the
centre of the sample zone, thus hindering sensitivity.
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Mixing conditions were improved in flow systems with confluent streams
(Figure 6.1b), in which reagent solutions are equally distributed in the whole
sample zone, providing a constant volumetric fraction. The amount of reagent
available to the chemical reaction can then be defined by the solution con-
centration and the relative flow rates of carrier and reagent streams. As an
inert solution is used as carrier, the reagent flow rate can be decreased without
impairing the sampling rate, reducing the reagent consumption in relation to
the single-line configuration. However, reagents are consumed even when a
sample is not being processed, thereby increasing waste generation.

The merging zones32 (Figure 6.1c) and the intermittent flows33

(Figure 6.1d) approaches are ingenious alternatives for minimizing reagent
consumption in FIA. In the former, sample and reagent aliquots are sim-
ultaneously introduced into independent carrier streams, merging at the
confluence point. As the volumetric fractions of sample and reagents are
maintained, development of the chemical reaction and the analytical fea-
tures are not affected. The potential of this approach was first demonstrated
by the spectrophotometric determination of phosphate by the Molybdenum
Blue method, in which the consumption of ascorbic acid was reduced to 9%
of that required in the flow system with confluent streams. The intermittent
flow approach was formerly implemented using a sliding-bar commutator or
two independently controlled peristaltic pumps; however, modern systems
exploit computer-controlled valves for this purpose. Reagent addition by
confluence is synchronized with the sample injection, the solution being
recycled in the sampling stage. Reagent consumption is then reduced
similarly to that in the merging zones approach. Taking the spectrophoto-
metric determination of calcium as an example, the reagent consumption
per determination was reduced from 40 mg with continuous reagent addition
to 0.27 mg with the intermittent flow strategy.34 Reagent saving by inter-
mittent addition is a common characteristic of SIA, MCFA, MPFS and MSFIA.
In these approaches, only the amount of reagent required for the reaction
development is consumed.

The potential to reduce reagent consumption is also inherent in flow
systems exploiting reagent injection in a sample flowing stream,35 previously
named reverse flow injection analysis (r-FIA). For example, when this strat-
egy was adopted for the sequential determination of analytes in natural
waters, the reagent consumption was up to 240 and 4000 times lower in
comparison with that in flow systems with continuous reagent addition and
batch procedures, respectively.35

The efficiency of different flow approaches to minimize reagent con-
sumption can be demonstrated by comparing the spectrophotometric pro-
cedures for the determination of total phenols,36–40 nitrite,30,33,41,42

phosphate,17,29,43–46 and chloride29–31,46,47 (Figure 6.4).
Flow analysis has also contributed to avoiding the drawbacks of other

sample processing procedures, such as batch LLE. In a flow-based system,
the operating time, solvent amounts and risks to the analyst are minimized.
Several flow approaches have been proposed for the mechanization of LLE,
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as recently reviewed.5 The potential to minimize solvent consumption can be
demonstrated by LLE in a single 1.3 mL microdrop,48 whereas batchwise LLE
usually consumes at least 10 mL of organic solvent. The tendency to reduce
the volume of organic solvent is also evidenced by the applications presented
in Table 6.1.21,48,58

6.4 Contributions of Flow-based Procedures to Green
Analytical Chemistry

6.4.1 Reagentless Analytical Procedures

Reagentless analytical procedures are scarce and, as a rule, involve less
complex applications. This can be illustrated by the determination of etha-
nol in beverages by exploiting density measurements,59 the influence of the
alcohol on the drop size60 or the Schlieren effect.61,62 In the first, densities
were measured at the acceptor phase after analyte separation by perva-
poration. The sampling rate was 15 h�1 and the results agreed with those for
the reference method, based on the oxidation of the alcohol with potassium
dichromate. Analogous procedures could be applied for the determination
of other volatile analytes in relatively high concentrations. The effect of the
alcohol on the solution surface tension was exploited in an FIA system for
the determination of ethanol in wines.60 Falling sample drops were

Figure 6.4 Reagent consumption per determination in spectrophotometric proced-
ures for (a) total phenols,36–40 (b) nitrite,30,33,41,42 (c) phosphate,17,29,43–46

and (d) chloride.29–31,46,47 Numbers indicate the effluent volume per
determination.
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reproducibly generated between the photometric devices and the radiation
power that strikes the photodetector depends on the drop size, which is a
function of the ethanol concentration. Determinations of ethanol concen-
trations from 1 to 30% with a sampling rate of 50 h�1 and a coefficient of
variation (CV) of 2.5% were feasible. The reproducible refractive index
gradients (Schlieren effect) formed when an alcoholic sample solution is
processed in a single-line manifold (water as carrier) under limited mixing
conditions were also exploited for the determination of ethanol in bever-
ages.61,62 A similar strategy was applied for the determination of the Brix
values in soft drinks based on the Schlieren effect, caused by the incomplete
mixing of sucrose in the sample with a water carrier.63 A linear response was
achieved from 3 to 47 1Bx at a sampling rate of 120 h�1 and the results for
real samples agreed with those obtained by the refractometric reference
method.

6.4.2 Replacement of Hazardous Chemicals

A significant and more realistic contribution to GAC is the minimization of
waste toxicity by avoiding hazardous chemicals. Flow systems have been
exploited to achieve this goal, as demonstrated by the applications in
Table 6.2.59,60,64–71

Table 6.1 Typical amounts of organic solvents in liquid–liquid extractions in flow
systems.a

Flow approach
Solvent
volume/mL Example Ref.

FIA 1200 Caffeine with CHCl3 49
SIA-DLLME-SFOD 1000 Parabens with 1-dodecanol: MeOH 50
LOV-DLLME-MSFIA 900 Polycyclic aromatic hydrocarbons with

acetonitrile
51

MCFA 225 Pb–dithizone complex with CCl4 52
LLE-DES-SWIA 200 Procainamide with acetonitrile 53
AD-HF-LLLME 200 Organic and inorganic mercury–

18-crown-6 complex in chlorobenzene
54

MSFA 100 Cd–PAN complex with CHCl3 21
FIA 30 Thiamine with CHCl3 55
SIA-microextraction 30 Bisphenol A with 1-octanol 56
LIS-MSA-DLLME 12 Cd, Cu, Pb, Ag–DDTP complex in xylene 57
FIA-falling drop 1.3 Sodium dodecyl sulfate with a CHCl3

microdrop
48

MSFA-microextraction 0.254 Caffeine with CHCl3 58
aAD-HF-LLLME, automatic dynamic hollow fibre-based liquid–liquid–liquid microextraction;
DDTP, diethyl dithiophosphate; LIS-MSA-DLLME, lab-in-syringe magnetic stirring-assisted
dispersive liquid–liquid microextraction; LLE-DES-SWIA, liquid–liquid extraction with deep
eutectic solvent in a stepwise injection system; LOV-DLLME-MSFIA, lab-on-valve dispersive
liquid–liquid microextraction multisyringe flow injection analysis; SIA-DLLME-SFOD, sequen-
tial injection analysis dispersive liquid–liquid microextraction based on the solidification of the
organic phase.
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The replacement of toxic reagents can be demonstrated by the flow sys-
tems proposed for the determination of nitrate and ammonium. Reliable
results are obtained in a flow system by coupling a minicolumn containing
copperized cadmium filings for reduction of nitrate to nitrite. The reduced
form can then be quantified after a diazo-coupling (Griess) reaction.72 The
waste volume is considerably lower than that generated in the analogous
batch procedure, but residues of toxic metal ions and carcinogenic amines
are generated. Focusing on developing a greener procedure, the cadmium
filings were replaced with a photochemical reduction step73 or with
enzymatic reduction with nitrate reductase obtained from corn leaves.74

Table 6.2 Environmentally friendly flow-based procedures achieved by replacement
of hazardous chemicals.a

Analyte Replaced reagents Remarks Ref.

Ammonium Hg(II), phenol, nitroprusside Conductimetric detection
after separation from the
sample matrix by gas
diffusion

64

Cyclamate Carcinogenic amines or
Pb(II)

Replacement of toxic reagents
by nitrite/iodide and waste
minimization with an MPFS

65

Ethanol K2Cr2O7–H2SO4 Reagentless procedure based
on detection by the solution
density after analyte
separation by pervaporation

59

Ethanol K2Cr2O7–H2SO4 Reagentless procedure based
on photometric detection of
falling drops

60

Hypochlorite DPD Direct detection by UV
measurements before and
after decomposition of the
analyte to improve selectivity

66

Manganese Organic solvents Cloud point extraction with
Triton X-114

67

Nitrate Cd, NED, sulfanilamide Direct UV measurements after
separation of interfering
species in an ion-exchange
minicolumn

68

Paraquat Dithionite Dehydroascorbic acid as a
reagent

69

Total phenols 4-Aminoantipyrine and
ferricyanide

Natural source of polyphenol
oxidase (sweet potato root)
and spectrophotometric
detection of the formed
o-quinones

70

Urea Urease, phenol,
nitroprusside

Natural source of urease
(jackbean) and
conductimetric detection of
ammonium

71

aDPD, N,N-diethyl-p-phenylenediamine; NED, N-(1-naphthyl)ethylenediamine.
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Reduction efficiencies higher than 80% can be attained with these strategies
under suitable working conditions. As a typical advantage of flow analysis,
quantitative reduction is not required, as the same efficiency is expected for
the samples and reference solutions. Analyte derivatization by the Griess
method was avoided when the photochemically generated nitrite was de-
tected by biamperometry after reaction with iodide in an acidic medium.75

Other environmentally friendly flow-based procedures exploited direct UV
measurements, avoiding the use of toxic reagents in the derivatization step.
Selectivity was improved by coupling an anion-exchange minicolumn for the
separation of the analyte from interfering species (e.g. humic substances)
usually found in natural waters.68 A dilute perchloric acid eluent solution,
the consumption of which is equivalent to 18 mL of the concentrated acid per
determination, was the only reagent employed.

Hazardous chemicals [mercury(II) or phenol and sodium nitroprusside]
were extensively used for ammonium determinations using Nessler76 and
Berthelot77 reactions. The waste toxicity was decreased by using salicylic acid
instead of phenol in the Berthelot reaction,78 achieving a similar analytical
performance. A more recent study exploited NH3 volatilization for separation
from the sample matrix, usually by gas diffusion through a PTFE membrane.
This process can be carried out reproducibly in flow systems and the low
transport efficiency can be at least partially compensated for by using a high
sample volume, different flow rates of the donor and acceptor streams or
increasing the backpressure at the donor channel. Selective detection in the
acceptor stream can be performed by spectrophotometry with an acid–base
indicator or by conductimetry, which does not require additional reagents.
With the latter alternative, the alkaline solution used to volatilize ammonia
is the only reagent required;64 after measurements, a clean waste was ob-
tained by on-line neutralization of the donor stream. Similar strategies can
be used for greener determinations of other volatile analytes or species that
can be volatilized in a suitable medium (e.g. carbonate, amines, cyanide,
sulfide and sulfite).

Plant tissues or vegetable extracts are greener enzymatic sources, which
also have the potential to replace hazardous chemicals, as demonstrated by
the determination of urea71 and total phenols.70 In the former application, a
minicolumn filled with jackbean pieces was the source of urease used for up
to 1000 urea determinations in serum.71 Conductimetric detection after gas
diffusion through a PTFE membrane was exploited to determine the am-
monium ions originating from the enzymatic hydrolysis. In another appli-
cation, a clean method for the spectrophotometric determination of total
phenols in wastewater was based on oxidation to o-quinones by dissolved
oxygen. A crude extract of sweet potato root, prepared in phosphate buffer,
was the source of polyphenol oxidase, which acted as a reaction biocata-
lyst.70 This vegetable extract was also employed in clean flow procedures for
the determination of sulfite in wines79 and L-dopa and carbidopa in
pharmaceutical formulations.80 More recently, extracts of guava (Psidium sp.)
leaf81 and emblica (Phyllanthus emblica Linn.)82 were proposed for the
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quantification of iron by exploiting the naturally occurring reducing and
complexing species.

Biosorbents (e.g. vegetables, algae, bacteria, fungi and yeasts) have been
exploited for separation, preconcentration and chemical speciation, thus
avoiding synthetic sorbents, the preparation of which consumes reagents and
solvents. In comparison with the analogous batchwise procedure, flow-based
biosorption increases the sample throughput and allows kinetic discrimin-
ation, in addition to the application of the sorbent in several analytical cycles.
As an example, peat was exploited for the separation and preconcentration of
copper in an MCFA system coupled with flame atomic absorption spec-
trometry (FAAS).83 An enrichment factor of 16 was achieved with a sampling
rate of 100 h�1 and a CV of 3.3%. Other applications involving analyte pre-
concentration by biosorption include the use of vegetable wastes in the
monitoring of toxic metals by flow injection potentiometry84 and the aquatic
macrophytes Salvinia molesta for the determination of Cd(II) by flow injection
on-line coupled to FAAS.85 Conversely, chemical speciation was achieved
using husks of Moringa oleifera for the selective sorption of trivalent and
hexavalent chromium at pH 7–9 and 1–2, respectively,86 and immobilized
Saccharomyces cerevisiae yeast for the speciation of antimony87 and arsenic.88

Chemical derivatization of the analyte was avoided in a green procedure
for the determination of hypochlorite in bleaching products.66 The pro-
cedure exploited the intrinsic radiation absorption by the analyte at 292 nm,
the analytical signal being based on the difference in the absorbances
measured before and after the reaction of the sample constituents with solid
cobalt oxide placed in a minicolumn. As the solid reagent catalyses the de-
composition of hypochlorite to chloride and oxygen, the difference allows
the selective determination of the analyte. The procedure requires only
20 mg of the reusable catalyst and a dilute NaOH solution.

Cloud point extraction is a green alternative for separation and pre-
concentration, in which toxic organic solvents are replaced with non-toxic,
non-ionic surfactants. This strategy can be carried out in flow-based systems,
eliminating laborious operations (e.g. heating, phase separation and the re-
moval of the surfactant-rich phase).89 The analyte extract is usually retained in
a minicolumn filled with a filtration material (e.g. cotton) and further eluted
with a suitable solution (e.g. dilute acid or organic solution). An alternative
approach involved the direct retention of the surfactant-rich phase in the
optical path of a spectrophotometric flow cell coupled to an MPFS.90 Focusing
on iron determination, the cloud point was induced by the heat released by
the on-line neutralization of the acidic sample digests by sodium hydroxide,
thus making an external heating device unnecessary. The consumptive index
of 0.022 mL reflected the efficiency of sample utilization to achieve an
enrichment factor of 8.9. Another advantage was the elution of the surfactant-
rich phase by exploiting the pulsed flow of the aqueous carrier, without or-
ganic solvents. The strategies for the implementation of cloud point extraction
in flow analysis and applications to environmental, agronomic and food
samples have been reviewed.89
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Photo-mediated analyte conversions (photoconversions) are powerful
tools for replacing chemicals in analytical procedures. The fundamentals,
characteristics and applications of this approach coupled with flow analysis
have been critically reviewed.91

6.4.3 Reuse of Chemicals

Recycling and reuse of the wastes generated in analytical procedures are
interesting approaches for GAC, also contributing to cost reduction. How-
ever, this is not usual owing to the complexity of the wastes. Some successful
examples are presented in Table 6.3.92–96 On-line solvent recycling by dis-
tillation after the analytical measurement was efficiently adopted in pro-
cedures based on LLE. A toxic organic solvent (CHCl3 or CCl4) was required
for sample dissolution and as a carrier for simultaneous determinations of
propyphenazone and caffeine92 and of ketoptofen94 in pharmaceuticals by
Fourier transform infrared (FTIR) spectrometry. The flow systems would

Table 6.3 Some examples of the reuse of chemicals in flow-based systems.

Analyte Sample Reagents Remarks Ref.

Caffeinea Pharmaceuticals CHCl3 On-line solvent
recycling by
distillation

92

Ironb Natural waters Acetate buffer
and ascorbic
acid

Reversible retention
of the analyte in
C18-TANc and
measurements by
solid-phase
spectrophotometry

93

Ketoptofena Pharmaceuticals CCl4 On-line solvent
recycling by
distillation

94

Leada Gasoline Arsenazo III Release of the
reagent by
retention of the
analyte in an ion-
exchange
minicolumn

95

Propyphenazonea Pharmaceuticals CHCl3 On-line solvent
recycling by
distillation

92

Zincb Natural waters Hexamine
buffer

Reversible retention
of the analyte in
C18-TAN and
measurements by
solid-phase
spectrophotometry

96

aFIA system with closed-loop configuration.
bFIA.
cTAN, 1-(2-thiazolylazo)-2-naphthol.
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generate about 1 mL min�1 of organic solvents; however, this drawback was
overcome by selecting a closed-loop configuration, which incorporated dis-
tillation and cooling units. In addition to the reuse of a toxic chemical, the
risks of exposure of the analyst to carcinogenic solvents were minimized.

The closed-loop configuration was also adopted for reagent reuse in the
spectrophotometric determination of lead in gasoline95 based on formation
of a complex with Arsenazo III. A minicolumn filled with a cation-exchange
resin was placed after the flow cell to retain the toxic metal for further
treatment. The chromogenic reagent released was sent back to its vial for
reuse. Reproducible analytical curves were observed without baseline drift
when 50 mL of the same recirculating reagent solution were used for 7 days.
Other examples of the reuse of chemicals in flow-based procedures are re-
agents immobilized on solid phases (e.g. enzymes and complexing agents),
as discussed in the next section.

6.4.4 Minimization of Reagent Consumption and Waste
Generation

Minimization of the amounts of reagents consumed in an analytical pro-
cedure reduces the operating costs (reagents and waste treatment) and
toxicity of wastes. Waste minimization is the more general alternative for
achieving GAC, because reliable analytical procedures can be implemented
by consuming low amounts of chemicals. Successful examples are presented
in Table 6.431,36,42,48,65,97–107 and are discussed in the following sections.

6.4.4.1 Immobilized Reagents

Reagent immobilization is a useful alternative for the development of en-
vironmentally friendly analytical procedures. Minicolumns filled with solid
reagents are usually employed for analyte derivatization or for on-line gen-
eration of unstable reagents.108 Exploitation of immobilized reagents often
simplifies the manifolds, improves the radial mass transfer and may provide
an excess of the chemical at the solid/liquid interface. Greener procedures
can be developed because only the stoichiometric amounts of the solid are
consumed in the reaction. However, the strategy for reagent immobilization
needs to be carefully selected to minimize the risks of lixiviation and in-
crease in backpressure.

Reagent immobilization contributes to the development of greener pro-
cedures even when toxic chemicals are employed. As an example, a mini-
column filled with a few milligrams of PbO2 immobilized on a polyester
resin was employed for the indirect determination of dypyrone (metamizole)
by FAAS.109 Measurements of the lead(II) ions released when the drug was
oxidized by PbO2 were exploited for the indirect determination of the ana-
lyte. As more than 7000 determinations were carried out with the same
minicolumn, the amount of lead consumed per determination was
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Table 6.4 Minimization of waste generation in flow-based systems.a

Analyte Sample
Flow
configuration Reagents Remarks Ref.

Anionic
surfactants

Natural waters FIA-falling
drop

Methylene blue and
CHCl3

1.3 mL of CHCl3 per determination 48

Benzene Gasoline MCFA Dilution in hexane Consumption of hexane three times lower than in a flow
system with continuous pumping

97

Carbamate
pesticides

— mFIA Trimethylaniline o300 nL of toluene per determination 98

Carbaryl Natural waters MPFS PAP–periodate 1.9 mg of PAP and 5.7 mg of KIO4 per determination/waste
mineralization by persulfate–UV detection

99

Chloride Natural waters FIA Hg(SCN)2
immobilized on
epoxy resin

1500-fold reduction in amount of Hg in the waste 31

Chloride Natural waters MSFIA Hg(SCN)2–iron(III) 3400-fold lower reagent consumption versus single-line
FIA

100

Chromium(VI) Freshwater
and leachates

MSFIA with 3D
device

Solid-phase
extraction

49-fold reuse of disk-based solid-phase extraction device 101

Cyanide Natural waters MCFA OPA and glycine 5.6 mg of OPA and 6.7 mg of glycine per determination 102
Cyclamate Table

sweeteners
MPFS NaNO2, KI, H3PO4 3 mg of KI, 1.3 mg of NaNO2 and 125 mmol of H3PO4 per

determination
65

Iron — mFIA Nitroso-R salt 50 mL of effluent per determination 103
Mercury

speciation
Fish muscle MSFIA Anion-exchange

membrane
Reduced reagent consumption and replacement of LLE

with membrane separation
104

Nitrite Natural waters MPFS NED, sulfanilamide
and dilute acid

55-fold lower consumption of NED in comparison with
the batch procedure and in-line waste degradation

42

Phosphate Natural waters SIA-lab-on-
valve

Molybdate–ascorbic
acid

10 mL of reagent and 250 mL of waste per determination 105

Tannins Green tea mFBA Urethane–acrylate
resin

300-fold lower reagent consumption than in the reference
method

106

Tocopherol Olive oils MCFA 2-Propanol Reagent consumption four times lower; avoids using THF
and acetonitrile as required in HPLC

107

Total phenols Natural waters MCFA 4-Aminoantipyrine
and ferricyanide

200-fold lower reagent consumption by an MCFA system
and increase in sensitivity by LPS avoiding LLE

36

aNED, N-(1-naphthyl)ethylenediamine; OPA, o-phthalaldehyde; PAP, p-aminophenol.
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negligible. The immobilization of Hg(SCN)2 in epoxy resin was also exploited
in a greener procedure for the spectrophotometric determination of chlor-
ide, reducing by ca. 1500-fold the amount of Hg generated per determination
in comparison with that of a single-line FIA manifold.31 Another clean al-
ternative for chloride determination exploited a minicolumn filled with sil-
ver chloranilate.110 Formation of AgCl by reaction with the analyte released
the absorbing chloranilate ions, which were quantified by spectro-
photometry in a 100 cm optical path liquid-core waveguide flow cell. This
resulted in a 75-fold increase in sensitivity and a reduction of the waste
generated to ca. 100 ng of chloranilate per determination.

Analyte retention on a solid support can be exploited for direct measure-
ments in the solid phase (optosensing), focusing on improving sensitivity,
selectivity or both. Although the approach can be implemented in a batch-
wise format, several advantages arise when it is combined with flow sys-
tems.111 Reversible retention of the analyte is feasible in some applications
and the reuse of the reagent yields greener analytical procedures. For flow-
based optosensing, the solid support is deposited in the measurement cell
for detection by spectrophotometry (transmittance or reflectance mode),
luminescence or infrared spectrometry. This approach was adopted to de-
velop more environmentally friendly analytical procedures for, e.g., the de-
termination of zinc in pharmaceutical preparations96 and iron in natural
waters.93 The solid support was C18-bonded silica modified with the azo
reagent 1-(2-thiazolylazo)-2-naphthol (TAN), which allowed analyte retention
by formation of a coloured complex. The analyte was eluted with a few mi-
crolitres of a dilute acid solution without removing the ligand from the solid
support, which was used for at least 100 measurements. The reagent con-
sumption was less than 1 mg per determination.

6.4.4.2 Multicommuted Flow Systems

Multicommutation shows great potential for the development of environ-
mentally friendly analytical procedures, because the reagents can be added
only at the instants and in the amounts strictly required for sample
processing. This aspect has been demonstrated in papers on MCFA by
comparison with the amounts of reagents consumed in other flow ap-
proaches. This advantage can be achieved without hindering the analytical
performance, as demonstrated by comparing the flow procedures for the
determination of the pesticide carbaryl.112 The consumption of the most
toxic reagent ( p-aminophenol) per determination was reduced from 0.14 mg
in FIA with confluent streams to 5 mg using MCFA. On the other hand, the
SIA procedure consumed 11 mg of p-aminophenol to achieve a threefold
lower sensitivity.

MCFA was exploited to develop a greener spectrophotometric procedure
for the determination of total phenols based on the reaction with
4-aminoantipyrine in an oxidizing alkaline medium,36 resulting in a reagent
consumption 200 times lower than that in the batch procedure.

Flow Analysis: A Powerful Tool for Green Analytical Chemistry 169



Long-pathlength spectrophotometry yielded an 80-fold higher sensitivity
relative to that in the batch procedure, thus avoiding the need for the usual
liquid–liquid preconcentration, which in the batch mode would consume
ca. 50 mL of chloroform and generate ca. 600 mL of waste per determination.

The spectrophotometric reference batch method for the determination of
acid-dissociable cyanide in natural waters is based on the reaction with
barbituric acid and pyridine. The replacement of hazardous chemicals and
minimization of reagent amounts were exploited to develop an environ-
mentally friendly procedure.102 The MCFA system was designed to handle
o-phthalaldehyde (OPA) and glycine; the isoindole derivative formed in the
reaction was detected by fluorescence. The reagent consumption (5.6 mg of
OPA and 6.7 mg of glycine per determination) was 230 times lower than that
in a flow-based procedure with continuous reagent addition.

An MCFA procedure with fluorimetric detection was proposed as a greener
alternative to the high-performance liquid chromatographic (HPLC) refer-
ence method for the determination of total tocopherol.107 In the analysis of
olive oils, the procedure required only sample dilution in 2-propanol and
13 mL of the solvent were required for the whole procedure. On the other
hand, the HPLC procedure required a mixture of tetrahydrofuran (THF) and
acetonitrile for sample preparation (10 mL) and elution (30 mL). Moreover,
the sample throughput increased from 2 h�1 using HPLC to 40 h�1 in the
flow-based procedure.

Furthermore, in the context of minimization of the consumption of
chemicals, the amount of chloroform was reduced by 98% in the spectro-
photometric determination of anionic surfactants in water.113 In another
application, MCFA made feasible the implementation of sample dilutions,
external calibration and the standard additions method in the determination
of benzene in gasoline by FTIR spectrometry.97 The consumption of the or-
ganic solvent (hexane) was three times lower than that in the flow system with
continuous pumping without affecting the analytical performance.

6.4.4.3 Multipumping Flow Systems

The potential of MPFS to minimize reagent consumption was demonstrated
in the development of a greener procedure for nitrite determination in natural
waters.42 The classical method based on the Griess diazo coupling reaction
was compared with a more environmentally friendly alternative, based on the
formation of triiodide from nitrite and iodide in an acidic medium. The Griess
method was selected owing to its better sensitivity and selectivity. The toxicity
of the waste was then minimized, as the amount of the most toxic reagent, N-
(1-naphthyl)ethylenediamine (NED), was reduced by 55- and 20-fold relative to
those in the batch procedure and flow injection with continuous reagent
addition, respectively. Moreover, the residue was mineralized on-line by the
photo-Fenton reaction, yielding a colourless solution and reducing by 87% the
total organic carbon content. In another study, waste minimization and re-
placement of hazardous chemicals [e.g. Pb(NO3)2 and NED used in previous
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studies] were adopted to develop a greener procedure for the determination of
cyclamate in table sweeteners.65 The method was based on the reaction of the
analyte with nitrite in an acidic medium, the excess of the reagent being de-
termined by reaction with iodide. The procedure consumed only 3 mg of KI,
1.3 mg of NaNO2 and 12.3 mg of H3PO4 per determination and generated only
2.0 mL of waste. The excess of the most toxic reagent (nitrite ions) was
completely decomposed in the acidic medium.

Multipumping flow systems were also explored for the development of
environmentally friendly analytical procedures for the determination of the
pesticides paraquat69 and carbaryl.99 The replacement of sodium dithio-
nite with dehydroascorbic acid and the 12-fold reduction in the amounts of
reagents consumed were the strategies adopted in the paraquat assay,
where the effluent volume was as low as 2.0 mL per determination.
Sensitivity was increased with a 10 cm analytical path flow cell to avoid the
preconcentration step required in previous work, which would result in
additional waste. Carbaryl was determined in an MPFS coupled to a 100 cm
optical path flow cell based on a liquid-core waveguide, reducing both the
reagent consumption (1.9 mg of p-aminophenol and 5.7 mg of potassium
metaperiodate) and the effluent volume (2.6 mL per determination).
After waste degradation by UV irradiation in a medium of potassium per-
sulfate, the total organic carbon was 94% lower than it was and the residue
was non-toxic to Vibrio fischeri bacteria. Cloud point extraction was adopted
in the clean-up step, instead of the LLE recommended by USEPA Method
8318, which consumes 90 mL of methylene chloride per determination.114

An MPFS with fluorimetric detection was proposed for the determination
of free and total glycerol in biodiesel based on oxidation of the analyte to
formaldehyde by potassium periodate and further reaction with acetyl-
acetone.115 The sample pretreatment was based on extraction with water
(free form) and saponification of the bonded glycerol with sodium ethylate,
aiming at the determination of total glycerol. Significant reductions in the
consumption of the sample and reagents (up to 23-fold) were achieved in
comparison with those in the analogous batch procedures.

6.4.4.4 Sequential Injection Analysis and Multisyringe Flow
Injection Systems

An MSFIA system coupled to a multiport selection valve was proposed for the
fractionation of phosphorus in soils and sediments with detection by the Mo-
lybdenum Blue method.116 The solid sample was directly deposited into a
minicolumn and the sequential extractions of labile P, P-species bonded to Fe
and Al and Ca-bonded P were performed on-line with 1.0 mol L�1 NH4Cl,
0.1 mol L�1 NaOH and 0.5 mol L�1 HCl according to the Hieltjes–Lijklema
scheme. The proposed flow assembly has several advantages over batchwise
fractionation, such as a reduction in the analysis time (from days to hours),
minimization of energy expenditure and a decrease in reagent consumption
by ca. 92%.

Flow Analysis: A Powerful Tool for Green Analytical Chemistry 171



A flow system with two syringe pumps coupled to a cold vapour atomic
fluorescence detector was used for mercury speciation after in-line sample
cleanup and preconcentration.109 The speciation was based on the separ-
ation of the inorganic form (as the tetrachloro complex) from the organic
mercury on an anion-exchange membrane. The recoveries of the analyte
spiked into the samples were close to 90% and the results for a fish muscle
certified reference material (CRM) agreed with the certified value. The re-
agent consumption was decreased and the membrane separation replaced
the classical LLE (with toluene and dichloromethane), thereby reducing the
amount of waste and the toxicity.

MSFIA was also hyphenated to a liquid core waveguide for the determin-
ation of chloride in waters.100 The classical analytical method based on re-
action with Hg(SCN)2 was improved by reducing the reagent consumption by
3400- and 600-fold in comparison with those required in a single-line flow
system or with the reagent immobilized in epoxy resin,31 respectively.

The lab-in-syringe approach has been successfully exploited to carry out
liquid–liquid microextractions, including dispersive liquid–liquid micro-
extraction27 and cloud point extraction,117 with reduced solvent con-
sumption. For example, as little as 2 mg of Triton X-114 was consumed for
the extraction and preconcentration of antimony as an iodide complex.117

This approach was also exploited for the determination of trace amounts of
silver in waters, involving complex formation, microextraction into the or-
ganic phase and transport of the extract to a graphite furnace for electro-
thermal atomic absorption spectrometric detection.118 The procedure
consumed only 120 mL of organic solvent to achieve an enrichment factor of
80 and a linear response range from 19 to 450 ng L�1.

6.4.4.5 Miniaturized Flow Systems

Downscaling the flow manifolds is another useful approach to GAC, focusing
on the implementation of analytical procedures with minimized amounts of
reagents (flow rates in the order of nL to mL min�1).119 Microfluidics
(Figure 6.5a) and microelectronics can be exploited to integrate propulsion,
mixing and detection units in a single microflow injection system (mFIA),
which is commonly designed for a specific application. Computerized con-
trolled lathes, milling machines, laser engravers and low-temperature co-
fired ceramics technology have been exploited to build innovative (micro)
platforms for flow analysis.120 A more recent development in this field is 3D
printing (Figure 6.5b), which allows the production of relatively complex
manifolds based on polymers, even by ordinary users.

Recent applications of manifolds designed by 3D printing include chro-
mium(VI)101 and uranium(VI)121 preconcentration. The former involved a
disk-based solid-phase extraction device fabricated by stereolithography,
which was reused 49 times with analyte recoveries of 95%. When coupled
with an MSFIA system, the procedure was successfully applied to freshwater
samples and leachates, in which as little as 1 ng of Cr(VI) can be detected.
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The latter application exploited a microfluidic device, in which a commercial
resin was immobilized for analyte extraction. Despite the minimized di-
mensions, the device was used to process up to 30 mL of sample, aiming at
the improvement of the enrichment factors. Both applications involved
elution of the retained analytes to a detection system [UV–VIS spectro-
photometer101 or an inductively coupled plasma mass spectrometric
(ICP-MS) detector121]; however, the integration of the detector into a chip-
based analyser is sometimes feasible, as demonstrated by the determination
of iodide in seawater, which incorporated fluorimetric detection.122

A more versatile alternative for miniaturization is the lab-on-valve ap-
proach105,123–125 (Figure 6.5c), which exploits a microdevice integrating in-
jection ports, microchannels and a flow cell coupled to conventional pumps
and detection systems. Solutions can then be handled by conventional
flow approaches, such as SIA. When the lab-on-valve approach was adopted
for the spectrophotometric determination of phosphate, for example,
the reagent consumption and effluent generation were reduced to 10 and
250 mL per determination, respectively.105

The development of inexpensive microfluidic devices with polymeric
materials has been the focus of recent studies. As an example, a microflow
analyser (total volume 7.0 mL) integrating a light-emitting diode (LED)-based
photometer was constructed by deep UV lithography on urethane–acrylate
polymer.126 When the device was applied to the determination of chloride,
the consumption of Hg(SCN)2 was ca. 300 times lower than in the batch
procedure, generating ca. 20 mL of effluent after an 8 h working day.

Figure 6.5 Miniaturized flow systems: (a) general scheme of a microfluidic device;
(b) representation of 3D-printed manifold and (c) lab-on-valve system.
P, syringe pump, HC, holding coil, R, reagent, S, sample; C, carrier,
LS, light source, D, detector; W, waste vessel.
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A microflow analyser was also applied to the determination of iron in water
samples, based on the formation of the complex with nitroso-R salt.103 The
miniaturized system drastically reduced waste generation, which was lower
than 2.0 mL h�1, corresponding to 40 determinations. Another application
was focused on the determination of tannins in green tea using a digital
image-based microflow batch analyser.106 The microdevice was fabricated
with urethane–acrylate resin, glass slides and UV lithography; the digital
images obtained from a webcam with a charge-coupled device (CCD) sensor
were converted to RGB values. In addition to the low cost, the sampling rate
was estimated as 190 h�1 and the reagent consumption was 300 times lower
than in the reference method.

A more complex sample processing routine was involved in the de-
termination of the pesticide carbaryl in a glass microchip, in which
pesticide hydrolysis, diazotization and extraction of the product in toluene
were implemented. The enrichment factor was estimated as 50 with a
toluene volume of less than 300 nL per determination. The detection
limit was estimated as 70 nmol L�1 with detection by thermal lens
spectrometry.98

Another ingenious strategy for waste minimization is the analytical ex-
ploitation of falling drops.48 Liquid drops can be reproducibly formed at the
end of tubes aiming at sample processing on a removable reaction surface.
The potential of this approach for GAC was demonstrated by the de-
termination of sodium dodecyl sulfate by means of ion-pair formation with
methylene blue and LLE in a 1.3 mL CHCl3 microdrop. The analytical signal
was measured directly in the drop surface with an LED-based photometer,
achieving a detection limit of 50 mg L�1 and a CV of 5%.

6.4.5 Waste Treatment

In addition to the strategies for minimization of the amounts of waste and
toxicity previously described, an additional step for on-line waste treatment
can be efficiently coupled to flow systems. The general strategy is to intro-
duce a suitable reagent after the flow cell to decompose or passivate the toxic
species in the effluent. The detoxification of wastes can be achieved by
photochemical, chemical, thermal or microbiological degradation pro-
cesses. Photochemical degradation has been the most common alternative,
resulting in effective degradation of dangerous organic compounds in time
intervals compatible with the usual residence times in flow systems. Gen-
erally, the treatment is carried out with semiconductors (e.g. TiO2 in anatase
form), which, under UV irradiation, can generate electron–hole pairs and
catalyse photo-assisted degradation. Thus several cleaner flow injection
procedures have been developed by including the detoxification of wastes
generated in the determination of carbamate pesticides127,128 and resor-
cinol,129 using a TiO2 slurry and UV irradiation. As the semiconductor
catalyst can be filtered and reused, the treatment step did not produce
additional wastes. Photo-Fenton processes42 and treatment with persulfate
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under UV irradiation99 were also used efficiently for the degradation of the
wastes produced in flow-based procedures, as discussed previously.

Other efficient procedures for waste treatment, such as chemical or physical
adsorption, precipitation and coprecipitation, ozonization and thermal pro-
cesses have the potential to be accomplished in flow systems.130 If longer
residence times are necessary, the waste of the flow system can be directed to
a batch waste treatment unit. The combined action of the minimization of
reagent consumption and on-line treatment is very attractive for the devel-
opment of greener analytical procedures, as discussed previously.42 A detailed
discussion of strategies for on-line decontamination of analytical wastes was
presented in Chapter 10 of the first edition of this book.

6.5 Conclusions and Trends
This chapter aims to demonstrate the evolution of flow analysis towards GAC
by the replacement of hazardous reagents, reuse of chemicals and waste
minimization. This development has not hindered the fundamental ana-
lytical figures of merit and even better analytical performance has been
achieved in some applications. For example, the improvement of sensitivity
by exploiting either more effective processes or high-performance detectors
allows the avoidance of preconcentration steps, which are time consuming
and generate additional amounts of waste. Furthermore, the reagentless
procedures, analyte extraction with minimized solvent amounts and reuse of
chemicals have been made feasible by means of ingenious flow configur-
ations. However, more general alternatives, such as MCFA, SIA, MSFIA and
MPFS, seem to be more promising for achieving the GAC goals.

A clear parallel can be traced between the evolution of flow analysis and
the agreement with GAC principles, encompassing especially novel flow
modalities to ensure the effective use of chemical reagents without waste.
The mechanization of analytical methodologies was the main aim when flow
analysis was introduced, with the perspective of maximizing the sampling
rate without worrying about the amount or toxicity of the waste generated.
Fortunately, the focus was quickly changed to more ingenious approaches to
decrease reagent consumption and waste generation without sacrificing the
analytical performance. Characteristics inherent to flow analysis, such as
reproducible timing and sample processing conditions, have allowed the
development of innovative and environmentally friendly chemical assays
involving partial extractions and incomplete reactions, for example.

System miniaturization and the development of greener approaches for
sample preparation, including coupling to separation techniques, are cur-
rent trends. The devices manufactured using a 3D printer without a skilled
operator and which support various types of organic solvents and acidic and
basic reagents stands out in the design of microflow analysers. Moreover,
approaches involving innovative and greener sorbents and extraction solv-
ents (e.g. surfactants and ionic liquids), liquid–liquid microextractions and
analyte extractions and sample decomposition under mild experimental
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conditions (e.g. microwave-assisted and photochemical processes) have been
developed to attain this goal.

Independent of the analytical performance, methods that are not en-
vironmentally friendly tend to be unacceptable in the near future. The de-
velopment of flow analysis has contributed to minimizing the impact of
analytical activities, although their potential has not yet been fully exploited,
thus generating a promising research field.
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72. M. F. Giné, H. Bergamin Filho, E. A. G. Zagatto and B. F. Reis, Anal.

Chim. Acta, 1980, 114(1), 191.
73. S. Motomizu and M. Sanada, Anal. Chim. Acta, 1995, 308(1–3), 406.
74. C. J. Patton, A. E. Fischer, W. H. Campbell and E. R. Campbell, Environ.

Sci. Technol., 2002, 36(4), 729.

178 Chapter 6
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83. A. P. S. Gonzáles, M. A. Firmino, C. S. Nomura, F. R. P. Rocha,

P. V. Oliveira and I. Gaubeur, Anal. Chim. Acta, 2009, 636(2), 198.
84. D. Wilson, M. del Valle, S. Alegret, C. Valderrama and A. Florido,

Talanta, 2013, 114(1), 17.
85. F. A. S. Cajamarca, M. Z. Corazza, M. C. Prete, D. C. Dragunski,

C. Rocker, J. Caetano, A. C. Goncalves Júnior and C. R. T. Tarley, Bull.
Environ. Contam. Toxicol., 2016, 97(6), 863.

86. V. N. Alves and N. M. M. Coelho, Microchem. J., 2013, 109, 16.
87. A. A. Menegário, A. J. Silva, E. Pozzi, S. F. Durrant and C. H. Abreu Jr.,

Spectrochim. Acta, Part B, 2006, 61(9), 1074.
88. J. Koh, Y. Kwon and Y. N. Pak, Microchem. J., 2005, 80(2), 195.
89. W. R. Melchert and F. R. P. Rocha, Rev. Anal. Chem, 2016, 35, 41.
90. R. M. Frizzarin and F. R. P. Rocha, Anal. Chim. Acta, 2014, 820, 69.
91. D. L. Rocha, M. Y. Kamogawa and F. R. P. Rocha, Anal. Chim. Acta, 2015,

896, 11.
92. Z. Bouhsain, S. Garrigues and M. de la Guardia, Analyst, 1997,

122(5), 441.
93. L. S. G. Teixeira and F. R. P. Rocha, Talanta, 2007, 71(4), 1507.
94. M. J. Sánchez-Dasi, S. Garrigues, M. L. Cervera and M. de la Guardia,

Anal. Chim. Acta, 1998, 361(3), 253.
95. M. Zenki, K. Minamisawa and T. Yokoyama, Talanta, 2005, 68(2), 281.
96. L. S. G. Teixeira, F. R. P. Rocha, M. Korn, B. F. Reis, S. L. C. Ferreira and

A. C. S. Costa, Anal. Chim. Acta, 1999, 383(3), 309.
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101. C. Calderilla, F. Maya, V. Cerdà and L. O. Leal, Talanta, 2018, 184(1), 15.
102. C. M. C. Infante, J. C. Masini and F. R. P. Rocha, Anal. Bioanal. Chem.,

2008, 391(8), 2931.

Flow Analysis: A Powerful Tool for Green Analytical Chemistry 179



103. S. Kruanetr, S. Liawruangrath and N. Youngvises, Talanta, 2007, 73(1), 46.
104. A. M. Serra, J. M. Estela and V. Cerdà, Talanta, 2009, 78(3), 790.
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7.1 Introduction
Some years ago, the use of greener solvents, reagents and electrode materials
was highlighted as an outstanding trend in future electroanalysis.1

Nowadays, it can be said that modern electroanalysis is in consonance
with the principles of green chemistry.2 Electrodes are prepared with non-
toxic materials and modified with a variety of composites, alloys, polymers,
biomaterials, nanomaterials or receptors synthesized by applying
eco-friendly procedures using green solvents and reagents. The intrinsic
nature of the electrochemical measurement, where the redox reaction takes
place practically in the absence of reagents, and the high sensitivity achieved
make possible the application of techniques and methodologies involving
miniaturized devices and microsystems with the consequent reduction of
sample size and the amounts of waste products, allowing results to be ob-
tained in real time with a minimal impact on the environment.3,4 Related to
this, the portability of electroanalytical devices can also be highlighted as a
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valuable property exploited for the in situ, rapid and sensitive determination
of pesticide residues and trace amounts of metals, among other polluting
substances.5 Furthermore, the possibility of using electrochemical sensors
or biosensors to obtain direct analytical responses without the need for
sample treatment or derivatization, thus avoiding the addition of organic
solvents and hazardous substances, falls squarely into the conceptual
standards of green chemistry and sustainability.6

All these aspects are discussed in this chapter and illustrated with
examples taken from the recent literature. In addition, with the aim of
providing suitable comprehensive information, the chapter includes a table
summarizing the fundamentals and characteristics of relevant electro-
analytical methods involving green strategies.

7.2 Electrodes and Electrochemical Sensors
This section discusses the broad variety of strategies falling within sus-
tainability and care of the environment. Specific materials have demon-
strated their suitability as alternatives to the use of mercury and have been
applied mainly in the determination of toxic metals. Other methodologies
have been developed for general applications using more ‘‘natural’’ starting
materials, greener protocols of synthesis and avoiding as far as possible the
use of polluting reagents, decreasing the amount of wastes or reducing the
number of preparation stages.

7.2.1 Alternatives to Mercury Electrodes

Since 2005, when the electroanalytical usefulness of bismuth film elec-
trodes7 and their applications in stripping analysis8 were reviewed, a variety
of methods, most of them used for trace metal determinations, involving
electrodes constructed with materials other than mercury have been re-
ported. In addition to bismuth electrodes, which were recently reviewed by
Jovanovski et al.,9 those prepared with antimony10 and tin11 or mixtures of
these metals12 have a large number of applications. The use of environ-
mentally friendly mercury-free electrodes for multielement determinations
at trace concentrations in waters and wastewaters was reviewed by Alves
et al.13 and, more recently, by Economou,14 who discussed the use of com-
mercial or suitably modified screen-printed electrodes (SPEs) as an attractive
alternative to conventional electrodes in this field. As relevant examples,
SPEs modified with antimony15,16 or antimony and tin17 have demonstrated
their suitability for the voltammetric determination of trace metals in
waters. In this context, spark discharge methods have evolved as a green
alternative to electroplating for the preparation of metal-modified electrodes
with much lower costs and less waste production since they do not require
the use of any liquids.18 As a recent example, sparked tin nanoparticle-
modified graphite SPEs were prepared in the absence of organic solvents
using a green, low-cost, rapid and extremely facile method. The modified
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graphite SPEs were applied to the stripping voltammetric determination of
Cd and Zn, exhibiting better analytical properties than those provided by
electroplated tin electrodes.19 These mercury-free electrodes have also been
employed for the determination of organic compounds by stripping meth-
ods. Illustrative examples are those reported by Tyszczuk-Rotko et al.20 using
an in situ plated bismuth film glassy carbon electrode (GCE) to develop a
method for the determination of rutin (quercetin-3-O-rutinoside), a glyco-
side combining the flavonol quercetin and the disaccharide rutinose
[a-L-rhamnopyranosyl-(1-6)-b-D-glucopyranose], by square-wave adsorptive
stripping voltammetry (SWAdSV), or the use of a similar electrode for vol-
tammetric studies on vitamin B2 and its determination in oral, syrup and
tablet samples,21 the preparation of a bismuth nanowire-modified GCE for
the selective determination of folic acid22 and the use of sparked bismuth
oxide SPEs for the determination of riboflavin at the sub-nanomolar level in
non-deoxygenated solutions.23

Materials other than metals have also been proposed for fabricating
electrodes avoiding the use of mercury. Some of them have been used in
stripping analysis involving analytical protocols and devices intended for
‘‘green chemistry’’ with non-toxic materials and negligible waste. In the field
of trace metal analysis, nanostructured composites and polymers have been
used as eco-friendly and efficient electrode modifiers. An illustrative
example is the preparation of a g-AlOOH–carbonated bacterial cellulose
(g-AlOOH–CBC) hybrid by simple pyrolysis and hydrothermal treatments.
The hybrid material was employed as a GCE modifier for the simultaneous
determination of Cd(II) and Pb(II) in aqueous samples by DPASV. The in-
trinsic 3D nanofibrous structure decorated with chaff-like g-AlOOH particles
provided both good adsorptive and conductive properties to the synthesized
material, which allowed limits of detection (LODs) of 0.17 ng mL�1 for Cd(II)
and 0.10 ng mL�1 for Pb(II) to be reached. The GC-modified electrode was
successfully applied to monitoring trace metals in drinking waters.24

Figure 7.1A shows the use of an electropolymerized poly-Eriochrome Black
T [poly(EBT)]-modified GCE as an environmentally friendly electrode for the
detection of zinc in industrial wastewater. The modifying material extended
the cathodic potential window and improved the sensitivity and repeatability
of the measurements.25 In a more recent study, a facile and green strategy
was employed for the one-pot in situ fabrication of dandelion-like polyani-
line (PANI)-coated gold nanoparticle (Au@PANI) nanocomposites, which
were used as GC electrode modifiers for the square-wave anodic stripping
voltammetric (SWASV) determination of Pb21 and Cd21 (Figure 7.1B).26

Regarding organic analytes, a relevant example is the low-cost, easily fabri-
cated and highly selective sodium montmorillonite-modified carbon paste
electrode (Na-MMT/CPE) prepared by El-Desoky et al.27 for the determin-
ation of etilefrine hydrochloride, a direct-acting sympathomimetic with
b1-agonist properties, used for the treatment of hypotensive states, by
SWAdSV. The strong adsorptive properties of montmorillonite natural clay
allowed a low LOD of 1.27 nmol L�1 in spiked human serum to be attained.
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In addition, electrodes fabricated from other materials have also been
proposed as alternatives to mercury electrodes. A very popular electrode is
the boron-doped diamond electrode (BDDE), which possesses attractive
properties including a wide potential window in aqueous solutions, low
background currents, high resistance to fouling and ease of chemical
modification.28 This electrode can be utilized for determining species pre-
viously analysed with mercury electrodes, using their anodic responses in-
stead of the reduction currents. For example, a BDDE was successfully
applied to determine the herbicide picloram by a voltammetric method and
measurement of the peak current at þ1.5 V vs. Ag/AgCl with high repeat-
ability and a low LOD of 1.64 mmol L�1.29 In a more recent application, this
electrode was used for the selective electrochemical detection of oxytocin
and vasopressin, two nonapeptides with similar structures, based on the
measurement of currents at the oxidized BDDE surface using flow injection
analysis (FIA). Although electrochemical methods are not currently used for
the direct detection of peptides or proteins at conventional electrodes owing
to the passivation induced by the adsorption of oxidized or polymerized
molecules, these drawbacks can be minimized at a BDDE.30 The electro-
oxidation of the xanthine oxidase inhibitor febuxostat was also investigated
on a BDDE and a green electroanalytical method was developed using
square-wave voltammetry (SWV) at the unmodified electrode surface.31

7.2.2 Novel Eco-inspired Electrode Materials

Many green and sustainable methods for the synthesis of carbon nanoma-
terials and their hybrids to be used as scaffolds for (bio)electroanalytical
platforms have been described in recent years. Graphene (Gr), a single sheet
of sp2-bonded carbons arranged in a honeycomb lattice, has attracted great
attention because of its high surface-to-volume ratio, high electrical con-
ductivity and flexibility.32 Several materials related to Gr have been obtained
via a variety of green synthesis routes, including graphite oxide, graphene
oxide (GO) and reduced graphene oxide (rGO), which differ from each other
in the oxidation level of carbon and the number of layers.33 Owing to the
large number of synthetic procedures, the diversity of the materials used and
the variety of applications, a selection of recent relevant examples (from 2016
to 2019) are summarized in Table 7.1, where the most important charac-
teristics of the reported methods are highlighted.34–57 As can be seen, the
most commonly used starting material for the preparation of Gr and its
derivatives is GO. This is obtained from graphite by the Hummers
method,34,35,37–42,44,45,47–49,51,53–57 although this method is of concern for the
environment since it involves the use of oxidants such as KMnO4 dissolved
in concentrated H2SO4.58 Greener methods with reducing agents have been
applied to synthesize rGO. Hydrothermal procedures involving environ-
mentally friendly reagents such as ascorbic acid,37 caffeic acid,34 citric
acid,39 glucose40,41 and alginate52 have been used. Plant extracts have also
been utilized to obtain nanoparticle–graphene hybrids.35,36,42 Piperazine47
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and glycine38 introduced amino groups into the graphene-based structure.
The resulting products consist mainly of composites of rGO and metallic
nanoparticles35,36,38,40–42,45,46,48,49,52,53,56 with high electrocatalytic activity.
Furthermore, the electrodes modified with these materials have found ap-
plications in the analysis of a variety of species and samples.

‘‘Green electrodes’’ modified with nanoparticles have been prepared using
protocols that do not require the use of organic solvents or toxic reagents.
One of these methods employed pure glycerol and involved ultraviolet ir-
radiation without extra added stabilizers for the synthesis of AuNPs. This
non-polluting method allowed nanoparticles of small size (o15 nm) with
high stability (2 months) to be obtained, which were used to construct an
AuNP–carbon paste electrode (CPE) for the detection of nitrite in water.59

More recently, the green synthesis of nanoporous gold nanoparticles
(npAuNPs) with tuneable size was reported. It involves the use of Oryza sativa
seeds (Asian rice) extract as a reducing agent for the simultaneous bio-
reduction of gold(III) and silver ions to form alloy nano-precursors that led
to the formation of npAuNPs. In comparison with conventional methods,
no harsh reaction conditions were used during the synthesis and the size of
the nanoparticles could easily be tuned by varying the concentration of
the silver precursor. The as-synthesized npAuNPs exhibited electrocatalytic
activity towards non-enzymatic glucose sensing with a linear range from 1 to
50 mmol L�1.60

The use of plant extracts is widespread in this field. Similarly to the work
commented on above, a facile, one-pot and environmentally friendly method
exploiting Piper betle biomass as a reducing and stabilizing agent was pro-
posed for the preparation of AgNPs with a face-centred cubic structure and
preferred (111) orientation. An AgNP-modified GCE showed exceptional
electrocatalytic activity towards nitrite oxidation, achieving an LOD of
46 mmol L�1.61 Other plant extracts have been employed for the synthesis of
gold, silver, palladium, platinum, bimetallic62–66 and oxide67–69 nano-
particles, which were further used for the preparation of modified elec-
trodes. An illustrative example is the comparison made by Goutham et al.70

of two different methods involving biological and chemical protocols for the
synthesis of nano-ZnO and the preparation of an electrochemical gas sensor.
Figure 7.2a shows the biological method using aloe vera plant extracts,
which contain reducing and stabilizing agents, to produce ZnO nano-
particles by mixing the extract with zinc nitrate and heating. Thereafter,
water was evaporated and the resulting material was collected and annealed
in a muffle furnace. In the case of the chemical method (Figure 7.2b), glycine
was used as an organic fuel with a high heat of combustion, offering a
platform for a redox reaction to occur. The resulting sensors were applied to
the detection of liquefied petroleum gas (LPG) at different concentration
levels (ppm) with various operating temperatures. The green synthesis route
was found to be more advantageous as it was simple, eco-friendly and cost-
effective. More recently, ZnO nanoparticles embedded in nitrogen-doped
carbon sheets (ZnO@NDCS) were synthesized using zinc powder, aqueous
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ammonia and peach extract as the precursor for ZnONPs, nitrogen and
carbon, respectively. The further immobilization of glucose oxidase allowed
the preparation of a glucose biosensor that exhibited high sensitivity with an
LOD of 6.3 mM and provided good results for glucose monitoring in human
blood serum.71

Ionic liquids (ILs) have attracted considerable attention as a class of green
materials with many practical applications owing to their unique properties,
including exceptional ionic conductivity, wide potential window, bio-
compatibility, good chemical and thermal stabilities and non-flammability.
In the field of electroanalysis, ILs have been used with two main purposes:
(a) as modifiers of electrodes forming part of the electrode substrate and
(b) as electrolytes and solvents in a variety of applications. In this section,
applications related to the first objective are considered, while the second is
treated in Section 7.2.3.

Room-temperature ionic liquids (RTILs) have been widely used as con-
ductive binders in the fabrication of carbon paste or carbon composite
electrodes to improve conductivity and promote electron transfer.72 Recent
applications include the addition of one or more additives, in addition to
the IL, to the electrode material to increase the electrocatalytic activity
and improve the resulting analytical performance. A recent paper reported
an electrochemical method for the detection of tetrabromobisphenol
A (TBBPA), a flame-resistance additive, at a graphitic carbon nitride–
N-butylpyridinium hexafluorophosphate (NBH)-doped CPE modified with
poly(diallyldimethylammonium chloride).73 Interestingly, in contrast to the
poor electrical conductivity of graphitic carbon nitride, the ionic liquid NBH
promoted charge transfer in TBBPA oxidation at the resulting modified
electrode. TBBPA was determined by differential pulse voltammetry (DPV)
with a low LOD of 0.4 nmol L�1. The addition of a cyclodextrin (CD) as a
modifier to IL/CPEs induced notable improvements in the sensitivity and
selectivity achieved with these electrodes owing to the high molecular rec-
ognition ability of CDs. A representative example of this IL–CD coupling is
the method reported by Mohd Rasdi et al.74 for the determination of 2,4-
dichlorophenol in environmental samples involving a b-CD–1-benzylimida-
zole tosylate (b-CD–BIMOT). Other additives used recently include polymers
such as poly(p-phenylenediamine),75 graphene76 and nanoparticles such as
Fe3O4 NPs77 and Cu(OH)2 NPs.78

Paper-based sensors constitute interesting alternatives for the fabrication
of disposable inexpensive and eco-friendly analytical devices. Flexibility,
lightness and porosity are important characteristics of this type of material.
Porosity allows liquid transport by capillarity, which confers on paper un-
ique exploitable properties for the preparation of electrochemical sensors.
Paper electrodes (PEs) using metal nanoparticles have been used for the
detection of hydrogen peroxide. An interesting example is the paper-based
carbon platforms prepared through electrogenerated AuNPs described by
Núñez-Bajo et al.79 (Figure 7.3A), where carbon ink is deposited on a
hydrophilic working area of the paper delimited with hydrophobic wax. This
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maskless procedure is fast and reduces ink waste. The connection of the
working electrode to the potentiostat is ensured with the use of SPEs.
The method was applied to the determination of arsenic in commercial
white wines by chronoamperometric stripping of the electrodeposited As(0).

Another example is that reported by Ghosale et al.80 (Figure 7.3B) using a
simple, inexpensive and environmentally friendly method by direct writing
on to photographic paper using a nanoink with 10 wt% AgNPs capped with
octylamine (OA) and further sintered at 100 1C to make it conductive.
The resulting AgNP–OA electrode exhibited a linear calibration in the range
1.7 mmol L�1–30 mmol L�1 H2O2 with an LOD of 0.5 mmol L�1. Medina-
Sánchez et al.81 described a disposable electrochemical lateral flow paper-
based sensing device for the detection of heavy metals. Owing to the filtering
properties, the paper platform served as a sample pretreatment material
even for turbid samples. Lead and cadmium were determined by SWASV in
the concentration range 10–100 ppb in aqueous and mud samples, dem-
onstrating the analytical usefulness of this lab-on-paper device. Further-
more, a three-dimensional origami paper-based device has recently been
reported for the detection of several classes of pesticides. The method

Figure 7.3 Schematic diagrams of the fabrication and coupling of paper-based
carbon working electrodes (PCWEs). (A) Wax melting at 110 1C (a);
carbon ink deposition (b); protection of the conductive layer with plastic
covers (c); addition of spray adhesive (d); removal of the plastic cover
after cutting the PCWE (e); placement of the PCWE over the SPCE (f);
resulting platform composed of the PCWE with reference and counter
electrodes from SPCE (g). (B) Preparation of AgNP–OA nanoink (a); direct
drawing of the electrode using a roller-ball pen on photographic paper
and sintering at 100 1C for 1 h (b).
Reproduced from ref. 79 and 80 with permission from American Chem-
ical Society, Copyright 2017.
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combines different enzyme-inhibition biosensors and integrates two different
office paper SPEs and multiple filter paper-based pads to load enzymes and
enzymatic substrates (Figure 7.3B). Alkaline phosphatase, butyryl-
cholinesterase and tyrosinase were the enzymes used for the determination of
2,4-dichlorophenoxyacetic acid (2,4-D), paraoxon and atrazine, respectively.82

7.2.3 Green (Bio)sensors

This section discusses the characteristics of selected green electrochemical
sensors and biosensors which, according to IUPAC definitions and classifi-
cations, could provide analytical information in real time, without or with
minimal sample preparation, thus making them suitable for direct analysis in
concert with their sensitivity, selectivity and low cost.83 Regarding electro-
chemical sensors, two classes are especially relevant in this context: ion-selective
electrodes (ISEs) and sensors involving molecularly imprinted polymers (MIPs).

Potentiometric ISEs are acknowledged as eco-friendly, simple and energy-
saving analytical tools that are also well suited to microfabrication. Their
application as a green approach in pharmaceutical analysis is highly rec-
ommended as a key driver for moving towards methods aimed at sustainable
development and preservation of the environment. Environmentally friendly
ISEs have been developed for the potentiometric determination of many
inorganic and organic species. For example, cinchocaine hydrochloride
(CIN), a local anaesthetic agent, was determined in the presence of its
degradation products and betamethasone valerate, a glucocorticoid some-
times co-formulated with CIN, using selective electrodes prepared with so-
dium tetrakis[3,5-bis(trifluoromethyl)phenyl]borate as a cation exchanger in
a PVC matrix with 2-nitrophenyl octyl ether (2-NPOE) as a plasticizer and
using 2-hydroxypropyl-b-cyclodextrin (2-HP-b-CD) as an ionophore. Using
a conventional liquid inner contact, a linear dynamic range between
30 mmol L�1 and 10 mmol L�1, with a Nernstian slope of 54.89 mV per
decade, was obtained.84 The same group prepared similar configurations for
the determination of cyclopentolate and phenylephrine hydrochlorides in
their ophthalmic formulation. In this case, using solid-contact ISEs, a low
LOD and discriminative ability in the presence of interfering substances
were attained, which permitted the simultaneous determination of both
drugs, in spite of their similar ionic characteristics, avoiding the need for
any sample pretreatment or separation steps and in the presence of their
degradation products.85 Ma’mun et al.86 used ISEs for the real-time tracking
of the chemical and biological degradation kinetics of the skeletal muscle
relaxant atracurium besylate (ATR) in serum. A selective membrane for ATR
composed of PVC, 2-NPOE and tetraphenylborate in tetrahydrofuran (THF)
was used for preparing both conventional ISEs and SPEs, the latter by drop
coating the ion-selective membrane solution in THF directly on the electrode
(Figure 7.4). In addition, other recent configurations of potentiometric
sensors have been applied to the analysis of pharmaceutical samples with no
need for extraction, pretreatment, filtration or derivatization steps. Recent
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examples include the determination of lidocaine and its metabolite 2,6-di-
methylaniline87 and the antiviral agent amantadine.88

Molecular imprinting allows specific recognition through the formation of
sites in a highly crosslinked polymeric network grown in the presence of a
template molecule that is subsequently removed, leaving behind recognition
cavities. The integration of MIPs and electrochemical transducers is an at-
tractive strategy for the development of sensors with significant advantages
from the point of view of green analytical chemistry such as easy prepar-
ation, potential reusability and low cost. In addition, these advantages are
extended when using non-toxic materials and protocols that avoid or min-
imize the consumption of reagents and solvents or waste production. Green
strategies for MIP development have been reviewed by Viveiros et al.89 Re-
cently, Salajegheh et al.90 used mathematical modelling for the preparation
of a molecularly imprinted film involving the electrosynthesis of poly-
arginine, a highly conductive polymer possessing unique properties such as
non-toxicity, biocompatibility and biodegradability. The modification of the
electrode was performed through the electropolymerization of arginine onto
a GCE coated with sodium alginate–multiwalled carbon nanotubes in the
presence of theophylline as the template/analyte (Figure 7.5A). The resulting
sensor allowed the determination of the alkaloid in the 0.01–60.0 mmol L�1

range with an LOD of 3.2 nmol L�1. Water-dispersible molecularly imprinted
conductive polyaniline (PANI) particles were prepared through the

Figure 7.4 Potentiometric cell assembly with a screen-printed ion-selective mem-
brane electrode constructed for the real-time tracking of chemical and
biological ATR degradation kinetics in serum.
Reproduced from ref. 86 with permission from Elsevier, Copyright 2018.
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co-assembly of PANI with an amphiphilic copolymer and applied to con-
struct an electrochemical sensor for ovalbumin (OVA) protein.

Figure 7.5B shows the amphiphilic copolymer, P(AMPS-co-St), synthesized
using 2-acrylamido-2-methyl-1-propanesulfonic acid (AMPS) and styrene (St),
co-assembled with PANI in aqueous solution to generate PANI particles.
During this process, OVA as template protein was added to form MIP-PANI
particles. The electrochemical sensor was prepared by casting the MIP-PANI
dispersion onto a gold electrode. The template molecule was extracted by
immersing the electrode in methanol–acetic acid solution and cyclic vol-
tammetry of [Fe(CN)6]3�/4� was employed to monitor protein removal. The
MIP sensor exhibited a wide linear range of 10�11–10�6 mg mL�1 and a low
LOD of 10�12 mg mL�1 OVA.91

Biosensors involving ILs also constitute interesting alternatives. ILs have
been demonstrated to be suitable media for enzyme catalysis. Enzymes in
ILs exhibit high conversion rates, enantioselectivity and higher stability than
that shown in organic solvents. All these advantages, in combination with
their green, designable properties, make ILs an attractive material for enzyme
immobilization and, therefore, for the development of a new generation of
enzyme bioelectrodes. RTILs have been used as modifiers by incorporation
within biocomposite matrices. For instance, Zappi et al. reported the use of
four-generation choline–Gly, –Ser, –Phe and –His RTILs as biologically
friendly solvents for the preparation of enzyme biosensors using electrodes
modified with graphene, AuNPs or MWCNTs and lipase, glucose oxidase or
alcohol dehydrogenase as the specific enzymes for the determination of oils,
glucose or alcohols.92 Enzyme biosensors have also been fabricated using ILs
in combination with conducting polymers, where the in situ one-step elec-
tropolymerization of monomers provides a green method for the preparation
of bioelectrodes. An interesting example is the synthesis of myoglobin–gold
nanoparticles–polydopamine–graphene (Mb/AuNPs/pDA/Gr) nanocomposites
by an efficient one-pot green polymerization approach and their use for the
immobilization and direct electrochemistry of redox proteins.93

Metal nanoparticles synthesized by green methods have been used to fa-
cilitate the efficient direct electron transfer (DET) between enzymes and the
electrode substrates. Cellobiose dehydrogenase from Corynascus thermo-
philus (CtCDH) exhibited direct electrochemical communication with gold
electrodes when the enzyme was covalently linked to green AuNPs and
AgNPs modified with a dithiol self-assembled biphenyl-4,4 0-dithiol (BPDT)
monolayer. The green AuNPs and AgNPs were synthesized using quercetin as
reducing agent at room temperature. The modified electrodes were used to
develop an eco-friendly biosensor for lactose detection that exhibited ex-
cellent stability, an LOD of 3 mM and a linear range between 5 and 400 mM
and was successfully applied to quantify lactose in real milk and cream
samples.94 DET was also observed for cholesterol oxidase (ChOx) immobil-
ized on a polypyrrole/rGO composite that was obtained by a green procedure
from GO through reduction with Paederia foetide plant extract at 60 1C.
The enzyme was entrapped during the electropolymerization of pyrrole.95
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ZnONPs encapsulated over nitrogen-doped carbon sheets (ZnO@NDCS)
were synthesized by a facile hydrothermal process of a natural bio-source
(peach juice) in aqueous ammonia with ZnONPs at 180 1C for 12 h and used
to modify a GCE for the immobilization of glucose oxidase and glucose
detection with an LOD of 6.3 mmol L�1.96

Other nanoparticles such as carbon dots (CDs) have also been synthesized
from natural sources to prepare electrochemical biosensors. An illustrative
example is a green and fast method developed to synthesize high-yield CDs
through a one-pot microwave treatment of banana peel (Figure 7.6A). The as-
prepared CDs were used as a reducing agent and stabilizer in the synthesis of
a Pd–Au@CDs nanocomposite by a simple sequential reduction strategy.
A DNA biosensor was then constructed by immobilization of a single-stranded
DNA probe through a carboxyl ammonia condensation reaction on the
Pd–Au@CDs/GCE and applied to the detection of colitoxin DNA in human
serum with an LOD of 1.82�10�17 mol L�1.97 An electrochemical biosensing
strategy was reported for the green and ultrasensitive detection of tumour
cells by combining aptamer-DNA, concatamer-CdTe quantum dots (QDs) and
a signal amplification probe using mercury-free anodic stripping voltam-
metry. The aptamer-DNA–concatamer-CdTe QD probes were designed by DNA
hybridization and covalent assembly for specific recognition of an aptamer,
followed by signal amplification through the DNA concatamer-QDs. Separ-
ately, a GCE modified with GO, PANI, glutaraldehyde (GA) and concanavalin A
(Con A) was used as an immobilization electrode. As Figure 7.6B shows, the
detection step was performed by ASV of the cadmium released from the cy-
tosensor after acid dissolution, at a different electrode prepared by modifi-
cation of a GCE with Gr, PDDA and L-Cys. This method allowed the detection
of human leukaemia K562 model cancer cells with an LOD of 60 cells mL�1.98

7.3 Solvents
The replacement of organic solvents used in a variety of analytical methods
with other, environmentally friendly solvents is an important concern in the
implementation of greener electroanalysis. As has been shown in the pre-
vious sections, RTILs have demonstrated in numerous applications their
excellent properties as conducting materials for the construction of elec-
trochemical devices. However, they have also found wide use as solvents for
electrochemical reactions and sample treatment. Alongside these, deep eu-
tectic solvents (DESs) have been found to be good media in various meth-
odologies such as the electrodeposition of polymers and the fabrication of
electrochemical biosensors. Furthermore, although still scarce, electro-
chemistry in supercritical fluids has attracted attention in recent years.

7.3.1 Ionic Liquids

The environmentally benign behaviour of ILs derived from their low vola-
tility and ease of recovery compared with traditional volatile organics have
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made them useful solvents for various syntheses and chemical transforma-
tions for compounds with electrochemical applications. Recent progress in
the use of RTILs in organic electrochemistry has been reviewed,99 and also of
ILs as green solvents and electrolytes for the development of chemical sen-
sors.100 The use of ILs instead of classical organic solvents as solvents in
polymerization not only offers some general advantages such as low volatility
and non-flammability but also markedly affects the rate and degree of
polymerization. Moreover, ILs act as ideal supporting electrolytes for the
electrochemical generation of conjugated polymers because of their excel-
lent oxidative and reductive stability that expands the window of accessible
potential. In the field of MIPs, conventional methods for their preparation
require the use of large amounts of organic solvents. Green solvents not only
can avoid that use, but also improve MIP properties such as controlled
morphology and homogeneity of the binding sites.89 In a recent and repre-
sentative example, two ILs were employed to prepare an MIP with Gr as the
supporter for the electrochemical sensing of 6-benzylaminopurine (6-BAP).
1-Vinyl-3-butylimidazolium tetrafluoroborate (IL1) was used as a functional
monomer and 1,4-butanediyl-3,30-bis-l-vinylimidazolium dibromide (IL2)
acted as a crosslinker, enhancing the electrocatalytic activity and adsorption
capacity for 6-BAP. The voltammetric response of the IL–Gr–MIP sensor was
linear with respect to 6-BAP concentration in the range 0.5–50 mM with an
LOD of 0.2 mM (signal-to-noise ratio¼ 3).101

Several nanoparticles used in electrochemical applications have been
synthesized in IL media from a variety of precursors. Verma et al. recently
reviewed the synthesis and stabilization of transition metal nanoparticles in
ILs.102 The properties of ILs exploited in this field are non-toxicity, high
chemical and thermal stability, biodegradability and negligible vapour
pressure, which make them very attractive for the replacement of toxic
electrolytes.99 Moreover, the electrochemical synthesis of nanoparticles in IL
media has additional advantages to those characteristic of electrodeposition,
such as the high-quality deposits with adjustable size in addition to rigid
control of the film thickness, shape, uniformity and deposition rate and the
possibility of deposition on substrates with a non-regular surface. One of the
greatest advantages of electroplating using ILs is the absence of problems
associated with the evolution of hydrogen ions.103 An interesting example is
the electrochemical preparation of platinum nanoparticles from bis(acety-
lacetonato)platinum(II) in aprotic amide-type ILs using cyclic voltammetry
and potentiostatic reduction at a rotating disc electrode.104 Interestingly, the
average size of PtNPs depended on the kind of IL. Pd nanoparticles with an
average size in the range 2.9–3.2 nm were also prepared by a simple elec-
trochemical reduction of [PdBr4]2� in bis(trifluoromethylsulfonyl)amide
(TFSA�) ILs composed of 1-butyl-1-methypyrrolidinium (BMP1), 1-hexyl-1-
methylpyrrolidinium (HMP1) and 1-decyl-1-methylpyrrolidinium (DMP1).105

Nanoparticles of other non-noble metals have also been synthesized in ILs
and used for different applications. For example, CuNPs were prepared by
electrodeposition in the presence of 1-ethyl-3-methylimidazolium
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ethylsulfate onto a paraffin wax-impregnated graphite electrode modified
with electropolymerized L-cysteine. The use of the IL induced a rapid nu-
cleation rate. The modified electrode was used for the enzyme-free detection
of glucose and H2O2.106

Another area in which the role of ILs as cleaner solvents should be
highlighted is in sample preparation for subsequent electrochemical an-
alysis. An illustrative example is the method developed by Jahromi et al.107

for the determination of haemin in biological samples using an ammonium-
based task-specific IL containing salicylate anion for the extraction and
preconcentration of the analyte through a dispersive liquid-phase micro-
extraction. DPV was employed for the quantification of haemin in the IL-rich
phase placed on the surface of a GCE. In this way, IL was used as both an
extracting solvent due to its polarity and water immiscibility and an elec-
trode modifier due to its ionic structure. The current measured from the
electrochemical reduction of haemin allowed linear calibration in the range
0.020–2.60 mmol L�1 with an LOD of 3.16 nmol L�1. Another interesting
approach involved the dispersion of ILs on support materials for solid-phase
extraction (SPE) combined with the use of b-cyclodextrin-modified IL-CPEs
to develop a green method for the determination of trace amounts of bi-
sphenol A (BPA).108 Synthesized imidazolium ILs were used to modify
styrene-type macroporous resin used as an adsorbent for SPE. DPV provided
a calibration plot for BPA in a linear range between 0.01 and 1.0 mmol L�1.

Importantly, ILs have been used as media for enantiodiscrimination in
electrochemical experiments. With this aim, a dialkyl-1,10-bibenzimidazo-
lium salt, consisting of an atropisomeric dication and an achiral counter-
anion, was employed as a chiral additive providing successful voltammetric
enantioselection for the enantiomers of N,N0-dimethyl-1-ferrocenylethyla-
mine selected as model chiral probes. Significant differences in their redox
potentials were observed despite the low concentration (0.01 mol L�1) of the
chiral additive.109 A vortex-assisted IL dispersive liquid–liquid microextraction
following back-extraction and voltammetric analysis at AuNPs/SPEs was reported
for the determination of mercury in urine. Mercury complexes with ammonium
pyrrolidinedithiocarbamate (APDC) were directly extracted from non-digested
urine in 1-hexyl-3-methylimidazolium bis[(trifluoromethyl)sulfonyl]imide
([Hmim][NTf2]) and back-extracted into a small volume of an acidic aqueous
solution. The method was applied to spiked urine samples using a standard
additions calibration plot in a range up to 15 mg L�1 of mercury.110

In addition, the use of ILs in solvent extraction processes through aqueous
solution–IL distribution for the recovery of metallic species is important
for performing direct electrodeposition. In this context, the diluent
characteristics and the wide electrochemical window of the IL n-hexyl-
trimethylammonium bis(trifluoromethylsulfonyl)amide ([N1116][TFSA]) were
exploited for the extraction of In(III) from 1,1,1-trifluoro-N-[(tri-
fluoromethyl)sulfonyl]methanesulfonamide (H[TFSA]) aqueous solution using
tri-n-butyl phosphate (TBP), followed by direct electrodeposition as indium
metal from the organic phase. The method allowed the extraction of In(III)
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selectively from the aqueous phase including Ni(II) and Zn(II) and the sub-
sequent potentiostatic electrodeposition of [In(TBP)3]31 to In0 at �1.0 V.111

7.3.2 Deep Eutectic Solvents

Deep eutectic solvents (DESs) are a new class of green and sustainable
solvents composed of at least a hydrogen bond acceptor (HBA) and a
hydrogen bond donor (HBD), which provide a eutectic phase with low
melting point, low toxicity, renewability and biodegradability.112 DESs are
highly advantageous in environmental terms to overcome the limitations of
organic solvents.113 They are often prepared by simply mixing two or several
components (with or without a metal salt) to form a liquid product with
melting point lower than those of the individual components.114 Since the
pioneering work in 2006,115 DESs have been used in electroanalysis because
of the benefits of their intrinsic properties, including good solubility, non-
flammability and suitable electrochemical windows. The applications of
DESs in electrochemical sensing have recently been reviewed by Brett.116 As
was highlighted, this type of solvent can be considered as an interesting tool
in the preparation of new nanostructured materials on electrode surfaces,
some of which cannot be prepared in aqueous media. Brett’s group used
eutectic mixtures as electrodeposition media of polymers for the modifi-
cation of GCEs to construct sensing devices.117,118 For example, polymers of
3,4-ethylenedioxythiophene (PEDOT) in eutectic mixtures composed of
choline chloride (ChCl) and ethylene glycol (EG) at GCEs showed good
electrocatalytic performance and morphological properties for the electro-
deposited polymer. The resulting modified electrode was successfully ap-
plied to the determination of ascorbate. Other PEDOT/GCE sensors were
prepared by electrodeposition of the polymer in the eutectic solvents
ChCl–urea, –ethylene glycol and –glycerol. The modified electrodes exhibited
advantageous sensing characteristics for ascorbic acid and acetaminophen
in comparison with those provided by PEDOT-modified GCEs prepared in
aqueous solution.119

Various ammonium- and phosphonium-based eutectic mixtures (EMs)
were used for the functionalization of carbon nanotubes after pretreatment
with an acidic KMnO4 solution. The modified CNTs showed improved sta-
bility compared with pristine CNTs, suggesting an increase in the surface
area after functionalization due to exfoliation, open-ended tubes and elim-
ination of catalyst particles. EM-functionalized CNTs were applied to elec-
trochemical sensing. As an example, a functionalized CNT-modified GCE
was used for the determination of nitrite, showing improved catalytic activity
and sensitivity in comparison with bare and pristine CNT-modified GC
electrodes.120 More recently, Lobo-Castañón’s group121 demonstrated also
the potential of DESs to select in a faster way aptamers targeting poorly
water-soluble species.

Natural deep eutectic solvents (NADESs) are composed of mixtures of
sugars, alcohols, organic acids, amino acids and amines containing several

202 Chapter 7



hydroxyl, carboxyl or amino groups that give rise to hydrogen bonding
interactions leading to highly structured liquids.122 Such liquids can, in
turn, form additional hydrogen bonds with solutes, increasing their solu-
bilization ability.123 NADESs show biodegradability, non-toxicity, negligible
volatility, liquid state even far below 0 1C, adjustable viscosity and high
solubilization power for both polar and non-polar compounds, which make
them sustainable and low-cost solvents suitable for use in the development
of electroanalytical methods. For instance, NADESs prepared by combin-
ation of glucose or fructose and citric or lactic acid in phosphate buffer were
utilized for the electrochemical determination of the antioxidant quercetin
in food samples with improved sensitivity.124

7.3.3 Supercritical Fluids

The use of supercritical fluids (SCFs) is often highlighted as an important
strategy within green chemistry to allow new, clean technologies with the
replacement of volatile organic compounds (VOCs). However, owing to the
high electrical resistivity of these media and their low dielectric constants,
their use in electroanalysis was not feasible for electrodes of conventional
size.125 Microelectrodes with a critical surface size approaching the diffusion
layer provide low currents minimizing the ohmic drop effects, and therefore
they can be used in SCFs. For example, Barlett and Branch reported the vol-
tammetric behaviour of two metallocenes in supercritical difluoromethane
using platinum microdisc electrodes.126 In the particular case of electro-
analytical methods, the readily accessible supercritical conditions of CO2,
together with its abundance, non-toxicity, low cost and non-flammability,
make this solvent, which is also relatively inert and easy to purify, promising
for different green applications.127 In this context, the possibility of electro-
chemical detection of analytes separated by means of supercritical carbon
dioxide (scCO2) chromatography is remarkable. For this purpose, suitable
measurement cells are required, such as the flow-through column coulo-
metric cell using carbon fibre electrodes reported by Yamamoto et al.128 The
same group carried out the electrochemical detection of tocopherols in
vegetable oils separated by supercritical fluid chromatography (SFC).129 The
eluted a-, b-, g- and d-tocopherols were detected electrochemically in a mobile
phase consisting of a mixture of scCO2 and methanol containing 1 mol L�1

ammonium acetate (98 : 2 v/v), allowing linear coulometric responses in the
range 5–200 mmol L�1.

Interesting applications of SCFs also involve the preparation of materials
employed in electrochemistry and, in particular, nanomaterials. SFCs have
been used to deposit thin films of metals on a variety of surfaces and to
incorporate metal nanoparticles on several organic and inorganic substrates.
Different approaches for this purpose have been reported. Among them,
supercritical fluid deposition, especially using scCO2, is particularly at-
tractive because no liquid wastes are generated, no solvent residues remain
on the substrate and the mass transfer rates are faster. Gold nanoparticles
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were uniformly distributed on graphene and CNTs using scCO2. Since the Au
nanoparticles were highly dispersed and tightly anchored on the carbon
supports, the nanocomposites obtained exhibited an improved electro-
oxidation ability towards glucose in comparison with that observed for
electrodes prepared without scCO2. Moreover, in the presence of an IL, a
superior electrochemical performance for the Au/graphene was observed,
probably due to the synergistic interactions between these materials.130 A
MIP-based disposable sensor for BPA was developed using ferrocenylmethyl
methacrylate (FMMA) copolymerized with ethylene glycol dimethacrylate
(EGDMA) using scCO2 as a porogenic solvent.131 The MIP on commercial
carbon screen-printed electrodes, using DPV, showed a characteristic ir-
reversible oxidation peak of BPA, which increased with increase in BPA
concentration over the range 4.7–8 nmol L�1.

7.4 Techniques
As has been shown in the previous sections, electrochemical techniques
belong naturally to the field of green chemistry. However, one further step in
the sustainability of electroanalytical methods involves the combination of
electrochemical detection with continuous techniques such as flow injection
and liquid chromatography because of the faster and more efficient de-
terminations. Furthermore, miniaturization of analytical systems is a trend
closely related to the Twelve Principles of Green Chemistry owing to the
extremely small volumes of sample and reagents required and the possibility
of performing all the analysis steps in the same device. Electrochemical
detection is particularly useful in these systems because of its inherent
ability for miniaturization with no decrease in sensitivity. With this in mind,
we consider in this section some recent approaches within these method-
ologies with particularly relevant achievements.

7.4.1 Continuous Detection

FIA systems are highly compatible with green chemistry because they require
less analyte than conventional methods and allow rapid detection and
shorter reaction times.132 FIA-based electrochemical methods can be con-
sidered as environmentally friendly methods owing to the low cost and
minimal consumption of reagents and solvents. Recent strategies have been
focused on the determination of active ingredients in pharmaceutical
products. An illustrative example involves the electrochemical oxidation of
the cephalosporin nucleus at high potential (þ1.9 V vs. Ag/AgCl) using a bare
BDDE and a laboratory-made injection cell. The method developed for the
determination of the antibiotic cefalexin exhibited the advantage, compared
with voltammetric detection, of the absence of fouling or passivation of the
electrode surface owing to the short time in contact with the analyte.133 An
AuNP-decorated carbon nanofibre–chitosan-modified SPCE was used as an
electrochemical detector for the FIA determination of isoniazid over a wide
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linear range between 1 and 103 mmol L�1.134 The determination of nitrite in
meat samples was carried out using a flow injection system with ampero-
metric detection at an SPCE modified with poly(vinyl alcohol), silver mi-
crocubes and poly(acrylic acid) (AgMCs-PAA/PVA/SPCE) (Figure 7.7), which
exhibited a high electrocatalytic activity. PVA is a biocompatible non-toxic
synthetic polymer with high chemical stability, which makes it appropriate
as a supporting material for the entrapment of AgMCs-PAA. Silver micro-
cubes stabilized by poly(acrylic acid) (AgMCs-PAA) were prepared by a simple
chemical reduction method. The resulting modified electrode was able to
determine nitrite within a linear range of 2.0–800.0 mmol L�1.

Flow analytical systems can also overcome drawbacks related to the many
steps of manual operation involved in the preparation of immunosensors
and help to improve the performance of immunoassays in terms of more
automation, the use of more precise and smaller amounts of chemicals and
reduced time consumption.136 An illustrative example is the use of
sequential injection analysis (SIA) with amperometric detection for the de-
velopment of an immunosensor for human immunoglobulin G (HIgG).

Figure 7.7 Schematic illustration of the flow injection amperometric system and the
steps for preparation of AgMCs-PAA/PVA/SPCE for the determination of
nitrite in meat.
Reproduced from ref. 135 with permission from Elsevier, Copyright
2017.
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The immunosensor involved SPCEs modified with GO and the covalent at-
tachment of anti-HIgG. Currents were measured before and after binding of
HIgG to the electrode using [Fe(CN)6]3�/4� as the redox probe and yielding a
calibration graph over the range 2–100 ng mL�1. The constructed biosensor
was applied to the analysis of urine samples.137 Costa Garcı́a’s group reported
the use of the first flow cell for magnetic assays with an integrated magnet. An
FIA system was used for biotin determination involving a one-step direct
competitive assay between free biotin and biotin labelled with horseradish
peroxidase. Once the immunocomplex was formed, 100 mL of the mixture
were injected into the flow system and amperometric detection was accom-
plished upon injection of tetramethylbenzidine (TMB) solution.138

7.4.2 Microsystems

The development of new miniaturized chromatographic systems providing
more sustainable methodologies is essential to make chromatographic
separations more eco-friendly and closer to the Twelve Principles of Green
Analytical Chemistry. They allow the reduction or elimination of organic
solvents, direct detection without sample pretreatment, shortening of the
analysis time and better sensitivity due to lower sample dilution. Electro-
chemical detection is widely used in chromatographic and microfluidic
systems owing to its simplicity, high sensitivity, speed of analysis and easy
integration in miniaturized systems. According to these principles, a low-
cost microfluidic system for green and solvent-free chromatographic separ-
ations with electrochemical detection was integrated into cotton threads
acting as the chromatographic column without the use of any mechanical
pumping to transport the solutions. The developed system relied on separ-
ations based on an ion-exchange mechanism followed by detection at gold
electrodes integrated into the microchannel of the system by deposition of
gold in a specific portion of the cotton threads. A linear range between 0.025
and 5.0 mM was obtained for the effective separation of ascorbic acid (AA)
and dopamine (DA) with LODs of 2.89 mM for AA and 4.41 mM for DA. The
system was successfully applied to determine the levels of AA and DA present
in tears of healthy volunteers without sample pretreatment.139

Various microsystems were designed with the electrochemical cell
partially or totally integrated in the separation system. Multiple channel
networks permit the introduction and mixing of reagents with zero dead
volume connections. Among the various approaches, paper-based micro-
fluidic devices have emerged as simple and low-cost platforms for clinical
diagnostics. An example is a microfluidic cholesterol biosensor constructed
with a paper-based platform in which microfluidic channels were fabricated
by patterning filter-paper using photolithography and the working electrode
was prepared by deposition of nickel oxide nanoparticles.140 A three-
dimensional paper-based analytical device with a hollow 3D fluid reservoir
that avoids variability of the sensing area in contact with the analyte when
using conventional SPEs on paper was reported recently.141 Figure 7.8
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illustrates the fabrication of the sensors using a combination of wax
printing, screen printing and simple folding. The system was shown to be
versatile for performing voltammetric, amperometric and potentiometric
measurements of dopamine, glucose and pH.

7.5 Conclusions and Future Trends
Great advances and dedicated efforts have been made in recent years to
place modern electroanalysis more in consonance with the Twelve Principles
of Green Chemistry. The intrinsic characteristics of the electrochemical
transduction together with the unique features provided by electrochemical
devices designed to minimize the use of reagents, organic solvents and
hazardous substances, both to perform the measurement and pretreat/
derivatize the sample, have been decisive in driving electrochemical (bio)-
sensing to fit the demanding standards of green chemistry and sustain-
ability. This chapter has outlined the efforts made in the use of electrodes
constructed with more ‘‘natural’’ and less toxic starting materials (bismuth,
antimony, tin and BDDE) to avoid mercury electrodes, of eco-friendly and
efficient electrode modifiers (nanocomposites of graphene and metallic
nanoparticles, polymers and ILs) and of greener protocols for the prepar-
ation of electrodes and modifiers. Regarding the last aspect, it is worth re-
marking on the use of spark discharge methods and electroplating using ILs
instead of conventional electroplating to prepare metal-modified electrodes
and noble and non-noble metal nanoparticles. Moreover, hydrothermal
procedures involving environmentally friendly reagents (ascorbic acid,
caffeic acid, citric acid, glucose and alginate) as reductants have been em-
ployed to prepare graphene-based materials and pure glycerol and ultraviolet
irradiation or plant extracts and natural sources (banana peel) to synthesize
metallic nanoparticles (AuNPs and AgNPs) and CDs, respectively.

Particular attention has been paid in recent years to the development of
environmentally friendly electrochemical (bio)sensors that involve paper- or
MIP-based sensors and ISEs. Moreover, the replacement of organic solvents
with other, environmentally friendly, solvents (ILs, DESs and SCFs) has also
played a significant role in the implementation of greener electroanalysis.

Despite the great progress made so far, illustrated through representative
studies highlighted and discussed in this chapter, additional efforts must be
made to develop and explore the use of novel eco-friendly solvents, reagents
and materials and more biological than chemical procedures for both syn-
thetic and modification purposes. Importantly, the use of these greener
approaches should be a regular practice in the development and application
of electrochemical sensors.

Special attention should be paid to translating and adapting the strategies
developed so far from research laboratories to the ‘‘real world’’ and to work
on the miniaturization of electrochemical devices and their coupling with
continuous techniques to minimize the volumes of sample and reagents

208 Chapter 7



required and to allow all of the analysis steps to be performed in the same
device.

Although there is still a long way to go, the growing awareness of re-
searchers and society at large makes the demand to use electrodes prepared
using eco-friendly procedures and green solvents and reagents increasingly
greater. This, together with the excellent characteristics of electroanalysis
and the great possibilities of nano- and natural materials, will pave the way
and ensure the development of a plethora of new greener approaches and
(bio)sensing devices in the future.
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29. L. Bandžuchová, L’. Švorc, M. Vojs, M. Marton, P. Michniak and
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8.1 Introduction
Food and natural products are complex mixtures of primary (sugars, pro-
teins and lipids) and secondary (aromas, pigments, antioxidants) metabol-
ites and other organic and mineral compounds. Before such substances can
be analysed, they have to be extracted from the plant matrix in order to be
introduced in a liquid form into the analytical detector.1 Different methods
can be used for extraction, e.g. Soxhlet or Kumagawa extraction, maceration,
decoction, elution and simultaneous distillation–extraction. Nevertheless,
all these extraction methods are generally a form of solvent extraction, using
petroleum solvents, such as hexane or mixtures of hydrocarbons. From the
point of view of environmental protection and the development of green
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chemistry, these flammable and toxic petroleum solvents will have to be
replaced with alternative solvents in the future.2

For example, in the perfume industry, extraction of aromas was considered
‘‘clean’’ when compared with heavy chemical industries, but researchers and
professional specialists found that its environmental impact is far greater
than first appeared. The overall environmental impact of an industrial or
analytical extraction cycle is not easy to estimate; however, it is known that it
requires at least 50% of the energy of the whole industrial process. In spite of
the high energy consumption and the large amounts of solvents (mainly
hexane) used, often the yield is very low. For example, just 1 mL of rose ab-
solute (used in well-known perfumes), which weighs less than 1 g, requires
more than 1–2 kg of fresh roses as raw material (which becomes a chemical
waste) and also large amounts of solvents (n-hexane, alcohol), energy (fossil)
and water as cooling and cleaning agents (wastewater).3

This chapter gives an overview of available green solvents that could be
applied in extraction as a sample preparation method prior to analysis.
Examples of replacements of petroleum solvents are given to illustrate suc-
cesses in using solvent-free systems, water, super- or subcritical fluids, ionic
liquids, deep eutectic solvents and bio-based solvents. A survey is also pre-
sented of existing tools used as decision-making aids for the selection of one
or more solvents according to the target molecules, especially HSPiP soft-
ware programs (based on Hansen solubility parameters) and COSMO-RS
(Conductor-like Screening Model).

8.2 Decision Support Tools for the Choice of
Alternative Solvents

The family of ‘‘green’’ solvents is very heterogeneous, but overall they all
have undeniable advantages. After careful examination of the extraction
power and economic and environmental aspects, these solvents can be
considered as a promising alternative to conventional solvents. The choice of
solvent remains a crucial step in a substitution process.

In earlier times, the choice of a suitable solvent was purely empirical and
was often made on the basis of experience. The effects of solvents are closely
related to their chemical structures and today, several descriptors have been
proposed to describe them. In the following section, we will see how two HSPiP
software programs (based on Hansen solubility parameters) and COSMO-RS
(Conductor-like Screening Model), which are decision-making aids for the
selection of one or more solvents according to the target molecules, work.

8.2.1 Solubility Prediction Methods According to Hansen
Solubility Parameters

Replacing an undesirable solvent with a green solvent is not an easy task and
it is rarely possible to find a universal replacement. The use of a tool that
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allows a comparison of the physicochemical properties of various alternative
solvents with those of petrochemical solvents is very useful for facilitating
the replacement. Determining the solubilizing power of a solvent seems to
be an acceptable approach for any substitution problem.

Since 1950, this solubilizing power has been evaluated according to the
Hildebrand solubility parameter:

d¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DH � RT

V

r

(8:1)

Hildebrand’s theory is based on the principle of ‘‘the similar is the same’’.4

Thus, solvents with parameters close to those of the solute will be considered
good solvents. Hansen’s theory takes up this principle of ‘‘like dissolves
like’’. Thus, two solvents with similar Hansen solubility parameters will be
miscible.5

This thermodynamic approach considers three solubility parameters, dd,
dp and dh, which account for dispersive, polar and hydrogen interactions,
respectively. The parameter dd corresponds to London interactions, which
are due to the induced dipole when two molecules approach each other. The
parameter dp matches Keesom’s interactions, which take place between two
permanent dipoles. The parameter dh corresponds to interactions due to
hydrogen bonds.

dtotal¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2

d þ d2
p þ d2

h

q
(8:2)

where dtotal is a total solubility parameter, which is equivalent to
Hildebrand’s solubility parameter (HSP). The units of HSP values are MPa

1
2 or

(J cm�3)
1
2. This approach provides qualitative information on whether the

solvent of interest is either a ‘‘good’’ or a ‘‘bad’’ solvent. It does not allow the
prediction of solubility values. Each solvent or solution is represented in a
three-dimensional space according to the values of dd, dp and dh. The de-
termination of the relative energy difference (RED) between two chemical
entities makes it possible to describe a ‘‘good’’ or ‘‘bad’’ solvent for one or
more solutes. This energy difference is calculated from the equation

RED¼Ra/R0 (8.3)

where R0 is the radius of Hansen’s solubility sphere (default, R0¼ 1) (see
Figure 8.1) and Ra is the distance between the solute and the centre of the
solubility sphere, calculated using the equation

Ra
2¼ 4(ddA

� ddB
)2þ (dpA

� dpB
)2þ (dhA

� dhB
)2 (8.4)

where A denotes the solute and B the solvent. A low value of Ra,r1, indicates
an affinity between the solvent and the solute, based on eqn (8.3). Indeed, a
suitable solvent will have a RED value of r1.
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The selected solvent, here n-hexane, is represented by a green sphere of
centre (dd¼ 15.2; dp¼ 0.8; dh¼ 2) and radius 1. Odorous molecules are rep-
resented by a blue or red dot depending on whether they are positioned
inside or outside the solubility sphere. In other words, red dots characterize
solutes that cannot be miscible with the selected solvent (RED41) and blue
dots designate miscible solutes (REDr1).

The HSPiP software presents four models of group contributions, Van
Krevelen, Stefanis–Panayiotou, Hoy and Yamamoto-molecular break, better
known as the Y-MB method, to determine the HSP values (dd, dp, dh). These
methods allow the fragmentation of a chemical structure in accordance
with its respective functional groups. These HSP values obtained by
the Y-MB method also allow the estimation of important physicochemical
parameters such as boiling point, vapour pressure, density, viscosity and
environmental value.

Hansen’s approach allows a quick classification of solvents. Indeed, ac-
cording to the principle ‘‘like dissolves like’’, the positioning of different
terpenes reveals a classification according to the chemical families of the
latter. It is a rapid and visual tool that allows decision support in the context
of solvent replacement. However, Hansen’s approach does not consider ei-
ther van der Waals bonds or acid–base effects. It remains a good qualitative
approach for non-polar compounds in non-polar solvents, but it is in-
adequate for predicting the solubilities of polar solutes (especially when
there are dipole–dipole-type forces or hydrogen bonds).

8.2.2 COSMO-RS Approach

Discovered by Klamt and Schueuermann in 1993, the COSMO (Conductor-
like Screening Model) is based on solvation along a ‘‘dielectric continuum’’.6

Figure 8.1 Hansen solubility sphere.
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In 1995, the RS (Real Solvent) extension treated complex interactions within
the liquid by considering only local surface contacts (also called surface
segment pairs) with charge densities s and s0.7 Unlike group contribution
models (UNIFAC, UNIversal Functional Activity Coefficient), where not all
functional groups and interactions are considered, COSMO and COSMO-RS
calculations can be applied to all types of organic solute–solvent systems.

COSMO-RS is a predictive method for thermodynamic balances of fluids
and liquid mixtures that uses a statistical thermodynamic approach based
on the results of quantum chemistry calculations. The COSMO-RS approach
consists of two main steps (see Figure 8.2): a step of quantum chemistry
calculations (COSMO) for each isolated molecule and then a step of ther-
modynamic calculations, with the extension (RS), which give access to
electrostatic interactions between different species.

The solute molecule is immersed in a continuous medium of dielectric
constant e. This can be imagined as a perfect virtual conductor.8,9 In such an
environment, a surface is built around the molecule, which generates a large
number of electrostatic charges. The structure and distribution of loads are
optimized to find the minimum energy (the molecule in its most stable state)
of the system through algorithm-based calculations, called DFT (density
functional theory). This charge density is called the s-surface.

Sequentially, the optimal load distribution is also segmented and reduced
to a histogram, named the s-profile. Thus, the s-surface and s-profile make
it possible to characterize a reference molecule (minimum energy; stable
molecule) as a solute in a perfect conductor. At this stage, the molecule is
isolated and does not perceive the molecules in its vicinity. In order to
consider a molecule as a solvent or a molecule in a solvent and to quantify
the associated interaction energies, an additional step of statistical ther-
modynamic calculation is required.

The solvent interactions are reduced to local interactions in pairs of sur-
face segments represented by charge densities s and s0. All interaction
surfaces are assumed to be in close contact. These contacts can be ideal, not
complementary, or highlight hydrogen bonds that generate interaction
energies. The sum of these energies for a given area is the functional
interaction energy.

The interactions of molecular surfaces are given by the energy of func-
tional interaction, denoted Eint:

Eint¼ Emisfitþ Ehbþ Evdw (8.5)

It depends on polarities, charge densities (Ehb, hydrogen bond), interacting
surfaces (Emisit, the so-called ‘‘non-complementary’’ contacts), plus a con-
tribution of van der Waals interactions (Evdw, the energy of the reference
state).

Having now established the concept of interaction energies, the next step
is based on statistical thermodynamic calculations in order to obtain a co-
herent model of molecules in solution. In this case, the s-profile, ps(s), is
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simply the sum of the s-profiles of the pXi
components, weighted by their

molar fraction in the mixture (Xi):

psðsÞ¼
X

XipXiðsÞ (8:6)

This approach allows, on the one hand, the estimation of the affinity of a
molecule as a function of the charge density s put in contact. The molecule
is then considered a solvent and this affinity is represented as a s-potential
curve mS(s). On the other hand, the estimation of the affinity of a molecule
i in a solvent S is effected by the calculation of its chemical potential
mi

S (kcal mol�1 A2).
The s-potential is therefore calculated from the statistical thermo-

dynamics of molecular interaction as a function of the s-profile obtained.
The chemical potential of a surface segment is perfectly described by the
following expression:

mSðsÞ¼ �kT ln
ð

pSðs0Þ exp
�Eintðs; s0Þ � mSðs0Þ

kT

� �

ds0 (8:7)

Following all these calculation steps, the physicochemical properties can be
determined.

The chemical potential mi
S can be used to calculate all kinds of thermo-

dynamic properties, such as vapour pressure, heat of vaporization, free en-
ergy of solvation, logP,10 and pKa.11 The software also offers the possibility of
preparing phase diagrams12 and working with binary or ternary mixtures.13

Today, various applications of the software are available in the literature.
Moity et al.14 applied the COSMO-RS predictive approach to conventional
organic solvents and green solvents. The study provided an overview of the
physicochemical properties of solvents, which facilitates comparison be-
tween conventional solvents and these green solvents. The approach via
COSMO-RS has already been successfully applied in different areas of
activity:

� in pharmaceutical formulations for the selection of an excipient;15

� in purification to improve the liquid–liquid extraction of monoethylene
glycol;16

� in cosmetics as part of the solubilization of ingredients.17

8.3 Solvent-free Microwave Extraction (SFME)
Microwave energy as a non-contact alternative heat source is being utilized
efficiently in the field of extraction. Solvent-free microwave extraction
(SFME), which proved to be significantly faster, has been developed into an
alternative laboratory-scale sample preparation method in the natural
products analysis field in recent years. It has shown obvious advantages in
terms of solvent consumption, extraction efficiency, purity and antioxidant

Green Solvents for Analytical Chemistry 227



activity of final extracts in comparison with conventional extraction
techniques.

Microwaves (MWs) are electromagnetic waves with a frequency range from
100 MHz to 3 GHz. MWs comprise electric and magnetic field components
and thus act by propagating electromagnetic energy. This energy acts as non-
ionizing radiation that causes molecular motions of ions and rotation of
dipoles, but does not affect molecular structure. When dielectric materials
containing either permanent or induced dipoles are placed in a microwave
field, the rotation of the dipoles in the alternating field produces heat. More
precisely, the applied microwave field causes the molecules, on average, to
spend slightly more time orienting themselves in the direction of the electric
field rather than in other directions. When the electric field is removed,
thermal agitation returns the molecules to a disordered state in the relax-
ation time and thermal energy is released. Thus microwave heating results
from the dissipation of the electromagnetic waves in the irradiated medium.
The dissipated power in the medium depends on the complex permittivity of
the material and the local time-averaged electric field strength.

SFME is a key sustainable technology in achieving the objective of green
analytical chemistry. It has been rapidly developed as one of the attractive
techniques for extracting and separating interesting high-added-value
compounds from natural plant resources.

With the help of MWs, extraction can now be completed without solvents
in minutes instead of hours with various advantages (e.g. high reproduci-
bility, less energy consumption, shorter procedures and higher purity of the
final product). In the case of SFME, water molecules in plant cells are
stimulated to rotate under microwave irradiation, so the immediate internal
change results in a subsequent pressure and temperature increase inside the
plant cell, which leads to breakdown of the cell walls and release of target
molecules (Figure 8.3).

The first SFME technique for extracting natural products was developed
and patented by Chemat et al. in 2004.18,19 This SFME process is an im-
portant laboratory-scale technique for the extraction of essential oils assisted
by microwaves, without solvent and water, at atmospheric pressure. It in-
volves a combination of microwave heating and distillation at atmospheric

Figure 8.3 Mechanism of SFME.
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pressure. The use of SFME prior to analysis has attracted growing interest in
recent years because of its simplified and eco-friendly procedures, high ef-
ficiency, etc.

In 2008, a new and green extraction technique was designed by Chemat
et al.20 called microwave hydrodiffusion and gravity (MHG). This green ex-
traction technique is an original ‘‘upside-down’’ microwave alembic com-
bining microwave heating and the Earth’s gravity at atmospheric pressure.
Microwaves penetrate the water inside the plant and cause the rupture of cell
walls. All possible substances, including the internal water of the plant, will be
released and transferred from the inside to the outside of the plant material.
This is the physical hydrodiffusion phenomenon, which allows the extracts to
drop out of the microwave reactor under the effect of the Earth’s gravity.

A Milestone ETHOS X microwave laboratory oven (1000 W maximum) is
used for both the SFME and MHG techniques (Figure 8.4).

Figure 8.4 ETHOS X used for both SFME and MHG techniques.
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The SFME technique has been applied to various kinds of fresh and dry
plants, such as spices, aromatic herbs and citrus fruits.21–25 The first ex-
ample is Ocimum basilicum L.,21 where 0.029% of essential oil was obtained
by extracting 250 g of the plant at 500 W for 30 min at atmospheric pressure.
In the second example, Mentha crispa L.21 was heated under 500 W for
30 min at atmospheric pressure with 250 g of matrix, providing 0.095% of
essential oil. Thymus vulgaris L.,21 the third example, supplied 0.16% of es-
sential oil from 250 g of matrix heated at 500 W for 30 min at atmospheric
pressure. In most cases, substantially higher amounts of oxygenated
monoterpenes and lower amounts of monoterpene hydrocarbons are pre-
sent in the essential oil isolated by SFME in comparison with that extracted
using conventional methods.21,22

The MHG process has been applied to many kinds of plants, such as
aromatic plants, citrus, onions and fruit by-products.10–14,26–30 The first
example is the extraction of Menthe pulegium L.,26 where 0.95% of essential
oil was obtained by heating 500 g of matrix at 500 W for 20 min at at-
mospheric pressure. For Citrus limon L.,27 500 g of matrix were treated at
500 W for 15 min at atmospheric pressure and two yields of 0.7 and 1.6% of
essential oil were obtained. In another example, 500 g of Rosmarinus
officinalis L.28 were treated at 500 W for 15 min, which provided 0.33% of
essential oil. MHG has also been tested on fruits and vegetables and this
innovative technique has also been applied to the extraction of antioxidant
compounds.

Zill-e-Huma et al.29 reported on the use of MHG for extracting flavonoids
from onion. The plant tissues were strongly disrupted by microwave irradi-
ation through the microscopic observation of extracts, so that target com-
pounds could be efficiently extracted and detected by high-performance
liquid chromatography (HPLC) and other analytical methods. MHG was also
applied to sea buckthorn by-products to extract specific antioxidants, pro-
ducing a slightly lower yield of flavonol in a very short time (15 min) in
comparison with classical methods, but a higher content of reducing com-
pounds was contained in the MHG extracts.30 Extracts obtained using the
MHG technique and a conventional solvent extraction (CSE) method were
analysed by HPLC for quantification of flavonoids along with the evaluation
of their phenolic contents by the Folin–Ciocalteu method and reducing
power by the reduction of 2,2-diphenyl-1-picrylhydrazyl (DPPH) radical.

Table 8.1 lists plants that have been subjected to extraction by the SFME or
MHG technique.

8.4 Supercritical Fluids
A substance becomes a supercritical fluid when its temperature and pressure
are simultaneously higher than the critical values. A supercritical fluid exists
in a single fluid phase possessing characteristics between those of gases and
liquids. Figure 8.5 illustrates a pressure–temperature diagram in the critical
region of a pure compound.
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The compressibility of a supercritical fluid just above the critical
temperature is large compared with that of ordinary liquids. A small
change in the pressure or temperature of a supercritical fluid generally
causes a large change in its density. A high density generally implies a
strong solvating capacity. The unique property of a supercritical fluid is
that its solvating power can be tuned by changing either its temperature or
pressure.

Even though the density of a supercritical fluid increases with increase in
pressure and it becomes liquid-like, the viscosity and diffusivity remain
between liquid-like and gas-like values. Additionally, supercritical fluids
exhibit almost zero surface tension, which allows facile penetration into
microporous materials. As a result of the combination of advantageous
physicochemical properties, the extraction process can often be carried out
more efficiently with a supercritical solvent than it can with an organic liquid

Table 8.1 List of plants subjected to extraction by SFME or MHG.

Botanical species Extraction conditions Ref.

SFME, 250 g, P (atm), 500 W, t¼ 30 min 21
Ocimum basilicum L.
Mentha crispa L.
Thymus vulgaris L.

R¼ 0.029%
R¼ 0.095%
R¼ 0.160%
SFME, 250 g soaked in water for 1 h,

P (atm), 500 W, t¼ 60 min
22

Carum ajowan L.
Cuminum cyminum L.
Illicium verum

R¼ 1.41%
R¼ 0.63%
R¼ 1.38%
SFME, 150 g, P (atm), 850 W, t¼ 10 min 23

Nigella sativa L. R¼ 0.20%
SFME, 280 g soaked in water, P (atm),

85 W, t¼ 50 min
24

Melissa officinalis L.
Laurus nobilis L.

R¼ 0.15%
R¼ 0.42%
SFME, 60 g, P (atm), 250 W, t¼ 40 min 25

Calamintha nepeta L. Savi R¼ 0.38%
MHG, 500 g, P (atm), 500 W, t¼ 20 min 26

Mentha pulegium L.
Mentha spicata L.

R¼ 0.95%
R¼ 0.6%
MHG, 500 g, P (atm), 500 W, t¼ 15 min 27

Citrus limon L.
Citrus aurantifolia (Christm.) Swing
Citrus paradisi L.
Citrus sinensis L.
Citrus paradisi Macf.

R¼ 0.7%
R¼ 0.8%
R¼ 1.0%
R¼ 1.2%
R¼ 1.2%
R¼ 1.0%
MHG, 500 g, P (atm), 500 W, t¼ 15 min 28

Rosmarinus officinalis L. R¼ 0.33%
Red, yellow, white and grelot

onions (Allium cepa)
MHG, 500 g, P (atm), 300–900 W,

t¼ 5–70 min
29

Sea buckthorn (Hippophae
rhamnoides) by-products

MHG, 400 g, P (atm), 1 W�g�1,
t¼ 0–25 min

30
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solvent. A comparison of selected physicochemical properties of liquids,
gases and supercritical fluids is presented in Table 8.2.

Extraction can be defined as the removal of soluble material from an in-
soluble residue, either liquid or solid, by treatment with a liquid solvent. It is
therefore a solution process and depends on mass transfer phenomena.
The limiting factor for the rate of extraction is normally the rate of diffusion
of the solute through the liquid boundary layer at the interface.

Supercritical fluid extraction (SFE) is the process of separating one or a
mixture of components (the extractant) from another (the matrix) using a
supercritical fluid as the extraction solvent. Extraction is usually from a solid
matrix, but it can also be from liquids.

Figure 8.5 Pressure–temperature phase diagram.

Table 8.2 Selected physicochemical properties of liquids, gases and supercritical
fluids.

Fluid state Density/g cm�3
Diffusivity/
cm2 s�1

Viscosity/
g cm�1 s�1

Gas, P¼ 1.01325 bar,
T¼ 15–30 1C

(0.6–2.0)�10�3 0.1–0.4 (0.6–2.0)�10�4

Liquid, P¼ 1.01325 bar,
T¼ 15–30 1C

0.6–1.6 (0.2–2.0)�10�5 (0.2–3.0)�10�2

Supercritical fluid, P¼ Pc, TETc 0.2–0.5 0.7�10�3 (1–3)�10�4

Supercritical fluid, P¼ 4Pc, TETc 0.4–0.9 0.2�10�3 (3–9)�10�4
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Carbon dioxide (CO2) is the most commonly used supercritical fluid,
sometimes modified with co-solvents such as ethanol or methanol. The ex-
traction conditions for supercritical CO2 are above the critical temperature of
31 1C and critical pressure of 74 bar; addition of modifiers may slightly alter
this. Supercritical extraction mostly uses carbon dioxide at high pressure to
extract high-value products from natural materials. Unlike other processes,
the extraction process leaves no solvent residue behind. Moreover, the CO2

has low toxicity and is non-flammable, odourless, tasteless, inert and in-
expensive. Owing to its low critical temperature of 31 1C, CO2 is perfectly
adapted for the food, aroma and essential oil industries.

The first CO2 extraction process described was the decaffeination of coffee
by Ludwig Roselius in 1905. Roselius’s method used benzene, a carcinogenic
and toxic hydrocarbon, to remove caffeine from premoistened green coffee
beans. Modern decaffeination processes are much milder, and many make
that point by claiming to be ‘‘naturally decaffeinated’’. Supercritical carbon
dioxide decaffeination is very similar to direct solvent methods, except that
in this case the solvent is carbon dioxide. High-pressure vessels (operating at
roughly 250–300 times atmospheric pressure) are employed to circulate the
carbon dioxide through a bed of premoistened green coffee beans. It typi-
cally can extract 96–98% of the caffeine originally present in the beans. The
life cycle assessment (LCA approach) was used to evaluate the environmental
performances of a coffee decaffeination process driven by carbon dioxide
under supercritical conditions.31

The dyeing and allied industries have often been under observation for
large-scale pollution of the environment, and in fact this situation has as-
sumed the status of a global problem. Considerable research has been car-
ried out in this field to develop technologies that are environmentally much
cleaner,32 and in 2012 NIKE announced that it had entered into a strategic
partnership with DyeCoo Textile Systems. One of the technologies that
evolved is the use of supercritical carbon dioxide as the dye solvent, instead
of water. The dyeing system using supercritical carbon dioxide is composed
of a three-component/three-phase system (Figure 8.6). The key components
are gas, dyestuff and a substrate such as fibre polymer. While in the solid
state, the dyestuff and polymer are present in three separate phases along
with the supercritical mixture. The dyestuff is first dissolved in the super-
critical fluid and is then transferred to the fibre, where it subsequently be-
comes absorbed and diffused into the fibre.

Like most other natural raw materials, cork can contain secondary me-
tabolites produced by microorganisms. The most disadvantageous one is
trichloroanisole (2,4,6-TCA), which is primarily responsible for the typical
‘‘cork taint’’. The cork industry made many efforts to solve this problem
because it became very serious in recent years. Various processes with steam
or alcohol were developed to reduce the TCA concentration in cork, but these
processes usually did not achieve more than 85% efficiency on an industrial
scale. In 1997, one of the leading cork producers, Sabaté, later Oeneo
Bouchage, started the development of a cork cleaning process with
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supercritical gases in cooperation with the French Commissariat à l’Energie
Atomique (CEA). The tests were very successful and consequently the process
was patented. Supercritical CO2 allows the TCA content to be reduced to
below the detection limit. Nowadays, studies to define the best parameters
for this extraction are continuing.34

The design of green and sustainable extraction methods for natural prod-
ucts is currently a hot research topic in the multidisciplinary area of applied
chemistry and technology. Six principles of green extraction are defined,
describing a multifaceted strategy to apply this concept at the research and
industrial levels. The mainstays of this working protocol are new and
innovative technologies, process intensification, agro-solvents and energy
saving. Technologies could be hyphenated to improve the extraction (micro-
waves and SFE) of specific compounds such as antioxidants and saponins.35

Supercritical fluids combine the beneficial properties of liquids and gases.
Likewise, supercritical fluid chromatography (SFC) combines the advantages
of HPLC and gas chromatography (GC). SFC can be more advantageous than
HPLC and GC when analysing compounds that are decomposed at high
temperatures as in GC and do not have functional groups to be detected by
HPLC. SFC enables some properties to be changed during the chromato-
graphic process and this tuning ability brings an advantage to optimizing
the analysis. Also, SFC utilizes the same range of detectors as HPLC. This
technique can easily be coupled with mass spectrometry (MS). SFC surpasses
GC when easily decomposable substances are to be analysed. These sub-
stances can be used in SFC because of its ability to work at lower tempera-
tures than GC. Three major qualities are important for chromatography:
selectivity, efficiency and sensitivity. GC is much better in terms of efficiency
and sensitivity, and HPLC has better selectivity owing to changeable mobile
phases and the use of various stationary phases. Although SFC has poorer

Figure 8.6 DyeCoo technology, which has been commercialized in Taiwan.33
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selectivity than HPLC, it shows good quality in terms of sensitivity and ef-
ficiency. With advanced features, SFC is both an alternative and a comple-
mentary technique in this field.

Supercritical fluid chromatography with mass spectrometric detection
(SFC-MS) has been demonstrated over several years to be a powerful tech-
nique for the characterization of chiral mixtures. Owing to its orthogonality
compared with commonly applied chromatographic techniques, SFC is be-
coming a really interesting method for enantiomeric separations.36 Once the
correct stationary phase had been selected, the role of the modifier was
studied and in this case 2-propanol led to a faster analysis than with other
solvents. Moreover, an additive was necessary, and indeed without using
trifluoroacetic acid (TFA) there was no separation. The next step was scale-up
for semipreparative chromatography and this was carried out successfully.

Bergamot essential oil is very important in the perfumes field, in par-
ticular for the production of eau de Cologne. However, during the extraction
process some compounds such as furocoumarins were present, in this case
bergapten. These furocoumarins (or furanocoumarins), also known as
psoralens, are photosensitive toxic agents. Therefore, it was important to
develop a method to analyse and monitor them during the extraction or
fractionation process.37 In this work, pressures and temperatures were se-
lected to perform the process under operating conditions corresponding to
six different densities of supercritical CO2. Under the conditions of 80 bar
and 70 1C, an extract without bergapten was obtained, although it still had a
content of volatile oxygenated compounds similar to that of the essential oil
starting material. Analysis could be performed using SFC, with ethanol as co-
solvent, back pressure regulator at 100 bar and temperature fixed at 35 1C.38

By coupling the sample extraction on-line with chromatography and de-
tection, sample preparation is minimized, diminishing sample loss and
contamination and significantly decreasing the required extraction time. Liu
et al. developed a rapid, simple and environmentally friendly off-line SFE-SFC-
MS/MS method for the analysis of phenolic compounds in garlic.39 The SFE
parameters were optimized, indicating that extracting 15 phenolic com-
pounds at 50 1C in 9 min with the addition of 30% methanol was the best set
of off-line SFE conditions. Subsequently, phenolic compounds were separated
by SFC on a Diol phase column using methanol and CO2 as the mobile phase,
with MS/MS detection. Use of the mobile phase additives 0.1 mM oxalic acid
and 1 mM ammonium formate successfully resolved the appearance of the
tailing peaks. Further, a matrix-matched standard was employed to remove
matrix effects and only nine phenolic compounds showed acceptable select-
ivity, linearity, sensitivity, recovery and precision from the validation data.

8.5 Liquefied Gases
Liquefied gases are stored in the liquid phase at room temperature and
under moderate pressure (between 1 and 100 bar). These compounds have
boiling points between �90 and 10 1C. Inside a pressurized container, these
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gases are liquefied under their own vapour pressure; the liquid is in equi-
librium with the gas phase. Examples include propane, butane, dimethyl
ether (DME) and HFO-1234ze [1,3,3,3-tetrafluoropropene, a hydro-
fluoroolefin (HFO)]. Under ‘‘normal’’ solid–liquid extraction conditions,
most liquefied gases are chemically inert.

These gases were used from the beginning of the nineteenth century as
refrigerants, fuels and propellant gases for aerosols. However, they can also
be used as extraction solvents and numerous applications can be found in
the literature.

To be used safely at the industrial scale, several criteria are important, and
two thermodynamic parameters are especially essential:

� a boiling temperature at atmospheric pressure between �30 1C and
room temperature, to allow the gas to condense at reasonably achiev-
able temperatures;

� a vapour pressure of less than 10 bar at room temperature, to limit the
cost of pressure equipment.

DME can be used in various industrial fields. It is non-toxic and en-
vironmentally benign. When it is pressurized above 5 bar, it condenses to the
liquid phase. Gaseous DME is denser than air whereas liquid DME has a
density two-thirds that of water. The vapour pressure is similar to that of
liquefied petroleum gas (LPG) and it requires the same handling and storage
precautions. It dissolves in water at up to 6% by mass.40 As a first example,
biofuel could be produced by direct extraction of the green crude from
natural blue–green microalgae. This type of process showed a high ex-
traction rate. Compared with conventional methods, this method omits
drying, cell disruption and heating of the solvent.41 As a second example, it
could be used to produce free lutein from marigold flowers. Lutein is an
important carotenoid, which is a yellow pigment produced by plants. It is a
potent antioxidant and could offer a range of health benefits. Liquefied DME
allowed the extraction of lutein esters and at the same time a de-
esterification process was performed to obtain free lutein using KOH–
EtOH solution.42 As shown schematically in Figure 8.7, the apparatus used
consists of a 120 mL stainless-steel batch extractor and a separation unit.
The separation unit is composed of an 80 mL hyper-glass vessel in a poly-
carbonate housing. The extractor was heated by a heating jacket connected
to a temperature control box. Agitation of the extraction system was provided
using a magnetic stirrer.

Cannabis is the most widely used illicit substance globally and particularly
in developed countries.43 However, the use of medicinal cannabis, or me-
dicinal marijuana, is a therapy that has garnered much attention in the USA
in recent years.44 The use of butane as the extraction solvent creates what is
known as butane hash oil (BHO). The process starts with cannabis and li-
quid butane in a pressurized and heated system. By applying evaporation
under a vacuum, it is then possible to remove the butane solvent. The
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vacuum converts the butane from a liquid to a vapour, making it easier to
remove. Instead of BHO, some manufacturers opt to produce propane
hash oil.

Even without any added steps, this method includes some potential haz-
ards. First, butane burns easily in its gas phase, hence the temperature ap-
plied must be managed carefully otherwise there is a serious risk of the gas
exploding. In addition, the system should include circulators that remove
and recycle the butane. The removal process should reduce any residual
butane in an extract. In all cases, however, analytical testing should be
carried out to ensure the removal of butane, because it is highly toxic to
humans. This danger can make this method a less desirable choice, espe-
cially for medicinal products. As an alternative, it is currently possible to use
supercritical CO2 extraction, for example.

Extraction of rice bran lipids was performed using liquid propane.45

Propane has several advantages over both hexane and CO2. First, propane
is relatively inexpensive and does not leave a toxic residue. Second, the
pressures involved in oil extraction using propane are 10 times lower than
those in supercritical CO2 extraction. The maximum yield achieved with
propane at 7.6 bar and ambient temperature was 0.224� 0.016 kg of oil per
kilogram of rice bran. It is possible to achieve some selectivity for particular
compounds by extraction with propane at different temperatures and pres-
sures. To evaluate the selectivity effect, the lipid class profiles were deter-
mined for propane extracts. Only three lipid classes were detected: TG
(triglycerides), FFA (free fatty acids) and cholesterol.

Figure 8.7 DME extraction apparatus.39
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Another class of solvents with low boiling points are low hydro-
fluorocarbons (HFCs). R134a is 1,1,1,2-tetrafluoroethane, a haloalkane with
formula CH2FCF3 and a boiling point of �26.3 1C at atmospheric pressure. It
is a naturally polar solvent and therefore the solubility of polar compounds is
sufficient without the addition of any modifier. Setapar et al. studied the ex-
traction of a-tocopherol and b-carotenoids from crude palm oil.46 R134a is an
alternative low-pressure, non-reactive, non-flammable, non-toxic, non-ozone-
depleting solvent and has comparable solvent properties to those of CO2.

R1234yf is 2,3,3,3-tetrafluoropropene, an HFO with the formula
CH2QCFCF3. It is the most likely replacement for 1,1,1,2-tetrafluoroethane
(R134a), a widely used refrigerant, propellant and solvent, characterized by a
very high global warming potential. Suberu et al. investigated experimentally
and through computational modelling the solvation properties of R1234yf
using artemisinin and its extraction from Artemisia annua as an example of a
currently relevant industrial biopharmaceutical product.47

8.6 Subcritical Water: A Green Solvent for Analytical
Chemistry

Water is the most abundant molecule on Earth, covering 70% of its surface.
It is often recognized that water has tremendous benefits as a green solvent
because it is not only inexpensive and environmentally benign but is also
non-flammable and non-toxic, providing opportunities for clean processing
and pollution prevention.

Subcritical water is defined as hot water that has a temperature in the
range 100–374 1C, which is under high pressure to keep it in the liquid state.
Subcritical water is also known as superheated water, hot water, pressurized
hot water, pressurized low-polarity water, high-temperature water and hot
liquid water. Under subcritical conditions, liquid water is less polar than at
ambient temperature and it has an increased capacity for dissolving organic
molecules. The polarity of subcritical water is measured by the value of the
dielectric constant. When water is heated above 100 1C, its dielectric con-
stant decreases and it becomes similar to those of organic solvents.48 At
214 1C, the dielectric constant of water is the same as that of methanol at
room temperature At 295 1C, water becomes similar to acetone. For this
reason, it is possible to extract non-polar, moderately polar and polar
chemical compounds. Low-temperature water extraction could obtain more
water-soluble substances, whereas high-temperature water extraction could
result in less soluble substances. Furthermore, liquid water at elevated
temperature is a solvent of lower polarizability/polarity. Above 200 1C, water
may be an acid or base catalyst because its H3O1 and HO� ion concen-
trations are perhaps orders of magnitude higher than those in ambient
water. Subcritical water is therefore a much better solvent than ambient
water for hydrophobic organics. It can itself be a catalyst for reactions that
normally require the addition of an acid or base. Subcritical water can be
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used in several stages of analysis, for example, for the extraction and sub-
sequent chromatographic separation of analytes.

Subcritical water extraction (SWE) is considered to be an environmentally
friendly and efficient method for the extraction of less polar compounds
without the use of organic solvents. Therefore, SWE has been successfully
applied for the extraction of antioxidants (phenols and flavonoids), essential
oils, fatty acids, oils, carotenoids, pectin, monosaccharides, etc. (Table 8.3,
Figure 8.8).

Most studies on SWE have been investigations of the extraction of anti-
oxidants, e.g. phenolic compounds, from a wide variety of sources (herbs,
fruits, seeds, roots, by-products, waste, etc.). According to Plaza and
Turner,49 in SWE, phenolic compounds have usually been extracted at
temperatures up to 150 1C with extraction times from 1 to 60 min, whereas

Table 8.3 Examples of extraction by SWE.

Source Targeted compound SWE operating conditions Ref.

Chilli pepper Capsaicinoids T¼ 200 1C, P¼ 20 MPa,
t¼ 10 min

51

Crocus sativus petals
in saffron industry
residues

Total phenols and total
flavonoids

T¼ 159 1C, P¼ 0.69 MPa,
t¼ 54 min

52

Ginger Gingerol T¼ 130–140 1C, P¼ 2 bar,
t¼ 40 min

53

Tumeric rhizomes Curcumin T¼ 160 1C, P¼ 10 bar,
t¼ 22 min

54

Thymbra spicata Essential oil T¼ 150 1C, P¼ 20 bar,
t¼ 20 min

55

Pomelo peels Pectin T¼ 120 1C, P¼ 30 bar,
t¼ 100 min

56

Figure 8.8 Subcritical water extraction system (www.buchi.com).

Green Solvents for Analytical Chemistry 239



the extraction of terpenoids was realized at high temperatures (200 1C) and
with long extraction times (27–120 min).

As another example, Lachos-Perez et al.50 established the optimal con-
ditions to extract the flavanones hesperidin and narirutin from orange peel
after supercritical CO2 extraction (to separate essential oil). The maximum
yields of the flavanones were obtained at 150 1C. Compared with con-
ventional methods, SWE showed significantly higher extraction yields for the
recovery of bioactive compounds with high antioxidant activity.

In recent years, subcritical water has started to be used widely as an
analytical extraction solvent and this application will be considered in this
section. The changes in the polarity of water with increase in temperature
have also been exploited in chromatographic methods using superheated
water. Indeed, subcritical water can be used as an eluent in reversed-phase
liquid chromatography (RP–LC) as an alternative to methanol–water or
acetonitrile–water mixtures.57–59 The use of subcritical water as an organic
free eluent in RP–LC using a polystyrene–divinylbenzene (PS–DVB) column
and octadecylsilyl (ODS)-bonded phase columns was demonstrated by Smith
and Burgess.60 The elution order of analytes corresponded to a reversed-
phase separation and in some cases gave enhanced separations and shorter
analysis times compared with conventional reversed-phase HPLC using
water–organic solvent mobile phases. Furthermore, Li et al. applied sub-
critical water as an HPLC analytical solvent to extract and quantify caffeine,
chlorophenols and anilines.61

In another study, Rodriguez-Meizoso et al.62 demonstrated that the
combined use of subcritical water and HPLC with diode-array detection
(HPLC–DAD) was a good alternative for obtaining and characterizing nu-
traceuticals from natural sources, e.g. oregano. They also reported that
changing the temperature of the subcritical water could be used as a means
of fine tuning the extraction selectivity for the extraction of antioxidant
compounds. Another advantage of subcritical water is its compatibility with
many commercial detectors such as UV, FID, fluorescence, refractive index,
electrochemical, light scattering and even MS detectors.63

8.7 NADESs as Green Solvents for Analytical
Chemistry

8.7.1 Green Solvents from Ionic Liquids (ILs) and Deep
Eutectic Solvents (DESs) to Natural Deep Eutectic
Solvents (NADESs)

Over the past two decades, the trend towards alternative solvents has gen-
erated great interest in ionic liquids (ILs) as an alternative to traditional
organic solvents. These ILs have been successfully applied in many ana-
lytical chemistry fields, such as chromatography, capillary electrophoresis,
mass spectrometry and sample preparation.64–67 Nevertheless, the
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‘‘greenness’’ of ILs is often argued about, mainly owing to their poor bio-
degradability, biocompatibility and sustainability.68,69 Deep eutectic solv-
ents (DESs) are a subclass of ILs that are obtained by mixing solid
compounds forming a eutectic mixture with a melting point much lower
than those of the individual components. These solvents have been slowly
emerging since 2004 as potential alternatives to ILs.70 DESs and ILs have
similar characteristics, such as low volatility, non-flammability, chemical
and thermal stability, high solubility and tuneability.71 However, DESs
show advantages over ILs such as the their ease of storage and synthesis
and also the low cost of their starting materials.71 To date, the applications
of these new media have shown great promise, especially in the medical,
biological and biotechnological fields, unlike analytical chemistry where
the application of DESs is still limited.72 In addition to their high viscosity,
the synthetic origin of the DES starting materials could be a limiting factor
for their wider adoption. Therefore, in order to extend their applications
and to meet the ‘‘Twelve Principles of Green Chemistry’’ proposed by
Anastas and Warner,73 particular attention has been given to natural
sources of DESs for replacement of synthetic compounds.74 In this case, we
can consider natural deep eutectic solvents (NADESs), which are currently
attracting considerable attention from researchers and there is a growing
demand in many areas of technology. Both DESs and NADESs are mixtures
of compounds that have a much lower melting point than those of any of
their individual components, mainly owing to the generation of inter-
molecular hydrogen bonds between hydrogen bond acceptors (HBAs) and
hydrogen bond donors (HBDs).72

In addition to all of the advantages of DESs, NADESs are more environ-
mentally friendly and considered to be ‘‘readily biodegradable’’ owing to
their natural origin, which promoted their application in analytical pro-
cedures as a new type of green solvent.70,72 These new green media were first
introduced by Choi et al. as a third liquid phase that occurs in all living
organisms and cells.75 According to Choi et al., these liquids dissolve a
number of natural compounds that are poorly soluble in water and lipids
such as taxol and rutin and also proteins. This explains many biological
phenomena such as the biosynthesis of molecules that are insoluble in
either water or lipids.

The compounds found to form NADESs are common primary metabolites
such as sugars (glucose sucrose, fructose, etc.), organic acids (lactic, malic,
citric acid, etc.), amino acids, alcohols and choline choride.69,76 These natural
compounds are reported to be enriched in various organisms under extreme
biotic and abiotic conditions (drought, cold stress, external attack, etc.).69,77,78

Some examples of different molecules that can be combined to produce
NADESs are presented in Figure 8.9.

According to the nature of their starting materials, NADESs can be
classified into four groups: (1) derivatives from organic acids, (2) deriva-
tives from choline chloride, (3) mixtures of sugars and (4) other
combinations.79
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8.7.2 Preparation of NADESs

A major advantage of NADESs is their easy preparation methods and the
large number of combinations that can be made.69 Three methods are most
commonly used for preparing NADESs: (1) heating and stirring as described
by Dai et al.,74 where a mixture of natural components is placed in a bottle
with a stirring bar and cap and heated with agitation until a clear liquid is
formed or following the conditions used by Abbott et al.,80 i.e. heating and
stirring at 80 1C; (2) an evaporation method described by Dai et al.,74 where
the NADES components are first dissolved in water before being evaporated
at 50 1C with a rotary evaporator, and the liquid obtained is finally kept in a
desiccator with silica gel until it reaches a constant weight; and (3) the
freeze-drying method described by Gutiérrez et al.,81 where aqueous solu-
tions of the individual components are freeze-dried; this method is not used
as frequently as the others.

8.7.3 Applications of NADESs

Nowadays, the field of applications of NADESs is very broad and includes, for
example, the dissolution of DNA and acting as media for enzymatic or
chemical reactions, electrochemical determinations, biotransformations,
biomass processing, synthesis, biocatalysis, gas separations, etc.69,82,83 The
pharmaceutical industry is another field in which NADESs can be extremely
useful; for instance, they can be used to improve the solubility of drugs that
are poorly soluble in water and to enhance the bioactivities of dissolved
species.83–85

NADESs can also be used for the preparation and pretreatment of ana-
lytical samples, which is a key step in almost every analytical procedure.72

These solvents appear to be good candidates for this purpose owing to their
high stabilization and solubilization abilities.86

Figure 8.9 Structures of different compounds with the ability to form NADESs.
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In another area, NADESs have found applications in solid–liquid and
liquid–liquid extractions of natural bioactive compounds. They have been
successfully used as an alternative to organic solvents for the extraction of
plants metabolites, allowing the extraction of compounds of different po-
larities, while being inexpensive, non-toxic and easy to prepare.68,76 Flavo-
noids, phenolic acids, saponins, anthocyanins and essential oils are some
examples of bioactive compounds that have been successfully extracted from
natural matrices, typically from plant leaves using mixtures of NADESs.
Here, it is worth mentioning that, as the definition of NADESs is novel, it is
possible to find reported mixtures described as DESs that fit the definition of
NADESs.

Some of these applications of NADESs are presented in Table 8.4. As can
be seen, choline chloride-based NADESs are the most often used solvents.

Moreover, the compatibility of NADESs with many analytical methods
(HPTLC, HPLC, UPLC, GC–FID and GC–MS) has been widely reported, and
especially the recovery of the analytes from these solvents, which is the most
challenging step.

It can be concluded that NADESs offer endless opportunities as promising
new solvents that can be applied in different research fields, particularly as
solvents for extraction. It is therefore expected that the field of active
pharmaceutical ingredients, cosmetics and nutrition will greatly benefit
from the advantages of NADESs. Moreover, NADESs could represent a new
class of mobile phases increasing the possibilities of new separation se-
lectivities while reducing the environmental impact of HPLC analyses. This
was recently demonstrated by Sutton et al.,109 who successfully applied
NADESs as the major mobile phase in RP–HPLC.

8.8 Bio-based Solvents
The definition of ‘‘biorefinery’’ is the sustainable processing of biomass into
a spectrum of marketable products and energy.110 Bio-based solvents are
typically categorized (Figure 8.10) into three types based on the agro-sector
from which they are synthesized: (1) sugar/starch-rich biomass, (2) protein/
oil-rich biomass and (3) lignocellulose-rich biomass.

The raw material undergoes a range of unit operations such as pretreat-
ment, hydrolysis and biochemical processes to yield the solvent. Various
components in this biomass and their intermediates aid in the biorefinery
scheme to produce a diverse mixture of solvents. The solvents obtained are
mostly then classified based on their functional groups such as alcohols,
esters, ethers, etc. A classic example is bioethanol, which is predominantly
produced from agricultural crops of which 60% is from sugarcane and the
remaining 40% is from other sources.111 Many novel innovations in the
utilization of paper pulp and lignocellulosic biomass for the production of
solvents, particularly ethanol, are patented each year.

Terpene hydrocarbons are mainly acyclic, bicyclic or monocyclic, exhibit
relatively different physical properties and are principally recovered from
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Table 8.4 Examples of applications of NADESs in chemical analysis.a

Nature of
sample Sample matrix Analyte

NADES
composition
(molar ratio)

Method of
detection Ref.

Solid Ginkgo biloba
leaves

Phenolic acids
Saponins

ChCl–MA (1 : 1) HPTLC 87

Panex ginseng
leaves

ChCl–MA (1 : 1)

Prunella vulgaris
leaves

Phenolic acids ChCl–EG (1 : 4),
30–36% water

UPLC–UV 88

Orange peel Phenolic
compounds

ChCl–EG (1 : 4),
10% water

HPLC 89

Byrsonima
intermedia leaves

Phenolic
compounds

ChCl–Gly (1 : 1) HPLC–DAD 90

Cajanus cajan
leaves

Phenolic
compounds

ChCl–M (1 : 2) UPLC 91

Grape skin Phenolic
compounds

ChCl–OA (1 : 2),
25% H2O

HPLC–UV 92

Grape skin Phenolic
compounds

ChCl–MA (1 : 1) HPLC–UV 93

Camellia oleifera
leaves

Flavonoids ChCl–LA (1 : 2) HPLC–UV 94

Radix scutellariae Flavonoids L-Pro–Gly (1 : 4) RP–HPLC 95
Olive pomace Total phenolic

content
ChCl–LA (1 : 1),

20% water
HPLC 96

Wine lees Anthocyanins ChCl–MA HPLC–UV 97
Chamaecyparis

obtusa leaves
Bioactive

terpenoids
ChCl–EG (1 : 4) GC–FID 98

Tobacco Volatile
compounds

ChCl–EG (1 : 3) GC–MS 99

Fish Cu, Fe and Zn ChCl–OA (1 : 2) FAAS 100
Sheep, bovine and

chicken liver
Fe ChCl–LA (1 : 1) FAAS 101

Liquid Virgin olive oil Phenolic
compounds

ChCl–Xy (2 : 1) HPLC–UV 102

Virgin olive oil Total phenolic
content

LA–Glu–H2O
(6 : 1 : 6)

UV–VIS 103

Vegetable oils Phenolic acids ChCl–EG (1 : 2) HPLC–UV 104
Model oil Phenolic

compounds
ChCl–EG (1 : 3) HPLC–UV 105

Water Polycyclic
aromatic
hydrocarbons

ChCl–ChPh
(1 : 2)

HPLC–UV 106

Tea samples Phenolic
compounds

ChCl–urea
(1 : 2)

FAAS 107

Fruit juices Pesticides ChCl–ChPh
(1 : 2)

GC–FID 108

aChCl, choline chloride; MA, malic acid; Pro, proline; Glu, glucose; EG, ethylene glycol; M,
maltose; OA, oxalic acid; LA, lactic acid; CA, citric acid; Xy, xylitol; ChPh, p-chlorophenol;
HPTLC, high-performance thin-layer chromatography; FAAS, flame atomic absorption spec-
trometry; HPLC, high-performance liquid chromatography; UPLC, ultra-performance liquid
chromatography; GC–FID, gas chromatography with flame ionization detection; GC–MS, gas
chromatography with mass spectrometric detection.
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conifers and fruit pomaces. Terpenes include hydrocarbons with C5H8 iso-
prene units generally derivable from essential oils, resins and vegetable
aromatic products, which are considered as an economical renewable
feedstock.112 Limonene, a terpenoid solvent, is produced by steam distil-
lation from peels and intermediates discarded by orange juice processors.
Limonene is also the major component of citrus rind oil and was used as an
alternative to n-hexane for the extraction of rice bran oil. The optimal
solvent-to-solid ratio, extraction time and other parameters were compared
with those of n-hexane.113 Similarly, the feasibility of a-pinene for the ex-
traction of fatty acids from food products was tested; it is of additional
interest that the high recycling rate makes a-pinene an attractive bio-based
solvent.114

Ethers also consitute useful solvents, such as 2-methyltetrahydrofuran
(2-MeTHF) and cyclopentyl methyl ether (CPME), which can also be pro-
duced from lignocellulosic waste biomass comprised of 10–35 wt% lignin,
25–60 wt% cellulose and 25–40 wt% hemicellulose. In order to disrupt the
rigid structure of the lignocellulosic biomass, pretreatment is often an es-
sential prerequisite before fermentation or thermochemical processing. The
Biofine process is a good example wherein the primary step is a rapid high-
temperature-mediated dilute acid-catalysed hydrolysis of lignocellulosic
biomass. The principal product obtained from this step is separated, puri-
fied and further processed to produce solvents. CPME, an aprotic solvent, is

Figure 8.10 The purview of bio-based solvents.
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a greener alternative to tetrahydrofuran and tert-butyl methyl ether (TBME).
It is safer as it has a high boiling point of 106 1C and preferred character-
istics, such as a low tendency to generate peroxides, relative stability under
acidic and basic conditions, make it a suitable alternative to conventional
ethers employed in extraction.115

A brief overview of bio-based solvents used for distinctive applications is
presented in Table 8.5. Analytes belonging to a diverse class of matrices
along with the use of bio-based solvents, replaced petrochemical solvents
and extraction techniques employed to achieve the desired processes are
compared. The advantageous schemes established by the utilization of
agricultural, food processing and post-harvest wastes to extract bioactive
compounds with bio-based solvents is a winning situation for industry and
academia alike. Numerous research articles on this theme create a positive
impact as they explore the possibility of the industrialization of such eco-
friendly processes, thus giving industries an incentive to adopt such pro-
cesses early, thereby alleviating pressure exerted by the statutory and regu-
latory bodies as they increasingly impose restrictive legislation when it
comes to the disposal of toxic solvents and their environmental impact. The
environmental rules are stricter than ever before and compliance by in-
dustries is heavily monitored and certain incentives are conferred to adopt
green, clean technologies.

Natural carotenoids, the pigments present in vegetables and fruits, are
one such class of compound that exhibit bioactive properties and they have
been extracted using ethyl lactate. The recovery of lycopene from tomato
wastes was three times higher in ethyl acetate extracts than in those of other
polar solvents at ambient and elevated temperatures, thereby reducing the
process energy costs significantly.116 Additionally, the potential of ethyl
lactate as a green solvent to extract curcumin, a biologically active com-
pound with antimicrobial and anticancer activities, was elucidated.117 The
efficacy of the solubilization of a-mangostin in different green solvents was
compared by predicting the theoretical solubility and validating the results
with experimental data. Ethyl lactate proved to be the best solvent among the
solvents compared, which included ethanol, D-limonene and the petro-
chemical solvent dichloromethane.122

Lipids, especially oil from oleaginous yeasts with almost 20% lipids in
their dry cell mass, are a perfect candidate for the production of biofuel. Bio-
based esters, ethers and terpenes were chosen for the removal of lipids from
yeasts. Cymene had the highest recovery with a yield of almost 15.57%,
closely followed by 2-propanol at 15.48%.120 Rapeseed oil was recovered in a
similar fashion; various green solvents were compared and 2-MeTHF was
found to be the most suitable solvent. A pilot-scale study to elucidate the
extraction efficiency and extrapolate the data for a scale-up operation was
highlighted.125

The increasing concentration of ethanol in an ethanol–water solvent sys-
tem was used to identify the highest polyphenol content and antioxidant
activity in bilberry extracts126 and rosemary plant.127 In the biorefining
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scheme for bilberry extracts, 100% ethanol was found to be the best solvent
for the solubilization of phenolic acids, flavonols and anthocyanins. The
antioxidant assay results were in good agreement with the theoretical pre-
dictions. In the case of rosmarinic and carnosic acid, the latter was found in
abundance using 100% ethanol but the yield of rosmarinic acid using 30%
ethanol was the highest. These examples prove that regardless of the solu-
bilization capacity of solvents, the antioxidant histolocalization strongly
influences their extraction rates.

Extraction using bio-based solvents is the primary topic of this discussion,
but other major trends utilizing bio-based solvents for a wide range of ap-
plications are also gaining significant traction. For instance, the application
of CPME in a biphasic system to enhance the yield of furfural, by selective
conversion of lignocellulosic pentoses to furfural, was investigated.128 The
potential of the efficacy of the green solvent 2-MeTHF in the N-alkylation of
phthalimide derivatives promoted by KF–alumina was investigated.129

Solvent mixtures such as chloroform–methanol are an integral part of
membrane protein extraction,130 but owing to the toxicity and mutagenicity
implications, a replacement for protein membrane purification using green
solvents such as 2-MeTHF and CPME was found. This was the first time that
such alternatives using a bio-based solvent was communicated. Similarly,
the efficacy of ethyl lactate, a renewable solvent with low toxicity and min-
imal detrimental effects on air quality, was studied for the production of
magnetic tapes.131

8.9 Future Perspectives
The post-harvest loss of agricultural produce and the inefficient stream-
lining of organic industrial by-products, residues and wastes are of grave
concern. Up to 40% of food that is grown or processed ends up being wasted.
Valorization and biorefining of these biomasses are a mammoth challenge,
but for generating a circular economy or closing the loop, optimizing the
revenue stream is of paramount importance. Agro- or bio-based solvent
production is one such economically viable and sustainable process for
stabilizing the production line and cutting off loose ends and waste.
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CHAPTER 9
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9.1 Introduction
The analysis of organic compounds in samples that are characterized by
different matrix compositions is very important in many areas. Mainly gas
and liquid chromatographic methods are applied to the determination of
this type of compound. Chromatographic procedures are applied both in
research and in routine environmental, food, industrial and medical
analyses, which translates into a very large number of chromatographic
determinations performed every day around the world.1 It is well known that
chromatographic methods can have a significant impact on the environment
if laboratory practice is not followed in line with the principles of green
analytical chemistry (GAC). Just as the responsibility of industrial chemists is
to minimize pollution generated by their activities, that of analytical
chemists is to obtain reliable analytical results within a short time, with
little or preferably no negative environmental impact.2 However,
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chromatographic techniques have the potential to be greener in all steps of
the analysis, from the collection and preparation of the sample to separation
and final determination. Economy is usually on the side of GAC, as it pro-
motes analytical methodologies that consume no or only small volumes of
solvents and other reagents. This generates opportunities for savings for
analytical laboratories, as they do not require the purchase of large amounts
of these chemicals.

GAC is a branch of green chemistry related to different aspects of chemical
analysis. A schematic representation of the way in which GAC can be used
in sample preparation and the final determination step is presented in
Figure 9.1.

Without a doubt, complete elimination of sample preparation would be an
ideal scenario, but it is not always practical. In such cases, solventless ex-
traction techniques offer a very good alternative. However, if solvents have
to be used, the focus should be placed on the minimization of their
consumption.

The approaches applied to make chromatographic separations greener
differ depending on the type of chromatographic method used. For example,
in gas chromatography (GC), it is desirable to move away from using helium
as the carrier gas because it is a non-renewable resource. Application of low

Figure 9.1 Green analytical chemistry principles applied to sample preparation and
the final determination step.
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thermal mass technology in GC separations can be more eco-friendly be-
cause of the energy savings that are offered by this technology. In the case of
liquid chromatography (LC), the focus should be placed on the reduction of
solvent consumption and the replacement of environmentally hazardous
and toxic chemicals with more benign alternatives. It should be noted that
multidimensional separation techniques also have the potential to make
analyses greener in both GC and LC applications.

An important issue related to the environmental impact of the method is
the location of the instrument with respect to the sample collection point. As
all of the traditional approaches generate a negative environmental impact,
the application of portable chromatographs or on-line process analysers is
therefore recommended.

This chapter aims to present the ways in which chromatography can be-
come greener (Figure 9.2). GC and LC are compared from the point of view of
GAC. Moreover, the role of miniaturization in sample preparation and
chromatographic separation is stressed. Portable chromatographs and on-
line process analysers are also discussed.5

9.2 Direct Chromatographic Analysis
From the GAC point of view, one of the main features of chromatographic
techniques is the presence or absence of a sample preparation step, as this is
often the most polluting stage in the overall chromatographic analysis
process.3 It is well known that occupational exposure to toxic solvents and
reagents during sample pretreatment may affect the health of the analyst.
Hence, taking into account the perspective of GAC, it is highly advantageous
to apply direct chromatographic methodologies, i.e. methodologies that do
not require sample preparation. However, this mode of analysis has some

Figure 9.2 Schematic representation of different approaches to greening chromato-
graphic methodologies.
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limitations, the main one of which is that such methodologies are applicable
only to samples with relatively clean matrices, e.g. water, spirits and pet-
roleum fractions.4 Direct methodologies applied to samples characterized by
complex matrix compositions impact on the chromatographic columns,
which might deteriorate quickly owing to deposition of sample components
that do not elute from the column.

GC methods are usually more readily adaptable than LC methods to the
elimination of the sample preparation step.2 However, the introduction of
the sample (usually water but also water–ethanol mixtures) directly into the
chromatographic capillary column used is not to be recommended for sev-
eral reasons. As water is considered to cause increased column bleeding
(mainly when polar stationary phases are used), dense, non-polar stationary
phases and dense, polar, crosslinked phases are therefore applied. Recent
developments in the quality of stationary phases and novel methods of
crosslinking have improved resistance to deterioration caused by water. An
additional limitation is that the on-column introduction of environmental
water may cause problems with the column performance (mainly when the
water has a high salt content) and has a negative impact on the detector
sensitivity. However, deactivated columns can be installed in front of the
analytical column to prevent inorganic salts and organic non-volatile com-
pounds from entering the column.

Two decades ago, an alternative approach called programmed tempera-
ture vaporization (PTV) to inject a liquid sample into the column was
introduced. This technique was developed in order to prevent the solvent
from reaching the column by removing most or all of it in the injector.4

However, it should be mentioned that it is debatable whether PTV sample
introduction is a direct analytical method or on-line sample preparation to
be applied before chromatographic analysis. In the PTV approach, the
solvent evaporates before the sample reaches the column. The PTV device is
similar to a split/splitless injector, but it is equipped with an efficient
heating and cooling system. In the PTV mode, after introducing the sample
into the injector, the solvent is slowly evaporated and vented at relatively low
temperature, below its boiling point, in the split mode of the injector.4 Such
a solution allows the enrichment of analytes in the injector. Next, the ana-
lytes are introduced into the column by rapidly increasing the injector
temperature in the splitless mode. PTV can be applied to the determination
of analytes that are characterized by boiling points considerably higher than
that of the solvent involved.

Application of a liner filled with sorbent is another approach to preventing
the solvent from reaching the column.6 In this approach, an important step
is to select a suitable sorbent that retains solvent and thus enables the
analytes to be introduced into the column. Inappropriate sorbent selection
may impact on the degradation of the analytes or may strengthen their
retention.

It is common practice to use greener solvents such as water or ethanol as
the mobile phase in reversed-phase LC.7 In such cases, the almost direct
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injection of samples that often have polar matrices can be performed. Be-
cause in LC the injected sample needs to be absolutely clean, there are
hardly any absolutely direct LC methods – some are almost direct because
they require simple filtration or dilution of the sample, but without needing
other operations.4

Summarizing, the application of direct chromatographic procedures
meets the requirements of GAC in several ways. First, such methodologies
are more economical than those performed with a sample preparation step,
as fewer reagents and less energy are consumed. In addition, the con-
sumption of materials that could have been applied during the sample
pretreatment process, such as organic solvents, cartridges, sorbents, fibres,
etc., is avoided. The total analysis time is also shortened. It should also be
noted that the lack of a sample preparation step allows the chromatograph
to be positioned at-line or on-line, which may further reduce the analysis
time, which is very important when near-real-time results are crucial.4 Fur-
thermore, the introduction of impurities is limited (this can occur when
performing the sample preparation). Taking all of this into account, it can be
stated that direct chromatographic procedures meet the 11th of the ‘‘Twelve
Principles of Green Chemistry’’ that pushes analytical chemistry towards
reducing the environmental impact of chemical processes through real-time
monitoring.2

9.3 Portable Chromatographs and On-line and
At-line Process Analysers

An important issue relating to the environmental impact of a method is the
location of the instrument with respect to the sample collection point.
Universal chromatographic analysis involves sample collection, transport
to the laboratory, sample preparation and final analysis. This traditional
approach generates a negative environmental impact, hence the appli-
cation of portable chromatographs or on-line process analysers is
recommended.

There are four possibilities for locating the analytical device with respect
to the investigated medium,8 as illustrated in Figure 9.3. Looking at these
possibilities, it can be concluded that both on-line and at-line modes are
the most desirable considering the principles of GAC. These approaches
allow the consumption of chemicals to be minimized and the total analysis
time to be shortened. Several applications of these modes are presented in
Table 9.1.

Another opportunity to perform the analysis near the investigated me-
dium is provided by the application of portable chromatographs. Such
application satisfies the 11th principle of green chemistry calling for real-
time analysis for pollution prevention. Several types of portable chro-
matograms are available, as summarized in Figure 9.4 with their salient
features.
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9.4 Green Aspects of Gas Chromatography
GC is often seen as relatively green since the separation is performed in the gas
phase, hence the analysis itself does not require the use of solvents. However,
it can be made even greener by the application of various approaches. First,
the amount of solvent and the number of reagents used during preparation of
the samples prior to the GC analysis can be decreased with the use of green
sample preparation methods, or this step can even be omitted with the use of
above-mentioned direct chromatographic methods. Moreover, several GAC
principles can be implemented during the analysis itself, e.g. the use of an
environmentally friendly carrier gas and direct resistive heating, and the ap-
plication of either fast GC or two-dimensional GC (GC�GC) (Figure 9.5).

Figure 9.3 Location of the chromatograph with respect to the investigated object.
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9.4.1 Instrumental Modifications

Selection of the appropriate environmentally friendly gas is one of the pos-
sible ways to improve the greenness of GC-based methodologies without
affecting the efficiency or resolution to any significant extent. Nitrogen is one
of the most commonly used carrier gases as it is an inert, non-toxic and non-
flammable gas that is relatively easy to source. However, its optimal linear
velocity is rather low, which leads to longer times needed to perform the
analysis than in the case of other routinely used carrier gases, and con-
sequently it is rarely recommended as the most suitable for GC-related ap-
plications. Another commonly used carrier gas, helium, has a higher

Table 9.1 Examples of at-line and on-line chromatographic methods.a

Investigated
medium

Chromatographic
mode Analyte Remarks Ref.

At line mode
Water GC–mFID BTEX Analysis time 3 min,

sample preparation
by headspace SPME

9

Amines Derivatization step,
SPME, analysis
time 22 min

10

Groundwater IC Major cations No sample
preparation

11

GC–MS Explosives Analysis timeB1 h 12
Air GC–mFID Acetaldehyde SPME sample

preparation,
analysis time 30 min

13

GC–MS VOCs Analysis time 3 min 14
GC–TCD Gaseous

components
Analysis time 6 min 15

On-line mode
Drinking water GC–MS Trihalomethanes Analysis time 3 min 16

Purge-and-trap
sample preparation,
analysis time 5 min

17

GC–ECD Capillary membrane
sampler, analysis
time 20 min

18

IC-fluorescence
detection

Haloacetic acids Post-column
derivatization with
nicotinamide,
analysis time 1 h

19

Ambient air GC–FID Hydrocarbons Operating in trigger
mode with NMVOC
analyser

20

aECD, electron capture detection; FID, flame ionization detection; GC, gas chromatography; IC,
ion chromatography; MS, mass spectrometry; TCD, thermal conductivity detection; BTEX,
benzene, toluene, ethylbenzene and xylene; SPME, solid-phase microextraction; VOC, volatile
organic compound; NMVOC, non-methane volatile organic compound.
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optimum linear velocity and therefore much better chromatographic
properties, while also being non-toxic and non-flammable. However, since
helium is a non-renewable resource, it is advisable to find a greener alter-
native.2 With the application of hydrogen as a carrier gas, the analysis could
be performed with satisfactory efficiency and resolution while being more
environmentally friendly, as its use does not lead to the depletion of the
resource.

Figure 9.4 Classification of portable chromatographs together with a summary of
their advantages.

Figure 9.5 Different possibilities of implementation of GAC principles.
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Another area that could be improved in order to be more in accordance
with GAC principles is temperature programming (TP). Since temperature is
one of the most important parameters that can be controlled in GC, its
programming is widely used in order not only to improve the detection limit
or peak symmetry but also to shorten the time of analysis significantly.21

Hence the application of TP is seen as a green approach. However, it can be
made more environmentally friendly by the application of low thermal mass
(LTM) technology. LTMGC was first introduced in 2001 and since then has
become an important tool to increase considerably the greenness of GC. It
typically consists of a capillary column, platinum resistor temperature sen-
sor, heating wire made from nickel alloy, transfer line, electric fan and a
metal tray supporting the whole module.22 Owing to the small size of the
system and its small heat capacity, raising of the temperature requires a
smaller amount of heat and, thus, much less energy than in the case of
conventional GC systems (the power consumption in LTMGC is estimated to
be approximately 1% of that in standard GC).22 Moreover, with the appli-
cation of LTM technology, it is possible to achieve both ultra-fast TP (with
the column heating rate reaching 1800 1C min�1) and significant shortening
of the cool-down time, which results in a shortening of the time of the an-
alysis.23 Because of all of the above advantages, LTMGC has found appli-
cation in various analyses for industrial purposes. With its use, it is possible
to perform rapid diesel analysis without decreasing the separation power
and to shorten the time of analysis of polycyclic aromatic hydrocarbons from
70 to less than 4 min.24 However, there are some disadvantages of this
method, such as the possibility of the negative impact that the elevated
temperature may have on the tubing or the necessity for constant heating of
the oven, hence there is still a possibility of increasing the greenness of
LTMGC further.2,22 Therefore, different modifications of LTMGC have been
proposed. For example, Stearns et al.24 suggested the use of a nickel-clad
column instead of a nickel-wire column, where a fused-silica column
was coated with nickel in order to provide insulation. Owing to higher
heating and cooling rates, it can be implemented in, e.g., portable GC
instruments.25,26

Another solution worth mentioning is the application of fast GC and ultra-
fast GC, which can significantly reduce the time of a single analysis while
decreasing both carrier gas and energy consumption, without a significant
decrease in the sensitivity of the system. Fast and ultra-fast GC instruments
can be developed with the use of multicapillary columns, application of low
pressure or by decreasing the length and diameter of the column. Multi-
capillary columns are a relatively new solution, the popularity of which is
steadily increasing, as their use enables the separation to be performed in a
short time with acceptable sample capacity. Moreover, many types of mul-
ticapillary columns are commercially available, which facilitates their use in
different fields of analytical chemistry. The application of low-pressure (LP)
GC makes it possible to reduce the time of the analysis even further. It has
been reported that the time necessary to analyse organic compounds can be
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reduced 3–5-fold compared with the application of commonly used GC
instrumentation. In addition, increased sample throughput results in im-
proved detection limits and the signal-to-noise ratio is reduced. Because of
that, even though LP-GC has a rather low separation efficiency, it is often
applied in environmental and food analysis.27a

9.4.2 Multidimensional Gas Chromatography

Two-dimensional GC was introduced for the first time in 1991 by Liu and
Phillips.27b The main differences based on which it is possible to distinguish
it from typical one-dimensional GC are the presence of two different col-
umns, usually of complementary polarities and selectivity, instead of one,
and the use of a modulator that continuously collects eluate from the first
column and passes it to the second. There are two approaches for con-
necting the columns in multidimensional GC that differ in the way in which
the eluate is transferred from one column to another: small portions of the
eluate can be continuously injected, as in the case of comprehensive two-
dimensional GC (GC�GC), or certain fractions of the eluate can be collected
and introduced into the second column as in heart-cut two-dimensional GC
(H/C GC–GC).28 Owing to the presence of two different columns, in the case
of both GC�GC and H/C GC–GC it is possible to obtain better resolution and
lower detection limits in the same or a slightly longer time and with reagent
consumption similar to that necessary for one-dimensional GC analysis.29

However, GC�GC is usually used more often, as it facilitates obtaining the
widest possible chemical profile. Its applications require amounts of re-
agents and sample volumes similar to those in one-dimensional GC but
allow much better separation of sample components even in complex
matrices. Owing to all of the above-mentioned advantages, GC�GC and its
combination with time-of-flight mass spectrometry (TOF-MS) are imple-
mented in various fields, particularly in food analysis.30 Moreover, because
of the possibility of obtaining satisfactory separations, determination of
targeted analytes can be performed with little or no sample preparation,
which significantly reduces both time and reagent consumption and thus
increases the greenness of the analysis.

Even though comprehensive two-dimensional GC is relatively green, there
is still the possibility of increasing its environmental friendliness. Cryogenic
modulators, most commonly using a type of thermal modulator, use
cryogens such as liquid nitrogen or carbon dioxide in order to trap analytes
and therefore are rather expensive and difficult to work with. As a result,
several different approaches have been proposed. One is to use a modifi-
cation with a single-stage cryogenic modulator in which the delivery system
of the liquid nitrogen is modified, which in effect lowers the coolant con-
sumption.31 Another possibility is to use a consumable-free modulator
(CFM). This uses a capillary made of stainless steel in order to trap and then
inject analytes into the second column. Its use does not require a cryogen
and is ideal for performing analyses in situ, which makes it a much greener
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solution that the application of the most common approaches. Another
approach is to use flow modulators in place of thermal modulators. In these,
eluate from the first column is collected in the sampling loop, which is
periodically flushed with the carrier gas stream. The operation of flow
modulators is simpler and cheaper than the operation of thermal modu-
lators and does not require cryogens, which makes them a greener solution.
However, their use usually leads to lower sensitivity as the modulation
period is somewhat limited.23

9.5 Green Aspects of Liquid Chromatography
LC is an important technique, designed for the separation, identification
and quantification of various compounds from a complex matrix com-
position. Although it is commonly considered less green than GC owing to
the high volume of solvent used, it has a wide range of possibilities for
making it more environmentally friendly. Nevertheless, during the greening
process, one should remember to find the balance between ‘‘greening’’ and
obtaining relevant separation results. In order to perform successful separ-
ations with the use of LC, a combination of several parameters related to the
operation needs to be adjusted, such as32,33

� column [packing, length and internal diameter (i.d.)];
� mobile phase (type, flow rate, gradient elution);
� separation temperature;
� sample size;
� pump pressure.

The main problem associated with LC when green assessment is con-
sidered is the waste generation, since traditional LC systems were far behind
the requirements for a green separation technique. With the simple as-
sumption model when a conventional column of length 15–25 cm�4.6 mm
i.d. packed with 5 mm particles is used, with a flow rate of 1 mL min�1, one
can realize that it creates around 1500 mL of waste per day, giving around
500 L of waste per year. Hence green strategies and techniques targeted at
the improvement of LC are focused on the solvent issue, as presented in
Figure 9.6.2

The use of solvents in LC is mostly affected by the time of analysis. All the
efforts made to minimize the consumption of the mobile phase during LC
analysis are closely related to shortening the time of analysis, keeping in
mind that analytical characteristics such as separation efficiency, resolution,
sensitivity, etc., should be maintained at the highest possible level.3

9.5.1 Column-related Parameter Fitting

One of the practices commonly applied when it comes to dealing with the
reduction of the organic waste generation by the LC system during a single
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analysis is the adjustment of column-related parameters. It is clearly shown
in Figure 9.6 that when the i.d. of the column is decreased, the amount of
mobile phase flow is decreased. Once the i.d. of the column has been re-
duced, the flow has to be scaled down in order to maintain the efficiency of
the separation, which can be calculated with the following equation:34

Fdownscaled¼ Fconventional
i:d:downscaled

i:d:conventional

� �

(9:1)

Moreover, when the i.d. of the column is decreased, the sensitivity increases
owing to reduced dilution of the analytes by the mobile phase. This therefore
results in a higher signal intensity, since more concentrated solutes reach
the detector, such as a UV, electrospray ionization mass spectrometric or
fluorescence detector. However, apart from i.d. of the column, the particle
size (from 5 to 2 mm) and the column length (from 25 to even 5 cm) might
also be reduced in order to decrease organic solvent consumption. Re-
ductions in these parameters positively influence the chromatographic
productivity. They increase the throughput and at the same time make the
analysis times shorter, which is highly desirable in many branches of an-
alysis such as clinical, pharmaceutical, toxicological, forensic and environ-
mental areas, when hundreds of samples need to be analysed.34 However,
according to Darcy’s law, expressed by the equation

DP¼ mLZf
d2

p
(9:2)

where DP is the pressure drop, m is the dynamic viscosity, L is the length of
the column, dp is the particle size, Z is the viscosity of the solvent and f is

Figure 9.6 Classification and characterization of LC based on the column i.d.2
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the flow resistance, the pressure is inversely proportional to the particle
size at the optimum linear velocity. This creates a certain limitation on
using sub-2 mm particles with a standard high-performance liquid chro-
matographic (HPLC) system owing to the generation of a high column
backpressure. Some instrumental modifications need to be made in order
to allow the system to work at pressures above 400 bar. In 2004, the first
ultra-high-performance liquid chromatographic (UHPLC) system, which
can work even in the range 600–1200 bar, was developed and made com-
mercially available by Waters Corporation.34 Further, the separation was
speeded up and the performance was maintained at the same level. Sig-
nificant savings in the consumption of solvents are observed when small
particles are packed into a column with small i.d. What is more, they re-
duce the frictional heating responsible for efficiency losses. However, it
should be emphasized that UHPLC systems are also capable of working
with conventional particles in the range 3–5 mm, but this is related to high
solvent usage and in this case it is no longer a green technique. Never-
theless, systems with a narrow-bore column can fully satisfy the green
chemistry approach and may be used to carry out analyses in a more en-
vironmentally safe manner.2,34

9.5.2 Temperature

Of the various the modifications to column parameters, temperature is the
most frequently changed factor. As is commonly known, temperature is a
powerful parameter in LC, affecting selectivity, efficiency and detectability.
Temperature modifications represent the most preferred changes to be
made during method development owing to their simplicity. Much less ef-
fort is required from the analyst to adjust the temperature of operation than
to change the buffer pH or mobile phase composition. However, imple-
mentation of elevated temperatures requires the LC system to be equipped
with a column fitted with a thermostat in order to maintain a fixed tem-
perature for the whole time of analysis, a mobile phase preheater and a post-
column effluent cooling system, because the temperature of the mobile
phase must be increased before it enters the column and lowered after it
leaves the column in order not to create disturbances to the detector signal.
Adjusting the temperature brings several advantages for the separation
performance and ‘‘greening’’ of the whole analysis since it has a strong in-
fluence on several factors:

� When the temperature is increased from 20 to 50 1C it reduces the
viscosity by as much as 50%, which further results in a lower back-
pressure at the chromatographic column.

� Once the backpressure has been reduced, a higher flow rate of the
mobile phase may be used, shortening the analysis time while at the
same time achieving almost the same efficiency; taking advantage of
the shortening of the time of analysis, a smaller particle size packing or
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a longer column can be used in order to achieve a higher efficiency of
separation.

� Higher temperatures reduce the polarity of green solvent alternatives,
hence water (due to changes in its dielectric constant) and ethanol can
be used as the mobile phase.

� Higher temperatures weaken secondary interactions with the silica
support, resulting in better peak symmetry.

� Elevated temperatures are beneficial for the mass transfer from the
mobile phase to the stationary phase thanks to the increase in the
diffusion coefficient of the molecules; the analysis may be accelerated
by a higher flow rate without loss of efficiency.

� A temperature-dependent stationary phase may be designed for se-
lective separations.

� Trying various temperature changes can help to tune the retentions
of many analytes since many properties are strongly related to
temperature.

On the other hand, even though an LC system operating at higher tem-
peratures is a promising approach, with many advantages, there are also
some constraints, e.g. it is not applicable to the analysis of complex matrices
containing thermally unstable molecules, a stable mobile phase should be
used and caution must be exercised when operating with silica-based col-
umns, as the temperature cannot exceed 60 1C, particularly when using
acidic or basic eluents.2,34

9.5.3 Green Alternatives for Mobile Phases

Another approach in terms of greening LC is to use alternative mobile phase
solvents. The conventional mobile phase used in LC consists of acetonitrile
diluted in water or methanol diluted in water. Both acetonitrile and
methanol are toxic and also the cost of acetonitrile disposal is high.
Whenever possible, they should be replaced with green alternatives, such as
superheated water, acetone or ethanol. Pure water at elevated temperature is
favoured by many analysts. Pure water heated to 150 1C has a dielectric
constant comparable to that of a 50 : 50 v/v mixture of methanol and water
and it is safe for the environment. Nevertheless, it requires a thermally stable
stationary phase to withstand such high temperatures.35 Ethanol is another
organic phase modifier considered as a green alternative to acetonitrile. The
main limitation is its high viscosity, making it very difficult to implement in
a conventional HPLC system. However, when UHPLC was introduced and
the system could operate at pressures above 1000 bar, the viscosity was then
no longer a problem.2,34 Advantages and disadvantages of selected green
alternatives of organic solvent are presented in Table 9.2.

Another solution is to use substances under their supercritical conditions.
Some physical properties of given substances can be changed by making
changes in pressure and temperature around their critical points. Together
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with temperature and pressure fluctuations, the ranges of solubility and
volatility may be broadened, giving high solubilizing power, mass transfer
and selectivity. Moreover, supercritical fluids can be entirely recovered and
have a low environmental impact and low disposal costs. They are mostly
non-toxic apart from inorganic supercritical fluid liquids such as ammonia
and nitrous oxide, which may cause neurotoxicity and are strong oxidants.
Special attention should be devoted to their critical temperature, which may
be high in some cases. Further, they may be flammable.2 The most preferred
supercritical fluid used in green LC is carbon dioxide, the advantages and
disadvantages of which are presented in Table 9.2.

The strategy of using supercritical fluid chromatography (SFC) may be
successfully applied to pharmaceuticals and for any other analyses where the
preparative- or semipreparative-scale purification of chiral compounds is
used. High diffusivity and low viscosity favour chiral separations. It has been
found that in many cases HPLC may be replaced with SFC, which gives
higher efficiency. SFC positively influences method development, column
equilibration making it faster and, what is more, it gives a more flexible
range of choice of solvent selection and also generates far less toxic and
hazardous wastes.2,34

A comparative study was carried out by Toribio et al.36 in which enantio-
meric separations of antiulcer drugs such as omeprazole, lansoprazole, ra-
beprazole and pantoprazole were performed with the use of SFC and HPLC
with a Chiralpak AD column. It was found that with HPLC only two com-
pounds were separated (omeprazole and pantoprazole) whereas with SFC all
four were well visible. Additionally, SFC provided higher selectivity and
resolution and faster analysis (less than 10 min). HPLC had limitations re-
garding solvent selection since only ethanol and 2-propanol could be used
whereas SFC had a much wider range of modifiers to choose from.2,34

Apart from approaches mentioned, there is one further possibility to make
the mobile phase greener, which can be achieved using enhanced fluidity
(EF) liquid mixtures. These can be successfully applied to separations of
moderately polar to polar compounds. They are formed by adding to an
alcohol high proportions of soluble gases such as carbon dioxide. EF liquid
mixtures combine the properties of liquids and supercritical fluids. Similarly
to supercritical fluids, together with changes in pressure the polarity of EF
liquid mixtures may also be changed. Low pressures represent optimum
conditions for EF liquids, making them stable in a single phase. Moreover,
as a high proportion of CO2 is added, several improvements in chromato-
graphic performance may be observed, such as lower pressure drops, higher
optimum linear velocity, higher efficiency and shorter analysis times.
Thanks to the low viscosity of EF liquid mixtures, long capillary columns of
1 m or even more can be used, which results in very efficient separations.
Nevertheless, to work efficiently with EF liquid mixtures, optimum operating
conditions need to be set. They can be adjusted on the basis of the phase
diagram, which for some of them can be found in the literature. However,
for those for which no data are yet available, the phase diagram needs to be
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obtained experimentally. A given type of fluid may be applied in reversed-
phase and normal-phase chromatography and also in size-exclusion separ-
ations. EF liquid mixtures started to be used in the hydrophilic interaction
liquid chromatography (HILIC) mode, in which a polar stationary phase is
implemented together with aqueous–organic mobile phases in order to
separate compounds basing on their hydrophilicity.2 The separation process
takes place by the partitioning between the enriched water layer on the
surface of a polar stationary phase and a mobile phase with a high per-
centage of an organic solvent such as acetonitrile.34 HILIC can be success-
fully applied in pharmaceutical analysis. As acetonitrile is a hazardous
solvent for the environment, Pereira Ados et al. proposed to introduce an EF
liquid (ethanol–water with carbon dioxide additive) in order to perform
analyses in a greener way.37 In addition to water–ethanol–CO2, other en-
vironmentally friendly additives such as a combination of ammonium
acetate with ammonia may be added in order to form an alkaline mobile
phase or formic acid with acetic acid to form an acidic mobile phase. In such
cases, HILIC may be considered as a green analytical technique.2

Further, ionic liquids can be used as a green solvent alternative. Their
unique properties such as electrical conductivity, low volatility and thermal
stability may be favourable for the performance of LC and may improve the
peak shape by an ion-pairing mechanism. More and more analysts are
showing interest in the use of ionic liquids as a stationary phase component
in LC.38

9.5.4 Two-dimensional Liquid Chromatography

The two-dimensional LC technique is being applied increasingly often when
it comes to dealing with highly complex matrices such as pharmaceuticals
and environmental samples. In such a case, one-dimensional LC does not
provide a complete resolution of the sample components, which necessitates
multiple analyses, resulting in additional solvent generation, extended time
and extra cost to obtain a full characterization of the sample. The develop-
ment of multidimensional LC helped to achieve high resolution and in-
creased separation space in a single run. It can be performed in two modes:
heart cutting and comprehensive two-dimensional LC.2

Heart cutting is performed when only selected fraction(s) coming from the
first-dimension LC system are directed to the second dimension, namely
those which require additional separation. A six-port switching valve is used
to change the flow from one column to another at a specific time.2

Comprehensive two-dimensional LC is applicable when many complex
sample components need to be characterized. In this case, subsequent
fractions of the entire effluent are directed from the first to the second di-
mension by an eight- or ten-port valve. It can be performed either off-line or
on-line.2

The use of an LC�LC system provides several advantages, including pre-
vention of sample contamination and/or sample losses, and it also creates

Green Chromatography: State-of-the-art, Opportunities and Future Perspectives 271



the opportunity for automation, which is highly desirable for routine an-
alysis. On-line LC�LC can be considered green as the sample can be fully
analysed in a single run. Additionally, less solvent is used and less time is
needed for the analysis in comparison with off-line LC�LC. To make two-
dimensional LC even greener, high temperatures and short columns can be
utilized. Moreover, as in one-dimensional reversed-phase LC, acetonitrile
and methanol are used owing to their low viscosity and low UV cutoff; they
can easily be exchanged in the first LC system for more environmentally
friendly solvents such as acetone or ethanol because there is no need for a
low UV cut-off in the first-dimension separation. Nevertheless, to apply two-
dimensional LC, complex instrumentation is necessary and data handling
and optimization of the operating parameters of both LC systems are ne-
cessary to make them compatible with each other.2

9.6 Miniaturization in Chromatography
Miniaturization of analytical instruments is gaining popularity as a way to
increase the greenness of both LC and GC. Application of miniaturized
systems is usually related to reducing the number of consumables and en-
ergy consumption and also the volume of reagents needed to perform the
analysis. Moreover, it leads to decreased waste production and costs, which
means that it is not only more environmentally friendly but also cost-
effective.39 Furthermore, it is possible to improve the sensitivity of the
method and shorten the time of a single analysis, which allows the use of
miniaturized systems in both on-line and at-line analysis, which further
improves the greenness of the method. Hence various miniaturized
chromatographic systems (e.g. compact and portable chromatographs or
micro-chromatographs, Figure 9.7) have found numerous applications.

One of the possibilities of miniaturization, as mentioned previously, is
shortening the length and decreasing the diameter of the LC column. Since
this makes it possible to reduce the flow rate of the mobile phase, the overall
solvent consumption can be much lower than in the case of commonly used
LC systems. In addition, this modification may lead to a lower sample vol-
ume requirement, which may be particularly useful in fields where obtaining
larger samples may be difficult, e.g. in forensic and biomedical science. All of
the advantages of decreasing the length and diameter of the LC column are
the reason why this modification has also been applied in GC. The use of fast
and ultra-fast GC systems permits the rapid determination of analytes even
in complex matrixes, which makes them suitable for various industrial ap-
plications, e.g. spoilage assessment of food adulteration.40,41

Another approach that could be implemented is the ‘‘lab-on-a-chip’’. Even
though the idea of GC-on-a-chip was first proposed in the 1970s, the first
introduction of this method was made 20 years later. Since then, numerous
efforts have been made to develop various chip-based systems.42 Because of
their small size, they are easily portable and cost-effective, as their use does
not involve high solvent and energy consumption. For these reasons, it is not
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only a notably environmentally friendly solution but also one that could and
is being applied in various fields such as environmental analysis, biomedical
and petrochemical science and even homeland security.43 Moreover, there is
a possibility that their mass production could be potentially cheap, which
further increases their usability.44

9.7 Conclusions and Future Trends
Several ways to make chromatographic techniques more eco-friendly exist
(Figure 9.8). These have the potential to make all the analysis steps greener,
from sample collection through pretreatment to separation and final de-
termination. The ideal chromatographic method would be performed in an
in-line mode, without sample preparation; however, sample preparation
prior to chromatographic analysis is needed in most cases. As a con-
sequence, solvent-free or solventless miniaturized sample preparation
techniques should be applied whenever possible to minimize solvent con-
sumption. If this is not possible, it is recommended to use eco-friendly
solvents, such as water or supercritical fluids.

Future progress in greening analytical chromatography is expected to be
accomplished through miniaturization, shortening of the analysis time
and improvement of the resolving power. It is believed that such progress
will be made, as considering a literature survey on the state-of-the-art of
green chromatographic techniques it can be deduced that there is general

Figure 9.7 Possibilities of miniaturization of chromatographic systems.
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agreement between chromatographers and society on the need to avoid, or
at least reduce, the deleterious side effects of the different steps of ana-
lytical procedures. Therefore, both researchers and manufacturers associ-
ated with analytical chemistry will strive to develop and adopt new avenues
both for the education of new generations of chromatographers and for the
revision of current practices in the chromatography laboratory. Efforts are
being made to simplify, automate and miniaturize chromatographic
systems.

It is obvious that additional developments must be introduced in order to
move from the bench to the real world, and strong collaboration between
equipment producers and method developers is needed in order to search
for the incorporation of novel ideas in sample pretreatment and multi-
parametric analysis in addition to the real applicability of new and fast
stationary phases and columns. In addition, efforts should be made to im-
prove the information obtained from chromatograms by incorporating the
recent advances in chemometrics. Such processing could help improve the
information generated by chromatographic systems without increasing
the consumption of chemicals and/or waste generation. Furthermore, add-
itional attempts should be made to shift from large instruments to portable

Figure 9.8 Principles of green chromatography.
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systems, mainly regarding the portability of MS detectors. The introduction
of a new generation of portable chromatographs would provide rapid in-
formation with a reduced impact on the environment. In addition, such
instruments will impact on decreasing the side effects related to sample
transport, preservation, storage and analytical sources of errors.
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10.1 Introduction
In past centuries, chemistry and chemists have made great contributions to
and have documented many things that have been important parts of
human history. The early alchemists conceived many developments based
on studies of materials and their properties and reactions that changed
civilization for a better quality of life in many cases. Even though most of the
developments might seem to be simple by today’s standards, at that time
they were groundbreaking discoveries and inventions. Beginning with early
chemical manufacturing, it incorporated simple chemical reactions to pro-
duce enormous amounts of products in a short period of time to serve
customers, an example being daily products such as soaps, shampoos and
detergents. Dye production contributed significantly to the creation of
paints, fashion and art over the centuries. However, some chemical reactions

Green Chemistry Series No. 66
Challenges in Green Analytical Chemistry: 2nd Edition
Edited by Salvador Garrigues and Miguel de la Guardia
r The Royal Society of Chemistry 2020
Published by the Royal Society of Chemistry, www.rsc.org

277



were regarded as ‘‘black magic’’ at that time because the fundamentals of
chemistry were still unclear. Thanks to the development of theory in
chemistry by many pre-eminent chemists, the usefulness and importance of
chemistry became clear and more and more people changed their minds to
pursue these endeavors. This dramatically increased the pace of new dis-
coveries and applications. The production of different types of plastics al-
tered people’s lifestyles and also replaced traditional products in various
areas (e.g. vehicle materials and electronic devices). Antibiotics were hot
commodities that were widely used in therapeutics. The use of pesticides,
including DDT, in agricultural manufacturing became popular as it can ef-
ficiently increase production and also improve product quality. Freons and
other chlorofluorocarbons (CFCs) were typically introduced for use in re-
frigerants, air conditioners and aerosol propellants as they are stable, non-
flammable, moderately toxic gases or liquids. Tetraethyllead (TEL) was
added to gasoline in order to prevent ‘‘knocking’’ in combustion engines.
These are only a few examples of the great discoveries in chemistry that
changed human life.

In the past, the above-mentioned products were developed to serve and
facilitate a better life for humans. However, the negative impacts on the
ecosystem and the environment of these substances were not carefully
considered and analyzed at that time. Plastics are very useful substances, but
their degradation might take thousands of years. During the degradation
process, plastics break down into smaller pieces that contaminate soil and
water, entering the food chain and causing the deaths of over 100 000 marine
animals each year. Residual pesticides can be dissolved in water and soil,
which distorts the genetic diversity (fertility and neuron systems), and ac-
cumulate up the food chain in wildlife. Freons and CFCs have serious effects
on the ozone layers that protect the Earth from harmful ultraviolet radiation.
The coal industry spews pollutants into the atmosphere, contaminates rivers
and produces millions of tons of toxic solid waste products that are among
the primary causes of climate change and the global warming problem. All of
these potential disasters initiated a different type of thinking among
chemists and the general population. Now it is not just about chemistry; we
must seriously consider the impacts on the environment and ecosystems in
what is called green chemistry.1–11

The term green chemistry emerged from the prevention of pollution that
was endorsed in 1990 in the United States. The US Environmental Protection
Agency (EPA) defines green chemistry as the design of chemical products
and processes that reduce or eliminate the use or generation of hazardous
substances (https://www.epa.gov/greenchemistry). Green chemistry has re-
cently been applied across the life cycle of chemical products, including
chemical production, manufacture, design and ultimate disposal. In the
early years of green chemistry, it was mainly oriented towards the planning
of chemical synthesis methods and emphasized the product and the process
used to produce it. This protocol should conform to the basic rules of sus-
tainability. Nowadays, the applications of green chemistry concepts have
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been gradually extended and are now widespread over all fields.1 In 1998,
Anastas and Warner2 established the ‘‘Twelve Principles of Green Chem-
istry’’, with some being directly connected with analytical chemistry, such as
using safer solvents and reagents, prevention of waste, energy and labor
efficiency, renewability, reducing by-products, real-time analysis and pre-
vention of accidents through the implementation of safer chemistry. These
principles for analytical chemistry mainly relate to the creation of environ-
mentally friendly methods and the development of powerful tools and in-
struments for minimization of the number of samples required, reduction of
power and waste, using green reagents and reduction of energy, time and
labor. These developments should have no effects on accuracy, sensitivity
and reproducibility. In recent years, the subject has been discussed on the
basis of the concept of green analytical chemistry (GAC), which has increas-
ingly attracted attention in numerous papers,3–5 books6–8 and reviews.9–11

One of the keys to successfully meeting the principles of GAC is to develop
the instruments, methods and protocols in such a way that they are faster
and less labor intensive and reduce energy without increasing the cost of
analysis and requiring fewer and smaller volumes of reagents and solv-
ents.10,12 In recent years, the power of computers and the performance of
instruments have increased dramatically. These developments, together
with other factors, provide new opportunities and challenges to chemists in
research and development. Nowadays, the field of analytical chemistry is
currently facing major changes that involve research on complex chemical
systems. To study complex systems involving the presence of multiple co-
existing factors, the application of statistical and mathematical techniques is
often required and this is usually confined to studies in modern analytical
chemistry.13–15 In this development, new methodologies integrated with
statistics, computation and mathematics are also employed to provide in-
depth and broad-range analysis. This helps scientists to understand and
interpret easily such complex systems, which might contain a huge amount
of acquired data. In the past, the main problem facing analytical chemists
was how to obtain good data containing a lot of information about the
system. This involved labor-intensive measurements that were very tedious,
expensive and time consuming. Furthermore, there were problems in pre-
paring materials, a lack of high-performance techniques and inefficient in-
strumentation and technical support. Chemists in the early days aimed to
extract as much information as possible about the composition, structure
and other properties of the systems under routine investigation. After
measurement, the collected data were often treated by different signal pro-
cessing techniques to obtain high-quality data, eliminate irrelevant data and
extract the maximum amount of meaningful information. However, it was
not very easy to study or interpret the huge amounts of data generated dir-
ectly. Therefore, powerful mathematical and statistical methods were nee-
ded to evaluate the results and extract and interpret information.

With the rapid development of advanced computer hardware and soft-
ware, including the mobility of electronic instruments, several trends have
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driven research towards new detection features such as miniaturization,
automation, simplification and acceleration, which in turn allowed fast
detection methods to be applied with the use of minimal resources. Im-
plementation of these trends in analytical methods has usually not only
provided enhanced analytical characteristics, but also significantly improved
the greenness profiles. Data treatment and data interpretation in, for in-
stance, spectroscopic and chromatographic studies are a part of the inter-
disciplinary science known as chemometrics.16–22

10.2 Brief History of Chemometrics in Green
Chemistry and Its Application to Green
Analytical Chemistry

The origin of chemometrics can be traced back to the early 1960s, when
computing became generally accessible. In the 1960s, Norris tried to use
statistical methods to extract information about the quality of agricultural
products from their near-infrared (NIR) spectra.15 In the 1970s, the groups of
Malinowski, Jurs and Massart published their work based on applications of
statistical and mathematical techniques to complex chemical problems,
which we now recognize as chemometrics.17–20 However, the term chemo-
metrics was invented by the Swedish scientist Svante Wold, who published
the first paper using the word ‘‘chemometrics’’ in 1972.21 He joined with
Bruce Kowalski in 1974 to create the International Chemometrics Society22

and defined the term chemometrics as follows: ‘‘Chemometrics is the sci-
ence of relating measurements made on a chemical system or process to the
state of the system via application of mathematical or statistical methods’’.
In the 1980s, chemometrics as a discipline became organized with the in-
ception of the journals Chemometrics and Intelligent Laboratory Systems
(Elsevier) and Journal of Chemometrics (Wiley), meetings, conferences, books,
societies, courses and program packages (e.g. UNSCRAMBLER, SIMCA,
CAMO). The International Conference on Chemometrics in Analytical
Chemistry (ICCAC Holland) was first held in Petten, The Netherlands (15–17
September, 1978), and was the first conference to have the word chemo-
metrics in its title.23,24 The conference still continues today with increasing
numbers of participants. The breakthrough in chemometrics came at the
beginning of the twenty-first century with the availability of ultrafast per-
sonal and clustering computers that not only process fast calculations but
also provide an enormous storage space with easy accessibility.25 The various
software development companies have promoted equipment and tool in-
tellectualization and they have also offered new methods for the con-
struction of new and high-dimensional hyphenated equipment. These
developments have driven the applications of chemometrics to other in-
formatics fields such as genomics, metabolomics, bioinformatics and che-
moinformatics.16,25 Nowadays, the high-speed Internet is easy to access
everywhere in order to search, download and remotely control even via
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wireless technologies such as mobile phones and tablets. In the era of the
Internet, big data and machine learning play important roles in our daily
activities, and produce a massive amount of data in the form of documents,
images, videos and media uploads. The large amounts of collected data can
be securely stored in thousands of cloud servers. Therefore, sophisticated
software tools with powerful mathematical and statistical algorithms must
be developed to analyze and visualize these large amounts of data in real
time. A brief history of the origination and applications of chemometrics is
illustrated in Figure 10.1.

With the increase in the use of computing and communications tech-
nology in chemical data analysis, especially in information/data handling,
process control and sensors, a large variety of chemometrics methods have
been introduced in order to meet the principles of GAC such as to reduce the
number of steps in chemical analysis, reduce the number and volume of
reagents involved, consume less energy, be less labor intensive and decrease
the resources used. These aims can be achieved by optimization, automation
and robotization. Chemometrics has been increasingly mentioned in the
literature relating to GAC and Figure 10.2 shows the evolution of publi-
cations devoted to GAC combined with chemometric techniques during
2000–2018 found using the search keywords ‘‘green’’ or ‘‘greener’’ or ‘‘clean’’
or ‘‘cleanser’’ or ‘‘environmentally friendly’’ and ‘‘chemometrics’’.

At present, there is dramatically increasing interest in the implemen-
tation of chemometric techniques in developing green analytical methods.
This reflects the large increase in the number of publications based on the
routine application of existing chemometric methods in major journals
such as Analytical Chemistry, Analytical Methods, Talanta, Food Chemistry
and Journal of Agricultural and Food Chemistry. From a literature search,
there is no doubt that chemometrics is currently a predominantly
important tool in achieving the aforementioned developments in GAC,
especially in chemistry, food science, agricultural engineering and bio-
chemistry, hence being an indirect way of saving time, labor, energy and
reagents by implementing automated analysis. Significant savings can also
be obtained by data analysis and visualization of large datasets to simplify
and assist in reaching concise conclusions. Generally, the measurement
results can be obtained by various techniques such as spectroscopic,
chromatographic and electrophoretic methods, hyperspectral cameras and
smartphones. These can be defined as a characteristic profile reflecting
the complex chemical compositions of analyzed sample, patterns and
fingerprints. Chemometrics helps us to extract significant information
with a smaller number of experiments and prevent errors in an environ-
mentally friendly way. The methodology based on chemometric
approaches, including design of experiment (DOE),26–28 signal pre-
processing,29 exploring data,28–30 optimization,28–30 calibration,28–30 pat-
tern recognition28–30 and artificial neural networks,31 is a powerful tool for
analyzing and interpreting complex data in a simple way without using
trial-and-error approaches.
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The combination of chemometric and analytical techniques to produce
efficient and powerful methods according to the principles of green chem-
istry has become an important challenge in the last few decades. A large
variety of chemometric methods have been applied in various fields, e.g.
analytical chemistry, food chemistry, agricultural chemistry, spectroscopy
and biological informatics. Figure 10.3 presents an overview of applying
chemometrics approaches throughout the flow of information from the
beginning to the end of the analysis process.

Figure 10.3 Generic chemometrics approaches as green chemical tools for data
analysis.
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Before performing the experiment, the strategy of design of experiment
(DOE) should be applied in order to obtain the maximum amount of high-
quality information with the smallest number of experimental runs.32 This
allows the evaluation of a large number of parameters in a relatively small
number of experiments using statistical and mathematical approaches.
Performing DOE in research minimizes the cost of operation without
decreasing the information quality, quantifies the model and optimizes the
experimental process. After the acquired data have been generated via the
DOE strategy, the treatment of acquired analytical signals, often called ‘‘pre-
processing’’, is first introduced. This pre-processing method should be
considered as an important step in the overall strategy of data analysis. This
step of data preparation can reduce and remove undesired perturbations in
the signals by data cleaning, outlier detection, transformation, scaling and
normalization. Second, the prepared data are projected to the calculation,
which is often called ‘‘unsupervised pattern recognition’’ or ‘‘exploratory
analysis’’, to reveal the main patterns or groups of samples in the data and
also indicate outliers. The underlying relationship between samples is
visualized with no further information such as response, class information
or concentration required. In the experiment, the relationships between
samples and the corresponding responses are important and crucial. The
response can be recorded in terms of concentration, peak intensity or class
member. Supervised pattern recognition is involved here to find the quali-
tative/quantitative models used in a variety of applications such as predic-
tion, calibration, classification and regression.

Although chemometrics is a very powerful technique, it should be noted
that it cannot operate on its own and cannot replace the knowledge of
analytical chemists or scientists. It is useful to integrate this knowledge with
these tools that allow a researcher to take full advantage of the modern
analytical solutions available. In this perspective, chemometrics will con-
tinue to grow as long as it supports solutions to aid the community of
chemists in their tasks, both in academia and in industry.

To assess green profiles, chemometrics could be used as an alternative
tool to chemical data processing instead of using sample pretreatment and
perform an additional set of experiments. This allows us to use much sim-
pler measurement processes and obtain meaningful results in a very short
analysis time. With the viability of software and also the availability of
training courses for both commercial and academic users, not only che-
mometricians but also non-specialists can enjoy the advantages offered by
the chemometrics approach in basic and applied research. The use of
multivariate methods based on chemometrics has been endorsed and in-
creased across broard ranges of scientific disciplines, as outlined in
Table 10.1. The list of literature was extracted from the search results using
the keywords mentioned earlier (for the period 2000–2018). Because it was
not possible to include all references in the table, the representative articles
cited are just examples that were selected based on the variety of the research
and number of citations.
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In general, chemometric methods are developed in order to prevent biased
analysis by humans that might originate from their particular expertise,
experiences and culture. To analyze complex data, a skilled person is re-
quired, in addition to hard work and extensive training, which might be
specific for only a few analysis objectives. This means that it is not possible
to prepare, train and provide such individuals across all research objectives.
To avoid these problems, a multivariate statistical model can be used in a
standard protocol in the form of programs and software to analyze such
complex data. Since the model has been proven and satisfactory results have
been obtained, it is easy to distribute it across the world. This might reduce
the enormous costs originating from labor, analysis time and chemical tests.
The valid software can run continuously for 24 h per day, 7 days per week to
interpret enormous amounts of data without requiring assistance any from
experts and specialists. Moreover, the programs are flexible and easy to
modify for different objectives, which might not be possible for a human.

It can be seen that chemometrics has been used in different ways de-
pending on the research objective and the acquired data. A relatively high
proportion of research papers relate to the possibility of developing new ap-
plications using chemometrics in food science and technology.33–39 In this
case, chemometric methods are developed to extract useful information from
complex data and provide qualitative/quantitative models to access and
evaluate the food quality aspects, including authenticity, adulteration, food
safety, contamination and freshness. These methods are potential analytical
tools for further use in different industries and inspection agencies for the
investigation and characterization of samples during the process of control-
ling and inspecting the quality of food products. In agricultural science and
technology,34,39–44 the perspective of chemometrics as an analytical tool to
authenticate and classify agricultural products according to their geographic
origins and other aspects, including planting season, sensory composition
and quality, has been proposed. Owing to worldwide international trade,
knowledge of the origin of agricultural products is nowadays essential for
import and export trading to validate trackability for customers, traders and
producers. Products from different origins have distinct qualities that may
have consequences regarding different tastes, nutritional quality and prices.
Moreover, the relationship between the planting environment, e.g. minerals,
soils, fertilizers, humidity, and the characteristics of the products is of inter-
est. Therefore, information about product origins is essential for verifying
specifications and guaranteeing quality and efficacy.

In environmental research,45–52 the process of collecting samples is
complicated and difficult to control. Gaining insightful information might
involve an enormous number of samples, and environmental data are
mostly complex and contain several unpredictable factors with high vari-
ability. To interpret such complex data is extremely difficult. To extract and
decipher the relationships within the data, multivariate analysis is required.
It is possible to generate a model that can be used to analyze different en-
vironmental samples by remote detection with satisfactory results. Another
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Table 10.1 Examples of applications of chemometrics in green analytical chemistry.a

Input data Sample Purpose Chemometrics Ref.

GCO Cheese Classify type of Ragusano
cheese and build a
sensory model

PCA, SIMCA,
PLSDA

35

HPLC, GC,
ICP-AES

Coffee Discriminate geological
growing areas of Arabica
coffee

PCA, LDA 124

NIR Olive oil Classification and
quantification of the
adulteration of pure olive
oils

MSC, PCA, SG,
PLS

37

LC–UV Coffee Botanical and geographical
characterization of green
coffee

LDA, PLSDA 33

Raman Coffee Discriminate Arabica and
Robusta green coffee

PCA 38

HPLC–DAD Ginger Discriminate geographical
origins of ginger (Zingiber
officinale)

HCA, PCA,
LDA

125

MS, eNose,
VIS-NIR

Wine Measure sensory scores
attributed in commercial
Riesling wines from
Australia

PLS 36

ICP-MS Coffee Control the authenticity of
organic coffee

MLP, SVM, NB 126

VIS-NIR Milk tea Discrimination of variety of
instant milk teas

BPNN, PLS,
PCA, LS-SVM

41

UV–VIS Sweeteners Determination of the three
different artificial
sweeteners

PLS, PCR, CLS 42

GC–MS Coffee Discrimination and identify
volatile compounds as
markers for elephant
dung coffee

CA, PCA, PLS 43

NIR Honey Determination of Chinese
honey adulterated with
high-fructose syrup

MSC, PLSD 44

Portable
Raman

Vegetable juice Determination of lycopene
contents

PMIR 127

FT-IR
microscopy

Potato chips Determination and
screening the acrylamide
content in potato chips

PLSR 128

Raman Tomato Quantitative analysis of
carotenoid contents

PLSR 108

LC–MS Eggplant Evaluation of eggplant
genotype related to the
total phenolic, flavonoid
content and antioxidant
capacity of 34 eggplant
genotypes

CA, PCA 40

NIR Rosmarini folium Determination of the
rosmarinic acid (RA) in
dried and powdered
Rosmarini folium
(rosemary leaf)

PLSR 129
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Table 10.1 (Continued)

Input data Sample Purpose Chemometrics Ref.

TD-NMR Sealed package Prediction of the total fat
content in sealed
packages

PCA, PLS 48

ATR-FTIR Sediments Quantitative determination
of polyphosphate

PLS 51

GC–MS Sediments Qualitative and quantitative
analysis of pollution
[polycyclic aromatic
hydrocarbons (PAHs)] in
surface sediments
collected from different
areas

CA, PCA, MLR 50

LC Pharmaceuticals Determination of nine beta-
blockers in river water

MCR–ALS 52

LC Antibiotics Analysis and quantification
of six antibiotics in
wastewater

MCR-ALS,
U-PLS/RBL

47

% recovery Waste Ag Optimize the conditions to
recover pure silver
microcrystals from
industry and laboratory
wastes

CCD (DOE) 45

% recovery As(III), As(IV) Optimize the condition for
coprecipitation conditions
of As(III) and As(IV) from
wastewater

CCD (DOE) 46

NIR Soil Prediction of heavy metal
(Zn, Cu, Pb, Cr and Ni)
contamination in soils

PLSR 49

Database Organic solvents Grouping of organic
solvents according to their
physicochemical,
toxicological and hazard
parameters

CA, PCA 68

Raman Tissue Discriminate and identify
early-stage esophageal
cancer

PCA, LDA,
SOM, PLSR

54

NIR imaging Fish eggs Related molecular contents
of egg growth

PCA, LDA 59, 60

Raman Fish eggs Discrimination of fish egg
quality and viability

PCA, LDA 61

CE Cabamazepine Quantitation of
carbamazepine in human
serum

MCR-ALS 130

Raman Tissue Visualize the cancer region
on the target tissue

PCA, PLS, ICA 53

GC–MS Sweat, blood,
urine

Discriminate groups of
samples (age, stress and
diet) using a large
metabolite dataset

PCA, PLSDA 85
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application is to optimize the factors for removing toxic substances from the
environment (soil, water, air).45,46 Furthermore, chemometrics combined
with spectroscopic techniques [e.g. Raman, Fourier transform infrared
(FT-IR), FT-NIR and hyperspectral cameras] is a powerful protocol that
can be used to detect abnormal cells such as cancer cells.53–55 As these are
non-invasive analytical methods, they have been used extensively to assess
molecular information about living organisms.53–62 Ishigaki and co-
workers56–61 employed NIR imaging with chemometrics to monitor in vivo
at the molecular level the development of the fertilized eggs of the medaka
fish (Japanese rice fish, Oryzias latipes) over the period of embryonic body
growth.56–61 Other examples of applications of spectroscopy–chemometrics
research are presented in Section 10.6.

Chemometrics is basically used to help researchers in terms of data an-
alysis, automation and information extraction and can be further developed
as software and installed in devices. In particular, data are obtained by
measuring the spectra of samples with advanced instruments in a research
laboratory and then the acquired data are exported to a computer with
suitable software either to extract information or to develop a quantitative
model. This protocol involves intensive built-in programming for very
complex data; however, commercial software can also often be used. After
validating the model, the detection procedure and developed software can be
organized and installed in the instruments for real-time analysis, on-site
analysis and automated analysis. Chemometrics calculations can be imple-
mented with available programs, e.g. MATLAB (www.mathworks.com)
and R-studio (www.rstudio.com). These might be a stand-alone program
that can be installed and used for each personal computer separately.
Therefore, to have several users, the developed program has to be distributed
to the users who need to purchase the same program as the developer in
order to use it. Moreover, the capacity of the instrument to generate and
store the enormous volumes of data is limited. Most multivariate models are
based on the defining model which is valid at the time, but it needs to be
modified as time goes on. These are a kind of impact limitation of the

Table 10.1 (Continued)

Input data Sample Purpose Chemometrics Ref.

UV–VIS, SEM Silver
microplates

Obtain insight information
on the shape evolution of
silver nanoparticles
induced by H2O2

OPA,
SIMPLISMA,
MCR-ALS

131

aGCO: Gas Chromatography Olfactometry, ICP-AES: Inductively Coupled Plasma Atomic Emission
Spectroscopy, TD-NMR: Time Domain Nuclear Magnetic Resonance, MS: Mass Spectrometry, CE:
Capillary Electrophoresis, MLP: Multilayer Perceptron, SVM: Support Vector Machine, NB: Naÿve
Bayes, BPNN: Back Propagation Neural Network, LS-SVM: Least-Squares Support Vector Ma-
chines, CLS: Classical Least Squares Regression, PMIR: Product of Mean-Intensity Ratio, PLSR:
Partial Least Squares Regression MCR-ALS: Multiple Curve Resolution Alternating Least Squares,
U-PLS/BRL: Unfolded Partial Least Squares/Residual Bilinearization OPA: Orthogonal Projection
Approach, SIMPLISMA: SIMPLe-to-use Interactive Self-modeling Mixture Analysis.
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‘‘progressing time window’’ research to be applied in a practical way as
the data may be ever-increasing, generated every day, and the developed
model might not be valid when time passes quickly. Nowadays, there is an
enormous amount of research and scientific data available on the Internet
and cloud systems and sometimes they are free to access and use. This
encourages the field of chemometrics to grow out of efforts to develop a
toolbox of statistical and computer applications for processing, analyzing
and visualizing the available big data, which is sometimes called big data
analysis.17,63–66 Some sort of statistical and mathematical technique, such as
a machine learning algorithm, which can update and adapt itself (self-
learning approximation) for better output without any external input, is
needed in order to extract the essence in the data. This involves intensive
programming and calculations combined with a search algorithm in a cloud
system to reach the greenest profile of analytical chemistry because it does
not involve any chemicals, experiments, waste or labor to accomplish the
goal of research.25 Figure 10.4 shows the data acquisition, process step
and the role of chemometrics in recent research. It can be seen that the
important change is how to obtain the data. In big data analysis, experi-
ments and a wet laboratory are not always necessary. The significant infor-
mation can be collected using an efficient search engine and powerful
keywords.25

In a good example, Tobiszewski and co-workers67,68 reported the appli-
cation of chemometrics to big data analysis related to green chemistry. The
solvent selection guide (SSG)69–73 was developed to choose harmless solvents
for green chemistry and GAC. SSG was prepared with 151 solvents (from
different chemical classes, including aliphatics, aromatics, alcohols, alde-
hydes, ketones, ethers, esters, organic acids, chlorinated solvents, water, etc.)
which were assessed. The significant parameters of the solvents, such as
toxicological endpoints, physicochemical factors, environmental persist-
ence, safety parameters and possibility to manage after use, were considered
as the input data. All information was collected from the reported SSGs,71

GSK (GlaxoSmithKline)72,73 and American Chemical Society Green
Chemistry Institute Pharmaceutical Roundtable (ACS GCI-PR).69,70 Some
parameters that were not numbers were translated into numbers. After the
data matrix had been prepared, the pre-processing step including auto-
scaling was used to normalize and scale the real data values in a similar
range. Cluster analysis (CA)74 was performed by using the squared Euclidean
distance and means of Ward’s mode of analysis to calculate the distance
between pairs of solvents and linkages, respectively. After CA, the solvents
were organized into groups based on their similarity. This is represented as a
dendrogram (Figure 10.5). It is clearly seen that three very defined groups,
namely a cluster of non-polar and volatile solvents, a cluster of non-polar
and sparingly volatile solvents and a cluster of polar solvents, were formed.
Then, the ranking method based on TOPSIS (Technique for Order of
Preference by Similarity to Ideal Solution)75 was performed on each cluster
separately to rank the solvents. The solvents with a high confidence ranking

290 Chapter 10



were considered as preferred/usable solvents, whereas the solvents with a
low confidence ranking were defined as banned/undesirable solvents.

In this chapter, the basic principles of data complexity and the most
commonly used chemometric methods for data analysis, including DOE,
signal pre-processing, unsupervised pattern recognition and supervised
pattern recognition, with their brief principles and algorithms, are pre-
sented. The aspects have been simplified for readers who will likely come
from different backgrounds in order to be able to follow and understand the
concepts and algorithms of the methods. To obtain more details of the
methods, comprehensive references have been added to allow readers to
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Figure 10.4 Scheme of process steps in applying a chemometric method developed
for recent research.
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explore certain features further. At the end of chapter, the existing appli-
cations of chemometrics in chemical sensors and biomedical diagnosis are
discussed.

10.3 Complexity of Datasets
Data analysis using chemometrics involves the use of mathematical models
that relate multivariate instrumental signals to the response of samples, e.g.
concentrations or sample properties. There are different ways to organize the
data acquired from the instruments. The dimensions of the data are the first
and the most important factor used to consider the appropriate analysis
strategies. Zeroth-order data involve only the records of a single instru-
mental response per sample, whereas higher order data are acquired with
multiple signals for each sample. A zeroth-order dataset is generated with
detection by instruments that produce only a single response per sample. It
can be in the form of the absorbance of UV–VIS or fluorescence emission at a
single wavelength (usually as absorbance at lmax). This type of data can be
used for the basic calibration curve and a threshold for a test (e.g. police test
in roadside alcohol breath testing). A first-order dataset can be acquired by
the detection of a simple sample that can be rearranged into a vector ob-
tained from either a spectrum or a chromatogram (e.g. UV–VIS spectrum,
fluorescence emission spectrum). This type of dataset can be used in basic
recognitions, for example, to match automatically an unknown spectrum
with a library of reference spectra. A second-order dataset will come in a
matrix for a single sample that can be obtained by multi-detections of the
sample (e.g. investigation of chemical reaction profiles). On the other hand,
it can also be generated by joining the first-order datasets together in either a
row-wise or column-wise fashion. For example, the spectrum is recorded at
each time interval in order to monitor chemical reactions. A third-order
dataset can be developed by simply adding the second-order datasets to-
gether in the form of an array which is often called a three-way data array.
The data type might be obtained from an image or a hyperspectral image
where a layer of the array contains information on each pixel recorded at
different parameters such as values of R, G and B presented as first-, second-
and third-array layers, respectively. To perform the calculation on the data
array, multi-way data analysis such as consensus PCA (CPCA),76 multiblock
partial least squares (MBPLS)76 and parallel factor analysis (PARAFAC)77 was
implemented, which might involve a complicated calculation. To simplify
the calculation, the data array can be rearranged into an augmented matrix
by appending the columns (or rows) of matrices from each array with the
same row (or column) of elementary operations. Therefore, multivariate
analysis can commonly be performed.

Data types and data processing strategies are summarized in Table 10.2. At
present, chemical information from experiments has been represented in
the form of a high-order dataset that mostly involves matrix and data arrays.
In this chapter, chemometric principles are outlined based only on the
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data acquired in a matrix form where rows (i) represent the observations
(samples) and columns ( j ) represent variables (factors, wavelengths, re-
tention time, etc.).

10.4 Methodology of Chemometrics
In this section, chemometric principles in GAC are introduced based on the
data acquired only in a matrix form. Several generic chemometric methods,
which are frequently used in GAC, are considered in a comprehensive way.

10.4.1 Design of Experiments (DOE)

An initial step in any research is to formulate the objectives and goals of the
study. A number of key questions have to be listed and taken into con-
sideration in order to answer the chosen hypothesis. After defining the aim
of the study, the selection of objects such as samples or individuals needs to
be considered and should span the experimental setup in a balanced and
systematic manner. Therefore, designing a study is required and plays as an
important role when evaluating the outcome or results. An appropriate

Table 10.2 Dataset complexity including data order, type of data and multivariate
analysis strategy.

Data
order Scheme of data Type of data Strategy

Zero Scalar: x11½ � Elements
Chemical properties

Univariate

First Vector: x11 � x12 � x13 . . . x1j
� �

or

Vector:

x11

x21

..

.

xi1

2

6
6
6
4

3

7
7
7
5

Spectrum
Chromatogram

Multivariate

Second

Matrix:

x11 � � � x1j

..

. . .
. ..

.

xi1 � � � xij

2

6
4

3

7
5

Set of spectra
Set of chromatograms

Multivariate

Third Array:

z shows the number of matrix
layers

Image
Coupled data: GC–MS,

LC–MS

Multi-way
analysis

Multivariate
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experimental design is required to provide the results to answer the key
questions. There is no point in continuing if the design of the study is not
appropriate to answer the main questions. To reach the greenest profiles,
the consideration of chemometric experimental designs is recommended at
the beginning of the process in order to ensure quality, accuracy and rich-
ness of information with the smallest number of experiments.

There are numerous applications of chemometric experimental designs
but they can be put into three main categories, namely screening,26 opti-
mization27 and quantitative modeling.78 In any experimental procedure,
several experimental variables or factors may influence the results.
A screening design is performed in order to determine which variables or
factors and interactions have the greatest effect on the measured outcome,
so that irrelevant variables are eliminated and the significant variables can
be studied in more detail. For example, in an organic synthesis, there are
various factors that can be investigated (e.g. solvent, reagents, temperature,
reaction time) in one synthesis process. However, there may be only a small
number of these factors, such as catalysts, pH and temperature, that have
significant impacts on the product yield.79 According to the design, the
quantitative model can be coupled with statistical methods to discover the
relation between response (product yield in this case) and significant factors.
This model can be used to visualize and optimize the experimental con-
ditions to give the maximum yield without performing any extra experi-
ments. Generally, the aim of an analytical experiment is to determine a
quantitative model to obtain an accurate outcome with the highest effi-
ciency. The number of experiments is limited in practice as it is not possible
to perform an infinite number of experimental runs to cover all possible
outcomes. Therefore, it is sometimes necessary to determine how many
experiments need to be performed and also the levels of each of the factors
to determine the scope of the desired results. There are many different
designs that can be used, such as full factorial design, fractional factorial
design, central composite design and the Plackett–Burman design, all of
which have been described elsewhere.26,28,30 Each design has different rules
to enable the maximum amount of information to be extracted from the
experiment. DOE has been proven to be an important tool for various ap-
plications to eliminate the dissipation due to a trial-and-error method and
save on costs in terms of time, money and labor.

10.4.2 Pre-processing Methods

Pre-processing methods should be considered as an important step to treat
the data prior to performing data analysis. The data acquired from either
spectroscopic or chromatographic measurements must be pretreated before
applying further manipulations to obtain the true underlying information.
Different results may be obtained by different pre-processing methods. In
fact, it is difficult to collect samples in the same environment and analyze
these samples using the same instrument under identical experimental
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conditions. Variations due to collection date, stability of the instrument and
background such as interference of chemical factors or errors in the ex-
perimental process are observed for different samples in terms of, e.g., peak
height, baseline, etc. This leads to a decrease in the signal-to-noise ratio and
the mentioned factors may distort the important information extracted from
the acquired dataset. Therefore, they must be scaled and reduced prior to
data analysis by appropriate pre-processing methods so that they do not
have an excessive influence on the final analysis. If the data in the form of a
matrix are considered, there are three principal ways to scale the data matrix:
(1) transforming the elements of the matrix,80,81 (2) row scaling29,80,81 and
(3) column scaling.29,80,81 These scaling methods can be used on a range of
datasets as shown in Table 10.3. Moreover, there are many pre-processing
techniques based on signal analysis (e.g. Fourier transformation82), but
these will not be described here.

10.4.2.1 Transforming the Elements of the Matrix

Generally, the acquired data mostly contain very large signals compared with
the others, which may exist in only a small number of samples. These signals
will strongly influence and dominate the analysis if they are not suitably
scaled. It is not necessarily the case that the informative signals are the most
intense peaks. In some cases, small signals with large variations are the most
interesting from a chemical point of view. Therefore, transforming the
elements in the data is one of several approaches used to reduce the influ-
ence of large peaks. This pre-processing method is applied to each element
of the data matrix independently of the other elements. They change the
values of the data points without changing their ranks, which sometimes is
called monotonic transformations.80,81

10.4.2.2 Row Scaling

This is an important step in preparing a data matrix before performing any
data analysis. In the measurement or detection, the acquired data might be
influenced by the non-linearities introduced in the experiments such as the
acquired spectra from spectroscopic techniques. They can be strongly in-
fluenced by light scattering due to the particle size in the samples, which is
not related to the target analyte. It is not possible to control this influence
equally in each sample. Therefore, it will affect the signal, which leads to a
background shift from undesired scattering effects. In chromatography, the
amount of sample to be determined is difficult to control, especially with
biological samples.83–86 To compare the absolute amounts of each extracted
compound in each sample will not reveal the real relationship between two
samples. The goal of this pre-process step is to improve the subsequent data
analysis, such as exploratory analysis, calibration model and classification
model, without any use of response values.
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10.4.2.3 Column Scaling

Column scaling is necessary if variables in the data are on different scales
and is needed to ensure that all variables have a similar influence on the

Table 10.3 Pre-processing methods including element transformation, row scaling
and column scaling.29,80

Methods Explanation Equation

Transformations
Logarithmic Modify the distribution of the data

elements to be on a log10 scale
log10(xij)

Box–Cox Modify the distribution of the data
elements to be more normally
distributed

xij
l� 1/l

l is the exponent value

Power An alternative to log transformation
but less drastic

xij
p

p¼ 0.5 gives square root
and vice versa

Row scaling
Smoothing Remove the random noise in the data

Norris–Williams derivation and
Savitzky–Golay (SG)

This involves an
iteration process and
polynomial fitting

MSC Fit each row-data to a reference row-
data to remove the baseline shifts

This can be extended to extended MSC
(EMSC), inverse MSC, extended
inverse MSC

x¼ b0þ bref xrefþ e
xcorr¼ (x� b0)/bref

SNV Row-wise autoscaling to remove the
baseline shifts by subtracting the
mean value of row-data and dividing
by its standard deviation

(xij� x̄i)/si

s is the standard
deviation

Normalization Operation performed within or across
rows to scale the row profiles
comparable in size. This can be done
by dividing each row by an estimate of
its intensity: maximum value, specific
point, sum of values, etc.

xij / ~x
~x is the estimated value

Column scaling
Mean

centering
To subtract the variable mean from

each value in the column
After centering, each column is

expressed as deviations from its mean

(xij� x̄j)

Autoscaling To subtract the variable mean from
each value in the column, then
followed by dividing row entries of a
column by the standard deviation
within that column

(xij� x̄j)/sj

Pareto scaling To subtract the variable mean from each
value in the column, then followed by
dividing row entries of a column by
the square root of the standard
deviation within that column

ðxij � �xjÞ=
ffiffiffiffisj
p
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analysis. In the case of a property table, the data might be recorded in dif-
ferent scale ranges, e.g. temperature, boiling point, melting point, density,
etc. In chromatography, often several hundred compounds are detected in
each sample. A few compounds might have very high intensities compared
with the others, and without column scaling the data analysis will be
dominated by the large signals/peaks. In many cases, small peaks with high
variations are much more interesting than large peaks.81,85 For example,
consider the chromatograms of urine collected from two groups of subjects
(for instance, controls and diseased patients). The major chemical com-
pounds in urine for both groups are in the form of the amide derivatives,
which appear as huge peaks but with no large variations, hence they cannot
be used to discriminate a particular group of samples. In this case, the
discriminatory compounds may appear with small intensity with large
variations between control and diseased subjects.85,86

10.4.3 Unsupervised Pattern Recognition

After the appropriate pre-processing methods have been applied, the data
matrix is in a comparable scale and is ready for the data analysis. Nowadays,
instruments, data storage methods and computers have undergone dramatic
developments. They provide a lot of information even for a single sample, hence
spectroscopic and chromatographic datasets are becoming more complex. It is
impossible to interpret the underlying relationships between samples directly
from these data by routine human analysis. Hence some techniques are needed
to organize the information into easier forms for interpretation with no further
knowledge such as class information, concentration, etc., being required. Un-
supervised methods can be split into two basic principles, involving dimension
reduction and cluster analysis. For data dimension reduction, this is funda-
mentally based on a multivariate linear transformation in order to decompose
the original data, which involves several variables and projects them into the
new space involving only a couple of correlated variables (latent variables). In
the other case, cluster analysis is an algorithm to discover the patterns in the
data and then clusters of those samples with similar characteristics. In this
section, hierarchical cluster analysis (HCA),29 principal component analysis
(PCA),28,29 principal coordinate analysis (PCO)87 and self-organizing maps
(SOMs)83,88 are outlined. In addition to these methods, there are also several
other methods, such as independent component analysis (ICA),89 developed
based on the unsupervised principle, that are fully described elsewhere.29

10.4.3.1 Hierarchical Cluster Analysis (HCA)

Cluster analysis is a technique used to assign a set of samples into subsets,
called clusters, so that samples in the same clusters are similar in some sense
and character.28,29,90 If meaningful groups are the goal of study, then the
clusters should capture the natural structure of the data. It is commonly
used in many areas, including data mining, pattern recognition and bioin-
formatics. There are two options for clustering the samples. First, all samples
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are considered as independent clusters and then combined with those most
similar into one cluster. Second, all samples are considered as one large cluster
and then split into smaller clusters. The first option is chosen for this section; it
is often called agglomerative clustering.90 This technique provides a good simi-
larity correlation of data beginning with one sample to the entire data for other
samples. A pair of samples that have similar values numerically close to each
other will be clustered. This process will continue until all samples in the entire
data are clustered in the same group. In HCA, the similarity/dissimilarity is
measured on the basis of the correlation/distance between all possible pair of
samples. It should be noted that the calculation of similarity can easily be re-
formulated into a dissimilarity measure. There are several dissimilarity meas-
ures that can be calculated, sometimes also called distance measures, which
result in a distance matrix (D).29 A distance matrix consists of pairwise dis-
similarities between samples i and k, where dik is the dissimilarity value between
these samples. Therefore, a dissimilarity matrix used in this context is always a
symmetric square matrix with dimensions I� I, where the diagonal values equal
0 (which means the dissimilarity between any sample and itself is 0). There are
several methods to calculate dissimilarity/distance values;29 however, only Eu-
clidean distance (ED) and Mahalanobis distance (MD)91,92 are discussed here
and are calculated as follows:

EDik ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi � xkð Þ xi � xkð ÞT
q

MDik ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi � xkð ÞS�1 xi � xkð ÞT
q

where xi and xk are the data acquired from samples i and k, respectively, T is
a transpose operation and S is the covariance matrix.

The next step is to combine the samples (or clusters) with the highest
similarity to form a new cluster and finally compute the distance between
new clusters that have to be formed by merging. In this step, there are
several approaches to calculate the distance between new clusters normally
called linkage.29,92 The linkage criterion used to determine the distance be-
tween sets of samples in cluster A (CA) and cluster B (CB) in this case can be
generally divided into:

� Single linkage (nearest linkage): The new cluster that gives the smallest
distance (highest similarity) is merged with the target cluster:
min {d(a, b): aACA, bACB}

� Complete linkage ( furthest linkage): The new cluster giving the largest
distance (lowest similarity) is merged with the target cluster:
max {d(a, b): aACA, bACB}. This is the opposite of single linkage.

� Average linkage: The average distance between the new cluster from the

other clusters and the target cluster is calculated:
1

Aj j Bj j
X

aACA

X

bACB

dða; bÞ.

Once two clusters have been grouped together, the procedure is repeated
until all samples have been agglomerated into a single cluster. The most
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common method used to visualize the clustering of samples using HCA is a
dendrogram. The group of samples is organized on the horizontal axis and
the vertical axis represents the index of dissimilarity/distance. It should be
emphasized that the analysis by HCA does not provide a stable outcome
when different criteria are used and the number of existing clusters is de-
creased. A large number of other quantitative indices, linkage criteria and
alternative clustering (e.g. k-mean clustering, fuzzy c-mean clustering) have
been proposed in the literature,29,30 but for brevity here only the most
widespread and useful methods for pattern recognition are described.

10.4.3.2 Principal Component Analysis (PCA)

PCA is a useful statistical technique that has found applications in many
fields e.g. pattern recognition54,93–96 and image compression.97,98 PCA is the
most frequently used method for unsupervised pattern recognition. A data
matrix can contain many variables that are not necessarily orthogonal to
each other, i.e. they have some degree of correlation and therefore they can
be difficult to interpret. Furthermore, some variables do not provide any
significant information, for example, some variables may be present in only
a few observations. The central aim of PCA is to find the patterns and reduce
the dimensionality of the data to summarize the most important parts while
simultaneously filtering out noise. Therefore, it will be easier to extract
useful information from the reduced dataset. A key feature of PCA is to re-
duce the size of large data matrices to a few features by capturing the vari-
ance in terms of principal components (PCs). PCs are a set of variables that
are uncorrelated (orthogonal) and ordered by the maximum amount of
variance in the data.99 Therefore, the first few PCs retain most of the vari-
ations in all the original variables. PCs are calculated until a sufficient
amount of variance is described, resulting in A components. If a data matrix
contains I samples and J variables, the maximum number of components
should be equal to the smaller dimension of the data matrix, so it is equal to
I when J4I or equal to J when I4J.

In a PCA algorithm, a data matrix (X) is decomposed into A PCs consisting
of a scores matrix (T), a loadings matrix (P) and a residual matrix (E). It can
be written in the matrix form as follows:

X¼TPTþE

PCA assumes that the variations in the data always deviate from the origin.
Therefore, if this assumption is not held, it is possible that the first PC does
not represent the direction of the largest variation of the data points. Because
of this, column scaling (in particular mean or weight centering) on the data
prior to performing PCA is very important and compulsory. There are several
algorithms to perform PCA modeling. However, all methods should give the
same results in the case when the variance in the data is unchanged. The two
most common algorithms are based on singular value decomposition (SVD)100

and non-linear iterative partial least squares (NIPALS).28,101
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To use the SVD approach, the matrix X can be decomposed as

X¼UDVTþE

where U contains the same column vectors as the score matrix (T), VT is
identical with the loading matrix (PT) but it is normalized to length one and
D is a diagonal matrix containing the square roots of eigenvalues extracted
from XTX. In the SVD algorithm, all possible PCs will be extracted in a single
calculation. These PCs contain both useful and undesired information.
Therefore, obtaining all PCs from especially the large data matrix will slow
the calculation, be time consuming and waste memory and storage on the
computer. To avoid these problems, an iterative protocol is proposed.

The NIPALS algorithm is an iterative method and calculates only a single
component at a time until the desired number of PCs is reached.
The method offers the opportunity to stop the calculation and get only
the required PCs for the PCA model. The NIPALS algorithm is preferable
when the datasets are very large. This can be very useful and reduce the time
required for calculation. This method is explained using a data matrix X that
is scaled for each dimension and involves this following steps:

1. A column of X with the greatest sum of squares (variance) is deter-
mined and used as the initial score vector (tinitial).

2. The loading vector pT
unnorm is calculated: pT

unnorm¼ tT
initial X/(tT

initialtinitial).
3. The loading vector is normalized to unit length: pT

norm¼ pT
unnorm/

(pT
unnorm pnorm).

4. The new score vector is calculated: tnew¼XpT
norm.

5. Check for convergence by comparing the tinitial and tnew. The sum of
squared differences between all elements of the two consecutive
score vectors is calculated. If the value meets the criterion (small
enough), this indicates that the PC has been extracted; otherwise,
replace tinitial with tnew and return to step 2, repeating until con-
vergence is achieved.

6. Subtract the extracted PC from X to obtain a residual data matrix (E):
E¼X� tpT.

7. If it is desired to compute further PCs, substitute the data matrix X with
the residual matrix E and return to step 2.

Figure 10.6 shows the overall structure of the PCA model. Once the scores
and loadings have been calculated, there are several properties for each
component that can be determined (e.g. eigenvalues, percent variance).28

These properties represent the importance of each component a.
The eigenvalue (x) for each component is calculated by the sum of the
squares of the scores vector of all I samples:

xa¼
XI

i¼ 1

t2
ia
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where the sum of all eigenvalues is equal to the sum of squares of the data
matrix:

XI

i¼ 1

xa¼
XJ

j¼ 1

XI

i¼ 1

x2
ij

The significance of each PC can be determined using the percentage of the
total amount of variance calculated by

% xa¼
xa

PJ

j¼ 1

PI

i¼ 1
x2

ij

� 100

From PCA, the first PC represents the greatest eigenvalue and percentage
variance of the data, the second PC shows the second greatest eigenvalue
and percentage variance and so on. The majority of useful information is
contained in the first few PCs; the later PCs may represent only noise.
However, there are some cases where the first few PCs correspond to the
variance from instrumental and experimental conditions, especially in bio-
logical systems in which the first few PCs might correlate with the back-
ground of the biological samples.84,102 Hence useful information may
possibly be represented in the later PCs.

10.4.3.3 Principal Coordinate Analysis (PCO)

PCO is an alternative method closely related to PCA.87 It is based on the
same procedure as in PCA, namely to capture the maximum variance in the
data matrix. The only difference between the two analyses is that PCO works
on a pairwise distance matrix (D) instead of the original data matrix (X). To
obtain the distance matrix, the distance between all possible pairs of sam-
ples in the data matrix X is calculated. The method to calculate the distance
between samples has already been discussed in Section 10.4.3.1 on HCA. The
major advantage of PCO is that many dissimilarity measures can be applied
and therefore it is more flexible than PCA, which only uses the Euclidean
distance. It should be noted that PCA and PCO using the Euclidean distance

Figure 10.6 Structure of a PCA model demonstrating by projection the data of
object i (xi) on to a loading axis ( pT

aj) to obtain a score of object i (tia); a is
the number of significant principal components.
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give comparable results. However, a disadvantage of PCO is that the method
reveals the relationships only between the samples and not for the variables
in the dataset.87 To perform the PCO method as shown in Figure 10.7, the
following steps are calculated:

1. The dissimilarity/distance matrix D with dimensions I�I is calculated
and used as the input data matrix for further steps.

2. All elements in the matrix D are squared to obtain the matrix D(2).
3. A new distance matrix Dnew is computed whose elements are

calculated by

dnew
ih ¼� 1

2d2
ih

:

4. The elements in the matrix O are computed by

Oih¼ dnew
ih � �dnew

i � �dnew
h þ �dnew

where d̄i and d̄h represent the mean of row (sample i) and column
(sample h) of the matrix Dnew and d̄ is the overall mean.

5. The PCA method based on the NIPALS algorithm is performed on
matrix O to obtain

O¼TPTþE.

The scores T and loadings P are the same dimension apart from
scaling issues if NIPALS is employed. To visualize the data, the rows of
P can be plotted against one another.

Figure 10.7 Calculation structure of a PCO model.
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PCO permits a wide range of approaches for visualizing data, especially for
the case of binary variables.87 The components obtained from PCO can also
be used as input to the classifier just as for the scores from PCA.

10.4.3.4 Self-organizing Maps (SOMs)

The SOM is a neural network method that can be applied for both un-
supervised and supervised learning.54,83,86,88,103 SOM was first introduced by
the Finnish computer scientist Teuvo Kohonen.104,105 It is a powerful alter-
native to PCA and PCO for visualizing data. A SOM map provides information
similar to scores plots, and reveals the relationship between samples and
component planes that can be used to express characteristic variables. Units
of the map can be generated in a hexagonal or square unit; however, only the
hexagonal unit is discussed in this section. Each map unit (u) on a SOM map
contains a weight (w) for each variable, resulting in a 1� J weight vector (note:
J equals the number of variables in the dataset). If the number of map units is
small it gives a rough picture, whereas if the number of map units is large a
more detailed map of the samples is obtained. The calculation protocol of
SOM for unsupervised learning88 is described for brevity as follows:

1. An initial output map is determined in M�N¼K units. A weight vector
(w) of each unit will be randomly selected between the maximum and
minimum values of variable j in the input data. Note that the size of
M and N should be carefully considered so as to cover most of samples
to be matched in the next step.

2. Sample vectors (xs) in the dataset are then compared with the weight
vector of each unit (wk) on the initial SOM map from step 1. The Eu-
clidean distance between xs and wk for each map unit k is calculated:

dsk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xs � wkð Þ xs � wkð ÞT
q

This process will be repeated until the distance of K units on the map is
calculated.

3. The map unit that gives the smallest distance will be declared as the
best matching unit (BMU) of the chosen sample (xs): BMU¼min

k dskf g
4. The BMU and the neighboring map units (Nb) within the length from

the BMU are updated to become more similar to the sample vector xs.
The learning rate which is used to determine the amount that a map
unit can learn to represent a sample in each iteration is calculated:

wk¼
wk þ oa xs � wkð Þ kANb

wk keNb

	

where a is the learning rate and o is the neighborhood learning weight.
The amount of learning decreases with each iteration of the algorithm,
as does the neighborhood learning rate with distance from the BMU.
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The learning of the entire process is repeated until it reaches to the preset
iterations. The calculation protocol of SOM is illustrated graphically in
Figure 10.8.

It should be noted that an appropriate number of iterations used in a SOM
calculation might be exceed 1000�the number of map units K in order to
ensure that the map has a sufficient number of chances to learn about each
sample. After the training process, the samples slowly become restricted to
the region of the map to which they are similar. Therefore, samples with
similar underlying information are mapped to SOM map units that are close
together. However, it is very difficult to visualize directly the updated SOM
map. For visualization, a color map has been created.88 The shading of the
color map units is updated in each iteration of the algorithm. The color map
will help in interpretation and so it is possible to watch in real time as the
training progresses. There are alternative ways of visualizing the relationship
between samples, for example the U-matrix, hit histogram and supervised
component plane, all of which, including the training and learning algo-
rithms, are described elsewhere.29,88,103

Fisher’s Iris database (http://archive.ics.uci.edu/ml/datasets/Iris) is chosen
as an example to demonstrate the power of unsupervised pattern recognition
methods performing on a multidimensional dataset. The dataset contains
three groups of samples, namely Iris setosa, Iris versicolor and Iris virginica,
with four variables, sepal length, sepal width, petal length and petal width.
To simplify the visualization of the dataset, only the first 10 samples of each
group are selected to simplify the calculation and visualization. The outputs
of HCA, PCA, PCO and SOM are shown in Figure 10.9. It can be seen that the
clusters of three groups from the multidimensional dataset (four variables)

Figure 10.8 Calculation protocol of SOM for unsupervised learning.
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are clearly revealed and visualized by using unsupervised pattern
recognition.

10.4.4 Supervised Pattern Recognition

Supervised pattern recognition is mainly used for estimation, prediction and
classification.37,106–109 Prediction and classification problems are the most
generic problems in chemometrics. The relationship between samples and
responses (they can be class, group, concentration, intensity, etc.) are re-
vealed by measuring a series of samples and then building the satisfied
mathematical model. Once the model has been generated, it can be used
either to predict the response or to classify a group of unknown samples. In
fact, there are an enormous number of methods available in the literature;
however, only commonly used supervised pattern recognition methods such
as multiple linear regression (MLR),28,30 principal component regression
(PCR)28,30,110 and partial least-squares regression (PLSR),111,112 used to build
the calibration model, and Euclidean distance (ED),28,29 linear discriminant
analysis (LDA)28,29 and quadratic discriminant analysis (QDA),28,29 used as
classifiers, are described in this section.

10.4.4.1 Multiple Linear Regression (MLR)

MLR directly uses the features of the data matrix (xj) to determine the final
latent variable with maximum correlation with the response vector (y).28,30

This method tries to minimize sum of squared residuals (e), where e¼ y� ~y
( ~y is the estimated value of the response). If the data matrix contains
I samples� J variables and the response vector is composed of I samples�1,
the coefficients of each variable (b) can be calculated by using pseudo-
inverse of the data matrix over the response as follows:

b¼ (XTX)�1XTy

The response of unknown samples can be estimated by

~y¼Xunknownb

It should be noted that XTX is proportional to the covariance matrix of X.
This method cannot be performed if the covariance matrix of X is almost
singular, which occurs when the features are highly correlated or the num-
ber of samples is much smaller than the number of variables. In the latter
case, reduction methods such as PCA can be used to reduce the dimensions
of variables prior to applying the MLR calculation.110

10.4.4.2 Principal Component Regression (PCR)

The linear regression model tries to model the response (y) as a linear
combination of PCA scores. PCA scores are orthogonal and uncorrelated and
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the dimensions of variables can be reduced into the latent variable as
principal component (PC).28,101 This causes no problems with the matrix
inversion. To perform PCR, the first step is PCA of the data matrix X resulting
in a score matrix (T) and a loading matrix (P). Only a subset of the PCA scores
is used to build the regression model. The optimum number of PCA com-
ponents is determined by cross-validation in order to achieve the goal of
maximum prediction power of the model. The second step is to calculate the
regression coefficients (b) using the score matrix (T) and the response vector
( y) as follows:

b¼ (TTT)�1TTy

and the estimated values of the response ( ~y ) by

~y¼Xunknownb

Figure 10.10 shows the schematic structure of a PCR model to calculate
the regression coefficients and to estimate of the response of unknown
samples. Although the PCR method is a powerful regression model and it is
a standard method for regression problems in chemometrics, there is a
major disadvantage of the method, namely that the regressor variables are
computed without considering the relation of the response.28,30,110 The
optimized components might not be the real optima for building
the model.

10.4.4.3 Partial Least-squares Regression (PLSR)

PLSR is one of the most common regression and supervised linear modeling
techniques.113 It is used to analyze strongly collinear and noisy data with

Figure 10.10 Structure of a PCR model to calculate the regression coefficients and to
estimate of the response of unknown samples.
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large numbers of variables (numerous J). Moreover, it can also simul-
taneously model for several response vectors. It has the advantage over MLR
that it can be used to analyze the dataset with variables that are strongly
correlated, whereas MLR is appropriate when the data are few and fairly
uncorrelated.113 The basic principle of PLSR is fairly straightforward. The
method tries to relate the blocks of the dataset (X) and the responses ( y) by
maximizing the covariance between the two blocks.28,30,113 The output of the
PLSR model can be expressed by the following relations:

X¼TPTþE
y¼TqTþ f

where X is an experimental data matrix, y is the response vector, T is the
X scores, P is the X loading, q is the y loading and E and f are the residual
matrix and vector for X and y, respectively. It should be emphasized that
T and P from PLSR are completely different from T and P obtained by PCA.
In the brief algorithm, the X scores can be calculated by the estimation of the
linear combination of variable xj with coefficient of weight W*: T¼XW*,
where the coefficient of weight can be defined as W*¼W(PTW)�1. The
W matrix can be obtained by W¼XTy.114

Generally, the regression model can be written as y¼Xb, where b is the
regression coefficient of each variable in the data matrix X. In the case of
PLSR, b can be calculated by

b¼W*qT

b¼W(PTW)�1qT

At this stage, the response of an unknown sample can be estimated by
using the calculated regression coefficient (b): ~y¼Xunknownb.114 Figure 10.11
demonstrates the calculation structure of a PLSR model. It should be noted
that the quality of the model is strongly dependent on the determined
number of PLS components. There are many ways to determine the number
of significant PLS components, such as the cross-validation approach.29

10.4.4.4 Euclidean Distance (ED)

A simple classifier is the Euclidean distance to centroids.28,29 The basic
principle of this method is to calculate the centroids of each class g (x̄g) in a
dataset. The centroids are calculated from the mean of all samples in a
group for each of the variables. For this method, there is no other infor-
mation relating to class distribution apart from the mean of each group and
it is assumed that the distribution of samples around the centroid is sym-
metrical. The Euclidean distance of a sample i (xi) to the centroid of class g is
calculated as follows:

dig ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi � �xg

 �

xi � �xg

 �T

q

where dig is the Euclidean distance between sample i and the centroid of class g.
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10.4.4.5 Linear Discriminant Analysis (LDA)

LDA is an extension method of ED that includes the pooled variance–
covariance matrix (Sp) in the distance calculation.28,29 The distance be-
tween samples to the class centroid is weighted according to the overall
variance of each variable. Hence the correlation between any of the variables
(if present) is now taken into account. The LDA distance to class centroid g is
calculated using a measure called the Mahalanobis distance as follows:

dig ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi � �xg

 �

S�1
p xi � �xg

 �T

q

where Sp is the pooled covariance matrix, calculated for two classes as follows:

Sp¼

PG

g¼ 1
Ig�1

 �

Sg

PG

g ¼ 1
Ig�1

 �

where Ig is the number of samples in class g and Sg is the variance–
covariance matrix for group g. However, the pooled covariance matrix is
valid only if the classes have similar variance–covariance matrices, otherwise

Figure 10.11 Calculation structure of a PLSR model.
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this matrix will be inaccurate. It is important to realize that the LDA method
uses the Mahalanobis distance based on a variance–covariance matrix for
the entire dataset, rather than for each class independently.29

10.4.4.6 Quadratic Discriminant Analysis (QDA)

The correlation between variables is taken into account in the LDA method.
QDA is similar to the LDA method but the former uses the variance–
covariance matrix of each class rather than the overall pooled matrix.
Hence QDA does not assume that the variances of different classes have a
similar variance–covariance matrix. In some cases, it is possible to assume
that there is a very different variance structure in each class itself in the
dataset and therefore QDA will be more appropriate than LDA in this case.
The distance can be calculated as follows:

dig ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi � �xg

 �

S�1
g xi � �xg

 �T

q

where Sg is the variance–covariance matrix of class g.
In the case of both LDA and QDA, it can be seen that it is necessary to

calculate the inverse of the variance–covariance matrix (S). Therefore, there
is a limitation to these methods. If the number of variables is larger than
the number of samples in a dataset, S will be a singular matrix that cannot
be inverted. For EDC, LDA and QDA, the class of a sample is assigned to the
class with the smallest distance. These methods can be used in multiclass
classification (two or more classes).

10.5 Applications of Chemometrics in Optical
Chemical Sensors

In recent decades, the field of optical chemical sensors has grown dramat-
ically, according to the high selectivity and sensitivity to visualize and
quantify the target being analyzed.95,96,115,116 Optical chemical sensors em-
ploy optical transduction techniques to enhance the analyzed information.
The most widely used techniques in optical chemical sensors are optical
absorption, colorimetric and luminescence methods, and sensors based on
other spectroscopic techniques, e.g. Raman, NIR and FT-IR spectroscopy,
have also been developed. Optical chemical sensors can serve several pos-
sible purposes, such as to detect and discriminate the target analytes,115 to
monitor toxic volatile compounds,117 to differentiate biomolecules,95,96 to
diagnose diseases using biomarkers118 and to discriminate types of bac-
teria.116 In spectroscopic techniques, a recent development in the field is to
drive the availability of low-cost materials, miniature optoelectronic sources
and high-efficiency detectors in order to acquire as much information from
the sensors as possible. However, optical sensors using such spectroscopic
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data have a major disadvantage as the instrument is expensive, difficult to
move and sensitive. To operate the instruments, specialists or experienced
users might be required. Recently, multiple array-based sensors combined
with imaging technology have dramatically advanced the area of bio- and
chemical sensing.117,119,120 A number of studies have been conducted on the
development of array sensors that provide signals for the detection and
identification of the target analytes from changes in their electrochemical
properties, fluorescence and color after interacting with the analytes. This
analysis platform is considered to be the most convenient sensing technique
as it minimizes the need for extensive signal transduction hardware as the
samples are even possibly incorporated on pieces of paper and the signal can
be simply observed with the naked eye. Such an advantage will lead to prac-
tical on-site analyses that can be delivered to non-technicians or end-users.

In the past, analysis with optical sensors was focused on the use of a single
probe, which required high specificity with respect to the analyte in order to
obtain accurate information. This involves a large number of sensors in
order to detect and determine several target analytes because each sensor is
used for only a single analyte. Recently, studies on sensors have moved from
the search for selective sensors to the use of multi-sensor arrays to give more
information about the sample composition – the more arrays, the greater is
the complexity of the data obtained. In this respect, the application of
chemometrics in multi-optical sensor analysis is rapidly expanding to the
area of analytical chemistry. By using chemometrics, obtaining and inter-
preting complex datasets can be achieved without problems such as the
contributions arising from analytes and interferents to be decoupled. The
aim of applying chemometrics is to produce a method that will be a more
reliable, intelligent process, capable of complex data interpretation, in-
expensive and suitable for a wide range of applications.115–120 The general
platform of chemical sensors arrays combined with chemometrics for
sensing target analytes is shown in Figure 10.12.

A set of sensing materials exhibit different binding affinities towards dif-
ferent analytes. Therefore, a response upon interaction of each analyte on the
sensing material is measured in the form of either spectroscopic data, e.g.
fluorescence or absorbance, or color. A more intense signal is produced when
a stronger interaction occurs between the material and the analyte, whereas a
weak interaction leads to a weaker response signal. The response signals from
all the sensing materials in the array are collected for each analyte, resulting in
a fingerprint-like response to the analyte. The group and class of the analyte
can be determined and discriminated by the signal differences in the array,
which can be simply visualized by applying chemometrics methods.

To acquire the data, a spectroscopic technique might be required in order
to read out the information on the interaction between sensors and analytes.
The fluorescence signal itself has attracted considerable attention recently as
it is considered to be a suitable optical signal for incorporation into the
design of a sensor array. Variations in fluorescence from the interaction
between analytes and fluorophores have been used to screen, either
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individually or simultaneously with other analytical targets. A chemosensor
based on the Zn complex of 1-[bis(pyridin-2-ylmethyl)amino]methylpyrene
was developed by Marbumrung et al.96 for the detection of nucleotides in
aqueous solution. Different recognition patterns of the fluorescence spectra
from the Zn complex towards various phosphate anion-based nucleotides
permitted the discrimination of the structurally similar nucleotide anions.
PCA was applied to discriminate 10 nucleotides and the PC scores showed a
good separation of those nucleotides. Furthermore, the PCA–LDA approach
allowed the classification of the 10 analytes with nearly 100% accuracy.
Discrimination of six proteins using a chemical nose approach based on
fluorescence quenching of the fluorophore by gold nanoparticles stabilized
by poly(N-isopropylacrylamide) has been reported.95 Using PCA and LDA, a
100% accuracy of protein classification using the cross-validation approach
was achieved. A sensitive fluorophore for trinitrotoluene (TNT) detection was
developed using triphenylamine-based fluorophores containing pyrene or
corannulene.94 These fluorophores showed high quenching sensitivity and
were highly selective towards explosive nitro compounds. The PCA scores
showed good separations among the nitro compound groups and a classifi-
cation accuracy of 100% was obtained by performing PCA followed by LDA
based on the relative fluorescence intensity. A platform of a fluorescence
sensor array containing polyelectrolyte fluorophores was developed to detect
foodborne pathogens involving eight bacteria.116 The interaction of the
fluorophore and the cell membrane of the bacteria generates a response
pattern that can be used to differentiate the type of pathogens. The response
patterns of the eight bacteria were revealed by LDA with a classification ac-
curacy of 100%. Concerning commercial and legal aspects of food authen-
ticity, a fluorescence array platform was developed to identify processed milk
by using the interaction patterns of fluorophores and protein content in the
milk samples.121 The fluorescence patterns involving450 000 responses were
analyzed by multivariate analysis. The recognition of the milk samples ac-
cording to their thermal processing was achieved by using LDA with 100%
classification accuracy in a leave-one-out cross-validation approach.

For a different method of data acquisition, instead of recording spectral
information, the readout based on the image of the sensor array before and
after its exposure to the analytes has recently attracted considerable atten-
tion as it is simple, fast and involves an inexpensive instrument.122,123 The
images of sensor arrays can be obtained by a scanner, a digital camera or
even a smartphone. The information on color (red, green and blue – RGB)
was then digitally extracted pixel by pixel. The different interaction patterns
between the sensor elements and the analytes will generate patterns of the
color changes before and after introducing the analytes that can be used as
the data input for further analysis. Eaidkong et al.117 reported a novel plat-
form with paper-based polydiacetylene (PDA) as a colorimetric sensor array
to detect and identify 18 volatile organic compounds (VOCs) in the vapor
phase. This is important for safety and quality assessment for environmental
and industrial safety. The sensors showed color transitions when the
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solvents were exposed to VOC vapors. The images of the changed color
patterns were measured via RGB values and statistically analyzed by PCA and
LDA. The score plots showed the capability of the sensor to distinguish all 18
VOCs in the vapor phase with a classification accuracy of 100%, which
confirmed the high efficiency of the developed sensor. A similar platform
was applied that used novel salicylidene fluorescence sensors to discrimin-
ate 15 VOC vapors.119 The images of the paper-based sensors were captured
by a mobile phone and the RGB values of the images were calculated. The
patterns could be statistically categorized into 15 groups by using PCA with
100% classification accuracy evaluated by LDA.

A novel sensor array for geographic indications was developed by a unique
and synergistic combination of chemical reaction arrays on paper.120 This
array was used to identify the geographic sources of turmerics, which are
important as a food ingredient in several cultures. This study hypothesized
that differences in chemical contents affect the reactivity of curcumins in
reactions with various acidic reagents to control pH: 2,4-dinitrophenylhy-
drazine (2,4-DNP), vanillin, H3BO3, Cu21, Fe21, Ni21 and Pb21. The photo-
physical changes of curcumins, which are major components reacting with
various reagents, were used to differentiate and determine the sources of
turmerics, as shown in Figure 10.13.

To allow for practical differentiations, all data were subjected to chemo-
metric treatments. This could be done by first converting the reaction pro-
files from digital photographs into numerical data (RGB values) using
ImageJ processing software. The data in the form of RGB numerical values in
both visualization modes (white and UV light) of each reagent spot were then
used to create a multidimensional dataset. In this case, the best geological
discrimination of turmeric may not be obtained using all reactions. To
achieve a greener detection process, a minimum reaction array might be
required. In the study, the prediction of the all possible combination of
reagent arrays (¼2N� 1, where N is the number of reagents) was performed
to discover the best reagent array. Notably, the discovery of this best com-
bination of reagents was made possible by the use of chemometrics, which
permitted relatively rapid analysis of the prediction accuracies of all reagent
combinations, as shown in Figure 10.14.

The number of possible combinations of reagent arrays is 2047 and pre-
dictions of all combinations were performed using LDA as shown
Figure 10.14. This resulted in a set of eight reagents (H2OþpH2þ 2,4-DNPþ
vanillinþH3BO3þ Fe21þNi21þPb21) that provided a satisfactory max-
imum prediction accuracy of 94%. To visualize the relation of samples, PCA
was performed on the data using only the aforementioned eight selected
reagents. A representative two-dimensional PC plot (Figure 10.15) provided
clear differentiations of certain samples, with the most prominent ones
being Cur9 (Myanmar) and Cur10 (China). The only problematic case was
between Cur5 (Thailand) and Cur6 (Thailand), both of which were from the
same country. No other obscure results were obtained for samples from
different countries.
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10.6 Some Examples of Applications of
Spectroscopy–Chemometrics Research

This section presents three examples of spectroscopy–chemometrics research.

10.6.1 Moving Window Partial Least-squares Regression
(MWPLSR) and Its Application to In Vivo Non-invasive
Monitoring of Blood Glucose by Near-infrared Diffuse
Reflectance Spectroscopy

MWPLSR was proposed for the purpose of searching for spectral regions that
contain useful information for PLS model building.106 MWPLSR develops a

Figure 10.13 Paper arrays of chemical reactions probed under (A) white light and
(B) 365 nm UV light. (C) A side-by-side comparison of reactions with
H3BO3, Pb21 (white light – left side), vanillin and Cu21 (UV light – right
side) from turmeric sources from various countries.
Reproduced from ref. 120 with permission from the Royal Society of
Chemistry.
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series of PLS models, yielding PLS factor numbers (LVs) in a window that
moves over the full spectra and then locates relevant spectral intervals in
terms of the least complexity of PLS models reaching a desired error level.
Moreover, one can reduce the size of a calibration sample set in calibration
modeling by selecting spectral intervals in terms of the least model
complexity.

Figure 10.16 illustrates the MWPLSR algorithm.106 In MWPLSR, a spectral
window is built starting at the ith spectral channel and ending at the
(Iþ h� 1)th spectral channel, where h is the window size. There are
(n� hþ 1) windows over the whole spectra, each window corresponding to a
subset of the original spectra X (m�n matrix; m samples and n spectral
channels; see Figure 10.16).

PLS models with different numbers of LVs can then be developed to relate
the spectra in the window to the concentrations of the analyte, as follows:

y¼Xibi,kþ ei,k

Figure 10.16 Scheme for explaining MWPLSR.
Reproduced from ref. 138 with permission from Elsevier, Copyright
2006.
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where bi,k (h�1 vector) is the regression coefficients vector, estimated by
using PLS with k PLS components, and ei,k is the residue vector obtained
with k PLS components. The window is moved over the whole spectral re-
gion. At each position, PLS models with varying PLS component number are
constructed for the calibration samples and with these PLS models the
logarithms of the sums of squared residues [log(SSR)] are calculated and
then plotted as a function of the position of the window.106

Each informative region yields low values of the SSR and often shows the
shape of an upside-down peak, corresponding to a band in the same region.
Thus, one can easily find the beginning and end points of the informative
region. In practice, more than one informative region is often found by
MWPLSR in vibrational spectra, because of the existence of many bands. In
such cases, a search for the optimum combination of regions may be needed
to extract more useful information from the spectra employed to develop the
PLS models. To identify an optimized sub-region for each selected in-
formative region and the optimized combination of informative regions,
changeable size moving window partial least-squares (CSMWPLS) and
searching combination moving window partial least-squares (SCMWPLS)
methods were proposed.107 Details of the basic principles of CSMWPLS and
SCMWPLS can be found elsewhere.107

MWPLS, CSMWPLS and SCMWPLS were applied to the in vivo non-
invasive monitoring of blood glucose by NIR diffuse-reflectance (DR) spec-
troscopy. NIR non-invasive blood glucose assays have long been investi-
gated.132–135 Robinson et al.132 and Müller et al.133 used a shorter wavelength
NIR region, i.e. 800–1300 nm (1350 nm by Müller et al.133) for finger DR
spectral measurements. Heise and co-workers134,135 performed the in vivo
determination of glucose on a single diabetic sample using a glucose tol-
erance test and that on a population of 133 different subjects. They meas-
ured the NIR DR spectra taken from the oral mucosa. They reported that the
root mean square error of prediction (RMSEP) for the prediction of glucose
was 36.4 mg dL�1.

Non-invasive NIR blood glucose monitoring deals with very weak signals
of glucose obtained directly from human skin. The physiological conditions
of skin tissue, such as body temperature, always change with time.132–135

One critical difficulty associated with in vivo blood glucose assays is the
extremely low signal-to-noise ratio (S/N) of the glucose peak in an NIR
spectrum of human skin tissue. This means that background noise easily
hides the glucose signal when an NIR spectrum is measured in vivo. To
overcome this difficulty, Maruo and co-workers136,137 developed a novel NIR
system that can detect very weak glucose signals in human tissue with rea-
sonably good S/N in the 900–1300 nm region.

Figure 10.17 depicts the normalized NIR spectra of glucose powder (solid
line) and human skin measured non-invasively (dashed line).138 The human
skin spectrum was calculated by averaging 48 skin spectra collected during
an oral glucose tolerance test. It is noted that spectral features arising from
blood glucose are significantly interfered with by those due to water and
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other components in the skin. To deal with this interference problem,
MWPLSR and SCMWPLS were applied to the in vivo NIR spectra of skin for
blood glucose assay.138 The raw spectra were subjected to multiplicative
scattering correction (MSC) before MWPLSR and SCMWPLS were applied.
All 48 skin spectra were used to develop PLS calibration models. The model
performance was validated by the four-segments cross-validation method
(12 spectra for each segment) and the root mean square error of validation
(RMSEV) was calculated.

Figure 10.18 exhibits 15 residue lines for blood glucose obtained by ap-
plying MWPLSR to the NIR spectra of skin.138 Three informative regions (the
1228–1323, 1574–1736 and 1739–1800 nm regions) can be observed. Bands
in the last two informative regions are assigned to the first overtones of the
OH and CH stretching modes of glucose, respectively. The 1228–1323 nm
region has only a weak absorption feature arising from glucose, but it has
weak interference from water. For optimizing the combination of informa-
tive regions, SCMWPLS was applied to these three informative regions, and
suggested the 1574–1736 nm region as the optimal combination.138

Table 10.4 summarizes statistical results of calibration models for blood
glucose developed by the whole region, the individual informative regions,
their direct combinations and the optimized informative region.138

Table 10.4 reveals that the PLS calibration model based on SCMWPLS
using the best optimized informative region of 1616–1733 nm gives the best
validation results with the highest correlation coefficient of 0.9205 and the

Figure 10.17 A normalized NIR spectrum in the 1212–1889 nm region of glucose
powder (solid line) and a normalized average of 48 human skin spectra
(dashed line) measured during an oral glucose tolerance test.
Reproduced from ref. 138 with permission from Elsevier, Copyright
2006.
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lowest RMSEV of 17.1924 mg dL�1 with a PLS factor of 4.138 It is notable that
this optimized region selected by SCMWPLS contains more information
about blood glucose and less interference than the others.138

Exploratory graph analysis (EGA) plots for the three PLS models built by
the whole region, the 1574–1736 nm region suggested by MWPLSR and the
optimized 1616–1733 nm region yielded by SCMWPLS are shown in

Figure 10.18 Residue lines obtained by MWPLSR for the NIR spectra of skin.
Reproduced from ref. 138 with permission from Elsevier, Copyright
2006.

Table 10.4 Prediction results for PLS calibration models for blood glucose deter-
mination developed by use of the whole spectral region and the regions
selected by MWPLSR and SCMWPLS. Reproduced from ref. 138 with
permission from Elsevier, Copyright 2006.

Method Spectral region/nm PLS factor
Correlation
coefficient RMSE/mg dL�1

Whole region 1212–1889 7 0.8936 20.1977
MWPLSR 1228–1323 6 0.8519 24.2398
MWPLSR 1574–1736 4 0.9091 18.3642
MWPLSR 1739–1800 4 0.8302 24.8947
MWPLSR 1228–1323, 1574–1736,

1739–1800
6 0.8840 20.9073

MWPLSR 1228–1323, 1574–1736 6 0.8984 19.4118
MWPLSR 1574–1736, 1739–1800 5 0.9060 18.7775
SCMWPLS 1616–1733 4 0.9205 17.1924
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Figure 10.19.138 All of the EGA plots illustrate that the mainstream of the
prediction values is located within zone A, which is defined as clinically
correct. These EGA plots confirm that the prediction results for the non-
invasive blood glucose measurements by NIR spectroscopy are clinically
acceptable. However, note that the EGA plots for the three models are
significantly different from each other in terms of the numbers and pos-
itions of points in each zone. It was found that 85.5, 80.2 and 83.3% of the
predicted blood glucose concentrations are located in zone A for the
models obtained with SCMWPLS, MWPLSR and the whole region, re-
spectively. Moreover, 7.2, 9.4 and 8.3% of the predicted values fall in zone B
and 7.3, 10.4 and 8.4% are observed in zone D for these three models.
Therefore, it was concluded that SCMWPLS not only demonstrated the best
performance in statistical terms, but also yielded the best clinical accuracy
among the three models.138

Figure 10.19 EGA plots between the actual and predicted blood glucose concen-
trations for (a) the PLS model based on the whole region, (b) PLS
model obtained by using the informative region of 1574–1736 nm
suggested by MWPLSR and (c) PLS model developed by use of the
optimized informative region of 1616–1733 nm obtained by
SCMWPLS.
Reproduced from ref. 138 with permission from Elsevier, Copyright
2006.
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10.6.2 Near-infrared (NIR) Electronic Spectroscopy Study of a
Calcination Reaction of Highly Reflective Green–Black
(HRGB) Pigments

NIR spectroscopy consists of electronic spectroscopy and vibrational
spectroscopy. Morisawa et al.139 used NIR electronic spectroscopy for the
non-destructive monitoring of a chemical reaction of an inorganic func-
tional material. NIR spectra of highly reflective green–black (HRGB;
Co0.5Mg0.5Fe0.5Al1.5O4) pigments calcined at 1000, 1100 and 1200 1C and
pigments that have the same components as HRGB but were calcined below
1000 1C (500–900 1C) (hereafter, these pigments are denoted Pigments A)
were measured.139 The HRGB pigment, which was developed at Toda Kogyo
Co. (Hiroshima, Japan), is black in color, but absorbs little sunlight,139 hence
it is a sort of green material. It is made from Fe2O3, Al(OH)3, Mg(OH)2 and
CoCO3. Morisawa et al.139 investigated the crystal structure of the com-
ponents of the pigment and its transmittance characteristics based on the
absorptions that are responsible for the decrease in the reflectivity.

NIR DR (diffuse reflectance) spectra in the 12 000–4000 cm�1 region and
their second-derivative spectra in the 10 000–4500 cm�1 region of powders of
HRGB, Co3O4 and a-Fe2O3 are shown in Figures 10.20 and 10.21, respect-
ively.139 It can be seen from the second-derivative spectra that the pigment
yields bands at 6354, 7069, 7590 and 8024 cm�1 and that Co3O4, with a
similar spinel structure to HRGB, has bands at 6094, 6713, 7569, 7951 and
8320 cm�1. These bands of Co3O4 are due to d–d transitions, 4A2-

4T1, of
Co(II) at a tetrahedral cite.139 It is noted in Figure 10.20 that the NIR DR
spectrum of a-Fe2O3 shows a long tail in the 12 000–10 000 cm�1 region
arising from a charge-transfer (CT) transition, which has maxima at 17 000
and 14 000 cm�1.139 HRGB shows characteristic peaks of Co(II) in the spinel
structure, but it does not show a tail due to Fe(III). Figure 10.22 presents NIR
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Figure 10.20 NIR DR spectra in the 12 000–4000 cm�1 region of powders of HRGB,
Co3O4 and a-Fe2O3.
Reproduced from ref. 139 with permission from SAGE Publishing,
Copyright 2012.
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DR spectra of HRGB calcined at 1000, 1100 and 1200 1C and Pigments A
calcined below 1000 1C (500–900 1C).139 The figure demonstrates that the
three components of the d–d transition band of Co(II) in the 9000–6000 cm�1

region shift significantly to the lower wavenumber side with increase in
calcination temperature from 900 to 1000 1C and that the CT band of Fe(III)
decreases considerably.

NIR bands of Pigments A calcined at 500 and 900 1C and HRGB and Co3O4

are listed in Table 10.5. Referring to wide-angle X-ray diffraction (WAXD)
data for HRGB and Pigments A, the bands at 6541, 7529 and 8208 cm�1 of
Pigments A calcined in the temperature range 500–900 1C are assigned to

Figure 10.22 NIR DR spectra of HRGB calcined at 1000, 1100 and 1200 1C and
Pigments A calcined below 1000 1C (500–900 1C).
Reproduced from ref. 139 with permission from SAGE Publishing,
Copyright 2012.
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Figure 10.21 Second derivatives of the NIR DR spectra of powders of HRGB (–) and
Co3O4 (-----) in the 10 000–5000 cm�1 region.
Reproduced from ref. 139 with permission from SAGE Publishing,
Copyright 2012.
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AB02O4 [A¼Co(II), Mg(II), B0 ¼Al(III)] with a spinel structure and those at
5924, 7220 and 8208 cm�1 of Pigments A calcined in the temperature range
700–900 1C are ascribed to (A1�xBx)Th(AxB2�x)OhO4 (A¼Co, Mg, B¼ Fe, Al)
having an inverse spinel structure.139 By comparing the calcination
temperature-dependent NIR data with the corresponding WAXD data, it was
found that the intensity of the CT band of Fe(III) (Figure 10.22) decreased
with decrease in the a-Fe2O3 crystal in the pigments (Pigments A and HRGB).
Therefore, it was concluded that when a-Fe2O3 is mixed with MgO and Al2O3,
(A1�xBx)Th(AxB2�x)OhO4 and AB2O4 [A¼Co(II), Mg(II); B¼ Fe(III), Al(III)] are
formed through AB02O4 [A¼Co(II), Mg(II); B0 ¼Al(III)].139

A PLS calibration model for the calcination reaction temperature was
developed from the second-derivative NIR spectra in the 12 000–4000 cm�1

region of HRGB and Pigments A.139 Figure 10.23a depicts loadings plots for
LV1, LV2 and LV3 of the PLS calibration model constructed using the
second-derivative NIR data for HRGB and Pigments A. Figure 10.23b and c
represent score plots for LV1 and LV2 of the PLS calibration model, re-
spectively.139 It is noted that the negative peaks in LV1 correspond to the
bands in the second-derivative spectra of HRGB calcined in the temperature
range 1000–1200 1C whereas its positive peaks are attributed to the bands in
the second-derivative spectra of Pigments A calcined in the temperature
range 500–900 1C. Therefore, it is very likely that the scores of LV1 reflect the
decrease in the initial products and the increase in the final products. The LV2
loadings plot shows a downward peak near 5900 cm�1, attributable to a band
in the second-derivative spectrum at 900 1C, assigned to the intermediate
material [(A1�xB)Th(AxB2�x)OhO4; inverse spinel structure] (Figure 10.23a). Ac-
cordingly, Morisawa et al.139 concluded that the PLS results reveal the exist-
ence of an intermediate. It is very likely that the score plots for LV1 and LV2
express the degree of progress of the calcination reaction (Figure 10.23b and c).

Table 10.5 Band positions in the NIR electronic spectra of Pigments A calcined at
500 and 900 1C, HRGB and Co3O4. Reproduced from ref. 139 with
permission from SAGE Publishing, Copyright 2012.

Pigment
A

Pigment
A HRGB (TR)

HRGB
(DR)

Co3O4
(DR)

Measured
temperature

Room
temp.

Room
temp.

Room
temp.

Room
temp.

Room
temp.

Calcination T/1C 500–900 700–900 1000–1200 1100
Structure Spinel Inverse

spinel
Spinel Spinel Spinel

Cobalt site Tha Th/Ohb Th Th Th/Oh
Band positions/cm�1 6541 5924 6264 6354 6109

7069 6746
7529 7220 7128 7590 7536
8208 8208 7992 8024 8360

aCo(II) exists in a tetrahedral site.
bCo(II) exists in both a tetrahedral site and an octahedral site. TR: transmittance; DR: diffuse
reflectance.
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They succeeded in monitoring the behavior of the intermediate
[(A1�xBx)Th(AxB2�x)OhO4] in the calcination process from the LV2 score plot;
the intermediate appears in the 800–900 1C range (Figure 10.23c).

This study provided new insight into the development of chemometrics
calibration models for the NIR electronic spectroscopy of complicated in-
organic materials.139

10.6.3 Raman Imaging Study of the Lycopene Aggregation
In Vivo in Tomato

Raman imaging is a powerful method that provides information about the
distribution of components in a material and information on molecular
structure at each spatial location.140,141 Raman imaging was used for the
in vivo investigation of lycopene with different aggregate conformations
distributed inhomogeneously in tomato.142 Raman images enabled the ly-
copene concentration in different parts of the tomato fruits to be visualized
during the different ripening stages. A UV–VIS spectrometer with both
microscopic and imaging functions is currently not available and as lyco-
pene is a fluorescence-free molecule, fluorescence imaging cannot capture
the lycopene distribution. Therefore, Raman imaging may be the only way to
visualize the distribution of lycopene aggregates.

Figure 10.23 (a) Loadings plots for LV1, LV2 and LV3 of the PLS calibration model
developed using the second-derivative NIR data of HRGB and Pig-
ments A. (b), (c) Score plots for LV1 and LV2, respectively.
Reproduced from ref. 139 with permission from SAGE Publishing,
Copyright 2012.
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Figure 10.24 displays resonance Raman spectra of lycopene monomer and
aggregates in acetone–water solutions and in dry microcrystals measured
with (top) 532 nm and (bottom) 638 nm excitation.142 Two intense Raman
bands with n1 and n2 around 1514 and 1156 cm�1, respectively, were as-
signed to CQC stretching and C–C stretching vibrational modes, respect-
ively.143–145 Both the n1 and n2 bands showed a significant peak shift with
change in acetone concentration; the lycopene aggregates in vitro showed a
shift of the n1 band to a lower frequency by 1 cm�1, whereas the n2 band
yielded a higher frequency shift by 3 cm�1 compared with the monomer.
Corresponding significant shifts of the n1 and n2 bands were not observed
for the 638 nm excitation.

For recording Raman imaging spectra, tomato fruits with a size of
ca. 2.21�3.38 cm were placed on a motorized stage. A laser spot with 532 nm
excitation was automatically refocused at each point prior to measurement
to compensate for surface roughness. More details of the Raman imaging
measurement can be found in the paper by Ishigaki et al.142

In order to analyze the conformations of lycopene and its spatial distri-
butions, PCA was applied to the imaging data.142 The PCA method enables
one to extract characteristic variations of lycopene in tomato mathematic-
ally. Figure 10.25 shows Raman images of the section of a tomato fruit using
PCA. Figure 10.25A, B and C were obtained by plotting the PCA scores of PC1,
PC3 and PC4, respectively. The corresponding loadings plots are also de-
picted in Figure 10.25. The PC 1 loading shows the n1, n2 and n3 bands at
1516, 1157 and 1005 cm�1, respectively. As can be seen in Figure 10.25, there
are the three major components in tomato. By comparison with the Raman
spectra of H-aggregate (spectra not shown here), the PC1 loading is likely to
represent the H-aggregates. Therefore, it was concluded that tomato imaging
drawn using the PC1 score depicts the distribution of H-aggregates within
tomato. The concentration of H-aggregate changes with the location in the
tomato; note that the mesocarp has more H-aggregates than the epicarp and
endocarp. Moreover, the locular gel also contains a higher amount
of H-aggregates.

It can be seen from Figure 10.25 that the PC3 loading represents the shifts
of the n1 and n2 bands to lower and higher frequencies, respectively. As
discussed above, these band shifts suggest the formation of J-aggregates.
The tomato imaging from the PC3 scores demonstrates that the mesocarp
and locular gel tend to contain a lower concentration of J-aggregates.
Comparison of the images in Figure 10.25A and B allows us to view the
complementary distribution patterns between two different structures of
lycopene aggregates.

The PCA loading gives a peak at 1605 cm�1 as shown in Figure 10.25C.
This peak is possibly due to the wax crystals in the cuticle matrix of tomato
and assigned to the CQC stretching mode of aromatic rings.142 Note that it
can be observed clearly on the surface of seeds, hence the Raman image with
PC4 scores highlights the epicarp and seeds.
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Figure 10.24 Resonance Raman spectra of lycopene monomer and aggregates in
acetone–water solutions and in dry microcrystals measured with (top)
532 nm and (bottom) 638 nm excitation.
Reproduced from ref. 142 with permission from American Chemical
Society, Copyright 2017.
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In this way, the distributions of lycopene with different aggregate struc-
tures were visualized by Raman imaging in conjunction with PCA results.142

The PC loadings plots reveal that the mesocarp and locular gel had much
higher H-aggregate contents, whereas the epicarp and endocarp had rela-
tively high concentrations of J-aggregates.
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CHAPTER 11

Evaluation of the Greenness
of Analytical Procedures

MARTA BYSTRZANOWSKA, JACEK NAMIEŚNIK AND
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Department of Analytical Chemistry, Chemical Faculty, Gdańsk University
of Technology, ul. Gabriela Narutowicza 11/12, 80-233 Gdańsk, Poland
*Emails: marektobiszewski@wp.pl; martobis@pg.edu.pl

11.1 Introduction
Analytical chemistry plays an important role in many areas of human activity,
and owing to recent developments in industry, engineering, medicine, trans-
port and agriculture its importance is continually increasing. New materials,
products and drugs require many studies on their composition, effects on
human and animal health, etc. Moreover, many daily human activities and also
the development of economic sectors are sources of pollution in the en-
vironment. These are reasons for the increased interest in the quality and
control of individual environmental components and industries such as
pharmaceuticals and food, especially from the chemical point of view. This
situation has led the development of analytical procedures to deal with new
analytes, complex matrices and very low concentration levels. Such multiplicity
and diversity have made choosing the right analytical procedure problematic.

Selection of a suitable analytical procedure depends on the nature of the
analytes and matrix and also the aim of the analysis. These in turn are re-
lated to the quality of metrological factors, such as accuracy, precision and
sensitivity. Selection of the appropriate techniques may be dictated by
metrological and technical issues, and also economic and environmental
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factors, or sometimes by all of them at the same time. Therefore, choosing
the best procedure is often not easy. Moreover, many available options and
criteria or analyst preferences make the situation much more complicated. It
is necessary to introduce a system of evaluation that will allow one to analyse
the problem and help in making the right choice/decision.

In the case of green analytical chemistry (GAC), environmental assessment
is necessary, and the question here is to know what parameters describe the
greenness of the procedure. As shown in Figure 11.1,1 an ideal analytical
procedure should be based on a direct technique with low energy con-
sumption and use of non-toxic reagents for the analysis of a small sample
size. Moreover, the volume of wastes should be reduced and the safety of the
analyst should be ensured.

Analytical chemists who develop new analytical procedures often state that
their procedure is green. However, such statements are commonly not
properly justified, as usually no metrics of greenness are applied. Analysts
rely on their intuition (which often may lead to true conclusions) while as-
sessing the greenness of a procedure. What is more, the conclusions drawn
when developing a green analytical procedure should be put in context, so a
newly developed method should be compared with previous methods.

Figure 11.1 Definition of an eco-friendly analytical procedure according to the GAC
concept.
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GAC is the concept that brings the ideas behind the Twelve Principles of
Green Chemistry to analytical laboratories. In fact, GAC introduces its
adaptation of green chemistry principles in the form of the mnemonic
SIGNIFICANCE, which defines a green analytical procedure as:

1. Select direct analytical technique.
2. Integrate analytical processes and operations.
3. Generate as little waste as possible and treat it properly.
4. Never waste energy.
5. Implement automation and miniaturization of methods.
6. Favor reagents obtained from renewable source.
7. Increase safety for operator.
8. Carry out in situ measurments.
9. Avoid derivatization.

10. Note that the sample numer and size should be minimal.
11. Choose multi-analyte or multi-parameter method.
12. Eliminate or replace toxic reagents.

The most common way to assess the greenness of a chemical process is
application of the E-factor,2 which is calculated by dividing the mass of waste
generated in the process by the mass of product from the process. It is used
to express how problematic a chemical process is in terms of generated
waste (without reference to the nature of the hazard of the generated waste).
Typical E-factors are in the range from 0.1 (for the petrochemical industry) to
100 (in the pharmaceutical industry). Other metric systems have been de-
veloped to assess the greenness of chemical processes that consider also the
nature of the generated waste and the amounts of solvents, catalysts and
auxiliaries used.3 As the metrics systems applied to assess chemical syn-
theses refer to the mass of the product, they are not applicable in analytical
chemistry.4

The lack of applicability of metrics systems applied in chemical syn-
thesis to analytical applications and the large number of assessment cri-
teria are two main driving forces for the development of GAC metric
systems. This task is difficult as metric systems should be simple to use
and interpret and at the same time should consider the complexity of the
analytical procedure. This chapter considers the achievements in the as-
sessment of analytical procedures and solvents and reagents in the context
of GAC.

11.2 Introduction to a Case Study
The case study of applications of GAC metrics presented here relates to
analytical procedures that are applied in the determination of the insecticide
DDT in honey samples. Readers familiar with the problem of DDT occur-
rence may wish to skip the next two paragraphs.
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Dichlorodiphenyltrichloroethane or 1,1,1-trichloro-2,2-bis(p-chlor-
ophenyl)ethane, commonly known as DDT, is probably the most widely
known insecticide in the world. It was first synthesized by Othmar Zeidler in
1874.5 However, its insecticidal properties were not discovered until 1939 by
Paul Müller, for which he was awarded the Nobel Prize in Physiology or
Medicine in 1948.6 DDT was used as an insecticide during World War II for
the protection of soldiers from diseases such as typhus and malaria6,7

Subsequently, its effectiveness and low price led to its commercialization
and use for agricultural purposes. The mass production of DDT started in
1944 and the worldwide annual production of DDT in 1974 was around
60 000 000 kg.8 In 1962, Rachel Carson noticed negative effects of DDT on the
environment, which she published in her book Silent Spring.9 It was proved
that DDT and its metabolites had adverse effects on the reproduction of
many animals.5,9,10 As a result, despite the advantages DDT, it was banned in
most developed countries during the 1970s.8 Many years after its ban, DDT
was recommended again by the World Health Organization (WHO) for
malaria vector control in many African countries. Therefore, the production
of DDT was continued in Mexico, India and several countries in Africa
(i.e. Ethiopia, Mozambique, Zambia and South Africa).11,12 However, so far,
despite extensive research efforts, no other alternatives to DDT characterized
by the same great efficiency have been found.8 Hence there is also a risk that
some illegal production may still exist, which is the reason why the amount
of DDT in the environment or food should be monitored. Properties such as
chemical stability, lipophilicity and bioaccumulation in the food chain re-
inforce the negative effects of DDT on humans and wildlife. Unfortunately,
these properties are also characteristics of DDE [1,1-dichloro-2,2-bis(p-
chlorophenyl)ethylene], which is a DDT metabolite.5 It should be noted that
technical DDT is a mixture consisting of 80% p,p0-DDT and 20% o,p0-DDT.13

However, it may also contain DDE and DDD [1,1-dichloro-2,2-bis(p-chlor-
ophenyl)ethane] as contaminants.14 Therefore, these related compounds are
also determined during some chemical analyses. The structures of DDT and
its metabolites and contaminants are presented in Figure 11.2.

DDT present in the environment may be released into the air, soil or water
when it is sprayed on crops to control insects. Here the cycle of evaporation
and deposition may play an important role and be repeated many times.
DDE or DDD may be found as a result of contamination or breakdown of
DDT. Moreover, DDD was also used as a pesticide in the past. Exposure to
DDT and its metabolites is possible by eating food containing small
amounts of these compounds. The amount of DDT in food has decreased
greatly since DDT was banned. Nevertheless, in the period 1986–1991, the
average adult in the United States consumed an average of 0.8 mg of DDT per
day.8 It is worth mentioning that according to levels established by the Food
and Agriculture Organization (FAO)/WHO, the acceptable daily intake (ADI)
of SDDT is 20 mg kg�1 per day.15 According to European Union Commission
Regulations, the maximum residue level (MRL) for SDDT is 0.05 mg kg�1.16

However, because of the chemical characteristics of DDT, it may remain in
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the environment for many years. Hence DDT may be present in foods
matrices at low concentration levels (including fruits, vegetables, honeybee
products, meat, fish, etc.), and bees having direct contact with pesticide-
treated plants collect pollen and produce honey contaminated with pesti-
cides. In connection with the above, many studies have been performed on
the determination of DDT and its metabolites in food samples.

Honey is a valuable commodity owing to its taste and medical, anti-
microbial and antiseptic properties. Indirect contamination of honey may
occur during the application of pesticides in agriculture, through soil, air
and water. It is also possible through flowers, where bees visit and collect
nectar to produce honey.17 The chemicals are then carried to the hive on the
bees’ bodies or by forage. On the other hand, pesticides could be used in the
treatment of plagues in the hive during honey harvesting, which may lead to
some contamination.18 Although regulatory agencies do not establish max-
imum residue limits for pesticides in honey samples, these concentrations
must be below the MRLs established for pesticide residues in food samples
ofo1 mg g�1.17

In the case of the determination of DDT in food matrices such as honey,
the final determination techniques involve gas chromatography coupled
with mass spectrometric or electron capture detection. Owing to the complex
matrix composition of honey, analytical procedures for DDT determination
require prior sample preparation techniques such as solid-phase extraction,
liquid–liquid extraction, solid-phase microextraction and QuEChERS
(‘‘quick, easy, cheap, effective, rugged and safe’’). This is a key aspect of every
analytical procedure for the determination of pesticides in bee products,
hence a wide variety of pretreatments are available. Examples of frequently
applied techniques for this particular pesticide determination in honey
samples are summarized in Table 11.1. As they cover different sample
preparation techniques they are used as examples in the presentation of
different GAC metrics systems.

Figure 11.2 Structures of DDT and some related compounds.
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11.3 Assessment of Procedures by Scoring
Analytical procedures can be assessed in terms of their greenness by scoring.
The aim of every assessment methodology is to combine a few or more
parameters into a single score or very simple graphical output. The advan-
tage of the scoring approach is the ease of interpretation of results. The main
disadvantage in some cases is a tedious investigation of the nature of the
threat related to each individual reagent.

11.3.1 NEMI Approach

One of the first approaches to express the greenness of analytical method-
ology is the National Environmental Methods Index (NEMI).28 This uses a
pictogram in the form of a circle divided into four equal parts, where each of
them is coloured green if certain criteria are met:

1. Reagents used for the procedure are not hazardous, which means that
none of the chemicals used in the method is present on the US
Environmental Protection Agency (EPA) TRI75 list or the Resource and
Recovery Conservation Act (RCRA)’s D, F, P or U hazardous waste lists.

2. Reagents are not persistent, bioaccumulative and toxic (PBT), so
chemicals used in the method are not listed as a PBT on the EPA
TRI75 list.

3. Corrosiveness criterion, so the pH during the entire procedure remains
within the non-aggressive range 2–12.

4. No significant amounts of wastes are produced, in amounts greater
than 50 g (or 50 mL).

An example of the assessment results is presented in Figure 11.3. The
main advantages of the application of NEMI pictograms are simplicity of the
expression and reading of results. Another advantage is that many standard

Figure 11.3 Example of an NEMI pictogram.
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procedure results are available on-line in the NEMI database. The dis-
advantage is the need to search through lists of compounds to establish
whether any compound applied in an analytical procedure is hazardous or
PBT. Another disadvantage is that the result is semiquantitative at best. The
result does not give information on what hazardous substance was applied
or how much of it was used. The parameters that are included in the scoring
seem not yet exhausted as energy demand is not included.

NEMI pictograms are an accepted greenness metrics system. Apart from
their application in the NEMI database, the pictograms have been used in
some published papers. In the case of scientific papers, NEMI is applied to
assess whether a newly developed analytical procedure is greener than a
previous, sometimes standard, procedure. The dispersive liquid–liquid mi-
croextraction technique for the determination of phenolic compounds in
water and wastewater was assessed by the NEMI approach and it appeared
that the newly developed procedure is a greener option than the standard
American Public Health Association (APHA) method 5530.29 An NEMI picto-
gram was also used for the assessment of a single-drop microextraction pro-
cedure for the determination of ethanol in cosmetics. Application of the
microextraction technique and benign reagents resulted in a completely green
NEMI profile being obtained.30 A large number of microwave-assisted ex-
traction-based procedures were assessed31 and the results showed that mainly
depending on the type of extraction solvent the procedures are completely
green or with just one or two parts of the greenness profile missing.

11.3.2 Eco-scale

Another scoring method, proposed by Ga"uszka et al.,32 is the Analytical
Eco-scale. The idea is based on an original study of the Eco-scale developed
by Van Aken et al.33 for the assessment of organic synthesis reactions. An
assessment is related to a penalty points system, in which initially a pro-
cedure is assigned 100 points. If it differs from the ideal procedure, then it
receives some penalty points, which are subtracted from the base value.
The penalty points (PP) are given for:

� The amount of reagent:
J o10 mL or g 1 PP
J 10–100 mL or g 2 PP
J 4100 mL or g 3 PP

� The hazard related to the reagent:
J Non-hazardous 0 PP
J Less severe hazard 1 PP
J Severe hazard 2 PP

The PP related to the amount of reagent is multiplied by the PP related to
the hazard of the reagent. The type of hazard calculation is based on
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pictograms present in a material safety datasheet and signal wording.
Numerous hazards can be related to one chemical and a less severe hazard
(multiplication by 1) is related to a ‘‘warning’’ word and a more severe
hazard (multiplication by 2) to a ‘‘danger’’ word.

� Energy consumed:
J r0.1 kWh per sample 0 PP
J r1.5 kWh per sample 1 PP
J 41.5 kWh per sample 2 PP

� Occupational hazard:
J Hermetized process 0 PP
J Emission of vapours 3 PP

� Waste generated:
J o1 mL or g 1 PP
J 1–10 mL or g 3 PP
J 410 mL or g 5 PP
J Recycling 0 PP
J Degradation 1 PP
J Passivation 2 PP
J No treatment 3 PP

The score obtained with the Eco-scale is therefore calculated with the
equation

Eco-scale score¼ 100�
P

PP (11.1)

The advantage of the application of the Eco-scale is a single numerical
value that can be easily compared with the results for other procedures. It
considers more assessment criteria and they are more quantitative than is
the case with NEMI. The main disadvantage is the lack of information on the
distribution of threats by the investigation of Eco-scale score alone, as it is
not known where the penalty points are coming from.

The Analytical Eco-scale allowed the comparison of a newly developed
high-performance liquid chromatographic (HPLC)-based procedure for the
determination of antihypersensitive medications. A change of mobile phase
from methanol-based to ethanol-based and removal of sodium perchlorate
and acetonitrile allowed the greenness score to be improved from 46 or 60
(two procedures were used as references) to 86.34 The Eco-scale was also
applied to compare the greenness of a proposed analytical procedure with
previously published procedures for the determination of drugs in waste-
water samples.35 An Eco-scale score of 80 was obtained, whereas eight other
analytical procedures gave scores between 53 and 78. This assessment pro-
cedure was also applied to a procedure for the determination of mercury
species in seafood by thermal mineralization, gold trapping and final de-
termination by atomic absorption spectrometry.36 Penalty points resulted
from the application of HBr and toluene, and also waste generation and
occupational exposure, with a final score of 73 points.
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11.3.3 Other Scoring Approaches

The two scoring methodologies described above are well established in
analytical practice, but there are other approaches for scoring that are not
(yet) more widely applied. The first is the green analytical procedure index
(GAPI), which is a hybrid of Eco-scale and NEMI with some new ideas.37 This
tool allows the evaluation of an entire analytical methodology, from sample
collection to final determination. An assessment is based on five pentagrams
used to evaluate and quantify the environmental impact, being coloured
from green through yellow to red, reflecting a low, medium and high en-
vironmental impact, respectively. Figure 11.4 shows the elements used in
evaluations with this method.

11.3.4 Scoring Case Studies

The greenness of the analytical procedures presented in Table 11.1 was as-
sessed with Eco-scale and NEMI and the results are presented in Table 11.2.

11.4 Comparative Assessment of Procedures
An interesting way of dealing with multi-objective problems in analytical
chemistry is the application of the multi-criteria decision analysis (MCDA)
approach. This is a group of techniques that are able to evaluate many
criteria (parameters of evaluation) and alternatives (possible options) con-
stituting a large amount of data in decision-making problems.38 Particular
methods differ in their mechanisms owing to the use of various math-
ematical algorithms. For instance, the manner of assigning weighting values
to criteria may be done in a specific and distinct way. The most widely
known and used methods are TOPSIS (Technique for Order of Preference
by Similarity to Ideal Solution), AHP (Analytic Hierarchy Process) and
PROMETHEE (Preference Ranking Organization Method for Enrichment

Figure 11.4 Green Analytical Procedure Index pictogram – an example.
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Evaluations). MCDA is often used to deal with complex problems in the areas
of management, business, engineering, science and many others.39 However
since the burgeoning environmental problems and their seriousness
(destruction of the ozone layer, greenhouse effect, etc.) have become to be
appreciated, the interest in MCDA methods in the environmental field has
increased drastically.40 In turn, this has influenced the growth of interest in
their application in the chemical sciences, including analytical chemistry.

Table 11.2 Assessment results with NEMI, GAPI and Eco-scale.

No. Analytical methodology Abbreviation
NEMI
result

Eco-
scale
result

GAPI
result

1 Accelerated solvent extraction–
gas chromatography–ion trap
mass spectrometry

ASE–GC–ITMS 69

2 Dispersive liquid–liquid
microextraction–gas
chromatography–mass
spectrometry

DLLME–
GC–MS

84

3 Headspace single-drop
microextraction–gas
chromatography–micro-
electron capture detection

HS-SDME–
GC–mECD

94

4 Solid-phase extraction–gas
chromatography–tandem mass
spectrometry

SPE–GC–
MS/MS

63

5 QuEChERS extraction–dispersive
solid-phase extraction–gas
chromatography–electron
capture detection

QuEChERS–
d-SPE–GC–
ECD

82

6 QuEChERS extraction–gas
chromatography–time-of-flight
mass spectrometry

QuEChERS–
GC–TOFMS

81

7 Solid-phase microextraction–gas
chromatography–atomic
emission detection

SPME–GC–
AED

95

8 Ultrasound-assisted
emulsification
microextraction–gas
chromatography–mass
spectrometry

USAEME–
GC–MS

83

9 Liquid–liquid extraction–gas
chromatography–electron
capture detection

LLE–GC–ECD 82
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There are many examples of the use of MCDA methods in cases of process/
analytical procedure selection.38 They can be used to assess GAC perform-
ance, when criteria describing the alternatives refer to their greenness
character. MCDA algorithms were used in studies aimed at finding the most
preferable process or analytical procedure. This has been described in detail
by Fabjanowicz et al.41 (determination of resveratrol in wine samples) and
Serna et al.42 (chemical process route to produce ethyl acetate) using AHP,
and also by Jędrkiewicz et al.43 (determination of chlorophenols in soy
sauces) and Tobiszewski and Or"owski44 (determination of aldrin in water
samples) using PROMETHEE.

As has been mentioned, MCDA methods are used as an aid in complex
decision-making problems. In general, they allow a problem to be described
using numerical values and, with the application of a suitable algorithm,
enable a ranking of available options in preference order to be obtained.
Despite the mechanism of the algorithm, the general steps of MCDA ap-
plication are similar. The scheme of operations is briefly presented in
Figure 11.5.45

Figure 11.5 General steps in MCDA methods.
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First, a problem should be defined, hence the purpose of an evaluation
would be specified. Sometimes it is also worth choosing a group of stake-
holders involved in the decision-making process. However, sometimes it
could be a single decision-maker (DM). Then alternatives are identified,
namely the possible options to be taken into consideration. Among them,
the best solution will be selected with reference to the given assessment
conditions. The next step is the definition of a set of criteria that allow
available alternatives to be described and compared. In other words, they
determine the requirements of stakeholders for the most suitable option.
Their choice is important for obtaining reliable and satisfactory results of an
analysis and also the most reliable characterization and comparison of the
possible solutions. Weighting of criteria is a crucial step of the MCDA pro-
cess. It reflects DMs’ preferences by assessing the different importance of
each criterion. This is also the stage at which the direction of the analysis
can be indicated. This means that metrological, environmental or economic
criteria could be taken into account. Then an appropriate MCDA method
should be selected and applied. The last step is interpretation of the results,
mostly presented as a ranking of available options, follow by choosing the
most suitable alternative.

It is important to highlight several advantages of MCDA methods. The
most important one is dealing with large amounts of data, including num-
bers of criteria and alternatives. This is possible as a decision-making
problem is described by numerical values, where final results are also pre-
sented as numerical values. Therefore, it is easy to create a ranking of
available options and select the best solution according to the analysis
conditions. In this approach, subjective decision-making is avoided. It is
worth mentioning that MCDA methods cope very well with conflicting cri-
teria, in the case when a problem involves both benefit and cost criteria at
the same time. The most characteristic for MCDA algorithms is the possi-
bility of assigning weight values to criteria that reflect DM’s preferences. All
of this makes a comparison or assessment more systematic and com-
prehensive. Another advantage of MCDA tools is the use of commercial
computer software such as Expert Choice, D-Sight, M-MACBETH, Super
Decisions, Web-HIPRE, Visual PROMETHEE, etc. This is one of the reasons
for their growing popularity in various fields of applications. Mathematical
operations using software are not particularly labour intensive and time
consuming because some parameters can even be calculated automatically.
Moreover, the majority of the programs allow the results obtained to be
presented in the form of clear charts and diagrams so that they can be easily
understood by all recipients, not just by experts.

MCDA methods are a group of various evaluation approaches based on
different mathematical algorithms. The most frequently used tools in the
chemistry area are TOPSIS, AHP and PROMETHEE, but they are not the only
ones available. Regardless, these methods are universal, hence they may be
applied to solve various decision-making problems. It is worth mentioning
that there are also some methods that were created particularly for only one
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specific problem and cannot be easily adopted for other problems. An ex-
ample is ORDREG,46 an approach to assess the implementation of green
chemistry principles by protocols for the synthesis of common nanomater-
ials. It was decided to apply TOPSIS and PROMETHEE algorithms for
evaluation in this particular case study. Therefore, in the following only the
basics of these two algorithms are considered.

11.4.1 TOPSIS

TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) was
developed by Hwang and Yoon in 1981.47 Its mechanism is based on first
allocating the positive ideal and negative ideal solutions and then placing
the remainder of the alternatives between them. This leads to performing
the ranking of available alternatives. According to its algorithm, the best
option would be that which has the shortest distance from the positive ideal
solution in a geometric sense. Only basic information on the TOPSIS algo-
rithm is presented here; more details are available in articles describing its
fundamentals.48,49 In general, the input data are a matrix consisting of n
alternatives, described by m criteria. The basic steps of the TOPSIS algorithm
are as follows:

1. Construction of normalized decision matrix:

rij ¼
xijP

x2
ij

; i¼ 1; 2; . . . ;m and j¼ 1; 2; . . . ; n (11:2)

where xij and rij are original and normalized scores in the decision
matrix, respectively.

2. Construction of the weighted normalized decision matrix:

vij¼ rij�wj, i¼ 1, 2, . . ., m and j¼ 1, 2, . . ., n (11.3)

where wj is the weight of criterion j and
Pn

j¼ 1
wj ¼ 1.

3. Determination of positive ideal (A*) and negative ideal (A�) solutions:

A*¼ max
i

vij

�
�
� jACb

� �

; min
i

vij

�
�
� jACc

� �	 

¼ vi* j¼1; 2; . . . ;mj
� �

(11:4)

A�¼ min
i

vij

�
�
� jACb

� �

; max
i

vij

�
�
� jACc

� �	 

¼ vj* j¼1; 2; . . . ;mj
� �

(11:5)

4. Calculation of the separation measures for each alternative:

Si*¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xm

j¼ 1

vij � vj*

 �2

v
u
u
t ; j¼ 1; 2; . . . ;m (11:6)
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S�i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xm

j¼ 1

vij � v�j

� �2

v
u
u
t ; j¼ 1; 2; . . . ;m (11:7)

5. Calculation the relative closeness to the ideal solution:

Ci*¼
S�i

Si*þ S�i
; i¼ 1; 2; . . . ;m and 0oCi*o 1 (11:8)

6. Arrangement of scenarios in order from closest to ideal to furthest from
ideal – creation of a ranking.

The alternative with Ci* closest to 1 is the most preferred among the possible
alternatives.

11.4.2 PROMETHEE Algorithm

PROMETHEE (Preference Ranking Organization Method for Enrichment
Evaluations) was developed by Brans and Vincke.50 It is a group of non-
parametric outranking methods for a finite set of alternatives. This family
consists of PROMETHEE I–PROMETHEE VI methods. In general, it is based
on positive and negative preference flows for each alternative in the valued
outranking relation. In other words, its mechanism assumes the dominance
of one alternative over another. As a result, the alternatives are ranked ac-
cording to the DM’s preferences basing on assessed appropriate weight
values.51 In this case study, PROMETHEE II was applied. This tool includes
complete ranking as a result and is based on pair-wise comparison of al-
ternatives along each criterion. Therefore, of the PROMETHEE family only
the PROMETHEE II algorithm is briefly described below. More details may
be found elsewhere.50 The algorithm consists of several steps, as follows:52

1. Determination of deviations based on pair-wise comparisons:

dj(a, b)¼ gj(a)� gj(b) (11.9)

where dj(a, b) is the difference between the evaluations of a and b on
each criterion.

2. Application of the preference function

Pj(a, b)¼ Fj[dj(a, b)] j¼ 1, . . ., k (11.10)

where Pj(a, b) is the preference of alternative a with respect to alter-
native b on each criterion, as a function of dj(a, b).

3. Calculation of an overall or global preference index:

8a; bAA; pða; bÞ¼
Xk

j¼ 1

Pjða; bÞwj (11:11)
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where p(a, b) of a over b (from 0 to 1) is the weighted sum p(a, b) for
each criterion and wj is the weight associated with the jth criterion.

4. Calculation of outranking flow – the PROMETHEE I partial ranking:

fþðaÞ¼ 1
n� 1

X

xAA

pða; xÞ (11:12)

f�ðaÞ¼ 1
n� 1

X

xAA

pðx; aÞ (11:13)

where f1(a) and f�(a) are the positive and negative outranking flow,
respectively, for each alternative.

5. Calculation of net outranking flow – the PROMTHEE II compete
ranking:

f(a)¼f1(a)�f�(a) (11.14)

where f(a) is the net outranking flow for each alternative.

In this case, an assessment is conducted with the aid of commercially
available software – Visual PROMETHEE (version 1.4.0.0, 2011–2013,
Academic Edition). The advantage of this software is the possibility of an
evaluation using different methods of the PROMETHEE family.

According to this case study, the main aim of the assessment is to find the
most suitable analytical procedure for the determination of DDT in honey
samples. The analytes are various forms of DDT: p,p0-DDT, o,p0-DDT and
p,p0-DDE. The most suitable alternative means here the best analytical pro-
cedure from the green analytical chemistry point of view. Therefore, mainly
environmental or greenness parameters are taken into account; however, a
metrological parameter is also included. Consequently, a solution that will
be appropriate for the samples in terms of good analytical performance and
greenness at the same time is desired.

11.4.3 Alternatives

Alternatives are subject to various considerations that represent possible
options that may lead to the stated goal. In the present case, alternatives are
analytical procedures for the determination of DDT in honey samples. The
possible alternatives are summarized in Table 11.1.

The data are collected by searching databases of scientific articles. An
attempt was made to choose relatively new analytical procedures. Selected
procedures involve different extraction techniques as the sample prepar-
ation step prior to the main analysis. All of them are based on gas chro-
matography. However, various detection methods are applied, mostly mass
spectrometry, electron capture detection and their modifications and im-
provements such as mECD. These analytical procedures have been used
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successfully, as exemplified by numerous publications concerning the an-
alysis of honeybee products.

11.4.4 Assessment Criteria

The technical evaluation of an analytical procedure is based on limits of de-
tection (LODs). However, owing to the main aim of the analysis, almost all of
the parameters are related to environmental assessment. One of the factors is
the total time needed to perform an analysis. Moreover, this time is closely
connected with another parameter – the number of procedural steps. This
influences the time needed and also the consumption of energy and reagents.
Additionally, the smaller the number of steps, the fewer potential errors and
analytes losses occur during the operations. Another criterion is the amount
of sample needed to perform the analysis. The last two parameters are related
to the solvents and reagents used during the determination of analytes. Ac-
cording to the Twelve Principles of Green Chemistry formulated by Anastas
and Warner,53 the amounts and characteristics of the reagents and solvents
should be included in the assessment, especially when the environmental
point of view is taken into account. Scores for solvents in addition to scores for
other reagents are applied. These criteria are assigned on the basis of a set of
information, such as the amount, type and hazardous character of the
chemicals used. In the application of MCDA algorithms, all the criteria must
be expressed numerically. If they are not already in that format, it is necessary
to change them into numerical values. Therefore, these two parameters had to
be modified, and descriptive parameters were translated into numerical val-
ues. The evaluation of reagents was carried out according to an approach well
known from the Analytical Eco-scale.32 The hazardous character of reagents
was determined by the number of pictograms multiplied by points for signal
wording (danger, 2 points; warning, 1 point). On the other hand, the amounts
of chemicals were calculated in accordance with the pattern. Penalty points
were given depending on the volume of reagents from 1 to 3 points (o10 mL,
1 point; 10–100 mL, 2 points;4100 mL, 3 points). Another approach was used
for solvents, where assessment was based on calculations proposed by
Tobiszewski and Namieśnik.54 The final result for solvents took into account
both their volume and their chemical nature/properties. Therefore, the score
for each solvent is the product of multiplication of the solvent volume (mL)
and total analytical hazard value (taHV). The value of taHV is estimated ac-
cording to an algorithm that depends on oral toxicity, inhalation toxicity,
carcinogenicity, other hazardous effects, aquatic acute toxicity, aquatic
chronic toxicity, biodegradability, hydrolysis half-life, bioconcentration factor
and hazard value related to the volatility.

An important element of the analysis is also the definition of the preference
functions for the criteria used in evaluation. The desirable dependences for
given criteria should be determined, such as ‘‘the higher the better’’ or ‘‘the
lower the better’’, etc. Applied dependences are summarized in Table 11.3. As
can be seen, here for all criteria it was ‘‘the lower the better’’.
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11.4.5 Weighting of Criteria

As described above, one of the most important and characteristic features of
MCDA methods is the step of assigning appropriate weight values to each
criterion. These weights are strictly correlated with the DM’s preferences.
Therefore, it is possible to judge which criterion has the greatest influence
on the main goal and how strong this impact is. This contributes to creating
rankings of available options in accordance with the stated requirements.
In this particular case study, an environmental evaluation was performed,
hence most of the criteria represent environmental parameters. However,
because analytical procedures are the subject of consideration, a metro-
logical parameter is also taken into account. Nevertheless, the weights as-
signed are equal, so their impacts on the main goal of the analysis are the
same. The importance of greenness is stated by the number of criteria
relevant to the main analysis goal.

11.4.6 Input Data

All the data values were taken directly or indirectly from scientific papers as
indicated in Table 11.1. The set of data prepared for analysis with MCDA
tools is presented in Table 11.4. The minimum and maximum values are
designated with bold and italic type, respectively. It is clear that no obvious
alternative can be found without the aid of MCDA.

11.4.7 Results of TOPSIS Analysis

According to the TOPSIS algorithm, it is necessary to find the best and the
worst value within each criterion (maximum or minimum values). In other
words, determination of a positive/negative ideal solution is conducted,
whereas other alternatives are allocated between these two extreme values.
Evaluation using the TOPSIS algorithm was performed with the Microsoft
Excel program (2016). Results obtained with TOPSIS analysis for the ranking
of available analytical procedures for the determination of DDT in honey
samples are presented in Table 11.5.

The final score in the TOPSIS method is a ranking, where the order is
based on values of similarity to the ideal solution. This value is calculated

Table 11.3 Preference function for applied set of criteria.

Criterion Units Preference function

LOD mg kg�1 The lower the better
Amount of sample g
Time of analysis Min
Score for solvents Points
Score for other reagents Points
Number of procedural steps —
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for each alternative taken into account during evaluation of the
decision-making problem. According to the basics of its algorithm, the
preferred alternative must be characterized by the shortest distance from
the positive solution and the furthest distance from the ideal solution of the
geometric point by using the Euclidean distance at the same time. The task
of the algorithm is to determine the relative proximity of the optimal solu-
tion alternative.

11.4.8 PROMETHEE II Analysis

Similarly as before (during an assessment using the TOPSIS method), the
first task of analysis is the definition of the main aim, set of criteria and
alternatives. Then the assignment of appropriate weights for the criteria is
done, which are estimated to be equal. An important step using Visual
PROMETHEE software is the manual definition of minimum (MIN) and
maximum (MAX) values within each criterion. Then, according to the DM’s

Table 11.4 Dataset for the case study of the determination of DDT in honey
samples.

No.

Abbreviation of
analytical
methodology

LOD/
mg kg�1

Amount
of
sample/g

Time of
analysis/
min

Score for
solvents

Score for
other
reagents

No. of
procedural
steps

1 ASE–GC–ITMS 0.01 20 71 1968 0 6
2 DLLME–GC–MS 4 0.5 28 11.5 0 3
3 HS-SDME–GC–

mECD
0.07 2 97 0.138 0 4

4 SPE–GC–MS/MS 0.94 10 113 1445 0 7
5 QuEChERS–d-

SPE–GC–ECD
1.174 5 25 268 0 4

6 QuEChERS–GC–
TOFMS

21.9 5 36 275 4 5

7 SPME–GC–AED 10 1.5 44 0 0 3
8 USAEME–GC–MS 0.06 20 63 1.79 0 3
9 LLE–GC–ECD 10 5 55 365 0 5

Table 11.5 Analysis with TOPSIS method: final ranking.

Alternative Similarity to ideal solution

DLLME–GC–MS 0.916
QuEChERS–d-SPE–GC–ECD 0.890
HS-SDME–GC–mECD 0.814
SPME–GC–AED 0.797
LLE–GC–ECD 0.745
USAEME–GC–MS 0.706
SPE–GC–MS/MS 0.613
ASE–GC–ITMS 0.556
QuEChERS–GC–TOFMS 0.413
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preferences, the best value for each parameter is found. The final results of
analysis as a complete ranking of alternatives are summarized in Figure 11.6.

In the PROMETHEE tool, scores are expressed as Phi, Phiþ and Phi� ,
which can be explained as preference flows, i.e. the net flow, the positive
(or leaving) flow and the negative (or entering) flow, respectively. They are
designated to consolidate the results of the pair-wise comparisons of the
actions. On the other hand, they allow all the actions to be ranked from
the best to the worst one (according to the assumptions in the evaluation,
including the DM’s preferences). In general, the larger is Phiþ and the
smaller is Phi� the better. The net preference flow is the balance between
the positive and negative preference flows. Therefore, it takes them into
account and aggregates both of them into a single score.

11.4.9 Comparison of Obtained Results

In the case of the selection of the greenest analytical procedure for de-
termination of DDT in honey samples, two MCDA methods were applied:
TOPSIS (Microsoft Excel program) and PROMETHEE II (Visual PROMETHEE
software) algorithms were used to obtain rankings of the available options,
as shown in Table 11.6, where previously calculated NEMI and Eco-scale
results are also included.

Unquestionably, the best analytical procedure for the determination of
DDT in honey samples in the case of MCDA greenness assessment is
DLLME–GC–MS. As can be seen, HS-SDME–GC–mECD is a procedure that is
ranked in the same positions using both MCDA methods. Unfortunately,
other options have different positions in the ranking. However, it is worth
noting that procedures such as ASE–GC–ITMS, QuEChERS–GC–TOFMS and
SPE–GC–MS/MS are the less desirable techniques for DDT determination. In
the case of ASE–GC–ITMS there is a high score for solvents due to the huge
amount of dichloromethane and hexane used for extraction, which makes it
not eco-friendly. The hexane consumption for SPE extraction and the long
time needed for analysis placed the SPE–GC–MS/MS procedure at the lowest
position. Moreover, this technique involves the highest number of pro-
cedural steps, which increases the possibility of analyte losses and the
introduction of greater errors. The alternative involving GC with TOFMS is
characterized by the worst LOD value among all available options. This
makes the QuEChERS–GC–TOFMS procedure not very preferred from the
point of view of the determination of DDT at trace levels in honey samples.

The application of two different MCDA methods produced slightly dif-
ferent results of the evaluation. The reason is the different algorithms in
these applied MCDA tools, which involve different mechanisms. However,
one can identify three well-distinguished groups within which there is a
rotation of the positions of available solutions. These are procedures ranked
at the following positions: I–IV, V–VI and VII–IX. It should also be noted that
in all three groups the numerical scores are within narrow ranges. This may
suggest that the considered analytical procedures ranked within these groups
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are not very different. In general, the ranking positions depend strictly on the
assessed weight values for the criteria taken into account in the evaluation. If
we change the weights of importance, then the results may change. However,
in this particular case study, the weight values were equal. In spite of that,
both metrological and environmental criteria are involved and represented by
green analytical chemistry and analytical performance factors also. Hence
their impacts on the main goal are estimated to be the same.

The results obtained with NEMI correspond only slightly to those obtained
as MCDA rankings. NEMI does not consider the quantities of solvents and
reagents applied and their hazards are treated in a semiqualitative way. That
is why microlitre volumes of a slightly hazardous solvent result in not ful-
filling the PBT or hazard criterion (or both). The MCDA rankings proposed
here also consider other criteria that produce different greenness assess-
ment results. The results obtained with the Eco-scale are more correlated
with the MCDA results, as the criteria of assessment are similar.

11.5 Assessment of Analytical Reagents and Solvents
Apart from the assessment of the greenness of an analytical procedure itself,
it is very useful to apply greenness assessments of solvents or reagents that

Table 11.6 Rankings of available alternatives obtained with the TOPSIS and PRO-
METHEE II algorithms and comparison with NEMI and Eco-scale
results.

Alternative
TOPSIS
rank

TOPSIS
similarity
to ideal
solution

PROMETHEE
rank

PROMETHEE
phi

NEMI score
(No. of green
fields)

Eco-
scale
score

DLLME–
GC–MS

I 0.916 I 0.4375 2 84

QuEChERS–
d-SPE–
GC–ECD

II 0.890 IV 0.2083 2 82

HS-SDME–
GC–mECD

III 0.814 III 0.2083 4 94

SPME–GC–
AED

IV 0.797 II 0.3750 4 95

LLE–GC–
ECD

V 0.745 VI �0.2292 4 82

USAEME–
GC–MS

VI 0.706 V 0.1667 2 83

SPE–GC–
MS/MS

VII 0.613 IX �0.4792 2 63

ASE–GC–
ITMS

VIII 0.556 VII �0.3333 1 69

QuEChERS–
GC–
TOFMS

IX 0.413 VIII �0.3542 2 81
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are applied in analytical practice. This makes the procedure development
and optimization more environmentally conscious. There are many systems
and discussions allowing the selection of greener solvents but few studies on
greener acids and bases or auxiliaries. Attention should be paid to the
proper selection of such materials, because some of the green chemistry
principles refer directly to these aspects.55

11.5.1 Solvents

As solvents are used in many areas of chemistry and are applied in huge
amounts and in various processes, considerable attention has been given to
their greenness assessment. In fact, the fifth of the Twelve Principles of
Green Chemistry states that solvents should be avoided whenever possible,
and whenever not then they should be as benign as possible.56 Therefore,
the search for solventless analytical extraction techniques is important,57,58

and is usually pursued via application of solid-phase microextraction59 or
stir-bar sorptive extraction.60 The approaches used to minimize the amount
of an organic solvent used as an extracting agent are solvent microextraction
techniques,61 particularly single-drop microextraction,62 hollow-fibre
microextraction63 and dispersive liquid–liquid microextraction.64 The strat-
egies used to avoid the application of organic solvents for extraction are the
application of supercritical fluids,65 hot water,66 ionic liquids67 and deep
eutectic solvents.68

The first approaches to the greenness assessment of organic solvents were
based on the Environment, Health and Safety (EHS) approach.69 Within this
approach, criteria such as release potential, fire/explosion and reaction/
decomposition (as safety hazards), acute toxicity, irritation and chronic
toxicity (as health hazards), persistence, air hazard and water hazard (as en-
vironmental hazards) are applied for assessment. Results of this assessment
as an EHS indicator score, including some selected organic solvents, are
presented in Figure 11.7.69 Alcohols and esters are ranked as the greenest
solvents with the EHS approach and formaldehyde and formic acid the worst.

Results of the assessment for different organic solvents are presented in
Figure 11.7. On the basis of the EHS approach, a dedicated tool for the as-
sessment of the greenness of LC separations was developed.70 It is based on
a simple scoring system, in which each solvent is given certain score values
in environment, health and safety (E, H and S) categories that are multiplied
by the mass of solvents consumed in the separation process and sample
pretreatment.

Relatively similar tools dealing with solvent assessments are solvent se-
lection guides (SSGs), developed by the pharmaceutical sector,71,72 and
others that are unpublished but are summarized in an article comparing
different SSG results.73 Similarly to the EHS approach, SSGs combine as-
sessment criteria from E, H and S categories. The result is that every solvent
is assigned a colour and the coding is based on traffic lights. The colour
coding is presented in Table 11.7.
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Another SSG was based on MCDA methodology with the assignment of
weights to criteria, and choosing criteria themselves the solvent selection
can be more case specific.74 The MCDA-based approach to solvent selection
can easily be combined with other criteria relevant to a given application,
such as extraction efficiency and repeatability of chromatographic re-
sponse. Such a system has been successfully applied for the selection of a
pair of dispersive and extraction solvents for the dispersive liquid–
liquid microextraction-based determination of chlorophenols in water
samples.75 Different basic life-cycle assessment approaches were also in-
cluded in the assessments of solvents, mainly in terms of their emissions
and disposal.76

11.5.2 Acids and Bases

Acids and bases are used in analytical chemistry for the adjustment of pH
and in the process of wet mineralization. In many applications, a few acids
or bases can be applied with similar efficiency, so there is a possibility of

Figure 11.7 Results of the EHS method for organic solvents using the EHS tool
according to Capello et al.69
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replacing more hazardous ones with greener substitutes. So far, not much
attention has been paid to the greenness of these chemicals, but GSK has
developed an acids and bases selection guide.77 It was developed for the
pharmaceutical industry but the assessment results can give some clues for
the selection of greener acids and bases for analytical purposes.

The acids and bases were scored according to the E, H and S methodology.
The other criteria included in the analysis were high molecular weight,
generation of flammable or toxic by-products and generation of halogenated
products during incineration.

The classification of various acids and bases is presented in Figure 11.8.77

As can be seen, this method of evaluation consists of three main criteria
scores, for EHS, clean chemistry and greenness. Each criterion involves some
parameters, which are described in detail elsewhere.78 First, the reagent is
evaluated separately within each group of criteria, then information is
summarized to rate the substance and colour it from green to red through
yellow. Moreover, the authors introduced pKa data values, which are often
considered when selecting appropriate acids or bases, which makes the
guide more useful.

Hydrochloric, hydrobromic, dilute phosphoric and sulfuric acid were as-
sessed as green mineral acids. The main concerns are related to the gener-
ation of halogenated wastes during incineration of the first two and some
issues with their disposal are present. Hydroiodic, sulfuric and phosphoric
acid were assigned as ‘‘yellow’’ mineral acids so there are some major con-
cerns related to their application. They cause severe burns and there are
problems with their disposal. Nitric, hydrofluoric and perchloric acid
are labelled as ‘‘red’’, undesirable alternatives. Nitric and perchloric acid are
strong oxidants, hydrofluoric acid is very toxic and similarly to perchloric
acid forms halogenated waste. They all cause severe burns and there are
issues related to their disposal. Organic acids that have miscellaneous
analytical applications are labelled as green acids – citric, ascorbic, benzoic,
succinic and oxalic acid.

Table 11.7 Results of solvent assessments according to SSGs. Only solvents relevant
to analytical chemistry are selected. Reproduced from ref. 73 with
permission from the Royal Society of Chemistry.

Label, colour coding Solvents

Recommended – dark green Water, ethanol, 2-propanol, n-butanol, ethyl acetate
Recommended or

problematic? – light green
Methanol, tert-butanol, acetone, 2-butanone, methyl

isobutyl ketone, methyl acetate
Problematic – yellow Methyltetrahydrofuran, heptane,

methylcyclohexanone, toluene, xylenes,
chlorobenzene, acetonitrile

Problematic or hazardous? –
orange

Methyl tert-butyl ether, cyclohexane,
dichloromethane

Hazardous – red Pentane, hexane
Highly hazardous – dark red Diethyl ether, benzene, chloroform, carbon

tetrachloride
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Potassium, sodium and calcium hydroxides are labelled as green bases,
with the remark that first two can cause severe burns. Carbonates and bi-
carbonates of sodium and potassium are also green, similarly to sodium and
potassium acetates.

A newly developed method for the assessment of HPLC-based procedures
includes mainly the assessment of solvents.79 The Analytical Method
Greenness Score (AMGS) is calculated according to the equation

AMGS¼
mSnþmInð Þ � 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sn� Hn� En
p

þ CEDnþ Ei� Rð Þ
� �

No: of analytes
(11:15)

where mSn is the mass mS of solvent n used for preparing a standard or
sample, mIn is the mass m of solvent n used by the HPLC instrument, Sn is
the safety index of solvent n, Hn is the health index of solvent n, En is the
environmental index score of solvent n based on a given solvent’s persist-
ence, air and water hazard, CED is the cumulative energy demand for each
particular solvent, based on production and solvent incineration, measured
in units of kg solvent per MJ-equivalent, Ei is the instrument energy con-
sumption or tabulated measured values determined for each instrument
type selected in energy units of kW h, and R is the number of sample in-
jections needed for a given analysis set, including standards and blanks.

Sn, Hn, En and CED values for various solvents are presented in Table 11.8.

Figure 11.8 Classification of organic and inorganic acids and bases according to the
approach proposed by Henderson et al.77
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11.5.3 Derivatization Agents

Similarly to the case of acids and bases, not much attention has been devoted
to the greenness of derivatization agents. The eighth of the Twelve Principles
of Green Chemistry states that derivatization should be avoided, whenever
possible. In chemical analysis this is not always possible80 and derivatization
agents are applied to reduce the polarity of analytes, improve volatility or
improve the analytical signal during the final determination. One way to make
the derivatization greener is to combine into one step the derivatization re-
action and microextraction.81 The combination of alternative ways of energy
delivery to the system, such as the application of microwaves, ultrasound or
UV irradiation, also contributes to greener derivatization.82 As usually there
are many alternatives to choose from, analysts should think about the selec-
tion of green agents. This is important as the safety of the operator is in-
creased and environmental pollution is decreased. The latter could occur due
to accidental spills or disposal of an analysed sample with unreacted deriva-
tization agent. Suitable selection of less problematic derivatization agents is
the second approach to making analytical derivatization greener.

A systematic approach to select greener derivatization agents was developed
similarly to that presented before for solvent selection guides.83 In the study,
267 compounds were assessed within three groups predefined by Sigma–
Aldrich: GC, LC and chiral derivatization agents. As toxicological data for these
chemicals were not available, the input assessment data were taken from
material safety data sheets (MSDSs) and were predicted or modelled. In this
way, derivatization agents were characterized with the following parameters:

� boiling point;
� flash point;
� vapour pressure;
� log KOW;
� log KOC;

Table 11.8 Scores for selected solvents in four categories.79

Solvent Sn Hn En CED

Acetone 2.29 1.6 3.23 40.7
Acetonitrile 2.72 1.2 3.44 58.8
N,N-Dimethylacetamide 0.7 0.63 3.6 65.2
N,N-Dimethylformamide 0.6 0.01 3.5 65.2
Dimethyl sulfoxide 0.9 1 3.21 44
Ethanol 0.8 0.28 3.99 18.4
Ethyl acetate 0.7 0.03 4.28 0.9
n-Heptane 0.6 0.43 4.87 7
n-Hexane 0.4 0.43 4.54 9.2
2-Propanol 0.6 0.28 3.92 29.1
Methanol 0.6 0.01 3.37 18.5
Tetrahydrofuran 0.5 0.53 3.1 233.3
Water 0.9 0.01 3.61 0.01

Evaluation of the Greenness of Analytical Procedures 363



� log BCF (bioconcentration factor);
� removal by wastewater treatment;
� persistence time;
� number and threat carried by hazards statements – from MSDS;
� number and threat carried by precautionary statements – from MSDS;
� signal wording – from MSDS;
� special hazards arising from the substance or mixture – from MSDS.

Table 11.9 Top rankings of LC, GC and chiral derivatization agents. Reproduced
from ref. 83 with permission from the Royal Society of Chemistry.

Rank Derivatization agent CAS No.

LC derivatization agents
1 (3R,4R)-2,5-Dioxotetrahydrofuran-3,4-diyl diacetate 6283-74-5
2 2-Hydroxy-1,2-diphenylethanone 119-53-9
3 2-Acetylbenzaldehyde 24257-93-0
4 9H-Fluorene-2-carbaldehyde 30084-90-3
5 4-Phenyl-3H-1,2,4-triazole-3,5(4H)-dione 4233-33-4
6 4-(Dimethylamino)benzaldehyde 100-10-7
7 (4-Formyl-5-hydroxy-6-methyl-3-pyridinyl)methyl

dihydrogenphosphate
41468-25-1

8 1-[2-(4-Nitrophenyl)acetoxy]-2,5-pyrrolidinedione 68123-33-1
9 7-[(2-Aminoethyl)amino]-N-[2-(dimethylamino)ethyl]-2,1,3-

benzoxadiazole-4-sulfonamide
913253-56-2

10 3-(Bromomethyl)-7-methoxy-2H-1,4-benzoxazin-2-one 124522-09-4

GC derivatization agents
1 Butylboronic acid 4426-47-5
2 2,2,6,6-Tetramethyl-3,5-heptanedione 1118-71-4
3 N-(Trimethylsilyl)acetamide 13435-12-6
4 N,O-Bis(trimethylsilyl)carbamate 35342-88-2
5 1,4,7,10,13,16-Hexaoxacyclooctadecane 17455-13-9
6 (Diethoxymethoxy)ethane 122-51-0
7 N-Methyl-N-(trimethylsilyl)acetamide 7449-74-3
8 1,1-Diethoxy-N,N-dimethylmethanamine 1188-33-6
9 1-[Dimethyl(2-methyl-2-propanyl)silyl]-1H-imidazole 54925-64-3
10 N-[Dimethyl(phenyl)silyl]-1,1-dimethyl-1-phenylsilanamine 3449-26-1

Chiral derivatization agents
1 (S)-6-Methoxy-2,5,7,8-tetramethyl-2-chromane-2-carboxylic

acid
135806-59-6

2 (R)-6-Methoxy-2,5,7,8-tetramethyl-2-chromane-2-carboxylic
acid

139658-04-1

3 (2S,3S)-2,3-Butanediol 19132-06-0
4 (1S,2R,4S,6R,7S,10S,20R,40S,60R,70S)-4,4 0-Oxybis(1,10,10-

trimethyl-3-oxatricyclo[5.2.1.02,6]decane)
108031-79-4

5 N-Isobutyryl-L-cysteine 124529-02-8
5 N-Isobutyryl-D-cysteine 124529-07-3
7 (1-Isothiocyanatoethyl)benzene 24277-43-8
8 (2R)-2-Octanol 5978-70-1
9 (1R)-1-(1-Naphthyl)ethanamine 3886-70-2
10 3,3,3-Trifluoro-2-methoxy-2-phenylpropanoic acid 17257-71-5
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As the data extracted from MSDS were of a descriptive nature, they had
to be transformed into numerical values. More serious threats were
given more points than less serious threats. Such datasets were treated
with TOPSIS to obtain rankings within each of the three groups of
derivatization agents. Part of the rankings results are presented in
Table 11.9.

The-real life application of the derivatization agents selection guide
was applied to select the most appropriate derivatization agent for the
determination of chlorophenols.84 Acetic anhydride, ethyl chloroformate,
N-heptafluorobutyrylimidazole, hexamethyldisilazane, N,O-bis(trimethylsilyl)-
trifluoroacetamide, N,O-bis(trimethylsilyl)acetamide, chlorotrimethylsilane
and N,O-bis(trimethylsilyl)trifluoroacetamide–chlorotrimethylsilane mixture
(99 : 1) were assessed as suitable alternatives according to their greenness
and N-heptafluorobutyrylimidazole was selected as the greenest alternative.
MCDA allowed assessment criteria other than those strictly referring to
derivatization agents’ greenness to be easily incorporated. In this way, the
derivatization effectiveness of chlorinated phenols and the quality of the
chromatograms obtained were introduced to other assessments. The most
appropriate derivatization agent for the comprehensive approach with
MCDA was N,O-bis(trimethylsilyl)trifluoroacetamide–chlorotrimethylsilane
mixture (99 : 1).

11.6 Conclusion
So far, not much attention has been devoted to greenness assessments of
analytical procedures. The assessment methodologies that have been de-
veloped include NEMI, Eco-scale and the application of MCDA, each char-
acterized by its own advantages and disadvantages. The presented case study
of the application of several methodologies for the assessment of the
greenness of the determination of DDT in honey samples showed general
agreement with GAC metrics results. The differences originated from con-
sideration of different assessment criteria and their treatment with different
degrees of quantitativeness.

Apart from the assessment of analytical methodologies, it is important to
assess the solvents and reagents used in analytical laboratories. In this
area, only a few systems have been dedicated to analytical chemistry but
greenness assessment systems developed by the pharmaceutical industry
for solvents, acids and bases provide some useful clues for analytical
chemists.

All greenness assessments results rely strongly on the parameters that are
the basis of the assessment. Therefore, some inconsistencies may appear
during comparisons of results. There is still a need to develop metrics sys-
tems that treat analytical processes and materials in a comprehensive
manner, giving simple and easy to interpret outputs.
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20(6), 10928.
4. M. Tobiszewski, Anal. Methods, 2016, 8(15), 2993.
5. J. Beard, Sci. Total Environ, 2006, 355(1–3), 78.
6. K. R. Walker, M. D. Ricciardone and J. Jensen, Int. J. Hyg. Environ. Health,

2003, 206(4–5), 423.
7. A. S. Purnomo, T. Mori, I. Kamei and R. Kondo, Int. Biodeterior. Biode-

grad., 2011, 65(7), 921.
8. M. Alaee, Dioxin and Related Compounds: Special Volume in Honor of Otto

Hutzinger, Springer, 2016, p. 49.
9. R. Carson, Silent Spring, Houghton Mifflin Harcourt, 2002.

10. E. Stokstad, Science, 2007, 316(5832), 1689.
11. H. van den Berg, Environ. Health Perspect., 2009, 117(11), 1656.
12. J. J. Alava, S. Salazar, M. Cruz, G. Jiménez-Uzcátegui, S. Villegas-Amtmann,
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